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Overview

+ Agenda:
* NASA Procedural Requirements
+ Lifecycles
* Process Rigor
+ JSC Engineering’s Agile Process Evolution
* Toolchain
* Following the NPR Lifecycle
+ SRR toPDR
« PDRtoCDR
« CDRtoTRR
+ TRRto SAR
* Closing Thoughts



NASA Procedural Requirements

NASA projects are governed by NASA Procedural Requirements (NPR)

« NPR 7120.5, NASA Space Flight Program and Project Management Requirements Eipasates vakdation |
« NPR 7120.7, NASA Information Technology Program and Project Management Requirements "i.."n — ;,,}m
*+ NPR 7120.8, NASA Research and Technology Program and Project Management Requirements Mmm v—

| Decomposmocn { ‘\“ Nres!::o" ‘5'

And the overarching Systems Engineering NPR

Design Realization

*+ NPR 7123.1 NASA Systems Engineering Processes and Requirements

All of these NPRs describe a reasonably rigid Waterfall lifecycle [¥se ' S

PRE-
CyclePhases | FORMULATION rmula FORMULATION Imglemengafion
Project Pre-PhaseA: Phase A: Phase B: Phase C: Phase D: PhaseE: PhaseF:
Life-Cycle Concept Studies Concept &, Prefiminary Design & | Fing| Design & Systaql fesembly, Operations & Closeout
Pisscs Technology Technology Fabricatin Integration & Test, S
° The S StemS En |neer|n “V” Development Completion Launch & Checkout
y g g Project Life-Cycle KDP A KOP B KDP C KDP D KDP EV KDP F Final
. . Gates, FAD FAA - e Archival
. M I t G t R Documents, and A reiminary Baseline aunct End of Missio)  of Data
llestone Gate Reviews Marortvents. [preiminan Pk Project Prject A
Requirements £ N Plan Plan A
+ SRR, PDR, CDR, etc A
’ ’ ’ .
Reviews =
- Tailorable Entrance/Exit Crit
allorable Entrance/exXi riteria Fiight Project A AA A A A A A
Life-Cycle MCR SRR SDR PDR COR/ SR ORR FRRPUAR CERR OR] DRR
1 1 Reviews 2 PRR? Endot
* Products required at each review — 2 i : "
fights! s
Re-enters life cycle as appropriate based on upgrade needed after flight.
Robotic Mission
A AA Al A A AAA A
Cycle % ; “
v MCR SRR MDR! POR cor, s ORR MRR ALAR  CERR' oR| DRR
Other SISR, LRR
Reviews e (LW, FRR (LV)
;:"F;‘;:!"g Peer Reviews, Subsystem PDRs, Subsystem CDRs, and System Reviews
Vi
FOOTNOTES ACRONYMS DR - Mission Definition Review
1. Flexibility is allowed as to the timing, number, and content of reviewsas long ASM - Acquisition Strategy Meeting MRR - Mission Readiness Review
asthe equivalent information is provided at each KDP and the approach s fully EE:R- Cfcﬂ;ilﬂclﬂll);fg‘ﬂ‘ :?{;‘:«:{n i ggR - gz‘e’r:;v:r:IDR:::’:nzzs Esvwe\-l
documented in the Project Plan. - - Prelimi i view
2. Life-cycle jectives and tates for these DR - Review PFAR - Post-Flight Assessment Review
the attendant KDPs are containedin Table 2-5. DRR - Disposal Readiness Review PLAR -Post-Launch Assessment Review
3. PRR s needed only when there are multiple copies of systems. It does not FA -Formulation Agreement PRR - Production Readiness Review
require an SRB. Timing is notional. FAD - Formulation Authorization Document SAR - System Acceptance Review
4. CERRs are established at the discretion of program FRR -Flight Readiness Review SDR - System Definition Review
5. For robotic missions, the SRR and the MDR may be combined. KDP -Key Decision Point SIR - System Integration Review
6. SAR generally applies to human space flight LRR - Launch Readiness Review SISR - Safety and Mission Success Review
7. Timing ofthe ASM is determined by the MDAA or AA, compliant with NPD LV - Launch Vehicle SRB - Standing Review Board
1000.5, and between MCR and KDP A MCR — Mission Concept Review SRR - System Requirements Review
8. Placement of arrows is notional. See Section 2.2.4.3 for more A Fed tang tife-cycler quire SRBs. The Decision Authority,
refiights. Administrator, MDAA, or Center Director may request the SRB to conduct other reviews.




NASA'’s Software Engineering Requirements

Software Engineering process and product requirements, as a component of the overall
project execution are then detailed in
*+ NPR 7150.2, NASA Software Engineering Requirements

.

4 NASAa .
{ /| ENGINEERING NETWORK

Guidelines are described in
NASA Software Engineering and Assurance Handbook, NASA-HDBK-2203

(NASA Only)

Book A. Introduction

New in SWEHB

1.Welcome | 2. SWEHBIntoduction 3. Title Material 4. Resources 5. Accessing Other Versions of SWEHB 6. NASA-STD-8739.88 Title Material

*  NPR 7150.2 describes the “what” that has to get done
. Welcome to the NASA Software Engineering
* Document requirements and Assurance Handbook, NASA-HDBK-2203. @
+ Document design

. P e rfo Mm testl n g Software is a core capability and key enabling technology for NASA's

missions and supporting infrastructure. isteRer e et
. Etc Assurance Handbosk,
. users and p for implementing the NPR71502. T
v Requiremens, and oy Assurance Hakgh, Fred Dovitas, (HOKAGOG)
and Software 278 e thi nd [PEROT] poste
standard have from and proven in software

Topic 7.08 - Maturity of Life Cycle Products,
at n update

updated

» But luckily, it doesn’t describe the “how” "g
» Does not dictate format or templates

+ Though, NPR 7123.1 does tell you “when” e e e ey

* Milestone review entrance criteria describe what products are needed for each e
review . The NASA Sofware Engineeing Requirements, NPA 715020 083

« The NASA Software Assurance and Software Safety Standard requirements, NASA-

« Software requirements at PDR

You can submit any inputs and suggestions regarding SWEHB via *Feedback” in the NASA Technical
New Topic on Space Securty

« Software design at CDR
+ Etc.

Anew Topi titled * 7.2 - Space Securiy

Anew Topic titled '8.24 - Software
k" has been added to the D.

» Caution - some Centers may levy additional constraints via Center specific Procedural
Requirements



The Waterfall Lifecycle

Some challenges and pitfalls of Waterfall

It assumes you got it right the first time
Going back to earlier cycles is nearly impossible
It takes a very long time to learn what you don’t know
+ Or what you didn’t get right in the previous cycles
Course corrections are hard
Feedback is slow

Q} Requirement Analysis

.

Waterfall Model

Software Development Life Cycle

System Design

wiw.programmingster.com

Sia

%8

Implementation

_—
t?% 'resring\

{B Deployment

s, Y

0 W Manintenance
-




Industry experience has shown that Agile project management can
be highly successful

* Cyclic
* Looking at all aspects each iteration
» Faster to uncover issues and gaps
* Burn down risk earlier
* Quicker Feedback
» Drive metrics for faster decisions
* Fosters collaboration
* Incremental growth of knowledge

Manifesto for Agile Software Development

‘We are uncovering better ways of developing
software by doing it and helping others do it.
Through this work we have come to value:
Individuals and interactions over processes and tools
Working software over comprehensive documentation
Customer collaboration over contract negotiation
Responding to change over following a plan

That is, while there is value in the items on
the right, we value the items on the left more.

Vision ‘ ‘

Iteration 1 Iteration 2

] ]

Implementation & Developer Testing

Design &
Analysis

Iteration Detail

Detailed
Requirements

Continue
Iteration 3 Iteration 4
QA / Acceptance
Testing
(Deployment)
Evaluation /
Prioritization



How did we bridge the gap?

Vision ‘ ‘ ‘ ‘
So, how did we achieve Agile software engineering within
NASA’'s NPR dictated waterfall lifecycle?

Design & QA/Acceptance
Analysis Testing
Iteration Detail

eeeeeeeeeeee

Continue

Waterfall Model

; . Software Development Life Cycle
Requirement Analysis

System Design

g

?agl Implementation
f

Yook Testing

2 4

{B Deployment

23]
8

Manintenance




Apply process rigor when it is important

Process rigor is important
+ But only at the right time

The content of the artifacts detailed in the
NPRs are important

* Requirements

+ Design documentation

» Test plans and procedures

Agile software engineering is not the “wild
west” of project management
* In my experience with Agile, there are
more day to day process requirements
than other non-Agile projects | have

worked
+ Daily feedback loops
* Metrics

Research &
Development

Human Space
Flight

* Low cost project

* Low consequence of failure
* Easily replaceable hardware
* Little schedule pressure

* Under the radar

Process Rigor
CM, Requirements,

Data Management,
Formal
Documentation,
etc.

Technical Rigor
Factors of safety

Quality control
Amount of testing,

etc. ﬂg f

* High dollar project

* High reliability required
* Crew safety

* Mission critical

* Expensive payloads

* High visibility

* Schedule constraints

* Costly replacement

* Paying customer

Technology Morpheus CSR

Development / R&D

Shuttle, ISS, Orion,
Gateway

The scale of project rigor should always be adapted to the needs and scope of
the project. Some attributes will drive rigor but not equally for all processes.




Morpheus Lander ~ 2010 - 2014

» 1stfocused attempt with Agile
» Highly successful R&D project
+ Class C software project

« CMMIML2

Orion Ascent Abort — 2 ~ 2015 - 2019

Orion flight test of Launch Abort System
Class B safety critical software project
CMMI ML 3

Gateway Lunar Outpost ~ 2019 - today

» Multiple contractors, multiple teams

* Class A safety critical software
projects

+ CMMIML3




Our lifecycle focused Agile flow

Design &

* Changing software team focus as project moves through 7123.1 lifecycle Analysis Implementation &
» Focus on meeting the intent of the milestone without spending wasted time writing documents Developer Testing
+ Make NPR required artifact development part of the standard development flow

+ Updating the design documentation is part of closing each code implementation story Detailed

+ Evolving definition of done for different story types as we move through development Requirements - ’

2quiremen
gates Verification
Evaluation /

Prioritization

\ sgg: x \ PDR /’{ | COR / '\\ SAR ff
| HSI1 Hs12 T Finlaltf

A A A A A A A A A eration build:
NI J ) OO

Requirement Centric Implementation Centric Verification Centric
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Our Solution Leverages Several Tool Ecosystems

A ATLASSIAN

TestRay plugin
* Functional Requirements
* Non-Functional Requirements
Test Cases
Test Plans
Test Automation
Stories — Work code
Epics — Use cases
Tasks — Design work
Scripting API back end for trace tables
Release management

* Confluence

Design documentation
Use case management

« Gitlab

Source code
Continuous integration pipeline

+ Doxygen

Design documentation

« Jenkins

Automated testing

* Home grown scripts to tie it all together

ATLASSIAN

T Jira

ATLASSIAN

& Confluence

& GitLab

doxygen @

Jenkins

11



Team Focus: SRR to PDR

 Requirements

« Verification Planning

 Architecture

« Tool Chain

 Use Case Based Advancement of System Capability

i
[ |
| SRR& | | | \
\ 'sDR / sl \ R SR

A A AHSIl A A A AHS&T A Aﬁn;lif;-mm.“
N I I ij})))’)@")@

Requirement Centric Implementation Centric Verification Centric

12



X Confluence spaces v People  Creat

» Use con ops and operational use cases to drive requirements
* Higher level requirements
+ Computer Software Configuration Item (CSCI) requirements are defined in Jira
* The box shall ...
+ Utilizes new Jira ticket types from TestRay plugin
+ Stakeholders review and comment right in the tools
* Enhances collaboration and feedback
+ The actual SRS is a confluence page with the embedded Jira tickets
« Jira/TestRay allows management of requirements baselines
* Export to a PDF to support a “baseline” for lifecycle reviews
* Manage change traffic between versions using labels on the Jira requirements

[Vehicle Systems Manager Flight Software]/ VSMFSW-1090
Initializing State

# Edit Q Add comment Assign  More v

v Details
Type: Functional Resolution Unresolved
Requirement
2 Medium Fix Version/s: None
None
None

CSIC13_Regression SRSRevA SRSRevATCM SRSRevB
VSMFSW-Sprint46
Sprint: VSM SRS Burn Down
L3-VSM-0101-1090

L2-GW-0336, L2-VSM-0007, L2-VSM-0179

1

Autonomy

Rationale: v VSM must be able to begin initialization without human input after system
boot-up given the frequency of human operator interactions planned for
Gateway. State transitions are derived from GP 10012 Table 3.2.2-2. Initializing
state is reported as the 1st state after the VSM Executive application has
loaded and begun execution.

Verifi on Method: Inspection

Verification Initializing state set after operating system boot-up and loading of the CFS core

Statement

Pages / Vehicle Systems Manager Flight Software | VSM FSW Requirements & @  ¥'1.Jira link #Edt (ySaveforlater @ Watching < Share

« Itwill manage active faults at the Gateway level, adjusting the Mission Plan and Mission Timeline as required, and analyze trends to identify potential faults and failures at the Gateway level
The VM, responsible for oversight, s also responsible for supporting the integration of ground and crew roles, by providing integrated emergency, warning, and caution alerting to human operators;
supporting human operator analysis, decision making/diagnosis, and system interrogation; and performing response selection, planning, and execution

« VSM coordinates and monitors operations that span across multiple Gateway modules, such as refueling operations, EVR Ops, ECLS ops, etc.

= VSM provides inputs to module-level operation which require information on mission context, or on Gateway assembly configuration, or on ongoing operations

To fulfll these responsibiliies, the VSM is decomposed into Functions and Subfunctions. Some examples are shown in the following tabe.

Function Example Subfunctions Example VSM Capability
Mission Plan & Timeline execution = Perform RPOD « Mission Timeline Planning/Replanning
« Refuel « Task progression assessment
« Utilize payloads. « Constraint-based planning and scheduling
Fault Management across modules | = Emergency management (eak, fire) « Vehicle-wide health assessment
« Recover from Power Bus failure « Local safing action verification
« Pprioritize Recovery Actions « Vehicle recovery plan generation
Resource Management « Manage Power Production and Distribution |« Resource projections based on current/potential plans
« Manage Data Networks « Planning/scheduling for the optimization of interdependent resources

« Managing Crew Time
« Manage Pressure/02/C02
« Manage data downiink content

Vehicle Control and Operation « Control Attitude « Human/system teaming

« Optimize and Maintain Orbit
« Support Human Situation Awareness

32 i and Performance

The requirement records are officially captured in the VSM FSW Jira issue tracking tool, and managed by the SynapseRT plugin (including capturing baselines). The table below is a direct export of all of
the VSM FSW requirements from that tool.

Requirement  Summary Description Rationale Parent Verification  Verification
) Requirement  Method Statement
)
L3-vsM- Initializing State The VSM FSW shall enter the VSM must be able to begin initalization without human input  L2-GW-0336,  Inspection  Initializing state set
01011090 Initilizing state after operating system  after system boot-up given the frequency of human operator  L2-VSM-0007, after operating
boot-up and loading of the CFS core  interactions planned for Gateway. State transitions are L2-VsM-0179 system boot-up
derived from GP 10012 Table 3.2.2-2. Initalizing state is and loading of the
reported as the 1st state after the VSM Executive application CFS core

has loaded and begun execution.

L3-VsM- Configuring State  The VSM FSW shall ransition to the  VSM must be able to begin Configuring without human input ~ L2-GW-0336,  Test VSM FSW entered

0102-1091 Configuring state after Initializing, or  after completing initalization given the frequency of human  L2-VSM-0007, the configuring
successfully completing Recovering  operator interactions planned for Gateway. State transitions  L2-VSM-0009 state immediately
operations are derived from GP 10012 Table 3.2.2-2. after successful

completing
over
operations
L3-VsM- Self-Test State ‘The VSM FSW shall transition tothe  VSM must be able to automatically initiate Power On Self Test  L2-GW-0336,  Test
0103-1093 Self-Test state after successful (POST) functions without human input after successful L2-VSM-0007, transitioned to the
Configuration Configuration given the frequency of human operator L2-V5M-0009 Self-Test state
interactions planned for Gateway. The Self Test state also after successful
allows for manually commanded Built In Test (BIT) functions. Configuration
State transitions are derived from GP 10012 Table 32.2-2.
L3-vsu- Standby State The VSM FSW shall enter the Standby  VSM must be able to enter Standby state without human input ~ L2-GW-0336,  Test VSMFSW in
0104-1098 state upon successful completion of  after successful Self-Test given the frequency of human L2-VSM-0007, Standby state at
Self-Test operator interactions planned for Gateway. State transitions  L2-VSM-0009 successful
are derived from GP 10012 Table 3.2.2-2 completion of Self-
Test
L3-vsM- Control State The VSM FSW shall enter the Control  In order operate safely, VSM must be capable of autonomously ~ L2-GW-0336,  Test VSM FSW enters
0105-1094 state from the Standby state upon: transitioning to Control State when loss of Primary is detected,  L2-VSM-0007, the Control State
1 Receiptof state transition commang 16" 2 configurable timeout on tartup or upon receipt of a L2-V5M-0009, from the Standby
command from a human operator. State transitions are L2-VSM-0010, state upon
2. After the timeout of a configurable  derived from GP 10012 Table 3.2.2-2. L2-VSM-0339 ‘completion of
timer, when configured as the Primary conditions (1), (2),
VSM instance, and the backup or (3)
instance is not currently in control
state

3. After the failure to detect the
Primary VSM instance heartbeat after
a configurable threshold, when
configured as the Backup VSM

13




» Verification Statements are part of the Jira requirement ticket
» Each requirement is broken down into one or more test cases

«  Nominal

 Erroneous

* Boundary
+ Etc.

+ Test cases are another Jira issue type from the TestRay tool set

 Review and collaboration continue in Jira

» PDF exports can be made as snapshot baselines for reviews

» Plan automated testing architecture

v Requirements

VSMFSW-1090 Initializing State

VSMFSW-2422 Initializing State

v Test Cases

Total Test Cases: 1

Create Parent  Create Child

> [E VSMFSW-8312 Inspection - Initializing state set after operating system boot-up and loading of the VSMFSW-1090

CFS core

Link Parent Link Child Requirement Tree

DONE [x]

Create Test Case  Link Test Case

IN PROGRESS [x]

Vehicle Systems Manager Flight Softwarg) | VSMFSW-2692

7] [ [R] [

© Details
Type [ Test Case Resolution Unresolved
Priority 2 Medium Fix Version/ None
None
None
abels Nominal

Sprint VSM L3 Test Case Burndown

~ Description
Given:
+ VSM FSW #1 nominal operation
When:
« Internal fault occurs
Then.

« VSM FSW detects an internal fault
+ VSM FSW transitions to Stabilizing state per GP 10012

Should test a range of internal faults. Might be a set of tests for each fault

© Teststep

Estimate: Forecast: 6h
(eg. 4w 3d 2h 10m)

# swp Expected Result

~ Automation
Test Reference

~ Adhoc Test Run

RuniD Result Executed By Exccuted On Defect Comments

~ Attachments

> rop s o ttach,or browse

© Issue Links

mentioned in
X Test Case Design for VSMFSW-1088 Stabiizing State

X VE-VSM-AR-9,10,11 - Instance States Management and Transitions

© Activity

Al Comments Worklog History Actiity GitRollUp Git Commits

‘There are no comments yet on this issue.

+ Create

Nominal - VSM FSW entered the Stabilizing state upon occurrence of an internal fault

< dExport v

« people

pssignee © ircrew santangelo ©
hssignto me

© Andrewsamangelo ©

0 Vote for this issue

1 Start watching this issue

ted: 09/Mar/219:00 PM

Updated Yesterday 1:07 PM
© Time Tracking +
Estimated m
Remaining: m

~ Development

9 commits.
v Agile
Active Sprint VSM L3 Test Case Burndown ends
28/Marf25
Q Find on a board
~ Requirement
Link
VSMFSW-1088 St... 2 INPROGRESS
~ Test Suite
Add

VSMESW  STATES

~ TestPlan

View All Defects

Test plar Result per Cycle Defect

VSMESW-103.

VSM Fsw
Integration
Test February
2024

VSMESW-10174

VSM Fsw
Integration
Test January
2024

14



Software Architecture & Implementation

Even though there is a concentrated effort on requirements, we are still implementing capability

Stand up development environment
* Toolchain
+ Cl pipeline
« Lab
* Hardware in the loop — the earlier the better!
+  Emulators
+ Simulators
* Desktop development
* Virtual machines
* Docker images
Implement preliminary architecture
* All pieces of the architecture cycling in early development sprints

VSMFSW-10464 git checkout before pull.
for co

4 C 2036185¢

[y [Gosipesive)

o
°
°
°
°
°
°
°

Rack 1

Rig 1

TTE Switch

TTE
Fc1 LES

TTE

Fc2 LES

TTE
simhost—ES—{e—

TTE
GiaB <’

Rig 2

TTE Switch

]

TTE
FC1 LES

l TTE
Fea LES

simhost

TTE
GiaB
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Working with product owners and relevant stakeholders

+ Determine list of operational use cases that can be reasonably developed and demonstrated at this

phase of the lifecycle
* Use cases are peer reviewed
+ Used for training and familiarization
* Helps to flush out requirements
* Helps to define interfaces
Advance hardware in the loop capabilities
* Understand simulation and emulation requirements
* Understand fidelity of hardware environment
Integrated demonstration of capabilities and regular cadence throughout the phase
* We chose a three-month integration cycle
+ Based on a two-week team sprint cycle

Continuous Improvement of Tools and Processes
+ Enhancing ClI pipeline
* Development of emulators and simulators
* Lessons learned from prior phases
+ Documenting process enhancements
* Updating templates

CMV Software Integration Cycle 15 (CSIC-15)

CSIC-15 Status

Title

csic-15 ue:
SHM
Exceedance
Event

csic-14 uc:

Payloads and

STRM

Management

csic-14UC:  This page

Description

SHM

@Alex Lotze

e @MinhLuong

Jira Development Status Test Status.

vomFsw-  IEEEER CTF Tested in ACSSL
2 Del

Integrated and Tested in GSVL

e One implementation story to finish in sprint 110.

Excoedance  Estimated delivery in sprint 11, (Oct. 11-25,
2023)

veMFsW-  QEEITN
8320- CSIC-
From NG "HERMES and PSM tasks
W

14 Payloads
andSTRM_ Of HALO scope. Anythin
GPFS beinan
Management  HALOFSWis .

DONE €7572d5bfb9l410f61ce255(88a844281c44502a. O O

si h HALO
o

VSMESW-
878-CSC-
apayioads 1o
andSTRM o
GPFS
Management
uc bone

g for
and delivery of the payload TREX tasks.

5 vmrsw-
8321 - CSiC-

“Pay MES.

1670

S trur
constraint checking for lightweight

16



Team Focus: PDR to CDR

* Requirements Decomposition
« Design Elaboration
 Use Case Based Advancement of System Capability

)
e w—{ \—\
7 1 ||
\ 823: // "\ L f/a | CDR / \\ SAR

A A AHSIl A A A AHS&T A Aﬁn;lif;-mm.“
N I I ij})))’)@")@

Requirement Centric Implementation Centric Verification Centric

17



Application Requirements Decomposition

« Structured design process to decompose box level CSCI requirements into multiple application-level
computer software component (CSC) requirements

* Requirements based use cases drive system capabilities 1}'.::::f:j::i::22:::2:2:23Cam
+ 20 tier requirements are also captured in Jira o e e
+ Designs are documented via organized confluence pages

» Structured templates to drive commonality o

+ Jira requirements are linked into confluence design for traceability |
+ Confluence allows for
* Version control
* Review / comments / collaboration
* Flushing out interface design to both external and internal components

1.2 Power On to Initiailizing Use Case
Use Case Name Initializing
Participants Executive

Assumptions None

18



Design Products

All design artifacts are “organic” products that are created inline as

part of the development process

+ We don’t stop what we are doing to make a big Word document

and a bunch of PowerPoint slides

Utilize Doxygen, Confluence exports, and Jira scripting to create the

design package
+ HTML based “clickable” package

fé Vehicle System Manager &

9,555 Commits 460 Branches 7 52 Tags EJ 840.7 GiB Project Storage 47 Releases

Vehicle System Manager (VSM) Flight Software (FSW)

pipeline [passed)| coverage [BBIO00A vsm docs [doxygen] [Vsmsioss] Doxygen [VSM Metrics

@ Merge branch...

development

fee [ | +

[3) README ¢/ CI/CD configuration [ wiki (2] Add LICENSE [#) Add CHANGELOG 2] Add CONTRIBUTING

G1 Configure Integrations
Name Last commit

B3 .gitlab/merge_request_templates VSMFS) Test Case Implementation for VSMFSW...

(]

History Find file

(3] Add Kubernetes cluster

3e7385d6 [

Edit

‘ Code v

Last update

2 months ago

Gateway Vehicle Systems Manager Flight Software

Main Page | VSM Introduction and Design  Traceability and Requirements External Design Documents |~ Gateway VSM Applications Documentation | Gateway cFS Applications Documentation | Related Pages

Files ~ G
& Gateway VSM Applications Documentation

PREV: Extornal Design Documents NEXT: Gateway cFS Applications Documentation

Gateway VSM Applications Documentation

+ CA Application Documentation
+ CDM Application Documentation

+ CDP Application Documentation

+ COMM_MGR Application Documentation

+ DISPATCHER Application Documentation

+ EWCA Application Documentation

+ EXECUTIVE Application Documentation

+ FAULT_MGR Documentation

+ GT Documentation

« PLANNER Documentation

+ PWR_MGR Documentation

« RuM Documentation

+ RSRC_MGR Documentation

+ SD Documentation

+ SQLITE_IF Documentation

+ TREX Documentation

+ STRM_IF Documentation

+ TASKMGR Documentation

+ VV_MGR (Sustaining Phase Capability) Documentation

VSM Documentation



Trace Tables

*«  NPR 7150.2 requires requirements and verifications traceability
+ Depending on software classification

+ Utilizing custom Doxygen tags in the source code, along with Jira scripting we can

generate tables for bi-directional traceability
* Requirement <—> Design <—> Code
* Requirement <—> Code <—> Test

Vehicle Systems Manager

a h

Main Page | Related Pages | Traceability and Requirements | Namespaces~ = Classes~ | Files =
| |

VSM Traceability Coverage Statistics

Requirements: 1428

914 Requirements With Methods 514 Requirements Without Methods
98.46% Test Case Coverage ‘ I

1406 Requirements

22 Requirements Without Test Gases

IMethods: 6585

584 Methods With Requirements 6001 Methods Without Requirements

581 Methods With Test Cases

8.82% Test Case Coverage

6004 Methods Without Test Cases

Test Cases: 777

97.3% Requirement Coverage ‘ I

756 Test Cases With Requirements 21 Test Cases Without Requirements

223 Test Cases Without Methods

71.3% Method Coverage ‘

554 Test Cases With Methods

Main Page | VSM Introduction and Design

Related Pages | Files ~

VSMFSW Traceability Matrx: Tes

VSMESW Traceabllity Matrix: Test
VSMFSW Traceability Matrx: Test
VSMESW Traceabllity Matrix: Tes:
VSMFSW Traceability Matrx: Tes
VSMFSW Traceabllity Matrix: Test
VSMFSW Traceability Matrx: Tes
VSMFSW Traceability Matrx: Test

VSMFSW Traceability M

VSMFSW Traceability M:

VSMFSW Traceability Matrix: Tes
VSMFSW Traceability Matrx: Test
VSMFSW Traceabllity Matrx: Tes
VSMFSW Traceability Matrx: Test
VSMFSW Traceability Matrx: Tes

VSMFSW Traceabili

ix: Test
VSMESW Traceabllity Matrx: Tes

VSMFSW Traceability Matrx: Test

VSMFSW_TCBM_AIGr
VSMFSW Traceability Mat

VSMESW_TCBM_Index_ALL

eability Matrix: Test Case

VSMFSW_TCBM_Index_ CLASSNAM

VSMFSW_TCBM_Index_FILENAM
e

VSMFSW_TCBM_Index_ NAMESPAC

eability Matrix: Test Case

VSMFSW_TCBR_AlGroups_Index_

VSMFSW Traceability Matrix: Tes
VSMFSW_TCBR_AllGroups_Index
VSMFSW Traceability Matrix: Tes

VSMFSW Traceability Matrix: Test

VSMFSW Traceabllity Matrx: Tes
VSMFSW Traceability Matrx: Test
VSMFSW Traceability Matrix: Tes

VSMFSW Traceability Matrx: Tes

VSMFSW Traceability Matrx: Tes
VSMFSW Traceability Matrx: Test
VSMESW Traceabllity Matrx: Tes:
VSMFSW Traceability Matrx: Test
VSMFSW Traceability Matrix: Tes:

VSMFSW Traceability Matrx: Test

VSMESW Traceabllity Matrx: Test

ix: Test

VSMFSW Traceability Matrx: Tes

VSMFSW Traceabllity Matrx: Tes:
VSMFSW Traceability Matrx: Test
VSMESW Traceabllity Matrx: Test

SMFSW Traceability M

VSMESW Traceability M:
VSMESW Traceability Matr

VSMFSW Traceability Mat
VSMFSW Traceability Mat
VSMFSW Traceability Mat
VSMFSW Traceability M:

VSMFSW Traceability

VSMFSW_TCAR_Index_A

y Matrix: Test Case

Traceability and Requirements | External Design Docu

Gateway Vehicle Systems Manager Flight Software

ments  Gateway VSM Applications Gateway cFs Appli

VSMFSW Traceability Matrix: Test Case by Requirement - Components

L3-VSM-1203-1872: Fault
dentitication
L3-VSM-1209-1758:
Diagnostic Information

[Fault Input Data

Test Cases.

[VSMFSW-6009: Erroneous - VSM FSW failed to telemeter parameters that are used in fault detection

IL4-VSM-ACAWS-10329: ACAWS: Publish [and determination loglc

[VSMFSW-6008: Nominal - VSM FSW telemetered any parameters that are used in fault detection and
(determination logic

L3-VSM-1810-1619: VSM
Command Authorization

IL4-VSM-ACAWS-10068: ACAWS:
|Command Source Validation

[VSMFSW-5688: Erroneous - VSM Unique Two-Step Command Timeout
[VSMFSW-5687: Nominal - VSM successfully uses required unique two-step commands for all critical
functions

L3-VSM-1206-1755: Cross.
Module Function
Availability
L3-VSM-1220-2888: Vehicle
Component Health State
L3-VSM-1306-2892:
Determine Current Vehicle
Conditions
L3-VSM-1205-1750;
Functional Availability
L3-VSM-1207-1752:
Redundancy Impact
Information

IL4-VSM-ACAWS-6598: ACAWS DE -
[Publish the functional health Impact
status array

|VSMFSW-5844: Erroneous - VSM FSW fails to maintain the redundancy status of Gateway functions
las defined In the Gateway VSM to MSM ICD (GP 10085)

VSMFSW-5843: Nominal - VSM FSW maintains the redundancy status of Gateway functions as
(defined in the Gateway VSM to MSM ICD (GP 10085)

L3-VSM-1301-1900:
Vehicle-level Fault
Detection

L3-VSM-1301-1900;
Vehicle-level Fault
Detection

IL4-VSM-ACAWS-6647: ACAWS_DE
lacaws_mode_types Consumption

IL4-VSM-ACAWS-6646: ACAWS_FD_CFS
lacaws_mode_types Output

[VSMFSW-6897: Combinatorial - VSM FSW calculated expected vehicle condition, determined the
lcurrent vehicle conditions, and compared the expected to the current conditions to detected vehicie-
level faults

[VSMFSW-6897: Combinatorial - VSM FSW calculated expected vehicle condition, determined the
lcurrent vehicle conditions, and compared the expected to the current condiions to detected vehicie-
level faults

L3-VSM-1301-1900:
Vehicle-level Fault
Detection

IL4-VSM-ACAWS-6182: ACAWS_FD_CFS
Initialization configuration

|VSMFSW-6897: Combinatorial - VSM FSW calculated expected vehicle condition, determined the
lcurrent vehicle conditions, and compared the expected to the current conditions to detected vehicie-
level faults

L3-VSM-1301-1900:
Vehicle-level Fault
Detection

L3-VSM-1301-1900:
Vehicle-level Fault
Detection
L3-VSM-0216-1828: Mode
Constraints
L3-VSM-0802-1713: Modity
Vehicle Configuration
L3-VSM-1116-7959: EWCA
Configuration

IL4-VSM-ACAWS-6180: ACAWS _DE Pass-
[Fail Consumption

IL4-VSM-ACAWS-6170: ACAWS_FD_CFS
IMode Switching

[VSMFSW-6897: Combinatorial - VSM FSW calculated expected vehicle condition, determined the
lcurrent vehicle conditions, and compared the expected to the current conditions to detected vehicie-
level faults

-VSMFSW PP
lbased on commanded vehicle state, configuration, and mode

‘appropriate EWCA alerts.

L3-VSM-1220-2888: Vehicle
Component Health State
L3-VSM-1306-2892:
Determine Current Vehicle
Conditions.
L3-VSM-1204-1749:
Component Health State

|L4-VSM-ACAWS-7684: ACAWS DE:
(Component Health States

[VSMFSW-6200: Erroneous - VSM FSW fails to monitore lower level component health state as
defined in the Gateway VSM to MSM ICD

[VSMFSW-6199: Nominal - VSM FSW monitored lower lovel component health state as defined in the
(Gateway VSM to MSM ICD

|VSMFSW-6009: Erroneous - VSM FSW failed to telemeter parameters that are used in fault detection

a4t Gteway VoM Wby ()G VIGIELT) 114

Genorstod on Thu b 16 2024 1250,
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Working with product owners and relevant stakeholders
+ Determine list of operational use cases that can be reasonably developed and demonstrated at this
phase of the lifecycle
* Use cases are peer reviewed
+ Used for training and familiarization
* Helps to clarify requirements
* Helps to understand interfaces
Advance hardware in the loop capabilities
+ Develop simulation and emulation capabilities
+ Enhance fidelity of hardware environment
Integrated demonstration of capabilities and regular cadence throughout the phase o e
* We chose a three-month integration cycle
+ Based on a two-week team sprint cycle

CSIC-15 Status

csic-14 uc:
Module

csic-14 uc:

Continuous Improvement of Tools and Processes
+ Enhancing ClI pipeline
* Development of emulators and simulators
* Lessons learned from prior phases
+ Documenting process enhancements
* Updating templates

tomissing
NG support.  peyeloper

@MinhLuong - VSM FSW

CMV Software Integration Cycle 15 (CSIC-15)

sssssssssssssssssssssssssss

8943 - CsIC-

ey One implementation story to finish n sprint 110
Exceedance  Estimated delivery in sprint 11, (Oct. 11-25,
Event DONE 073,

| oeuvereo )
From NG "HERMES and PSM tasks
of HALO scope. Anything nece
be in an PSM task. The PSM c

HALO FSW is
€757205bfb9f41016fce255(88a844281c44502a

g for
¢ and delivery of the payload TREX tasks.

cons
1664
+ The LSB byte of the

#1) in Payload Heal

1670

constraint checking for lightweigt
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Team Focus: CDR to TRR

Final Implementation of Design

Test Script Development

Continuous Integration Pipeline

Use Case Based Advancement of System Capability

—

T 7 T ] T 7 | ]
. SRR& | " PDR | \ | \ |
. SDR [If ‘.\ ,‘f \ CDR / \ SAR /

A A AHSIl A A A AHS&T[ A AF‘"I""T;M”
N I I ;7[}&)))’)@’)()

Requirement Centric Implementation Centric Verification Centric
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Closing Application Requirements

. |mp|ement the requirement’ using the design document as a reference Pages / Vehicle Systems Manager Fight Software | How-to articles & 41 Jiraink #Edt  fySaveforlter ©Watch < Share

+ Update the design page in Confluence if necessary LA RequEmenia SaTsiow
+ Tag all source code functions implementing the requirement with custom e

D oxyg e n tag This page describes the process for moving L4 requirements from TODO to DONE

. Un|t test a" the funct|ons |n the |mp|ementat|on L:ktr:J:Z;::g;n;‘a;::ns(;oﬂr:;ss:\:r(ynr:\::iz;:i‘L;bgqmremem,creaxeaJwrasmryanaunk\omeureqmrememusmg ‘covers” link
+ Verify the implementation matches the design document
Verify the implementation matches the design document
* Peer Reviews

Pull the L4 implementation story into the sprint
* Updat ted dat duct
paate associate ata proaucts
If implementation leads to what you think should be an additional VSM data product from GDS (say a new CFE Table) or removal of a data product formerly listed on VSM Data
If the process of re-design of design page from step 11 or general implementation from above leads to needing to mark an L4 as OBE (“overcome by events")

oe W

©®No

Move the L4 requirement to "In Progress"

Implement the requirement, using the deswgn document as a reference

a. If needed, propose updates to the L4's or design document

Tag all functions the with , Req Number} tag
« Table definitions

Products From GDS, update the table(s) on the link and alert VSMFSW GDS Focal @ Alex Lotze
e  Command

o a n S 10. Update the L4 and Jira story to "In Review"
11. Have 2 reviewers look through the implementation, unit tests, and design

. Tele”]etry 12. Get 2 approvals

Unit test all the functions in the implementation
13. Move the L4 Requirement to "Done"

Make sure all the links on Data Products From GDS for the affected application(s) (including submodules) are up-to-date with any merged changes

. Obtain 2 approvals (can be same as 2 approvals from process above if you instruct the reviewers to also consider the L4 OBE'ing as part of their review)
Tag Dave Swartwout n the comment of the JIRA ticket hosting that L4 requirement. Example: [ VSMFSW-3689 - SD: MSM Power DONE

On Dave's concurrence:

a. Update design pages that mention the to-be-OBE'd L4

b. Change the requirement’s issue type to "Requirement” ("More” > "Move")

c. Move the ticket to "Closed" with resolution "Won't Do"

VSM L4 Requirements Burndown  Issue Count v (@ How to read this chart / Workscope ,+* Scope projectior

w N

il Like  Be the first to like this No labels @

ISSUE COUNT

Jan 2023 Apr2023 Jul 2023 0Oct 2023 Jan2024 Apr2024 Jul 2024

TIME
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Test Script Development

Using test case statements defined in Jira/TestRay
Structured test case design process

* Captured in Confluence

+ Test team collaborates with design team
Implement automated test script for each test case

Test development in parallel with system development

* Flushes out requirements questions, inconsistencies,

+ Clarifies design
* Uncovers foundational issues early

and confusions

N CFS T Famenork ghs)

VSMFSW-3153 2 1 2

Ovner Emily 8

Y vewFSW 2474 son

minal - The primary VSM detected and repor

Descripton
3 VSMESW2540 son 2 om the backup VSM, and executs approprite recovery acton
D) vsMFSW-2541 fson
Test Setup VS FSW s il for cpu1 and cpuz. HALO Standin s unring
L3.VSM-1505-1812 ¢
Reaquiements
VSMFSW-2593 fson
o 4 json
[ vswFSw 2595 fson mports
D3 VSMFSW-252 json D functions,son _StanVSHiNorinal
[ vsMFSW-2595 fson
3 vSMESW2884 fson 2 =t
[ vswFsw 2685 fson —
5 Testseup £
Sz

+ ADDTEST

of heartbest

+ ADD N

CeSDS PLUGIN

cFS PLUGIN

CONTROLFLOW PLUGIN|

EXAMPLEPLUGIN

SPOPLUGIN

SSHPLUGIN

I0PLUGIN

VARIABLEPLUGIN

FUNCTIONS.JSON

Pages /... | L3 Test Case Designs & @ <10 Jiralinks

Overview
L3 Requirement Testplan
Transitioning from Controlto | Prelim-15, Set 6

VSMFSW-1TIE -

Transitioning from Control to
Standby N PROGRESS.

VSMESW-4330 -
Development-16, 1118

VSMFSW-10203 -
Regression Test
Review - 1118 DONE

#Edt  (ySaeforiater  ©Waich < Share

Test Case Design for VSMFSW-1118 Transitioning from Control to Standby

Test Cases

[E VSMFSW-2596 - Nominal - Primary VSM transitioned from Control to
‘Standby upon receipt of a state transition command IN PROGRESS

[ VSMFSW-2599 - Erroneous - Backup VSM does not transition from
‘Standby to Control after receiving a state transition command IN PROGRESS

5] VSMFSW-4347 - Erroneous - Primary VSM does not transition from
Control to Standby due to Primary VSM unresponsive upon receipt of a state.
transition command INPROGRESS

[ VSMFSW-4348 - Erroneous - Primary VSM does not transition from
Control to Standby due Backup VSM unresponsive upon recelpt of a state
transition command INPROGRESS.

L3 Requirement Verification Statement: Gateway VSM transitioned from Control to Standby upon receipt of a state transition command

Table of Contents

« Overview

o Table of Contents

> Acronyms

> VSM Nominal Switchover Design
se Designs

VSMFSW-2596 Nominal - Primary VSM transitioned from Contro to Standby upon recelpt of a state transition command

= CTF Test Procedure
> VSMFSW-2599 Erroneous - Bac)
CTF Test Procedure

= CTF Test Procedure

VSMFSW-4348 Erroneous - Primary VSM does not transition from Control to Standby

= CTF Test Procedure
= Additional Notes
« Implementation & Development

= Run_10_08_2021_20_10_30 FAILED
= Run_10_08_2021_20_44_31 FAILED
= Run_10_08_2021_22_20_12 BLOCKED
= RUN_1013_202119_27_27 PASSED
= Run_03.04_2022_22_05_16 PASSED

Acronyms

ASM = Autonomous System Management

VSM Nominal Switchover Design

up VM does not transition

du

rom Standby to Control after receiving a state transition command

Test Development Stories

VSMESW-4331 - Develop CTF
Test Plan for Transitioning from
Control to Standby DONE
VSMESW-7813 - Investigate
regression test failure for VSMFSW-
18 Requirement DoNE
VSMESW-10213 - Debug

VSMFSW-1118 CTF possible
regression failure  DONE

VSMFSW-4347 Erroneous - Primary VSM does not transition from Control to Standby due to Primary VSM unresponsive upon receipt of a state transition command

Backup VSM unresponsive upon receipt of a state transition command

‘The sequence diagram shown below gives a high level overview of the switch over logic handied by EXECUTIVE. Note that this scenario is a nominal switch-over, which s initiated by

sending a "SwitchoverCmd" to VSM. This design was reviewed and discussed

the team on 11-18-2020.
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The Pipeline

+ Continuous Integration Pipeline for everything that can be automated
« Static code analysis tools
+ Compilation warnings
* Build errors
+  “Hello World” integrated tests
* Generation of design package
* Generation of release products

* Required before code can be integrated (merged)
VSMFSW-10464 git checkout before pull.

Failed Jobs Tests
Group jobsby | Stage Job dependencies
prebuild postbuild deploy
@ _pre-merge_check _compile_lx1 @ cosmos @ Users-Guide
© flawfinder_fcc _compile_tx2 © CTF_Regression-Test © VSM-Detailed-Design-Document
@ json-check _corlima © FCl-Code-Coverage-Report

_compile_vx2 © FCI-Unit-Test-Logs

© get_linux_build_artifacts

© getvxworks_build_artifacts

© (x1_build_warnings

© x2_build_warnings

© vx1_build_warnings

@ vx2_build_warnings

© FC2-Code-Coverage-Report

© FC2-Unit-Test-Logs

© CcFs-GroundSystem_GUI

© testvsm_startup
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Working with product owners and relevant stakeholders

+ Determine list of operational use cases that can be reasonably developed and demonstrated at this

phase of the lifecycle
* Use cases are peer reviewed
+ Used for training and familiarization
* Helps to finalize requirements
* Helps to finalize interfaces
Advance hardware in the loop capabilities
* Finalize simulation and emulation capabilities
* Finalize fidelity of hardware environment
Integrated demonstration of capabilities and regular cadence throughout the phase
* We chose a three-month integration cycle
+ Based on a two-week team sprint cycle

Continuous Improvement of Tools and Processes
+ Enhancing ClI pipeline
* Development of emulators and simulators
» Lessons learned from prior phases
+ Documenting process enhancements
* Updating templates

CMV Software Integration Cycle 15 (CSIC-15)

CSIC-15 Status

sssssssssssssssssssssssssss

csic-14 uc:
Module

L [ pewvereo ]
7669 - CSIC- & oeii s
TaModule  "“The VSMimplementation is done for the UC @o
ditw at the defta CDR andin Integrated and Tested in GSVL
it to verify th

csic-15 Uc:
SHM

8913 - CSIC-

Exceedance 165t One implementation story to finish in sprint 110,

Event Exceedance  Estimated delivery in sprint 111, (Oct. 11-25,
Event DO 5023)

csic-1auc:  This page @Laura Barron -2 Use [oeciverzo ]
e ase From NG "HERMES and PSM tasks
of HALO scope. Anything necs
be in an PSM task. The PSM c

HALO FSW is
€757205bfb9f41016fce255(88a844281c44502a

tomissing  @finh Luong - VSM FSW
NG SUppOrt.  Developer
afor
. and delvry o the payload TREX tasks.
cons
1664
+ The LSB byte of the
#1)in Payload Hea

constraint checking for lightweigt
1670
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Team Focus: TRR to SAR

 Formal Test and Verification

[| 1 \ II
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Requirement Centric Implementation Centric Verification Centric
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Automated Testing

Created around Jira/TestRay and Jira API scripting
TestRay allows creation of Test Plans
Grouping of test cases into test activities

Jira back end communicates with Jenkins server for automated test execution

Plans can be executed in batch

Test cycles executed
* Development servers
+ Hardware in the Loop Rigs
Test results pushed back into Jira/TestRay
Test execution status tracked to completion
+ Defects documented
= s | g

L. o Flight
UL et [ o] ! Environment
" l« (2 ) ! -
oo m o
2 tesr (2a)
@ ;
@ '
2l (26) »| TSt | = » mREST
@)

(Vehicle Systems Manager Flight Softwarg)

VSMFSW-10399

L=d VSM FSW Integration Test February 2024

sei Qsdcommen  seson wre [

~ Details

Test Plan
2 Medium
None
None

Regression_Testing

~ Description

Unresolved
csic-19

Covers all Requirements and supporting test cases created through the end of November 2023

~ TestCase
Total Test Cases Planned: 206

Test Case priority
[E VSMFSW-6541 Nominal - VSM 2
FSW performs a consequence.

analysis when a new timeline is
uplinked from the ground

5] VSMFSW-6542 Erroneous -
VSM FSW performs a
consequence analysis when a
new timeline with conflictis
upiinked from the ground

[ VSMFSW-6543 Erroneous - 2
VSM FSW fails to perform a
consequence analysis when a

new timeline is uplinked from the
ground

[E VSMFSW-3837 Nominal -
VSM FSW did not execute a task
if the required resources are not
available

[E VSMFSW-3838 Erroneous -
VSM FSW executes a
task/attempts to execute even if
the required resources are not
available

[ VSMFSW-8097 Nominal - 2
VSM FSW refected the execute
command of an arm/execute pair

if the command is not armed

[ VSMFSW-5983 Nominal -
VSM FSW rejected commands
that are incompatible with the
active vehicle mode and
communicates rejection to human
operators

[ VSMFSW-5984 Erroneous -
VSM FSW accepted command
thatis incompatible with the
active vehicle mode

Add Test Case

status

INPROGRESS

INPROGRESS

INPROGRESS

INPROGRESS

INPROGRESS

INPROGRESS

INPROGRESS

INPROGRESS

Add Test Suite  Add Requirement  Search & Remove

Toster Execution Status

Andrew Santangelo

Andrew Santangelo

Andrew Santangelo

Andrew Santangelo

Andrew Santangelo

Andrew Santangelo

Andrew Santangelo

Andrew Santangelo

~ People

Assignee:

v Agile

Q Find on a board

~ Requirement

Requirement

VSMFsW-1782
Single Controlling
vsM

VSMFSW-1619
VSM Command
Authorization

VSMFSW-2899
Timeline Merge

Consequence
Analysis

VSMFSW-1675

Gateway SPP CRC

Computations -
Location

VsMFsW-1678

Gateway Command

Response

VSMFSW-1855
Command Age
Validation - Check

Age Limit

< Export v

@ Andrew Santangelo @
Assign to me
@ Andrew Santangelo @
0 Vote for this issue
1 Start watching this issue

01/Feb/24 4:35 PM
02/Feb/24 6:24 PM

Plan Execution Coverage

Coverage

100.0%
100.0%

100.0%

100.0%

100.0%

100.0%

VSM Configuration

Data Validation

VSMFSW-1856
Command Age

Validation - Age

Limit Exceeded

VsMFsW-1858

Synchronization

VSMESW-1952

Checkpoint/Restore
Load - critical state
data

500%

100.0%

100.0%

100.0%
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Across the Lifecycle

« Cross Team Integration
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Program Wide Integration Cycles

Gateway is a large program — 11 software development teams (plus sub teams) working initial element

launch
» Several larger contractors

* International Partners
* Numerous NASA internal teams
+ Test & Verification Labs
* Countless stakeholders
+ We had to find a way to bring these teams together early and often
+ Gateway Software Integration Cycles
* Three month cadence

* Quarterly planning
+ Essential for driving out interfaces and integrated system operations

HALO PPE LM

GCTU
(GSVL Control and Test
Unit)

wbn4

NOMEN 311 WEPUNpaY iduL
2 0.

| [
e '
HLS

PFE DSS

sjusuoduwod
[ uonenuis

Sim Network Communicates Via HLA
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Closing Thoughts

* On any evolving program where change is ongoing, agility is key
* Continual learning is essential
* Continual feedback and process improvement
* We have to live within the NPR requirements
+ Don't fight it, try to understand it
+ Tailor to what makes sense
* Look for the intent
* Why do we have this artifact or milestone review
* Focus on the “what”, not the “how”
* | have to have requirements, but | don’t need a 300 page Word document

SGATEWAY In;egﬁited Spacecraft Configuration

3 v Gateway External hn
Co-manifested (PPE/HALO) ; ) . Logistics Module
Laupch Vehigle R‘?b"‘g S (GERS) # Dragon X’
.Canadarm3 5 ] Sl
. SPACEX
‘SPACEX ~

_5

o

. 3 3-"’ S
Power and Propulsiol . g
Element (PPE) \ )
MAXAR / . J 3

Airlock Co-manifested

= Artemis IV, V and VI
- - Launch Vehicle

Human Landing =
System (HLS) Habitation and Logisti QL eoenve
(government reference | Outpost (HALO) NORTHROP
GRUMMAN

concept shown) 2 NgRTHROPj
RUMMAN

x - p
AEROJET,
L4xA Cesa 4 Rocnrovme

Ei“

Logistics Module
HTV-XG
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