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Distributed protocols relying on quantum interference, event synchronization, network telemetry, timestamping, and
precise time-of-flight measurements require high-precision clock and time synchronization. This study describes the
design, development, and characterization of two optical time transfer methods between a network of reference clocks
at each laboratory node in the Washington Metropolitan Quantum Network Research Consortium (DC-QNet). With
optical time transfer using active electronic stabilization, sub-picosecond time deviation (TDEV) was achieved at in-
tegration times between 1 s and 105 s over 35 km of deployed fiber. Using the White Rabbit-Precision Time Protocol
(WR-PTP), we achieved sub-10 picosecond TDEV at integration times ranging from sub-second to over one day. There
is potential to improve WR-PTP time transfer using in-situ compensation methods. Measurement methods were devel-
oped to understand the impact of environmental and time-of-flight fluctuations on clock synchronization. Path delay
gradients, chromatic dispersion, polarization drift, and optical power variations all contributed to clock synchronization
instabilities. For protocols requiring the coexistence of quantum and classical communications, we deployed WR-PTP
in a bi-directional configuration using 1270 nm and 1290 nm wavelengths over 64 km. The results from this study will
inform future advancements in the development of metropolitan-scale, telecommunications-compatible clock synchro-
nization networks for enabling near-term experimental research in quantum networking protocols.

I. INTRODUCTION

High-precision time and frequency synchronization enables
fundamental quantum networking capabilities from mea-
suring the indistinguishability1 of sources to entanglement
distribution2–4 and swapping5–7. Clock network design con-
siderations for quantum networking research include the abil-
ity to integrate into existing telecommunications infrastruc-
ture, co-propagation of quantum and classical signals8–11,
scalability, resilience, and security. As a single photon pulse
duration can vary from several nanoseconds to hundreds of
femtoseconds for ultrashort pulsed lasers, our initial goal is to
achieve time synchronization at sub-10 picosecond time de-
viation (TDEV) over long-distance deployed fibers to support
the near-term development of protocols relying on quantum
interference12,13.

A quantum network includes both quantum and clas-

sical signals, possibly coexisting on the same channel,
to distribute entanglement between nodes. The benefits
of quantum networks range from theoretically secure dis-
tribution of keys (Quantum Key Distribution14), to dis-
tributed quantum sensing15 and computing16, to secure clock
synchronization17,18. Many groups are currently develop-
ing metropolitan scale quantum networks19–23, including DC-
QNet. This paper will focus on the deployment and charac-
terization of high precision time synchronization, one of the
fundamental capabilities of quantum networking, across DC-
QNet.

A. Quantum Networking Applications

Quantum state distribution requiring quantum interference
(such as teleportation and swapping protocols) relies on the
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FIG. 1. The DC-QNet is comprised of the National Institute of Stan-
dards and Technology (NIST), DEVCOM Army Research Labora-
tory (ARL), National Aeronautic and Space Administration (NASA),
Laboratory for Telecommunication Sciences (LTS), United States
Naval Observatory (USNO), and Naval Research Lab (NRL). The
DC-QNet includes a network of atomic clocks, where USNO oper-
ates the Master Clock ensemble31,32.

near-simultaneous arrival of single photons at the detection
plane of remote nodes separated by deployed fiber. The ac-
curate measurement and control of qubit states require the
clocks to be precisely synchronized and require the ability
to accurately estimate and compensate for variations in the
path delay of the fiber. One such protocol is quantum posi-
tion verification, which protects location-based authentication
from undetected interception by adversaries based on the no-
cloning property24–26. The coexistence of both quantum sig-
nals and classical time transfer is necessary to improve path
delay estimation, enable phase stabilization for qubit transfer,
and improve the scalability of quantum networks by reducing
the number of fibers required for communications. Quantum
channels tend to be lossy, and experiments are usually on the
order of hours to days; therefore, the ability to maintain syn-
chronization precision over both sub-second and longer obser-
vation intervals is needed. Classical time and frequency trans-
fer over optical fiber has been demonstrated to achieve the
stability requirements22,27–30 needed for quantum networks.

II. CLOCK SYNCHRONIZATION ARCHITECTURE

As an emerging testbed to advance research in quantum
network metrology and protocols, the Washington Metropoli-
tan Quantum Network Research Consortium (DC-QNet) is
composed of six agencies in the Washington D.C. area with
fiber links currently ranging from four to over 60 kilometers
(Fig.1). The initial goal of DC-QNet is to achieve readily scal-
able sub-10 ps time stability with less than 10−11 time de-
viation (TDEV) to enable the distribution of entangled pho-
tons among distant nodes and to provide a suite of measure-
ment and control tools needed for metropolitan-scale quan-
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FIG. 2. Frequency stability of clock and OTWTFT models available
in the DC-QNet testbed.

tum network research. In this work, the DC-QNet integrated
and characterized two optical two-way time-frequency trans-
fer (OTWTFT) methods, each with their benefits and limita-
tions.

A. White Rabbit Precision Time Protocol

The White Rabbit – Precision Time Protocol (WR-PTP),
which is now part of the Institute of Electrical and Electronics
Engineers (IEEE) 1588-2019 standard as the High-Accuracy
Precision Time Protocol (HA-PTP) Profile33, has been em-
ployed in various quantum network testbeds ranging from lab-
oratory to metropolitan-scales8,20,34,35. WR-PTP is a classical
protocol developed at the European Organization for Nuclear
Research (CERN)36. WR-PTP uses highly precise round-trip
delay measurements with calibrated asymmetry and fixed de-
lay values to achieve sub-nanosecond synchronization preci-
sion. WR-PTP has been implemented in open-source hard-
ware and software such as the White Rabbit Switch (WRS)37.

A two-level cascaded architecture was established with one
WRS grandmaster (GM) and one boundary clock (BC) lo-
cated at NIST in Gaithersburg, MD (Fig.3). Another BC is
located 64 km (as measured by Optical Time Domain Reflec-
tometry (OTDR)) away at LTS in College Park, MD. The to-
tal round-trip between the two clocks at NIST was 128 km35.
The implementation of bi-directional WR-PTP time transfer,
which economizes the use of deployed fibers, requires the use
of two different wavelengths in order to distinguish the trans-
mit signals between the transmitter and the receiver. For dense
wavelength division multiplexing (DWDM) channels, circula-
tors and filters were required to reduce the back reflection and
to separate the transmit and receive wavelengths within the
bi-directional path which can add loss and degrade measure-
ments.
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A star topology using duplex fibers has also been estab-
lished to synchronize multiple nodes to a Cesium clock at LTS
and to reduce loss. To design and integrate a time transfer sig-
nal that can co-propagate with quantum signals in the low-loss
C-Band, we implemented and characterized a bi-directional
synchronization architecture10 using 1270 nm and 1290 nm
transceivers.

B. Electronically Stabilized Fiber-Optic Time and Frequency
Distribution

An electronically stabilized (ELSTAB) fiber optic time and
frequency distribution system is being established in a star
topology emanating from the United States Naval Observatory
(USNO) Master Clock31,32, which is based on a highly stable
atomic clock ensemble traceable to UTC. ELSTAB applies
variable electronic delay lines to compensate for link propa-
gation delay fluctuations38.

There have been great strides in phase noise compensation
of time and frequency transfer over fiber links38–42. USNO
employs the PIKTime OSTT38 system as a commercial solu-
tion to electronically stabilized fiber-optic time and frequency
distribution. This system uses a Local module to transfer a
stable RF (usually 10 MHz) and 1 pulse-per-second (PPS)
signals to a Remote module at a distant location. The Lo-
cal module uses a forward-direction variable delay line to cor-
rect the fiber phase noise related to environmentally induced
variations in fiber length and index of refraction. An intensity-
modulated 1549.3 nm laser carries the RF through a circulator
to the optical port of the Local module. Receipt of the signal
occurs at the far end of the fiber using the Remote module,
where the optical information is converted back to an electri-
cal signal. The electrical signal is split, distributing to the end-
user and redirecting back to the Local module using a second
intensity-modulated 1548.5 nm laser, where a comparison of
phase against the input RF generates an error signal for phase
noise compensation. The returned RF and PPS signals can be
accessed at the Local module. A correction is applied to the
phase of the returned RF and PPS signals to cancel the fiber
noise from the round-trip, and these signals can be used as
a diagnostic of the ELSTAB link. The Remote module has
RF and 1 PPS outputs, and can generally achieve a fractional
instability of 10−13 at one second, which integrates as white
phase noise (1/τ).

III. OTWTFT STABILITY CHARACTERIZATION
METHODS AND RESULTS

A. White Rabbit Precision Time Protocol (WR-PTP)

A time-correlated single photon counting (TCSPC) mod-
ule, was used to measure the clock differences at NIST. The
constant fraction discriminator’s input bandwidth is 4 GHz
and the time variance of the instrument response function is
below 1 ps at 10−6 s up to 1 s integration times. For the loop-
back measurements taken at LTS, the TCSPC module’s timing

FIG. 3. The NIST WRS GM clock was synchronized to a Rubidium
reference. The clock was then distributed to the first boundary clock
(BC1) over a 64 km bi-directional fiber. Finally, time is distributed
to a final boundary clock (BC2) over a separate 64 km link. A time
tagger is used to compared 10 MHz signals from the first and last
clocks.

FIG. 4. Sub-second frequency (a) and time (b) stability for the NIST-
LTS 128 km loopback topology.
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FIG. 5. Maximum Time Interval Error (MTIE) in picoseconds for
WR-PTP deployments across five DC-QNet agencies. The clock er-
rors for ARL, NASA and NRL were measured at LTS. The clock
errors for the NIST-LTS link were measured at NIST.

jitter was below 2 ps RMS between channels. The 1 Hz round-
trip and one-way path delays were provided by the WR mon-
itoring software. The monitoring software was customized to
track the small form-factor pluggable (SFP) module receive
power and temperature.The air temperature data was acquired
from the Open Weather API43. The peak-to-peak phase dif-
ference between the GM and BC2 was less than 200 ps after
subtracting the initial (<1 ns) offset between the two clocks.
The Maximum Time Interval Error (MTIE) was used to assess
the peak-to-peak time error between the GM and BC2 (Fig.5).
At observation intervals ≤ 10 s, the time error was < 25 ps
at 1 Hz synchronization rate. The Allan Deviation (ADEV)
was used to evaluate the fractional frequency stability (Fig.4
(a),6). The TDEV was below 10 ps, where the noise floor
for the most quiet links dipped below 1 ps (Fig. 6(b)). The
ADEV between 10−6 s and 1 s averaging times were below
10−11. Time transfer over links with the greatest proportions
of aerial fibers experience the most frequency and time insta-
bilities. Evidence of this can be seen in the polarization drift
as well (Sec. IV D).

B. Electronically Stabilized Time and Frequency Distribution
(ELSTAB)

At present, there are two opportunities to characterize the
performance of the ELSTAB method by means of the connec-
tions shared with USNO. A 10 MHz signal referenced to the
USNO Master Clock is transmitted using the PIKTime OSTT
system on the link shared by USNO and NRL, as well as on
the link shared with USNO and ARL. A Symmetricom 5120A
records the relative phase between the reference input and the
outputs from the PIKTime systems.

FIG. 6. (a) Overlapping Allan Deviation and (b) Time Deviation for
128 km loopback topology and 64 km star topology.

The link between USNO and NRL has been operating a
PIKTime OSTT-2 for several years. In order to maintain con-
tinuous operation of this link, we are limited in non-invasive
measurements to evaluate the PIKTime system. Our best as-
sessment of its performance is determined by comparing the
radio frequency (RF) return against the RF input. Fig. 7 (a)
shows several months worth of phase difference between the
two signals. Throughout the entire period of data collection,
the phase difference did not exceed 10 ps. The ∼ 12 hour
break in data on 5 September was an undetected, temporary
drop in the local data collection. Nonetheless, the PIKTime
maintained uninterrupted operation. However, this represents
an “in-loop” measurement of the performance. Local access
of the Remote output is needed to properly determine the per-
formance of the Remote output.

We can test the out-of-loop performance of the ELSTAB
method using a loopback established on a pair of fibers con-
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FIG. 7. Phase difference plots between a 10 MHz signal transmitted
via PIKTime on a fiber link and the reference for that transmission.
(a) The transmission is on the USNO-NRL link. Due to operation
constraints, the measurement is made using the “Return” output of
the PIKTime Local module. (b) The transmission is on the USNO-
ARL link. The loop-back installed on this link allows for direct mea-
surement of the reference versus the output of the PIKTime Remote
module.

necting USNO and ARL. With the Local and Remote modules
in the same space, a measurement can be performed compar-
ing the Remote output against the input on a ∼ 68 km (round
trip) metropolitan link. Fig. 7 (b) shows nearly two weeks of
phase difference between the Remote output and the input 10
MHz. The phase difference between the two signals does not
exceed 10 ps, which is consistent with the performance of the
in-loop ELSTAB measurement on USNO-NRL link.

Fig. 8 (a) displays the ADEV for the two measurements de-
scribed in this subsection. The Remote output on the USNO-
ARL link performs as well as the Local return output on the
USNO-NRL link for averaging times less than 10 s. For
longer averaging times, the Remote output appears to accu-
mulate some additional noise not measured in the Local return
output. Without access to the internal components of the Lo-
cal or Remote modules, we can only speculate on the source
of the noise (e.g. competition from multiple reflections at poor
splices or connections, or electronic noise in the Remote mod-
ule that is external to the interferometer path). Fig. 8 (b) shows
the corresponding TDEV for the two measurements. Both

Remote Output (Out-of-loop) - ARL

Local Return Output (In-loop) - ARL

Local Return Output (In-loop) - NRL
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FIG. 8. (a) ADEV for links between USNO and the two agencies
connected: NRL (Blue) and ARL (Green). (b) TDEV of the same
links.

measurements meet the stability requirements anticipated for
most protocols relying on quantum interference.

IV. CLOCK NETWORK CHARACTERIZATION AND
RESULTS

Understanding and addressing the challenges of deploying
a synchronized network of clocks for quantum network re-
search requires measurement methods beyond typical optical



Clock Synchronization Characterization of the Washington DC Metropolitan Area Quantum Network 6

time transfer characterization where requirements may be sev-
eral orders of magnitude less stringent. Quantifying and un-
derstanding the sources of variations in clock and time trans-
fer error includes both the dominant factors such an environ-
mental changes leading to fluctuations in time-of-flight, but
also other factors such as polarization and optical power. Fur-
thermore, achieving co-propagation of quantum and classical
channels requires measurement of the noise caused by Raman
scattering induced by the classical channel and crosstalk be-
tween ports in deployed telecommunications components.

A. Uncompensated Path Delay Measurement

A direct measurement of time-dependent path delay was
performed using optical modulation techniques on both the
NRL-LTS (52 km) and USNO-ARL (35 km) fiber links. In
these measurements, a continuous wave (CW) C-band laser is
intensity-modulated at an RF frequency fmod using an electro-
optic intensity modulator (IM). The bias phase of the IM is
actively stabilized using low-frequency feedback to eliminate
slow temperature-driven variation of the operating point of
the IM. The modulated light propagates through the dark fiber
link and is looped back to its origin on a separate fiber strand.
The return signal is detected on a photodiode and measured
on a lock-in amplifier with reference frequency fmod derived
from the same signal generator that synthesizes the IM RF
input. The variation in phase ∆φ of the return-signal modula-
tion relative to the synthesizer phase provides a measurement
of the variation in group delay ∆τ of the total loopback optical
link according to ∆τ = ∆φ

2π fmod
. This method provides a mea-

surement of optical path delay that is independent of the clock
distribution architecture and provides high-bandwidth data in
the frequency range from DC to MHz.

In the NRL-LTS uncompensated path delay measurement
(Fig. 9), the laser source is a Gooch and Housego AA1406
DFB laser at 1547.3 nm. Modulation is provided by an
EOSpace AZ-CK5 IM driven with fmod = 100 MHz, and IM
bias stabilization is provided by a Pharad MBC-DF-DM mod-
ulator bias controller. The loopback mean path delay is ap-
proximately 0.5 ms as measured separately through a time de-
lay of 100 ns optical pulses. As in Fig. 11, the outside air
temperature is plotted and a strong correlation is evident be-
tween path delay and temperature variation. However, a much
smaller path delay amplitude is observed, as is a time delay
of roughly 3 hours in the response of fiber path delay to tem-
perature changes. These differences presumably are due to
the fact that much of the fiber in the measured connection
is buried underground. Low-frequency peaks at 0.36 mHz
and 1.6 mHz are observed in the power spectrum. The ori-
gin of these features is unknown but could be due to the cycle
time of air conditioning in spaces along the fiber path caus-
ing high-frequency vibrations and low-frequency temperature
variations44.

The time-dependent path delay of the USNO-ARL fiber
link was characterized using a loop-back on the pair of fibers
connecting the two agencies. Commercial products are used
to perform an optical modulation technique to transmit RF fre-
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and LTS (see Fig.1) over a four-day period (blue) and temperature
measured at the College Park, MD weather station (orange). Inset:
power spectral density (PSD) of the path delay time trace.
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FIG. 10. Plot of uncompensated round-trip path delay between
USNO and ARL over a six day period (blue) and temperature mea-
sured at a weather station near ARL (red). Inset: power spectral
density of the path delay time trace.

quencies over fiber. A pair of Linear Photonics DiLink mod-
ules transmit and receive a 10 MHz signal referenced to the
USNO Master Clock. A Symmetricom 5120A records the
relative phase between the reference for the transmitter mod-
ule and the output of the receiver module. Fig. 10 shows the
change in phase record over a six day period. The mean path
delay of 338 µs was determined from an independent, time-
interval measurement of a 1PPS signal transmitted on the link.
Similar to Figs. 9 and 11, there is a strong correlation to air
temperature. As in Fig. 9, the ∼ 3 hour lag between delay and
temperature change suggests that most of the fiber is buried
underground.

B. WR-PTP One-Way Path Delay Estimates

Figure 11 shows the NIST-LTS path delay. The path delay
changed by approximately 40 ns peak-to-peak over five days,
while the ambient outside temperature varied by about 15°C.
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FIG. 11. Plot of path delay over five days between BC1 and BC2
(see Fig.3) and temperature measured at the NIST campus. There
is a strong correlation between path delay and temperature variation.
The gray boxes depict periods of time with cloud cover.

FIG. 12. Plot of one way path delay (blue) and rate of change (or-
ange) for the 64 km aerial link between LTS and NIST.

Shaded regions represent non-clear, i.e. some form of sky
coverage, while white regions represent clear skies. Fig. 12
shows the path delay rate of change, ∆L

∆t , for aerial fibers. The
path delay was measured at the WRS BC using 1539.77 nm
SFP transceivers. For the NRL-LTS link, the mean one-way
path delay is approximately 0.25 ms. The average path delay
rate of change is 0.2 ps/s and the maximum path delay rate of
change is 3.5 ps/s. In contrast, the NIST-LTS link had an aver-
age path delay rate of change of 1.3 ps/s, and a maximum path
delay rate of change of 17.9 ps/s. The path delay gradients co-
incided with the temperature variations, where temperature is
the main source of transit time fluctuations over the NIST-LTS
link. The mean one-way path delay is approximately 0.32 ms.

WR-PTP can also be used to measure the fiber link delay
for compensating the time of arrival of quantum and classical
messages in quantum-augmented network protocols. The one-
way path delay measurements from BC1 and BC2 were time
aligned and compared, with the initial bias removed from both
sets of measurements. The two parallel fibers take the same
nominal path and are generally affected by the same changes
in delay down to 100s of picoseconds. For adjacent fibers,
WR-PTP can also be employed as a probe signal. The re-
sult can be improved by reducing the path delay normalization

FIG. 13. Variation of SFP wavelength when placed in an incubator
at controlled temperatures taken over deployed fiber.

FIG. 14. Difference between path delay of two parallel fibers in the
same fiber bundle.

window. Fig. 14 shows the BC2 and BC1 one-way path delay
difference with a normalization window of less than 10 s.

C. Chromatic Dispersion

For bi-directional WR-PTP time transfer, two separate
wavelengths are used. The SFP laser sources were measured
with a spectrometer in the laboratory overnight for both coarse
WDM (CWDM) and dense WDM (DWDM) SFPs at ambi-
ent room temperature that remained within 2 °C (Fig.13, top
plot). The SFP laser varied within 10 pm, the uncertainty of
the spectrometer measurements. In the deployed links, the
DWDM channels 45 (1541.35 nm) and 47 (1539.77 nm) are
used. The 1.6 nm separation results in a constant path delay
offset. In addition, there are temperature-dependent wave-
length fluctuations. We used an optical spectrum analyzer
(OSA) located at LTS to study the characteristics of the fluc-
tuations of the emitted lasers from NIST over the deployed
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FIG. 15. (Top) Stokes vector variation over the course of 24 hours
on the aerial LTS-NIST link. (Bottom) Clock delay variations are
measured in a loopback setup. Both plots show similar diurnal vari-
ations, with less instability during the night.

fiber (Fig.13). The GM and BC WR switches were placed
in an environmental chamber with 0.1 °C uncertainty. The
filters and circulators remained in ambient laboratory temper-
ature to understand the effect of device temperature variation
on the time error given changes in the fiber temperature. The
controlled temperature range was between 20 °C and 30 °C,
which corresponded to common temperature variations in the
laboratory. Subsequent experiments varied the temperature at
a rate of 1 °C every 30 minutes, where an inverse relationship
between the peak wavelength and the incubator temperature
was observed. The total observed wavelength difference was
approximately 10 pm to 15 pm given a 10 °C change in the
incubator temperature.

D. Polarization Stability

The polarization stability of the NIST-LTS link was charac-
terized while simultaneously running the WR-PTP protocol.
A variable coupler was used to take a portion of the WR-PTP
signals, with minimal power loss, to simultaneously measure
the polarization state with a polarimeter and to maintain lock
between the WR nodes to measure the clock delay. Fig. 15
shows the Stokes parameters and clock delay over 3 days for
one of the fibers. Polarization drift was measured on two par-
allel fiber strands as part of a duplex link. One fiber had a
slower polarization drift than the other. There is a clear differ-
ence in variations between night and day, in both clock delay
and polarization drift. This is largely due to fiber stretching
and bending as a result of aerial fiber on the link.

The polarization stability of the ARL-LTS link was also
measured. A loopback was placed at LTS, and a polarime-
ter was used at ARL to characterize the polarization drift of a
signal over the 30 km round-trip length of the ARL-LTS link

FIG. 16. (Top) Polarization variation of a 30 km loop-back link be-
tween ARL and LTS over 1 hour from 12:00 PM -1:00 PM. The aver-
age temperature was ∼ 7◦C. The fiber is buried, resulting in virtually
no polarization variation. (Bottom) Similar polarization measure-
ment over underground fiber between LTS and UMD, approximately
3.5 km. This measurement was done from 12:00 PM-1:00 PM on a
different day.

(15 km one-way). The Stokes parameters are shown in Fig.
16. The measurement was performed for one hour from 12:00
PM -1:00 PM, local time, i.e. when significant disturbances
would be expected for an aerial fiber (as seen in Fig. 15) due
to temperature and other environmental factors. However, the
polarization remains virtually unchanged over the hour-long
period for the buried fiber.

E. Optical Power

Variations around 5 µW as measured using a power me-
ter were observed over the NIST-LTS and NASA-UMD de-
ployed links. To understand the impact of optical power on
the clock delay, a controlled experiment with a variable at-
tenuator between the outgoing link over the deployed fiber
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FIG. 17. (Top) Clock delay measurement while varying power attenuation on one side of the link. (Middle-left) Schematic for measuring the
temperature, power attenuation, and clock delay simultaneously in the lab. Spools of fiber are placed in a temperature-controlled oven to vary
temperature in a controlled manner. (Middle-right) Temperature variation and Power attenuation together cause large dips in clock delay as
well as periodic variations. These patterns can be seen in deployed fiber data on the Top plot from 5:30 PM -8:00 PM, local time. (Bottom)
An example plot showing the variation of optical power over the primarily aerial NASA-UMD link.

was conducted. The optical power variation was initially con-
founded by air temperature changes in the link. Once the out-
door temperature stabilized to within 1 °C over several hours
and the path delay was relatively stable, a 1 ps change in clock
delay per 1 dB of attenuation was observed (Fig. 17 (top)). To
disaggregate the impact of air temperature and optical power
variations, a subsequent experiment (Fig. 17 (middle)) with
62 km of fiber spools between the GM and BC1 were placed
in an incubator at a constant temperature (30 °C) with opti-
cal power attenuation cycling between 0 and 10 dB, which
induced clock errors on the order of ±20 ps. The experiment

was followed by a 10 °C drop in the incubator temperature
when clock delay differences on the order of 100 ps were ob-
served. The results, Fig. 17 (bottom), confirm the air tempera-
ture variations, and subsequent effects on path delay gradients,
is the dominant factor contributing to clock delay errors.

F. Noise Characterization

A crucial step to achieving coexistence is to understand the
noise profile of the intended environment, which consists of
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FIG. 18. (A-B) The experimental setup and measurements for a clean laser source in the O-Band over the 128 km loopback fiber from LTS
to UMD to NIST. We used a Santec TSL-570 O-band tunable laser to inject 1 mW light. Each wavelength was measured 20 times, and the
results averaged with the standard deviation represented as the error bars. (C) shows the measured noise over the 128 km loopback from the
tunable laser in green and the SFPs measured directly with only a fiber patch in orange. The two curves are comparable, indicating that most
of the noise is due to the source and not scattering in the fiber. The blue shows the measurement of the SFP with a fiber patch and a CWDM
filter This graph shows nearly an order of magnitude improvement in the baseline noise level with filtered sources. The measurements show
a peak near 1550 nm that is not in the data measured over the deployed fiber with a clean source. We believe the peak is due to back scatter
from the 1270 nm SFP.

crosstalk between fibers, patch panels, and switches. In the
case of co-existing quantum and classical signals on the same
fiber, the main source of noise is expected to be light scat-
tered from the classical signal45. While most of the scatter-
ing will be Rayleigh, the main concern in the single-photon
regime is broad stimulated Raman scattering, as the Brillioun
scattering is within the same DWDM channel, which will af-
fect the entire band, forcing the choice of a quantum source
to be detuned from the classical source in a separate, higher
loss band. The asymmetry of the Raman scattering leads to an
advantage to have the quantum signal on the anti-stokes side
of the classical signal, which can be up to 3 orders of magni-
tude weaker than the Stokes46. However, to mitigate loss, it
is more desirable to have the quantum signal in the C-Band,
and the classical signal in the O-Band, sufficiently detuned
in wavelength to avoid interference from the Raman Stokes
peak9. Prior laboratory and campus scale measurements in-
dicated that WR-PTP can co-exist with quantum networking
protocols such as entanglement distribution10.

To assess the viability of co-existence over the deployed
links, the noise profile must be characterized at the single pho-
ton level. Scattered light from the fiber was measured with
tunable filters (Santec) scanning with a bin width of 0.8 nm

(roughly the width of a DWDM channel) with a step size of
25 GHz. The set up (Fig.18) was modified to reduce the light
leakage from the filters, showing counts comparable to de-
tector dark counts. Both the C and O Bands showed a flat
response to the change in wavelength; however, before the
terminators and CWDM were added, specific features in the
O band that matched the literature were recorded45. The elim-
ination of these features with added isolation of the source im-
plies they were the result of light instabilities from the source
rather than a scattering effect. Similar results were found
when measuring the WR-PTP source directly, emphasizing
the need to isolate the noise produced directly from the source
before coupling the quantum signal. Our results measured
over the deployed link show that for a clean source transmit-
ting a 1 mW classical signal in the O-Band, a quantum source
signal can co-propagate in the C-Band using the same link.
For an O-Band source 1280 nm and below, a quantum sig-
nal at 1550 nm would experience negligible additional noise
from the classical source (Fig.18). We deployed the 1270 nm
and 1290 nm CWDM SFPs over 64 km duplex fibers between
NIST and LTS, with sub-10 ps TDEV from 1 s to 104 s av-
eraging periods. However, the SFPs will require additional
filtering in order to co-propagate a quantum signal over the
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deployed link.

V. DISCUSSION

A. Capabilities and Limitations

We have described the design and characterization of one
of the first readily scalable synchronization network based on
atomic clocks specifically to meet quantum networking re-
search requirements and to understand the needed areas for
improvement in a metropolitan-scale testbed. The TDEV of
the fiber-based optical time transfer stability generally ranged
from 10−12 at short time intervals for both solutions with and
without active phase stabilization. With active phase stabiliza-
tion, we show two DC-QNet links can maintain 10−12 with
one month averaging periods. Path delay gradients, strongly
correlated with air temperature gradients, remains the domi-
nant source of clock transfer instabilities among the remote
nodes. Additional characterization was also necessary to un-
derstand and compensate for errors from chromatic disper-
sion, polarization drift, polarization-dependent loss, and op-
tical power fluctuations to meet the picosecond-level error
budget. While underground fibers can significantly mitigate
the fluctuations induced by air temperature changes, it is also
important for the future resilience and scalability of quan-
tum networks to be able to manage and compensate for the
phase noise for both time and quantum information transfer.
Furthermore, improvements to enable flexibility in the co-
propagation of quantum and classical signals by effectively
filtering or managing noisy environments will be needed. To
that end, we are exploring network probe measurements at the
single photon level or using parallel fibers as well as algorith-
mic methods to manage environmental dynamics.

B. WR Improvement Opportunities

To increase the WRS synchronization precision towards the
sub-10 ps needed for quantum network measurements, we
have gathered information on various parameters that affect
synchronization and plan to build models that will predict the
required corrections. Such parameters include environmen-
tal information such as ambient outside temperature for aerial
fibers, SFP temperature, and SFP Tx and Rx optical power
that we can sample in real-time. We are pursuing more precise
delay information using single-photon measurements such as
quantum optical time domain reflectometry. From these mod-
els and measurements, we plan to get real-time delay correc-
tions for the WRS in the form of picosecond-level correction
values that we believe can be additively combined into a sin-
gle value. We believe that we can affect that correction in the
WRS via dynamic updates to the alpha coefficient, which ac-
counts for the path delay asymmetry. The alpha coefficient
was originally used to correct wavelength asymmetry due to
chromatic dispersion47 and was a static, calibrated value. A
recent enhancement48 made to the WRS software allows real-
time asymmetry coefficient updates. Adjusting the asymme-

try coefficient will have the effect of dynamically updating the
WRS delay calculation, resulting in a correction to the phase
delay of the 1 PPS, 10 MHz, and 62.5 MHz clocks, yielding
more precise time synchronization of instrumentation used in
quantum networking experiments.

VI. CONCLUSION

DC-QNet has established and characterized two methods
of time synchronization to enable the development of near-
term quantum networking protocols. We observed picosecond
level TDEV between 1 s to over months of observations with
active phase compensation, where the time stability is lim-
ited by the stability of the reference clock. With WR-PTP, the
synchronization network shows sub-10 ps TDEV at 1-day ob-
servation intervals. For picosecond-level or better phase stabi-
lization and polarization compensation, co-propagating probe
signals at single-photon scales will likely be beneficial. The
bright light from the time synchronization signal requires fil-
tering to reduce light leakage and limits the quantum chan-
nel coexistence to a separate band. Given the availability
of highly stable reference clocks and the characterized time
transfer capabilities of DC-QNet, our future work will con-
tinue to advance single photon network probes and explore
machine learning algorithms to measure, predict, and com-
pensate for the link instabilities. The capabilities can be fur-
ther improved and extended to meet the security requirements,
which can potentially be best met by developing quantum
time synchronization18,49 based on highly stable time trans-
fer between a network of atomic clocks that remains resilient
and secure in the presence of environmental noise in the fiber
links.
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