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Communication & Networks
Quantum networking  Distributed QC

Application Focus Areas
Planning and scheduling  Material science
Fault diagnosis  Machine learning
Recently: Computational fluid dynamics (CFDs)

Software Tools & Algorithms
Quantum algorithm design Compiling to hardware
Mapping, parameter setting, error mitigation
Hybrid quantum-classical approaches

Solvers & Simulators
Physics-inspired classical solvers
HPC quantum circuit simulators

Physics Insights
Co-design quantum hardware

E. Rieffel et al. (2019), From Ansätze to Z-gates: A NASA view of quantum computing, Adv. in Parallel Computing 34, 133–160
R. Biswas et al. (2017), A NASA perspective on quantum computing: Opportunities and challenges, Parallel Computing 64, 81–98
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Figure 1: NASA’s Phoenix Mars Lander. Source: NASA

prune the tree.
The main contributions of this work are:

• A novel framework for quantum-classical approaches to
optimization problems that iteratively concentrates first
on the discrete aspects of the problem and then on the
continuous constraints.

• Instantiations of this framework that make use of a quan-
tum annealer to sample the search space and guide future
searches.

• Instantiations that make use of all configurations returned
by the quantum annealer, not just the best configurations.

• Full integration of a quantum annealer and a classical al-
gorithm.

• Empirical results comparing different instantiations of
this framework, with each other, and with a baseline.

• Established that feasible solutions can be found with less
effort when the search is guided using configurations re-
turned by the quantum annealer.
While our work is in an early stage and the scale

of the problems we tested is limited, this decomposition
framework also supports many other instantiations of these
quantum-classical algorithms. We intend to explore other in-
stantiations in future work.

The Mars Lander Problem

As a testbed to explore quantum-classical approaches, we
consider a Mars lander that is tasked to perform multiple ac-
tivities over the course of a Martian day. The Mars lander
robotic spacecraft can land on the surface of Mars, but is not
mobile like a rover. The lander has various scientific instru-
ments and a robotic arm that can interact with its environ-
ment. Its activities include (1) scientific studies to achieve
mission goals, (2) communication of data, and (3) operations
to maintain the lander in a functioning state. The number of
requested tasks can be large.

We consider a simplified application with a shorter
scheduling horizon than a typical Martian day and fewer
tasks. The scientific activities we consider are:
• Obtain panoramic pictures: Panoramic pictures of Mars

landscape requires a time-window when there is sunlight,

but also must take into account the strength and direction
of the sun due to shadows and glare.

• Measure Martian weather: Measuring the Martian
weather can have time-windows since scientists may be
interested in measurements of particular times as the con-
ditions change over the course of a day.

• Sample Martian soil: Sampling of Martian soil is sub-
divided into three different tasks: (1) taking a picture of
the workspace, (2) digging, and (3) baking. The prece-
dence constraints mean that digging can only occur once
a picture of the workstation is taken and baking a sample
only after soil is retrieved via digging.

The Mars lander will also need to send stored data via com-
munication satellites when it has unobstructed line-of-sight
to these satellites. Thus, there are only several disjoint time-
windows in which an uplink task can occur.

In addition to the time-window and precedence con-
straints, the Mars lander has a limited-capacity battery and
performing tasks depletes the battery at different rates.
To ensure that there is enough power, the Mars lander is
equipped with solar panels that recharge the battery when
the sun is visible. The solar panel can be used at any time
that the sun is visible, but the amount of power will depend
on the amount of light which varies with weather conditions,
time of day, and time of year. If the battery is at its max-
imum capacity, the excess power production from the sun
cannot be stored. However, it is possible for the lander to
draw power directly from the solar panels to power tasks
rather than from the battery. This allows the lander to uti-
lize power from the solar panels when the battery is fully
charged rather than wasting it.

In our simplified problem, the Mars lander is capable of
performing only a single task at a time. The only operation
that can be done in parallel with other tasks is solar panel
charging, which occurs automatically when the sunlight and
battery capacity conditions are met. The goal is to construct
a schedule that assigns each task a start time, adhering to the
tasks’ time-windows, precedence and battery constraints.

Problem Details: The parameters chosen here are artifi-
cially generated for the purposes of providing a problem in-
spired by the real NASA’s Phoenix Mars lander problem.
The scheduling horizon is 10 hours broken into twenty 30-
minute-long time segments.

Table 1 provides a list of the tasks, their duration (in mul-
tiples of 30-minute slots), time-window(s), any precedence
constraints, and the battery consumption rates. The type of
tasks chosen are based on actual tasks performed by the
Phoenix Mars lander, but the detailed values are fabricated.
The durations and time-windows were chosen with three ob-
jectives in mind: to provide an interesting scheduling prob-
lem, to have it small enough to fit on the quantum hardware,
and to still be an abstracted version of the real Mars lan-
der problem with reasonable values. The consumption rate is
the total power consumed every 30 minutes. This consump-
tion is assumed to be constant throughout the duration of the
task. Therefore, a baking task that lasts for two hours will
consume a total of 0.115 ⇥ 4 = 0.46 units of power. Con-
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Air Traffic 
Management

typically change their cruise altitude en route. A practical 
approach to generating wind-optimal trajectories with multiple 
cruise altitudes is described in an earlier paper [14].  

 Aircraft trajectories are computed using wind-data 
provided by the Global Forecasting System (GFS). GFS is a 
global numerical weather prediction computer model run by 
the National Oceanic & Atmospheric Administration four 
times a day. It produces forecasts up to 16 days, and produces a 
forecast for every 3rd hour for the first 180 hours, and after 
that, every 12 hours. The horizontal resolution is roughly 
equivalent to 0.5×0.5 degree latitude/longitude. GFS data has 
64 unequally spaced vertical isobaric pressure levels ranging 
between 0.25-1000 mb, with enhanced resolution at low and 
high altitude. Figure 2 shows wind-optimal trajectories for the 
trans-Atlantic flights on July 15, 2012. The wind-optimal 
trajectories across the North Atlantic ocean can be classified 
into two major flows due to the presence of jet streams. The 
westbound flow originating from Europe is located north of 
eastbound flow originating from North America. NATs are 
designed daily aiming at aligning the trans-Atlantic traffic with 
the wind-optimal routes for increasing the throughput and 
efficiency of air traffic system.  

III. COMPARISON BETWEEN OF BASELINE AND WIND-
OPTIMAL ROUTES  

Section III. A discusses the setup for simulation and 
comparison of flight trajectories along the wind-optimal routes 
and the actual flight tracks for a trans-Atlantic flight from 
Newark, NJ to Frankfurt, Germany. Section III. B assesses the 
daily variations of potential wind-optimal savings for the 
westbound and the eastbound trans-Atlantic flights between 
Newark and Frankfurt. Section III. C presents the potential fuel 
benefits resulting from wind-optimal trajectories for the 10 
busiest trans-Atlantic airport pairs. Section III. D ranks the top 
100 airport pairs by most potential fuel savings. The estimated 
mean fuel burn for the trans-Atlantic flight tracks and the 
potential fuel burn savings for the common aircraft types are 
presented for the 10 busiest trans-Atlantic airport pairs. 

A. Trans-Atlantic Flights from Newark to Frankfurt 
Flight trajectories are simulated for a trans-Atlantic flight 

from Newark (KEWR) to Frankfurt (EDDF) based on the 
wind-optimal route and the merged flight track. The horizontal 
paths for the wind-optimal and the merged track are shown 
Figure 3. The wind-optimal trajectory is calculated at a 
constant cruise altitude equivalent to the filed cruise altitude for 
the flight. In general, a long-haul flight performs en-route step 
climbs to the fuel-optimal cruise altitudes due to continuous 
aircraft weight reduction caused by aircraft fuel consumption. 
The flight simulation in this paper neglects the en-route step 
climbs. The flight trajectories during initial takeoff, cruise and 
landing are simulated using the typical aircraft profiles for a 
Boeing 757-200 with medium takeoff weight based on 
Eurocontrol’s Base of Aircraft Data Revision 3.6 (BADA) 
[15]. The travel time for the wind-optimal trajectory is 393 
minutes and the fuel burn is 21,282 kg. The wind-optimal fuel 
consumption is 2.3% less than that of the trajectories based on 
the merged track. 

In addition to establishing a baseline for the current routes, 
a system-wide evaluation of the benefits of flying wind-
optimal trajectories requires choices to be made in the selection 
of aircraft aerodynamic and fuel flow models. This is dictated 
by both the availability and accuracy of the models. The 
aircraft fuel flow model [15] used in this analysis performs 
well in cruise and later versions of the model have substantial 
improvements to fuel flow performance in climb and descent. 
The uncertainty of estimated savings resulting from simplified 
aircraft simulation and imperfect flight track is approximately 
1% [16]. 

B. Potential Savings Daily between KEWR and EDDF 
The flight simulation is extended for all trans-Atlantic 

flights from Newark (KEWR) to Frankfurt (EDDF) during July 
2012 based on the wind-optimal routes and the actual flight 
tracks. Figure 4 plots the potential fuel savings for the wind-
optimal trajectories for each day during July 2012. The fuel 
burns are calculated based on aircraft type for all flights 
operating between the airport pair in the period.  The potential 

 

Figure 2. The wind-optimal trajectories for trans-Atlantic flights on July 15, 2012. 
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Initial State

Goal State

Selection pool of 
available actions

dead end dead end

preconditions: B, I
e!ects: B=0, C=1, J=0

A     B     C     D    E      F     G     H     I      J

plan 1

plan 2

plan 1

plan
 2

Fig. 1 Pictorial view of a planning problem. The initial state (e.g. Rover to the left behind the rocks,
without payload) is specified by assigning True (1) or False (0) to state variables (named A-J in this
oversimplified example). The planning software navigates a tree, where a path represents a sequence (with
possible repetitions) of actions selected from a pool (colors). Each action has preconditions on the state
variables (e.g. moves can be done around the rocks and not through) which need to be satisfied in order for
the actions to be executed (the circles under the state variables in the search tree needs to match True=1)
and has an e↵ect on the state (colored variables in shaded regions of the new state have changed values).
A valid search plan (multiple valid plans are possible) will reach the goal state (e.g. Rover in front of the
rocks to the right, with a sample collected).

while siv = F (false) means that it has been
visited. This variable ensures that each ver-
tex can be visited at most once. While in-
cluding both s

g
v and s

i
v (which always have

opposite values) seems redundant, it is nec-
essary because of the convention that al-
lows only positive action preconditions and
goals.

– An ‘external’ state variable s
e
v represents

whether or not the vertex v can currently
be visited given the edge structure of the
graph. Specifically, it is set to T by an ac-
tion av0 corresponding to visiting a vertex
v
0 that is connected to v by an edge. Oth-

erwise, it is set to F .

Each action av has 2 preconditions: (1) siv =
T , which indicates that this action has not

been used in the plan already, and (2) sev = T ,
indicating that this action can legally follow
the previous action.

Each action av has n+1 e↵ects: (1) sgv = T ,
to indicate that v has been visited, (2) s

i
v =

F , thus excluding av from appearing twice in
the plan, (3) sets each of the n � 1 external
variables s

e
v0 for each of the other vertices v

0:
if there is an edge from v to v

0 then s
e
v0 = T ,

enabling av0 to follow av; if there is no edge
from v to v

0 then av sets s
e
v0 = F , preventing

av0 from following av.

The initial state has all goal variables sgv =
F while all internal and external variables s

i
v

and s
e
v have value T . Thus, any of the n ac-

tions av can be performed at the start. A valid
plan is a sequence of the n actions that corre-

Entanglement

Tunneling

Superposition

Objective: Find “BETTER” solution
faster time-to-solution  OR  more precise solution  OR using less energy OR  not found by classical 

methods



What is quantum computing (in one slide)?
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The power of quantum computation comes from encoding information in a non-classical 
way 
Quantum computers take advantage of purely quantum effects that are not available 
classically 

quantum interference; quantum tunneling; quantum entanglement; quantum measurement, 
quantum many-body delocalization, quantum sampling

These effects can provide more efficient computation and higher levels of security than is 
available classically

What Shor’s factoring algorithm can compute in days, would take a supercomputer longer than 
the age of the universe

Emerging quantum hardware enables empirical investigation of quantum optimization for 
myriad applications



New Era for Quantum Computing
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… but so far only for a toy problem 
• Quantum hardware currently too small for solving 

practical problems intractable on classical 
supercomputers

• These devices need to scale up and become 
more reliable

So what to do in the interim?
• Unprecedented opportunity to invent, explore, and 

evaluate quantum algorithms empirically

 NASA QuAIL Focus
• Algorithms and applications to enable safer, more 

ambitious, and greater time- and energy-efficient 
missions

• Tools for advancing quantum computing, from 
quantum circuit simulation, noise characterization, 
error correction, compilation to realistic hardware

Quantum supremacy achieved 
• Perform computations not possible on 

even largest supercomputers in reasonable 
time

• Google – NASA – ORNL collaboration

F. Arute et al. (2019), Quantum 
supremacy using a programmable 
superconducting processor, Nature 
574, 505-510
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also observed on the system size. When being increased
from 4 ⇥ 4 (dots) to 4 ⇥ 6 (triangles), we found that n✏

remains within the same range. The suggested weak de-
pendence provided us the confidence to conclude a lower
bound to separate the weak noise regime from the strong
noise regime. As the solid black line shown in Fig. 3G,
we identified the lowest transition point observed in the
weak-link model and use it as the empirical boundary for
the noise induced phase transition. With the phase dia-
gram constructed, we compare it with our 70-qubit RCS
experiment that we will present next. It is evident that
our system falls well within the weak noise regime, satis-
fying the requirement to fully utilize the computational
capacity of the noisy quantum processors.

Finally, we show in Fig. 4 evidence for the demonstra-
tion of beyond-classical RCS by performing the experi-
ment on a 70-qubits Sycamore chip. The random circuits
follow the same 2-dimensional pattern as Ref. [9] ABCD-
CDAB, where single-qubit gates are chosen randomly
from Z

p
X

1/2
Z

�p with p 2 {�1,�1/4,�1/2, . . . , 3/4}.
We show in SM B the fidelity of the elementary opera-
tions of the random circuit. On average, we achieve a
single-qubit Pauli error rate of 1.1(0.6) ⇥ 10�3, a read-
out fidelity of 1.3(0.4) ⇥ 10�2, and a dressed two-qubit
Pauli error rate of 6.7(2.5) ⇥ 10�3 (simultaneous two-
qubit gates and single-qubit gates), corresponding to an
intrinsic two-qubit simultaneous error rate of 4(2)⇥10�3.
We validate the digital error model by looking at patched
variations of the random circuit (see inset in Fig. 4A),
where slices of two-qubit gates have been removed, cre-
ating patched circuits for which each patch XEB can be
verified at modest computational cost. The total fidelity
is then the product of the patch fidelities. The di↵erence
between the two-patch and the three-patch fidelities is
explained by the larger error rate of the two-qubit gates
compared to the idling of the qubits for which two-qubit
gates have been removed. Computing XEB over full cir-
cuits is currently an intractable classical task. We thus
give an estimate of the fidelity obtained after 24 cycles
–marked by a star in Fig. 4A– using the discrete error
model. For this data point, we have collected 70 million
sample bitstrings for a single circuit, for which we esti-
mate a fidelity above 0.1%. In SM C1 we report fidelities
for the phased-matched version of this experiment.

We now study the two main numerical methods used to
perform RCS on classical hardware. The first method is
tensor network contraction [12–17, 26]: Ref. [16] showed
sampling from the largest circuits of Ref. [9] in 15 hours
using 512 GPUs and Ref. [26] computed the correspond-
ing XEB. The second method is based on Matrix Product
States (MPS), a popular tensor network variational rep-
resentation of 1D quantum states with limited entangle-
ment [27, 28]. Contrary to the claim of Ref. [29], we find
that given current supercomputer memory constraints
this method fails to reach a fidelity comparable to the ex-
perimental one, and furthermore o↵er worse performance
than tensor network contraction.

We report improvements in tensor network contrac-

Exp.
1 amp. 1 million noisy samples

FLOPs FLOPs XEB fid. Time

SYC-53 [9] 6.44 · 1017 2.60 · 1017 2.24 · 10�3 6.18 s

ZCZ-56 [10] 6.24 · 1019 6.40 · 1019 6.62 · 10�4 25.3 min

ZCZ-60 [11] 1.32 · 1021 1.41 · 1023 3.66 · 10�4 38.7 days

This work 4.74 · 1023 6.27 · 1025 1.68 · 10�3 47.2 yr

TABLE I. Estimated computational cost of simulation:
The second column shows the number of FLOPS needed for
the computation of a single output amplitude from the ran-
dom circuit assuming no memory constraints. This serves as
a lower bound to the computational hardness of the simula-
tion of sampling from each circuit. The last three columns
refer to the cost of the simulation of noisy sampling of 1 mil-
lion bitstrings. We use the specifications of Frontier for our
estimates, with 1.685⇥ 1018 FLOPS of theoretical peak per-
formance spread across GPUs with 128 GB of RAM each.
We assume a 20% FLOP e�ciency [14–16] and account for
the low target fidelity of the simulation in the computational
cost [14, 15, 21, 30].

tion techniques, which result in lower estimated compu-
tational costs for simulated RCS (see SM E). In Fig. 4B
we show the FLOP count (the number of multiplications
and additions) as a function of number of qubits and cy-
cles required to compute a single amplitude at the output
of a random circuit without memory constraints. This
serves as a proxy lower bound for the hardness of both
sampling and verification. For a fixed number of qubits
and increasing depth, there is a crossover in the scal-
ing of the computational cost from exponential to lin-
ear. Given a noisy experimental setup, this implies an
optimal depth for the trade o↵ between computational
hardness and fidelity: beyond the crossover, fidelity de-
creases faster than the hardness increases. The crossover
depth is consistent with a scaling

p
n, as indicated with

a dashed line. Note that this is a stronger requirement
than the anti-concentrated output distribution (Fig. 1A),
and is related to the depth at which “typical” entangle-
ment is achieved (see SM F). At 70 qubits, 24 cycles is
deep enough to saturate the exponential growth of com-
putational cost. The inset of Fig. 4A shows the growth
in computational hardness (FLOP count) over the last
few years.

A practical estimate of the computational resources
needed to simulate RCS needs to take into account the fi-
nite FLOPS computational e�ciency of a supercomputer
as well as its memory constraints and other limitations
such as finite bandwidth. Table I shows estimates of the
runtime for the approximate simulation of the largest in-
stances of RCS from Refs. [9–11] and them = 24 instance
of the current work when using the state-of-the-art meth-
ods discussed in SM E. In these estimates, we consider
sampling 1 million uncorrelated bitstrings at a fidelity
similar to that of the experiment using the current top-
performing supercomputer, Frontier. This requires the
computation of 10 million approximate probability am-

A. Morvan, B. Villalonga, 
X. Mi, S. Mandrà, et al., 
(2023) Phase transition 
in Random Circuit 
Sampling, 
arXiv:2304.11119 

2023 Update



Status of Quantum Algorithms
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Quantum 
computing can do 
everything a 
classical 
computer can do

and
Provable 
quantum 
advantage known
for a few dozen 
quantum 
algorithms

Unknown quantum advantage for everything else

Status of classical algorithms
• Provable bounds hard to obtain

– Analysis is just too difficult
• Best classical algorithm not known for most problems
• Empirical evaluation required
• Ongoing development of classical heuristic 

approaches 
– Analyzed empirically: ran and see what happens
– E.g. SAT, planning, machine learning, etc. competitions

• NISQ era supports unprecedented means for 
empirical analysis of quantum algorithms 
– Quantum heuristics come into their own

A handful of 
proven 
limitations 
on quantum 
computing

Conjecture: Quantum Heuristics will significantly broaden 
applications of quantum computing



Certainty and Randomness in Quantum 
Computation 
Any computation a classical computer can 
do, a quantum computer can do with 
roughly the same efficiency

With the same probability of the 
outcome
If the classical computation is non-
probabilistic, so is the quantum one
O(log n) overhead: solely due to 
making computation reversible

Like classical algorithms, some quantum 
algorithms are inherently probabilistic and 
others are not

7

First quantum algorithm was not probabilistic
• E.g. Deutsch-Jozsa algorithm solves 

problem with certainty that classical 
algorithms, of equivalent efficiency, 
could solve only with high probability

Shor’s algorithms are probabilistic
Grover’s is not intrinsically probabilistic

• initial search algorithm was 
probabilistic, but 

• slight variants, which preserve the 
speed up, are non-probabilistic



Some closely related Quantum Optimization Algs: 
AQO, QA, QAOA
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AQO (special case of AQC)
• Evolution under

• Slowly enough to stay in 
the ground subspace 

QA 
• Evolution under

• Many quick runs, thermal 
effect contribute

QAOA
• Alternate application of 
𝐻! and 𝐻" 

• For p alterations, the 
parameters are 𝟐𝒑	
times/angles
	𝜸𝟏, 𝜷𝟏, … 𝜸𝑷, 𝜷𝒑 

𝑯(𝒕) = 𝒂(𝒕)𝐻! + 𝒃(𝒕)𝐻" 𝑯(𝒕) = 𝒂(𝒕)𝐻! + 𝒃(𝒕)𝐻"

Phase separation operator based on the cost function
Usually 𝐻! = −𝜮𝐶 𝑧 |𝑧⟩⟨𝑧| + (optionally) other terms, e.g. “penalty terms” to enforce 
constraints

Simple Driver/Mixing operator 
Most frequently 𝐻" = ∑

/
𝑋𝑗, though we will shortly see other mixers

Ground state easy to obtain



Quantum Approximate Optimization 
Algorithm
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Gate model algorithm due to Farhi et al.
• Alternates between two Hamiltonians, p times

– Phase separation (cost function dep.) 
– Mixing 
– 2p parameters: amount of time each Hamiltonian is applied

– Parameter search means often a hybrid quantum-classical algorithm
– Relation with Variational Quantum Eigensolvers (VQE)

– Aim: Provable approximation ratio
Early results by Farhi and co-authors
• p → ∞: from AQO

– Converges to optimum for p → ∞
• p = 1: proofs modified from proofs for IQP circuits 

– Provably hard to sample output efficiently classically (up to standard complexity theory conjectures)
– Briefly beat existing classical approx. ratio on MaxE3Lin2, but inspired better classical algorithm



Quantum Alternating Operator Ansatz
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Heuristic based on strutureQuantum Approximate Optimization Algorithm of Farhi 
et al.
• Alternates between two Hamiltonians, p times

– Phase separation (cost function dep.) 
– Mixing 
– 2p parameters: amount of time each Hamiltonian is applied

– Aim: Provable approximation ratio
– Aim: Good typical performance 
– Better support for enforcing constraints, informed by compilation to hardware
Early results 
• Alternative algorithm for Grover’s unstructured search problem

–  achieves √N query complexity by different means

S. Hadfield et al., From the Quantum Approximate Optimization Algorithm to a 
Quantum Alternating Operator Ansatz, Algorithms 12 (2), 34 2019, arXiv:1709.03489



Quantum Alternating Operator Ansatz
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S. Hadfield et al., From the Quantum Approximate Optimization Algorithm to a 
Quantum Alternating Operator Ansatz, Algorithms 12 (2), 34 2019, arXiv:1709.03489

.

Mixer: unitary which:
• Preserves the feasible subspace
• Provides nonzero transitions 

between all feasible states
• Not necessarily time evolution of 

a single local Hamiltonian
• 𝛽k depends on the level 1 ≦ k ≦ 

p, but independent of Hj

Phase separator: 
unitary for which
• The energy spectrum of 

HP encodes the 
problem’s objective 
function

• 𝐻! = −∑𝐶 𝑧 |𝑧⟩⟨𝑧|

Initial state |s> which:
• is a superposition of one 

or more solutions in the 
feasible subspace

• can be prepared 
efficiently

Generalization of Quantum Approximation Optimization algorithm 

0
#

𝑒$%&!'"



Example: QAOA for Max-κ-Colorable Subgraph
Problem: Given a graph 𝑮 = 𝑽,𝑬 , and 𝒌 
colors 𝟏,… , 𝒌, find a color assignment 
maximizing the # of properly colored edges
• Properly colored edge means endpoint 

vertices have been assigned different 
colors

“One-hot” Encoding:  𝒏𝒌 variables   
 𝒙𝒖𝒋 = 𝟏  iff  vertex u is colored color j
Optimization: Write cost function as 

𝑪 𝒙 = 𝒎−*
𝒖𝒗 ∈𝑬

𝒎
*
𝒋'𝟏

𝒌

𝒙𝒖𝒋𝒙𝒗𝒋

Must avoid invalid colorings 
e.g. if a vertex is labeled as both red and 

blue, or not colored at all
Requires n constraints: one for each 

vertex u

         ∑𝒋+𝟏𝒌 𝒙𝒖𝒋 = 𝟏



Example: QAOA for Max-κ-Colorable Subgraph
Could add constraints to the cost function to 

enforce penalties
 - standard approach in quantum annealing
Better: design mixer to keep evolution in feasible 

subspace (constant Hamming weight in colors 
for each vertex)

Feasible subspace is exponentially smaller 
search space than entire Hilbert space
     While still exponentially large
Initial state choice
Any classical feasible state
     e.g. all colored red
Any superposition of feasible states
     e.g. superposition of all colors (W state)

Use a swap or XY-mixer (XX+YY) on the colors 
rather than bit flip mixer:

instead of ∑
#
𝑋𝑗, use  sum of swap operators, 

𝟎𝟎 >< 𝟎𝟎 + 𝟏𝟎 >< 𝟎𝟏 +	

  |𝟎𝟏 >< 𝟏𝟎| + |𝟏𝟏 >< 𝟏𝟏|
between colors at a vertex
Ring mixer:
 order the colors, and apply swaps to adjacent 

colors only
Complete mixer:
 swap for every pair of colors
Complete mixer mixes more quickly, but has 

higher circuit depth, especially when compiled 
to realistic hardware



Example: QAOA for Max-κ-Colorable Subgraph
A partitioned mixer; Parity ring mixer

Uparity (�) = Ulast(�)Ueven(�)Uodd(�), (1)

where
Uodd(�) =

Y

a odd, a 6=n

e�i�(XaXa+1+YaYa+1), (2)

Ueven(�) =
Y

a even

e�i�(XaXa+1+YaYa+1), (3)

Ulast(�) =

(
e�i�(XdX1+YdY1),  odd,

I ,  even.
(4)
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Example: Max--Colorable Subgraph

Problem. Given a graph G = (V ,E ) with n vertices and m edges, and 
colors, maximize the size (number of edges) of a properly vertex-colored
subgraph

Representation: nm variables indicating whether or not node v is colored
with color i

Phase separator: UC = e�iHC , where HC = �1
4

P
(u,v)2E

P
j=1 RZuZv

(�)

Mixing Hamiltonian: HB =
P

v
Bv , where

Bv =
P

i = 1Xv ,iXv ,i+1 + Yv ,iYv ,i+1

Unified Mixer: UB = e�iHB

Partitioned Mixers: Products of UBv = e�iBv . Don’t commute, so
di↵erent orders give di↵erent mixers
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Many variants of QAOA
Relation between parameter setting in QAOA and annealing schedule choice in 
quantum annealing
Close ties to sampling, e.g. for ML
Developing General Theory of Iterative Quantum Algorithms
Components of an Iterative Quantum 
Algorithm

Preparation Rule – Run Quantum (or Classical) 
Algorithm to get state

Selection Rule – Rank features in the system 
based on the prepared state

Reduction Rule – Eliminate a feature of the system 
based on ranking

• Iterative Quantum Algorithms can be 
designed to guarantee enforcement of 
constraints

• Classical updates resemble classical greedy 
algorithms and can pull classical proof 
techniques

• Special case: IQA for Max Independent Set

L. T. Brady & S. Hadfield, "Iterative Quantum Algorithms for Maximum Independent Set: A Tale of Low-Depth Quantum 
Algorithms" arXiv:2309.13110
S. Hadfield, L. T. Brady, et al., "Quantum-Enhanced Classical Algorithms" (in preparation)



Brief Glimpse: Quantum-Accelerated Constraint Programming

• In constraint programming (CP), problems 
are solved with backtracking tree search 
augmented by logical inference 

• Quantum algorithms can accelerate the 
inference process being performed at each 
node in the tree

• These quantum inference algorithms can 
then be integrated within classical, fully-
quantum, or partially-quantum 
backtracking tree search schemes

• Partially quantum backtracking schemes 
yield speedups for smaller sections of the 
tree, intended for early, more resource-
constrained quantum devices

16

Booth, Kyle EC, Bryan O’Gorman, Jeffrey Marshall, Stuart Hadfield, and Eleanor Rieffel. Quantum-accelerated global constraint filtering. In International Conference on 
Principles and Practice of Constraint Programming, pp. 72-89. 2020
Booth, Kyle EC, Bryan O'Gorman, Jeffrey Marshall, Stuart Hadfield, and Eleanor Rieffel. Quantum-accelerated constraint programming. Quantum 5 (2021): 550.

Other good target state-of-the-art 
classical algorithms for quantum 
acceleration? 



Quantum Distributed Algorithms for Approximate Steiner 
Trees and Directed Minimum Spanning Trees

• We provide quantum distributed algorithms to tackle challenging graph problems

• These quantum algorithms provide an asymptotic improvement with respect to the current best known classical algorithm in 
terms of computational rounds in the CONGEST CLIQUE model

• We provided detailed analysis for the main algorithmic step: finding the all-pairs shortest paths

• We  obtained complexity results realizing impractical scales where quantum counterparts become better than classical

• Approximate Steiner Tree Problem • Directed Minimum Spanning Tree (Arborescence)

Joint work with Phillip Kerger, David Bernal Neira, Zoe Gonzales Izquierdo

Phillip A. Kerger, David E. Bernal Neira, Zoe Gonzalez Izquierdo, Eleanor G. Rieffel, “Mind the 
Õ: asymptotically better, but still impractical quantum distribute algorithms,” Algorithms 
16(7), 332, 2023. arXiv:2304.02825



Main results

Quantum distributed algorithms to tackle 
challenging graph problems
 - Approximate Steiner Tree Problem
 - Directed Minimum Spanning Tree Problem 
(Arborescence Problem)
Asymptotic improvement over current best 
known classical algorithm in terms of 
computational rounds in CONGEST CLIQUE model
Detailed analysis for the main algorithmic steps
Non-asymptotic complexity results mean both 
prior classical distributed algorithms and our 
quantum algorithm only have advantage over 
simpler schemes at impractically large graph sizes

New classical distributed algorithm for the broad 
class of Survivable Network Design Problems 
(SNDPs) in CONGEST CLIQUE model
New quantum distributed algorithm for SNDPs in 
QUANTUM CONGEST CLIQUE model

Main ingredients:
 - Building on prior distributed all-pair shortest 
path (APSP) algorithm
 - Added routing table computation
 - Detailed analysis of constant and log factors

18

P Kerger, DE Bernal Neira, Z Gonzalez Izquierdo, EG Rieffel,
 Mind the Õ: Asymptotically better, but still impractical, 
quantum distributed algorithms, Algorithms 16 (7), 332, 
2023

P Kerger, DE Bernal Neira, Z Gonzalez Izquierdo, EG Rieffel,
Classical and Quantum Distributed Algorithms for the 
Survivable Network Design Problem, arXiv:2404.10748



Background



Introduction: Algorithms on Distributed Data 

Algorithms on Distributed Data: Network of Multiple Processors that communicate 

• Model as graph where nodes are processors 

• Each node its own starting information
• For graph problems, this is often a list of neighbor nodes

20

• Example: Network of spacecraft, satellites, or control stations that each have 
computing power and can communicate
• Goal: Answer some question about that distributed information, through 

communication and computation among the processors



Introduction: Two Classical Models

21

Graph G = (V,E,W) with n = |V| number of nodes, 
m = |E| number of edges, and W the weights on 
the edges

CONGEST Model: Aim is to minimize the number 
of rounds
Computation happens in rounds (compute, 
communicate, compute, communicate, …)
Congested: Communication limited by message 
size: each node can send to each of its neighbors 
O(log(n)) bits each round
          — log(n) is length of a node id

Unlimited local computation at each node
Nodes can communicate only with their neighbors

CONGEST-CLIQUE Model: 
1., 2., 3. are the same as for Congest Model
4.   All nodes can communicate with each other 
Key difference: communication graph distinct from 
graph G

Initial conditions: Each node knows 
• its own ID 
• the ID’s of its neighbors 

assuming ID’s are 1 to n à log(n) bits to 
encode 

Aim: Answer a question about graph in as few rounds 
as possible

o Ex: Spanning trees, subgraph detection, shortest 
paths...

 



Core Research Question

22

What problems can benefit from a 
distributed quantum approach?



Introduction: Models
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Graph G = (V,E,W) with n = |V| number of nodes, 
m = |E| number of edges, and W the weights on 
the edges

CONGEST Model: Aim is to minimize the number 
of rounds
Computation happens in rounds (compute, 
communicate, compute, communicate, …)
Congested: Communication limited by message 
size: each node can send to each of its neighbors 
O(log(n)) bits each round
          — log(n) is length of a node id

Unlimited local computation at each node
Nodes can communicate only with their neighbors

CONGEST-CLIQUE Model: 
1., 2., 3. are the same as for Congest Model
4.   All nodes can communicate with each other 
Key difference: communication graph distinct from 
graph G

Initial conditions: Each node knows 
• its own ID 
• the ID’s of its neighbors 

assuming ID’s are 1 to n à log(n) bits to 
encode 

Aim: Answer a question about graph in as few rounds 
as possible

o Ex: Spanning trees, subgraph detection, shortest 
paths...

 

Quantum versions: Take CONGEST or CONGEST-CLIQUE, but allow messages to 
consist of O(log(n)) qubits



CONGEST: Negative Results 
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Main reference: Elkin et al 2012, 
“Can Quantum Communication Speed Up Distributed Computation?”

• Proved limitations for quantum CONGEST model
• Quantum communication does NOT provide an improvement for many fundamental 

problems: Shortest paths, Minimum Spanning Tree, Steiner Tree, Min Cut, 
Hamiltonian Cycle…

• Intuition: In CONGEST, a significant bottleneck can be communicating between 
“distant” parts of the network – qubits don’t help with that! 

• Elkin, M., Klauck, H., Nanongkai, D., & Pandurangan, G. (2014, July). Can quantum communication speed up distributed computation?. In Proceedings of the 2014 ACM symposium on Principles of distributed computing (pp. 166-175).



CONGEST CLIQUE 
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• Elkin et al.’s results and analysis do not carry over to the CONGEST CLIQUE 
• So, can quantum communication help in this model? 

Surprising positive results in in Quantum CONGEST CLIQUE Model (qCCM): 
• Faster Triangle Detection, Izumi & Le Gall 2019
• Faster All-Pairs Shortest-Paths (APSP), Izumi & Le Gall 2020

• !𝒪 𝑛!/#  in quantum versus !𝒪 𝑛!/$  in classical
• This was in Elkin’s list of problems not admitting speedups!

For which other problems can we exhibit improvements in the 
quantum CONGEST CLIQUE model?

𝑓 𝑛 ∈ 1𝒪 𝑔 𝑛 	
if	

∃𝑘: 𝑓 𝑛 ∈ 𝒪 𝑔 𝑛 log* 𝑛

• Elkin, M., Klauck, H., Nanongkai, D., & Pandurangan, G. (2014, July). Can quantum communication speed up distributed computation?. In Proceedings of the 2014 ACM symposium on Principles of distributed computing (pp. 166-175).
• Izumi, T., & Le Gall, F. (2017, July). Triangle finding and listing in CONGEST networks. In Proceedings of the ACM Symposium on Principles of Distributed Computing (pp. 381-389).
• Izumi, T., & Le Gall, F. (2019, July). Quantum distributed algorithm for the All-Pairs Shortest Path problem in the CONGEST-CLIQUE model. In Proceedings of the 2019 ACM Symposium on Principles of Distributed Computing (pp. 84-93).



New Algorithms



Algorithmic Recipe

Approach: Make use of previous techniques such as

1. Distributed Grover Search 

2. Triangle Finding 

3. Distance Products 

4. Shortest Paths and Routing Tables

27



Our Contributions 

New algorithms in Quantum CONGEST-CLIQUE Model (qCCM) that succeed with high 
probability for 

• (approximately optimal) Steiner Trees 

• Directed Minimum Spanning Trees (Arborescence)

in asymptotically fewer rounds required than for 
any known classical algorithm

 → !𝒪 𝑛!/#  versus !𝒪 𝑛!/$

Exact complexity analysis of quantum and classical
algorithms reveals improvements needed 
for both to become practical!

28

A minimum spanning tree (orange) 
for the given graph (grey) 

Steiner tree (green) for 
graph with marked 
terminal nodes (red)



Algorithmic Recipe & Complexity 

1. Distributed Grover Search 
helps with…

2. Triangle Finding 
helps with…

3. Distance Products 
helps with…

4. Shortest Paths and Routing Tables
helps with…

5. Steiner and Directed Minimum 
Spanning Trees! 
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𝒏
𝟏
𝟒 𝐥𝐨𝐠𝟐 𝒏 𝟐

𝐥𝐨𝐠𝟐 𝒏 𝟑

𝐥𝐨𝐠𝟐(𝒏)

𝒄 ⋅ 𝒏
𝟏
𝟒 𝐥𝐨𝐠𝟐 𝒏 𝟔 rounds}

In CONGEST CLIQUE, can solve anything in 𝑛 
rounds:
To be practical, need roughly

𝟑𝟐𝟎𝟎 ⋅ 𝒏
𝟏
𝟒 𝐥𝐨𝐠 𝟐 𝒏 𝟔 < 𝒏

for which
𝒏 > 𝟏𝟎𝟏𝟖	

is required!! 10.. for classical 1𝒪 𝑛
#
$  counterpart.

The asymptotic results are exciting!
But more work is needed to bring these 
algorithms into a practical realm
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algorithms into a practical realm



Distributed quantum algorithms: Future 
directions

What further improvements be made to 
bring the asymptotic speedup closer to 
practical?

Other problems that for which these 
methods can demonstrate advantages 
in the quantum setting?

There are other distributed computing 
models and approaches. What can be 
shown in quantum versions of these 
modes?

Pay attention to quantities hidden in Õ(N) 
notation!
• Constants and log factors can be 

important in both the near and long 
term

Distributed quantum computing is in its 
infancy, with few results and many open 
directions
Many opportunities for classical 
computing to inform quantum computing 
and to work with or as part of quantum 
computing
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Other Topics
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Status of Quantum Hardware
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General Purpose:
Universal quantum processors

Google Rigetti

Special Purpose:
E.g. Quantum 
annealers

D-Wave

Noisy 
Intermediate-

Scale 
Quantum 
(NISQ)
devices

Many different underlying physical substrates for quantum processors:
• Superconducting
• Trapped ion 
• Photonic 
• Other

•  -Electron spins in silicon 
•  - Neutral atom, cold atom
•  - Topological, anyon based quantum computing

All quantum hardware is small and non-robust

Special purpose vs general purpose processors 
• Algorithm/hardware codesign 

Number of qubits alone is not a good measure
 - Analogy: billions of switches do not a classical computer make

Other key factors
 - precision, speed, and generality of the control
 - particularly operations involving multiple qubits
 - how long quantum coherence can be maintained
 - stability over time
 - speed with which processors can be calibrated



Future quantum computers
Application scale quantum computers will 
resemble supercomputers 
•  Many quantum processing units (QPUs), 

and classical processing units
    Quantum and classical communication

Robustness: 
Quantum error correction and fault tolerance are 
mature areas, with continuous breakthroughs
Tens to thousands of logical qubits per QPUs 

 Rule of thumb: ~1000 physical qubits 
per logical qubits
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Synergies and differences between 
quantum computer and supercomputer 
architectures
2D local structures, higher dimensional 
comm at larger scales
No cloning severely limits duplication
 E.g. Two ways to move quantum info
 local quantum physical links
 teleportation across arbitrary distances
 - requires prior set up of entanglement 
through local links, and classical comm as part 
of teleportation



Quantum-inspired classical algorithms and 
hardware

Quantum Monte Carlo
Improved classical techniques for 
simulating quantum systems
De-quantized quantum algorithms
 e.g. for E3Lin2
 e.g. certain sampling and quantum 
ML algorithms
Quantum proofs for classical for classical 
theorems (Survey: Drucker & Wolf 
arXiv:0910.3376)

35

DARPA’s Quantum-
Inspired Classical 

Computing (QuICC) 
program



PySA: Suite of State-Of-Art classical optimization 
algs
Features and state-of-the-art implementations:
• Modern C++17 with template metaprogramming

for high level of abstraction
• Compile time optimization for improved performance
Algorithms:
• Parallel Tempering
• Ergodic and non-ergodic Isoenergetic cluster moves
• Approximate solution using mean-field theory
Recent augmentations:
• Improved Python interface

36

We continuously 
update PySA with 
optimized code for 

state-of-the-art 
classical optimization, 

including physics 
inspired approaches 
we have developed

Open Source Code: https://github.com/nasa/pysa



Brief Glimpse: Qubit Routing for Quantum 
Circuits

Quantum algorithms must be compiled before they can be run on 
quantum hardware
• Gate synthesis: rewrite only in terms of native gates
• Qubit routing: move information around to where two-qubit gates can 

act, given connectivity constraints
Can be viewed as a temporal planning problem
• Applied state of the art temporal planners
• Minimizes “makespan,” the time it takes to carry out the computation 
• There is now a quantum circuit compilation domain in the 

International Planning Competitions temporal planning track
• Combining CP with temporal planning is advantageous

37

D Venturelli, M Do, E. Rieffel, J Frank, Compiling quantum circuits to realistic hardware architectures using temporal planners. Quantum Science and Technology 3 (2), 2018
Venturelli, Davide, Minh Do, Bryan O'Gorman, Jeremy Frank, Eleanor Rieffel, Kyle EC Booth, Thanh Nguyen, Parvathi Narayan, and Sasha Nanda. "Quantum circuit compilation: An 
emerging application for automated reasoning." (2019).
Booth, Kyle EC, Minh Do, J. Christopher Beck, Eleanor Rieffel, Davide Venturelli, and Jeremy Frank. "Comparing and integrating constraint programming and temporal planning for 
quantum circuit compilation." In Twenty-Eighth international conference on automated planning and scheduling. 2018



Quantum Error Correction
Quantum error correction initially thought 
impossible! 

No cloning principle: an unknown 
quantum state cannot be copied reliably 
without destroying the original 

Quantum information theory was just too 
interesting 

Steane and Shor & Calderbank saw a 
way to finesse what had seemed 
insurmountable barriers to quantum error 
correction 

Now quantum error correction is one of the 
most developed areas of quantum computing

38

Uses properties of quantum measurement and 
entanglement to its advantage 
Stabilizer code formulation most common

Surface code
Remains active area of research

Subsystem codes
Dynamical/Floquet codes
Quantum Low-Density Parity Check 
(LDPC) codes
Decoders
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QuAIL simulation software and theory
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Open Quantum System Simulation
N Suri, J Barreto, S Hadfield, N Wiebe, F Wudarski, J Marshall, 
Two-Unitary Decomposition Algorithm and Open Quantum 
System Simulation, Quantum 7, 1002 (2022)

• avoids classically expensive singular value 
decomposition (SVD) 

• requires only a single call to state preparation oracle 
• calls to the encoding oracle can also be reduced at the 

expense of an acceptable error in measurements

Simulation of Photonic Quantum Systems

• Effect of distinguishability and loss errors in QIP

• J Marshall, Distillation of Indistinguishable Photons 
Phys. Rev. Lett. 129 (21), 21360

• Efficient representations

• J Marshall, N Anand Simulation of quantum optics by 
coherent state decomposition, arXiv:2305.17099

Google – NASA – ORNL 
collaboration

F. Arute et al. (2019), 
Quantum supremacy using 

a programmable 
superconducting processor, 

Nature 574, 505-510

A. Morvan, B. Villalonga, X. Mi, S. Mandrà, 
et al., Phase transition in Random Circuit 
Sampling, arXiv:2304.11119, April 24, 2023 

Quantum Circuit simulation 
software

Recent NASA collaboration with Google AI

Experimental results that are significantly 
harder to simulate than the 2018 ones



HybridQ: A Hybrid Quantum Simulator for Large 
Scale Simulations

Hardware agnostic quantum circuit simulator

Can run tensor contraction simulations, direct evolution simulation and Clifford+T simulations 
using the same syntax

Fully compatible with Python (3.8+)
Low-level optimization achieved by using C++ and Just-In-Time (JIT) compilation with JAX and Numba,
It can run seamlessly on CPU/GPU and TPU, either on single or multiple nodes (MPI) for large scale simulations, using the 

exact same syntax
User-friendly interface 
Can run on supercomputers or laptop
Commutations rules are used to simplify circuits (useful for QAOA)
Expansion of density matrices as superpositions of Pauli strings accepts arbitrary non-Clifford gates,
Open-source project with continuous-integration, multiple tests and easy installation using either pip or conda

Open source code available at https://github.com/nasa/HybridQ
S. Mandrà, J. Marshall, E. G. Rieffel, R. Biswas, HybridQ: A Hybrid Simulator for Quantum Circuits, QCS 2021, arXiv:2111.06868



Wigner’s friend inequalities & Experiments
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Bong, Kok-Wei, Aníbal Utreras-Alarcón, Farzad Ghafari, Yeong-Cherng Liang, Nora Tischler, Eric G. Cavalcanti, Geoff J. Pryde, and Howard M. Wiseman. "A strong 
no-go theorem on the Wigner’s friend paradox." Nature Physics 16, 12 (2020)
H.M. Wiseman, E.G. Cavalcanti, E.G. Rieffel, A "thoughtful" Local Friendliness no-go theorem: a prospective experiment with new assumptions to suit, 
arXiv:2209.08491 (Accepted to Quantum)

• Wigner friend scenario recent work 
– new inequalities, with weaker assumptions 

than Bell’s inequalities
– Proof-of-principle experiments have been 

done
• Single photon as friend

• Full experiment would combine Artificial 
Intelligence and Quantum Computing
– QUALL-E

• Open research directions for 
experiments between proof-of-principle 
and full

– Space-based experiments 

Alice QUALL-E Bob

q

m

(m̄)

(R)

(d)

(q)

Û

(Û�1)

x=[1]
or(2)

[a]

(a)

c

y

b

Polytope with 96 
extreme points 
and 932 facets

ARTICLES NATURE PHYSICS

Note that one could alternatively formulate Assumptions 2 and 
3 as a single, equivalent assumption, which has previously been 
coined ‘local agency’ in the context of Bell’s theorem24. Within the 
definitions of L and NSD, c, d play the formal role of the hidden 
variables λ in the usual derivation of Bell inequalities. However, we 
emphasize again that those correspond to observed events, and note 
that we make no assumption about hidden variables predetermin-
ing all measurement outcomes.

We call the set of correlations ℘(ab∣xy) that satisfy Assumptions 
1–3 the LF correlations.

Properties of LF correlations. Our key findings about the prop-
erties of LF correlations are as follows. (1) LF correlations are a 
superset of LHV correlations, and in general a strict superset, as we 
will show quantitatively in the next section. (2) LF correlations can 
always be characterized by a finite set of inequalities. (3) For N = 2 
measurement settings and any number of measurement outcomes, 
LF correlations are the same as LHV correlations. (4) For N = 3 
measurement settings and O = 2 outcomes, we fully characterize the 
LF correlations by deriving the associated inequalities and we show 
that they are a strict superset of LHV correlations (as illustrated in 
Fig. 3). We provide the derivations to these results in the Methods.

For N = 3 measurement settings and O = 2 outcomes, the set 
of LF correlations is a polytope with 932 facets. The facets can be 
grouped into nine inequivalent classes, each represented by a dif-
ferent inequality (provided in the Methods). These classes can be 
further grouped into categories, according to the measurement set-
tings involved, and whether the facets are Bell facets29. In Table 1, we 
list the categories of LF facets, ignoring all positivity facets, that is, 
the constraints that probabilities cannot be negative.

Quantum violations. We now search for quantum violations of 
the LF inequalities. To demonstrate that the set of LF correlations 
is strictly larger than the LHV correlations, we seek a state and mea-
surement choices such that a violation of a Bell non-LF inequality 
is exhibited without a violation in any of the LF inequalities. For 
experimental convenience, we consider two-qubit photon polariza-
tion states of the form

ρμ ¼ μ Φ"j i Φ"h jþ
1" μ
2

ð HVj i HVh jþ VHj i VHh jÞ ð1Þ

where Φ!j i ¼ ð HVj i! VHj iÞ=
ffiffiffi
2

p

I
, 0 ≤ μ ≤ 1, and H and V denote 

horizontal and vertical polarizations, respectively.
In Fig. 4 we display quantum violations for inequalities of all 

the categories in Table 1 for states ρμ. The specific inequalities and 
measurements considered are described in the Methods. Each of the 
inequalities considered is violated by some ρμ. In addition, we deter-
mine the strongest violations of the genuine LF inequalities allowed 
in quantum theory; those results are provided in Supplementary 
Section B.

In summary, if quantum measurements can be coherently per-
formed at the level of observers, quantum mechanics predicts the 
violation of the LF inequalities in EWFSs. This proves Theorem 1.

Experiment. We study the EWFS with three measurement settings 
(N = 3) in an experiment where the systems distributed between 
the two laboratories are polarization-encoded photons, the friends 
are photon paths within the set-up and the measurements by the 
superobservers are photon-detection measurements. Because the 
qubit composed of the two photon paths that represents each of our 
friends would not typically be considered a macroscopic, sentient 
observer as originally envisioned by Wigner, our experiment is best 
described as a proof-of-principle version of the EWFS. The experi-
ment lets us demonstrate the key properties of LF inequalities and 
its results generalize provided that quantum evolution is, in prin-
ciple, controllable on the scale of an observer. A fully rigorous dem-
onstration that the LF assumptions are untenable would require, in 
addition to a more plausible ‘observer’, implementing shot-by-shot 
randomized measurement settings and closing separation, effi-
ciency and freedom-of-choice loopholes, similarly to the case of Bell 
inequality violations30–32.

Our experimental set-up, which comprises a photon source and 
a measurement section, is illustrated in Fig. 5. The photon source, 
shown in the left half of Fig. 5, is designed to generate the quantum 
state ρμ of equation (1) with a tunable μ parameter. Details about 
this spontaneous parametric downconversion source are provided 
in the Methods.

The measurement section of the experimental set-up, shown in 
the right half of Fig. 5, consists of two copies of an apparatus, one 
belonging to Alice and Charlie and the other to Bob and Debbie. 
The measurement section serves two purposes. The first is to per-
form quantum state tomography to characterize the generated 
quantum state, as detailed in the Methods and Supplementary 
Section D. The second purpose is to perform the measurements of 

NS LF LHV

Fig. 3 | A two-dimensional slice of the space of correlations, illustrating 
the correlations discussed in this work. The solid areas depict a hierarchy 
of models: LHV28 correlations (green) are a subset of LF correlations (green 
and orange), which in turn are a subset of no-signalling39 correlations (NS, 
green, orange and purple). The red line bounds the correlations allowed 
by quantum theory on this slice. Note that, although the set of quantum 
correlations includes the LHV set, it does not include the LF set. Further 
details of this plot are discussed in Supplementary Section C).

Table 1 | Categories of inequalities for three binary-outcome 
measurement settings per party

Label Measurement 
settings

LF inequality? Bell facet?

Brukner (1 i, 1 j) Yes Yes
Semi-Brukner (1 i, 2 3) Yes Yes
Bell non-LF (2 3, 2 3) No Yes
I3322 (1 2 3, 1 2 3) Yes Yes

Genuine LF (1 2 3, 1 2 3) Yes No

The column ‘Measurement settings’ refers to the settings that appear in each inequality, with i, 
j!∈!{2, 3}. The third column specifies whether it is an LF inequality, and the fourth column specifies 
whether it is a facet of the Bell polytope. Each category represents inequalities with the same form 
up to arbitrary relabelling of measurement settings (for i, j!≠!1), outcomes and parties. The labels 
referring to each inequality are ‘Genuine LF’ for inequalities that are not facets of the LHV polytope 
for this scenario, ‘I3322’ for a type of Bell facet for the case of three binary-outcome measurement 
settings per party37 and ‘Brukner’, ‘Semi-Brukner’ and ‘Bell non-LF’ are inequivalent classes of 
CHSH-type inequalities38. Brukner inequalities are the type of inequalities considered by Brukner14. 
A semi-Brukner inequality has a simpler experimental realization than a Brukner inequality, as it 
only requires one of the parties to measure a friend (setting 1). Bell non-LF inequalities are Bell 
facets, but unlike the other categories, are not facets of LF.
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A Historical Perspective

LAUNCH 
COMPLEX

GLOBAL 
CIRCULATION

Illiac IV – first massively parallel computer
• 64 64-bit FPUs and a single CPU
• 50 MFLOP peak, fastest computer at the 

time

Finding good problems and algorithms was 
challenging

Questions at the time:
• How broad will the applications be of 

massively parallel computing?
• Will computers ever be able to compete 

with wind tunnels?

NASA Ames director Hans Mark brought 
Illiac IV to NASA Ames in 1972
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