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This research delves into applying the Macroscopic Fundamental Diagram (MFD) concept
to structured airspace networks for comprehensive aggregate modeling and introduces a
feedback-based departure function aimed at optimizing traffic flow. Previous studies have rarely
examined structured airspace networks featuring non-stationary vehicles through the MFD
perspective. We devised a scenario grounded in practical applications, featuring a multi-lane
network with explicit lane-changing behavior. The MFD effectively captured the open-loop
response, displaying a low-scatter, unimodal curve on the flow versus occupancy plot. Drawing
inspiration from the ground transportation ramp-metering strategies, a proportional-integral-
based controller was developed. Extensive simulation outcomes suggest that feedback control,
informed by MFD, holds significant potential for managing traffic flow in Urban Air Mobility
(UAM) environments; a reduction of 80% in the peak number of vehicles in a holding pattern
was observed for a slight reduction in throughput in this study.

I. Introduction

The skyline of our cities is poised for a transformation under the FAA’s Urban Air Mobility (UAM) concept by
leveraging new types of vehicle for passenger transport and delivery of goods [1]. Under UAM, sustainable vehicle

such as Electric Vertical Take-off and Landing (eVTOLs) variants and Unmanned Aerial Systems (UAS) are to be
integrated into the U.S. National Airspace System (NAS). These efforts hope to introduce a number of benefits over
conventional vehicle such as reduced noise pollution and emissions, circumventing road congestion for users, and
increased throughput of trips [2, 3]. However, there is presently little consensus on how to best use the airspace. In a
network with structure, such as sky corridors, all vehicle are enforced to stay within the boundaries during flight. This
may result in less conflicts and ultimately lead to greater safety in the long term, compared with the free-flight concept.
With this focus in mind, the present study aims to develop a macroscopic, aggregate model of a given airspace network,
owing to a recent growing trend: applying Macroscopic Fundamental Diagram theory to airspace. Additionally, the
present study aims to develop a controller to manage traffic flow and analyze its impact.

The Macroscopic Fundamental Diagram (MFD) is a powerful tool for modeling and analyzing traffic flow on a
network level by aggregating known traffic states into a succinct diagram. It was first proposed by Godfrey in 1969 [4]
and was empirically proven by Geroliminis and Daganzo in 2008 [5]. Essentially, it illustrates how the accumulation of
vehicles influence the overall network capacity and speed, demonstrating that beyond a critical threshold, an increase in
vehicular density leads to disproportionate congestion and reduced mobility [6]. The earliest known work applying
fundamental diagrams to unconventional air traffic was conducted by Jang et al. [7]. The authors investigated different
multi-layered lane systems resembling ground transportation networks in the air. After describing a microscopic model
(i.e. vehicle dynamics, vehicle control, conflict detection, and conflict resolution behavior), numerical simulations were
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conducted with the proposed structures, and the fundamental diagram is used to compare throughput versus density
across various structures. Since then, other works have begun to apply the MFD to airspace networks [6, 8–10]. Notably,
many of these works either assume the vehicle is always able to hover or move under free-flight airspace.

Going further back, there is an existing body of work that takes inspiration from road traffic flow research and
applying it to air traffic. They include concepts such as kinematic wave theory, which treats traffic flow as a continuum
fluid, while only more recent work has delved into the MFD. Among the earliest known works on treating air traffic as a
fluid flow within a continuum was given by Menon et al., which utilized an Eulerian (stationary observer) modeling
approach [11, 12] for an interconnected network of one-dimensional control volumes. The authors spatially aggregate
air traffic by using the LWR model (Lighthill, Whitham, and Richards), given as a partial differential equation [13].
Through careful simplifications, the model can be recast as a linear, discrete-time system, where linear control theory
becomes appropriate. This work is further extended by [14], where a stochastic dynamic model is derived by considering
the flow of vehicle between regions and into the airspace. Furthermore, a linear, time-varying stochastic model is
provided in [15]. Conventional air traffic however assumes an existing airspace network that is not present with UAS
vehicles.

Optimization-based approaches are also another popular paradigm. In [16, 17], UAM traffic is modeled as flows on
a directed graph. A nonlinear optimization problem is formulated, which aims to minimize air traffic complexity by
optimizing flow along the graph’s edges. Due to computational intractability, a heuristic is given by parallel simulated
annealing. In [18], a multi-commodity flow formulation was developed to describe flow of vehicle through a vertiport
network. The authors varied vertiport topology to study its effect on vehicle throughput. Similarly, a multi-commodity
flow formulation is solved in [19] for an airport shuttle air taxi service. Other works utilize a network flow model to
schedule flights [20, 21]. A drawback of the aforementioned approaches is computational intractability, which limits the
scalability of the methods.

As mentioned, the contribution of this work is two-fold: (i) to create an aggregate model of an airspace network using
the MFD methodology, and (ii) to analyze the impact of an MFD-based feedback control on UAM traffic management.
Section II discusses the Problem Setting and Formulation, Section III discusses the methodology, while Section IV
presents the results and discussion. Concluding remarks are in Section V.

II. Problem Setting and Formulation
The elements constituting a UAM network may be composed of the following primitives: airspace, vertiports, source

and sink nodes. Major assumptions for the problem presented in this work are also given as follows:
• All vehicle are to be separated at all times. This is achieved with tactical separation onboard each vehicle.
• Additionally, all vehicle in the corridors are to yield to incoming merge traffic from vertiports via slowing down as

much as possible (beyond stall speed) or changing lanes if available.
• Conflict resolution maneuvers are mainly limited to just speed adjustments. However, corridors are considered

"porous", i.e. vehicle have the ability to leave the corridor at any time to help resolve conflicts. The same vehicle
may also re-enter the corridor, if it can do so safely.

• A rudimentary form of strategic de-confliction is used. Traffic from vertiports may only depart if they respect
separation with respect to earlier departures and vehicles upstream in a corridor. Vehicles will remain at vertiports
until they can actually depart without violating separation minima, i.e. ground delay pattern is used.

• Level flight is considered in this work.
There are various ways in which airspace corridors may be structured: (i) A sky corridor may contain a single

center-line for which all vehicle must travel along, (ii) or it may be composed of several adjacent lanes, for which all
vehicle may use to travel along in a specified direction, or (iii) the corridor may have no notion of lanes, instead vehicle
may fly through the corridor without a prescribed lane as long as separation is maintained. In the present work, only the
single and multi-lane variants are considered.

A source node will introduce vehicle into the UAM network at a prescribed in-flow rate towards some target sink
node. The source node’s out flow is subject to some known demand model, which is motivated by traffic demand as
seen on road freeways. Sink nodes on the other hand will remove vehicles from the network as they complete their trips.

A vertiport can act as both a source or sink node, i.e. vehicle may be introduced into (spawn) or removed (despawn)
from the UAM network. Unlike generic source nodes, vertiports can control the in-flow rate of vehicle departures, as
well as out-flow rate of vehicle arrivals. Typically, vertiports may be subject to capacity limits, and as such, cannot
handle unlimited arrival rates. Several demand-capacity balancing (DCB) algorithms have been proposed [22, 23],
which discretize the operational time horizon into time-bins of specified capacity. vehicle are only allowed to depart if
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the desired time-bin capacities are not exceeded; else, vehicle are subjected to a ground-delay. In general for airborne
vehicle, they may be subject to an airborne hold to limit arrival rates to a vertiport. In the present study, vertiports do
not have a capacity limit.

(a) Example of a UAM network with various corridor types and unstructured airspace.

(b) Graph model for a given UAM network with various corridor types and unstructured
airspace.

Fig. 1 Exemplifying model of a UAM network along with its graph representation.

By combining the above primitives, different scenarios of UAM networks can be created. An example is shown in
Figure 1a. Mathematically, the problem can be formulated as a dynamic network flow model once capacities are known
for each sector of the airspace and vertiports at any given time, and solved repeatedly. This fact resembles prior work
conducted in [24]. As shown in Figure 1b, a graph 𝐺 = (𝑉, 𝐸) can be defined for a given problem instance. Suppose
𝑆 ⊂ 𝑉 be the set of vertiport source nodes (where flow originates), 𝑇 ⊂ 𝑉 be the set of sink nodes (where flow exits)
and 𝑃 ⊂ 𝑉 be the set of all other nodes not in 𝑆 or 𝑇 . Then time-varying capacities of each edge can be defined as
𝑐𝑘
𝑖 𝑗

where (𝑖, 𝑗) ∈ 𝐸 and 𝑘 ∈ 0, . . . , 𝑁 , where 𝑁 is the total time-step. Let the set of controllable edges be defined as
𝐸𝑐 ⊂ 𝐸 where the value of flow can be directly controlled, and the flow variables be 𝑓 𝑘

𝑖 𝑗
for (𝑖, 𝑗) ∈ 𝐸𝑐. The aim is

to maximize flow over all controllable edges while respecting capacity limits on each edge. This flow problem can

3



now be solved by repeatedly solving an optimization problem at each time-step of a given horizon as capacities change.
However, this approach has a number of drawbacks:

• Obtaining the instantaneous capacities for each edge is non-trivial.
• Solving the optimization problem repeatedly may be computationally expensive.
The MFD concept with feedback control aims to remedy these disadvantages, which will be presented in the next

section onwards.

III. Methodology
An overview of the methods undertaken for this study is given in Figure 2, which consists of conducting numerous

fast-time simulations before and after the proposed departure metering controller is implemented. Data is gathered
after each simulation run, mainly in the form of 4D trajectory data. Given such a dataset, a macroscopic model can be
derived. Then upon further analysis, controller parameters can be determined and its impact on the microscopic model
can be assessed. In order to move forward with the study, both the microscopic and macroscopic model is required.
First, the microscopic model is discussed in the next section.

Fig. 2 The simulation under the microscopic model produces 4D trajectories which are used to derive MFD
relevant metrics. These quantities are further reduced as parameters for the proposed departure metering
controller to schedule vehicle departures at each source vertiport.

A. Microscopic Modeling
A microscopic model aims to simulate individual vehicle units, so that state variables of the models represent an

individual’s behavior. Such models can often portray traffic flow at a high fidelity, but can be computationally expensive
to evaluate or scale.

1. Base Fast-time Simulator
The base version of the BlueSky simulator is used as a starting point to model the behavior of each individual vehicle,

from which a macroscopic model can be derived. BlueSky is an open-source air traffic control simulator that provides a
platform for research and educational purposes [25]. It was developed with the intention of offering a versatile tool that
can be used for studying ATC systems and procedures, as well as for testing and developing new ATM concepts. It
offers fast-time simulation capabilities, allowing users to manage air traffic as it unfolds, making it a practical tool for
both training and research. The base version of BlueSky provides several components, such as: (i) atmospheric effects
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on vehicle, (ii) Automatic Dependent Surveillance–Broadcast (ADSB) with noise, (iii) an vehicle separation assurance
system, (iv) vehicle dynamics, (v) vehicle controllers for flight management, and (vi) vehicle performance models based
on OpenAP and other publicly available data [26–28].

BlueSky allows for the creation of plugins that can be called at periodic intervals. As such, additional features were
extended to the simulator for the purposes of this study such as: (i) a customized conflict-resolution algorithm to better
allow for speed-up and slow-downs only (no heading change), (ii) a holding function to temporarily remove vehicle
from the simulation, and (iii) a departure metering controller whose behavior is configurable by parsing a YAML file.

2. Hourly Demand Generation
An hourly demand generator function was written to simulate vehicle poisson arrivals at each source node. A YAML

file defining hourly demand is parsed in and stored as a list, which is used by the generator function. Each time the
function is called in BlueSky, a counter queue is incremented according to the number of customer vehicle arrivals.
Then, the counter queue is later made available for the departure metering function to modify.

3. Departure Metering Controller
Each i-th source node is also provided with a separate departure metering controller function. Similar to the

hourly demand generator function, the controller function is called periodically at a desired rate. The base version of
this metering controller (our implementation) will ensure that the necessary separation is met between subsequent
departures. The departure separation value is also defined by the user in a YAML file. This metering controller function
is implemented as follows:

Algorithm 1: Departure metering controller
// This function is called for each i-th source node
while 𝑞𝑖 .𝑛𝑜𝑡_𝑒𝑚𝑝𝑡𝑦() do

if Using PI metering then
𝑟𝑎𝑡𝑒 ← Use Eq. (15) to determine desired rate now
if (𝑡 − 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠_𝑡𝑖𝑚𝑒𝑖) > 1/𝑟𝑎𝑡𝑒 then

break
end
𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠_𝑡𝑖𝑚𝑒𝑖 ← 𝑡

end
𝑑𝑖𝑠𝑡 ← compute distance to preceding vehicle 𝐴𝐶𝑘−1,if any from 𝑛𝑜𝑑𝑒𝑖 .
if 𝑑𝑖𝑠𝑡 < threshold𝑠𝑒𝑝 then

Spawn vehicle k in the simulation.
end

end

4. Conflict Detection and Resolution
In this study, state-based conflict detection ([29, 30]) is used to gather all pairwise conflicts, while a custom conflict

resolution plugin was written to mainly support speed adjustments. Given a conflict pair, the custom conflict resolution
algorithm identifies a leading and following vehicle under any condition. If the leading vehicle is slower than the
follower vehicle, it is commanded to speed up. At the same time, the follower vehicle can be commanded to slow down
as well. Once the conflict is resolved, the vehicle will resume moving at a self-selected speed.

5. Holding Pattern Function
The last extension to the base version of the BlueSky simulator is a holding pattern function. Since vehicles in this

study are not allowed to hover in the corridors, some conflicts may not be resolvable tactically, hence there is a non-zero
probability of LOS events. Thus, the purpose of the plugin is to allow any vehicle to temporarily leave the scenario
network and go into a "holding" pattern for some time, before returning when safely able. This allows an vehicle to
avoid LOS events that would otherwise be imminent if it stayed within the network.
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B. Post-Processing for Macroscopic Modeling
The aim of an MFD (also known as NFD or Network Fundamental Diagram) is to showcase relationships between

aggregate traffic variables for a given network region. Those variables include average flow and density, mean speed, trip
completion rate, and perimeter outflow. The definitions in this paper are adapted from several recent works [6, 10, 31],
which were inspired by the seminal work of Edie in 1963 [32]. A large overarching traffic network is typically partitioned
into smaller sub-networks, where each one exchanges flow with a neighboring region. Then, an MFD can be extracted
for each individual region based on vehicle trajectories. The assumption is that each sub-region experiences congestion
in a homogeneous fashion.

The network average (or aggregated) flow and density can be defined as follows, respectively:

𝑄Δ𝑇 =
1

𝑆𝑣 · Δ𝑇

𝑁∑︁
veh 𝑖=1

𝑑𝑖 =
𝑇𝑇𝐷

𝑆𝑣 · Δ𝑇
(1)

𝐾Δ𝑇 =
1

𝑆𝑣 · Δ𝑇

𝑁∑︁
veh 𝑖=1

𝑡𝑖 =
𝑇𝑇𝑇

𝑆𝑣 · Δ𝑇
(2)

In the above equations, Δ𝑇 is an analysis time period for which there are 𝑁 vehicles moving within a network. The
variables 𝑑𝑖 is the distance (units in [veh · length]) traveled by vehicle 𝑖, while variable 𝑡𝑖 is the time (units in [veh ·
time]) spent by vehicle 𝑖 during the period. Summation of each 𝑑𝑖 provides the Total Travel Distance or 𝑇𝑇𝐷. Similarly,
summation of each 𝑡𝑖 provides the Total Travel Time. 𝑆𝑣 denotes the volume of the network when considering 3D
motion, however for 2D and 1D motion, it can denote area and length respectively. Thus, the units of the aggregated
flow and density may be [veh / time], [veh / (length · time)], [veh / (length2 · time)], or [veh / length], [veh / length2],
[veh / length3] respectively.

The average flow and density can be transformed into so-called additive variables [31], known as production (units
in [veh ·length/time]) and accumulation or occupancy (units in [veh]):

𝑃Δ𝑇 = 𝑆𝑣 · 𝑄Δ𝑇 =
𝑇𝑇𝐷

Δ𝑇
(3)

𝑛Δ𝑇 = 𝑆𝑣 · 𝐾Δ𝑇 =
𝑇𝑇𝑇

Δ𝑇
(4)

These transformed variables allow for aggregation of the properties of many smaller sub-networks (partitions) via a
straightforward summation. The production 𝑃Δ𝑇 measures the number of trips undertaken by each vehicle per unit time,
whereas 𝑛Δ𝑇 is the average number of vehicles in the given network during period Δ𝑇 .

To obtain the space-mean speed or the average speed observed for each vehicle over the length of path, the previous
4 equations can be used as follows:

𝑉Δ𝑇 =
𝑄Δ𝑇

𝐾Δ𝑇

=
𝑃Δ𝑇

𝑛Δ𝑇
=
𝑇𝑇𝐷

𝑇𝑇𝑇
(5)

Equation (5) follows from the fundamental traffic identities via Edie (1963) [32]:

𝑄Δ𝑇 = 𝐾Δ𝑇 · 𝑉Δ𝑇 or (6)
𝑃Δ𝑇 = 𝑛Δ𝑇 · 𝑉Δ𝑇 (7)

The trip-completion rate or throughput 𝐺Δ𝑇 can be measured directly in simulation by tracking all vehicles as they
reach their destinations as follows,

𝐺Δ𝑇 =
𝑁𝑒𝑥𝑖𝑡

Δ𝑇
, (8)

where 𝑁𝑒𝑥𝑖𝑡 is the number of vehicles that exit the system.
However, in practice this quantity is difficult to measure outside of simulations due to requiring many sensors. An

alternative way to obtain such a quantity is given by the below equation if we assume all vehicles travel the same distance
𝐿 [33].

𝐺 (𝑛) = 𝑃(𝑛)
𝐿

(9)
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The variable 𝑃(𝑛) comes from the fact that according to Daganzo (2007) [33], the MFD can be constructed by
treating accumulation 𝑛 or density 𝑘 as an independent variable. Thus, we can obtain diagrams for the independent
variables 𝑄(𝑘), 𝑉 (𝑘) or 𝑃(𝑛), 𝑉 (𝑛); in this work, we will use the latter for simplicity.

In [8], an alternate definition of distance is defined: the effective distance traveled 𝑑𝑒. This variable measures the
achieved distance traveled towards a target, which may be negative if the vehicle is moving away from the target. The
definition is motivated by tactical separation maneuvers which may introduce path stretching or rerouting of an vehicle,
thereby increasing overall distance traveled. This alone may overestimate the flow 𝑄 or production 𝑃 values. More
formally, it is defined as:

𝑑𝑒𝑖 = ℎ𝑠𝑡𝑎𝑟𝑡
Δ𝑡 − ℎ𝑒𝑛𝑑

Δ𝑡 (10)

where ℎ𝑠𝑡𝑎𝑟𝑡
Δ𝑡

and ℎ𝑒𝑛𝑑
Δ𝑡

is the geodesic distance to the target, at the start and end of the time period Δ𝑡 respectively,
for a given vehicle 𝑖. The variable 𝑑𝑒

𝑖
can be used in place of 𝑑𝑖 in Eqs. (1) and (4). Thus our final equations for

post-processing 4D vehicle trajectories is given as follows:

𝑃Δ𝑇 =
𝑇𝐸𝑇𝐷

Δ𝑇
(11)

𝑛Δ𝑇 =
𝑇𝑇𝑇

Δ𝑇
(12)

𝑉Δ𝑇 =
𝑇𝐸𝑇𝐷

𝑇𝑇𝑇
(13)

where 𝑇𝐸𝑇𝐷 is the total effective travel distance within a given time period Δ𝑇 . Contrary to work performed in [11, 12],
a Lagrangian approach is adopted to track the trajectories of each individual vehicle, for the purposes of obtaining the
MFD.

C. Analysis for Control Strategy
As mentioned previously in section II, this work assumes outgoing edges for a given vertiport are controllable.

Thus, the control objective is to maximize traffic throughput in the overarching network, which is mainly accomplished
by maintaining an optimal number of vehicles in the sub-networks by regulating departures. MFD theory shows that
this optimum corresponds to the greatest throughput. Once a flow rate has been established for a given edge, vehicle
schedules (departure and arrival) can be obtained while also still maintaining separation minima at all times.

One of the simplest control strategy is to limit the departure rate of vehicle based on the current level of vehicle in
the network. Using an existing MFD, a discrete-time controller can be used as follows:

𝑓 𝑘𝑒 = 𝑓 𝑘−1
𝑒 + 𝐾𝑖 (�̂� − 𝑛𝑘𝑜𝑢𝑡 ) (14)

The variable 𝑓 𝑘𝑒 represents edge 𝑒’s flow at the current time step 𝑘 . The setpoint variable, �̂� is obtained from observing
an existing MFD, which represents the desired number of vehicle in the network. Next, the variable 𝑛𝑘𝑜𝑢𝑡 is the measured
number of vehicle in the network, while 𝐾𝑖 is a tuning hyper-parameter that affects controller performance. This control
strategy was first demonstrated successfully for ground transportation and is known as ALINEA [34]. As seen above,
the controller primarily utilizes integral action via integration of the error �̂� − 𝑛𝑘𝑜𝑢𝑡 .

Later, an extension of this control strategy incorporated proportional action, which was known as PI-ALINEA [35].
It showcased better responsiveness compared with its predecessor. The discrete-time controller is:

𝑓 𝑘𝑒 = 𝑓 𝑘−1
𝑒 + 𝐾𝑖 (�̂� − 𝑛𝑘𝑜𝑢𝑡 ) − 𝐾𝑝 (𝑛𝑘𝑜𝑢𝑡 − 𝑛𝑘−1

𝑜𝑢𝑡 ) (15)

The last term represents the additional proportional action, with variable 𝐾𝑝 as another tuning hyper-parameter. To
protect against integral windup, bounds on the 𝑓 𝑘𝑒 should be empirically derived.

Recently, more sophisticated control strategies have been proposed including Model Predictive Control (MPC) and
Sliding Mode Control (SMC) [36–38]. However, the present study’s focus is on analyzing the impact of a controller on
traffic flow management, and not necessarily concerned with finding the best controller. In future work, more advanced
controllers can be implemented.
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IV. Results and Discussion

A. Setup
The following setup was used for this present study:

• All vehicles enter the network at a speed that is uniformly sampled from an interval. For a given source vertiport,
a path to the destination is randomly sampled from the k-shortest paths, where 𝑘 = 3, and provided to the vehicle
for waypoint following.

• The ADSB system includes a built-in noise model; this was not modified during simulations.
• Vehicles can enter a holding pattern at any time and also return to the network if safely able. A vehicle’s holding

time is reset if it is considered for re-entry, but cannot do so due to a potential LOS.
• Only 1 type of vehicle is considered in this study: the Amazon Drone from Bluesky’s library.
• A simulation timestep of 0.05 seconds was used for all experiments.
• A value of 200 meters was used for basic departure separation.
• Data collection was gathered at 1Hz.
• Wind is not considered in this study.
• The controller gains used are 𝐾𝑝 = 1 and 𝐾𝑖 = 1 respectively.
• There are no arrival rate limits imposed on vertiports.
A scenario consists of a directed, connected graph, indicating which nodes are sources and sinks. Additionally, an

hourly demand list is given for each source node. Given this, several trial simulations were performed using the above
assumptions.

B. Scenario Overview

Fig. 3 A multi-lane scenario with source and destination vertiport nodes. Note the network is not drawn to scale.

The scenario considered in this study was selected based on real-world applicability, as shown in Figure 3. The
scenario includes a multi-lane sky corridor, where vehicles simulate a lane-change by following specifically placed
waypoints. The flow originates at the source vertiport nodes and exits at destination vertiport nodes. In this scenario as
shown in Figure 3, a lattice graph is defined over a 4km2 area, with a lane spacing of 200m and a longitudinal spacing of
2km between nearby nodes. Additionally, directed edges connect nodes to those that are positioned ahead longitudinally
across various lanes. Source vertiport nodes are labeled 0, 5, and 10, while destination vertiport nodes are labeled 4, 9,
and 14. The dimensions of the segments were chosen to avoid vehicles making sharp turns during waypoint following.
As mentioned, vehicles simulate lane-changing behavior by following a given set of waypoints that may be spread out
consecutively between different lanes.
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Table 1 multi-lane scenario: Vehicle demand rates [veh/hour] for each hour of the simulation.

Hr 0 Hr 1 Hr 2 Hr 3 Hr 4 Hr 5 Hr 6 Hr 7 Hr 8 Hr 9
Vertiport 0 50 150 150 150 400 400 400 400 400 50
Vertiport 5 50 50 150 150 150 400 400 400 50 50
Vertiport 10 50 50 50 150 150 150 400 50 50 50

The demand rate originating at each source vertiport is given in Table 1 and involves ramping up to a maximum of
400 vehicles per hour before decreasing to 50. The range of values were chosen empirically based on initial loading
experiments.

C. Macroscopic Fundamental Diagrams

(a) (b)

(c)

Fig. 4 Macroscopic fundamental diagrams for the "multi-lane" scenario consisting of flow vs. occupancy (a),
ground speed vs. occupancy (b), and flow vs. ground speed (c).

All MFD are generated with a sliding time window of 5 minutes over the vehicle trajectory data (Δ𝑇) using
Eqs. (11)-(13), along with Eq. (8). A penalty factor on the distance traveled for a vehicle in holding was introduced to
mimic a vehicle moving away from the destination, thereby penalizing flow values. Additionally in this work, only a
single MFD was generated per scenario network, i.e. graph partitioning was not necessary. Afterward, the MFD of each
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scenario was used to determine a occupancy setpoint for the proposed controller. The MFD for scenario multi-lane
is given in Figure 4. In the flow vs. occupancy plot, flow increases freely and linearly from 0 to 600 vehicles per
hour, corresponding to 0 to 60 vehicles in occupancy. Additionally, the data exhibits low scatter in this linear region
indicating homogeneous traffic conditions throughout the network. Beyond the linear region, the plot exhibits more
scatter and appears to saturate around a mean of 600 vehicles per hour. The data also does not appear to trend downward,
suggesting that any further increase in occupancy may not lead to congestion in the traditional sense, i.e. zero-velocity
traffic. Based on the shape of this plot, a setpoint of 60 vehicles was chosen, since any further occupancy increase
resulting in diminishing returns on flow.

In the next subplot of the MFD, concerning ground speed vs. occupancy in Figure 4a, the data trends downward with
increasing occupancy. This makes sense since high occupancy can lead to a higher probability of conflicts, requiring
more vehicles to adjust their speeds or even go into holding.

For the final MFD subplot as shown in Figure 4c, the relationship between flow and ground speed trends downward,
but is more subtle due to the data clustering around 3 regions. This clustering effects suggests that the vehicles were not
able to traverse the network at a wide range of speeds. Nonetheless, the downward trend suggests that a majority of
traffic flow occurs at lower speeds rather than higher.

D. Impact of Controller Metering on Source Departures

(a) (b)

(c) (d)

Fig. 5 Cumulative (top) and rate of departures (bottom) for the multi-lane scenario comparing open-loop (left)
and closed-loop responses (right).

Figure 5 shows the effect of using the controller to meter departures at each of the source nodes for the multi-lane
scenario. Cumulative curves for the departures are shown in the top subfigures, which track the running number of
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departures over time. Without using the controller (left), the total number of departures reaches over 5000 vehicles at
the 10th hour of the simulation, compared to just over 2500 when the controller is used (right). The bottom subfigures
show the individual and total departure rate, obtained by taking the time derivative of the cumulative curves. Without
the controller, the total departure rate increases to a peak beyond 800 vehicles/hour (left). However, with the controller,
the departure rate displays an asymptotic response and levels out to about 275 vehicles/hour throughout the simulation.

E. Impact of Controller Metering on Source Departure Queue Length

(a) (b)

Fig. 6 Departure queue length for the multi-lane scenario, comparing open-loop (left) and closed-loop responses
(right).

The departure queue length at any given time is shown in Figure 6 for the present scenario, with and without the use
of a controller. In Figure 6a, the departure queue length is shown without controller use. The queue length over time for
vertiports 0, 1, and 2 peak at approximately 450, 300, and 100 vehicles, respectively. These trends roughly follow the
same hourly demand from Table 1. Comparatively, employing a controller results in higher departure queue length as
shown in Figure 6b. The queue length for vertiports 0, 1, and 2 now peak at approximately 1400, 1000, and 400 vehicles
respectively. The queue length increases under a controller because the departure rate has decreased.

F. Impact of Controller Metering on Destination Arrivals
Figure 7 illustrates the cumulative and rate of arrivals to the destination vertiports in the multi-lane scenario.

In the baseline (left) subfigure without the controller, the total cumulative arrivals reach to just over 1750 vehicles.
Comparatively, the cumulative arrivals for the controller-based scenario (right) only reaches to just over 1400 vehicles.
The baseline has a higher cumulative arrival curve due to having a higher rate of arrivals as seen in the bottom subfigures,
with a peak rate of nearly 300 vehicles/hour and minimum of about 150 vehicles/hour. Compared to the baseline, the
arrival rate of the controller-based benchmark levels off about 150 vehicles/hour. Clearly the use of the proposed control
strategy limits the throughput by about 20%.

G. Impact of Controller Metering on Vehicle Occupancy
Various vehicle count metrics at any given time are shown in Figure 8, for the multi-lane scenario presented in this

study. Those metrics are: (i) the total number of vehicles in the entire simulation at a given time (total), (ii) the number
of vehicles in the simulation graph network at a given time (in-network), and (iii) the number of vehicles in holding at
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(a) (b)

(c) (d)

Fig. 7 Destination arrival running count and rate for the multi-lane scenario, comparing open-loop (top) and
closed-loop responses (bottom).
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(a) (b)

Fig. 8 Vehicle running count for the "multi-lane" scenario, comparing open-loop (left) and closed-loop responses
(right).

a given time (holding). Note that the total count is equal to the sum of in-network and holding counts. Without the
proposed metering controller, the total vehicle count fluctuates with the hourly demand and reaches about 140 briefly
around the 6 hour mark as shown in Figure 8a. Additionally, there are at most about 60 vehicles in holding. Contrasting
this, the scenario under the proposed metering controller exhibits a constant number of vehicles in the simulation, as
shown in Figure 8b. Additionally, the number of vehicles in holding is on average 8. Clearly, the metering controller is
able to reduce the peak number of vehicles in holding by about 80% in the studied scenario, albeit at a slight cost to
throughput (20%).

V. Conclusions
In this study, a structured airspace network was developed, consisting of a multi-lane, lane-changing scenario.

Macroscopic Fundamental Diagram (MFD) theory was used to successfully capture macroscopic traffic variables such
as flow, speed, and occupancy. Under this framework, the scenario was loaded with traffic at an increasing demand rate.
After the MFD was generated, a setpoint for the scenario was determined and given to several decentralized departure
rate controllers, located at each vertiport for the purposes of metering. The controllers were able to regulate overall
traffic levels or occupancy to the desired setpoint. Though the overall traffic throughput was impacted to a degree, the
number of vehicle in holding dropped significantly. Additionally, the arrival rate is more consistent, not suffering from
large fluctuations.

Future work will be focused on investigating more realistic, complex, and larger scenarios. For instance, arrival
rates may be imposed on vertiports, along with dynamic network configurations due to weather. Additionally, more
efficient implementations of the conflict detection and conflict resolution algorithm is necessary for faster data gathering.
The holding zone can also be implemented in the simulation instead of assuming a fixed and reset-able holding time.
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