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The dynamics of systems of systems often involve complex interactions among the individual5

systems, making the implications of design choices challenging to predict. Design features in such6

systems may trigger unexpected behaviors or result in large variations in safety, performance or7

resilience. To provide a means of simulating such systems for aiding in these decisions, we have8

developed a prototype tool, the control-oriented dynamic computational modeling tool (CDCM).9

The CDCM provides rapid simulation capabilities to perform trade studies in systems of systems.10

The general class of systems of systems that we aim to examine involve multiple hazards, damage,11

cascading consequences, repair and recovery. We especially focus on systems-of-systems that12

incorporate a health management system (HMS) that can monitor the state of the habitat and13

make decisions about actions to take. In this paper we describe the features of the CDCM, the14

architecture we devised for simulation of systems-of-systems, the unique functionalities of this15

tool, and we provide a demonstration of the capabilities by performing two illustrative examples.16

We articulate the use of this tool for making early design decisions and demonstrate its use for17

trade studies that consider a model of a deep space habitat. We also share some experiences18

and lessons that may be useful for others seeking to address similar problems.19

Nomenclature20

𝐴𝑡 = actions commanded by health management system

𝐶𝑃 = collapse prevention

𝑐𝑑 = initial cost

𝑑 = design variables

𝑑𝑏 = battery mass
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𝑑𝑛 = nuclear plant and fuel mass

𝑑𝑠 = solar panel mass

𝑑𝜋 = decision-making parameters

𝐸bat. = battery energy density

ENPV = expected valueof the net value

𝐼𝑂 = immediate occupancy

𝐿𝑆 = life safety

𝑚Topaz = Topaz nuclear plant mass

𝑚base = solar panel base mass

𝑃nucl. = nuclear power per nuclear fuel

𝑃𝑡 = interior environment pressure

𝑡 = time

𝑃panel = energy generated per solar panel

𝑃𝐺𝐴𝑡 = peak ground acceleration of the earthquake

𝑃𝑖, 𝑗 = probability to change the state from i to j after earthquake

RNPV = standard deviation of the net value

𝑟𝑎𝑠𝑡𝑟𝑜𝑛𝑎𝑢𝑡 = hourly value for astronaut research

𝑟𝑙𝑎𝑢𝑛𝑐ℎ = cost of rocket launch

𝑟𝑜 = initial rebar radius

𝑡Li-ion = battery life

𝑡𝑐 = rebar degradation starting time

𝑡 𝑓 = final time

𝑡mission = mission length

𝑇𝑡 = interior environment temperature

𝑈 = interdependent states

𝑉 = net value metric

𝑣 = value metric

𝑋𝑡 = states value

𝑌𝑡 = observations

𝛽 = discount factor

Θ = physical parameters

𝜃𝑐 = rebar degradation rate
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𝜋 = decision-making policy

Ω = disturbances

Ω1 = dust deposition rate

Ω2 = solar irradiation

Ω3 = lunar surface temperature

Ωloc.
4 = dome section stroke by meteor

Ωinten.
4 = meteor strike damage

Ωrate
4 = meteor strike rate

Subscripts

t = time

i = subsystem number

I. Introduction21

Exploring space is essential for the economy [1], scientific advancement [2], and, most importantly, for the22

preservation of human life [3, 4]. As NASA and its affiliates express renewed interest in establishing a long-term23

human presence on the Moon, research into the development of long-term habitats has become a priority [5]. This24

has been motivated by various national and global reasons [6]. One critical area of focus in current space research is25

investigating the creation of habitat systems for extraterrestrial environments [5, 7, 8]. Due to the high cost of developing26

space habitats [7], even though low-cost ideas are being explored [9], it is crucial to use simulation tools to evaluate the27

effectiveness of designs before embarking on a mission [10]. It should be noted that physical testing of habitats may not28

be feasible due to the high costs or impracticality of creating realistic testing conditions [11, 12].29

To understand the intricate interactions between the multiple systems within a space habitat and their collective30

impact on overall performance, requires knowledge of systems-of-systems modeling and simulation. Research efforts31

have methodologically explored these complex systems-of-systems. Fundamental guidelines for modeling and simulation32

are summarized in the literature, providing support for relevant studies [13–16]. In the context of systems-of-systems,33

principles are proposed for constructing studies in various of fields. This body of work collectively advances our34

capability to design and operate complex systems-of-systems [17–20]. Moreover, the attributes of interest in these35

systems-of-systems define the scope of the studies, including, for instance, safety, performance, or resilience. By36

constructing these models, performing simulations, and analyzing the outcomes, evidence can be extracted to assist37

decision makers. Studies also have been carried out to consider these attributes for various systems-of-systems [21, 22].38

Several analogs have been developed to consider questions involving space habitats and their subsystems [23]. There39

are physical simulators like the NASA Habitat Demonstration Unit [12] or HERA [24]. There are also virtual simulators40
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like the Resilient Extra-Terrestrial Habitats institute’s (RETHi) Modular Coupled Virtual Testbed (MCVT), which are41

built upon a collection of medium-fidelity dynamic subsystem models [8]. TRICK is a C/C++ library developed by42

NASA [25] and is another example of this class of simulators that allow simulation of dynamic systems. This simulator43

is great for real-time simulation but is challenging to use for systems with multiple components. There is also the44

well-known simulator ELiSSA [26] which was originally developed for Environmental Control and Life Support System45

(ECLSS) simulation for space flight. MELiSSA [27] also follows a similar idea to model a life support system. Each of46

these simulators provides specific capabilities to fully simulate the functions of a space habitat. Other notable works are47

open source software products like FIWARE [28] which is used to model energy management in buildings or OPEN48

[29] which is used for local energy management. These open software tools can also be used in various combinations to49

model a space habitat, but enabling that would require considerable modification. While there exist general-purpose50

dynamic system simulators such as Simulink (as documented in [30]), they are not free or open-access. Furthermore,51

some of them may not possess the user-friendly and flexible nature like Open Modelica (as described in [31]).52

The majority of existing simulation tools are either not public or are designed for using physics-based models53

involving short-duration simulations. Therefore an open-source computationally efficient model with the flexibility to54

add new models and simulate complex systems is useful. This framework must be able to add or update the subsystems55

easily for users without forcing them to deal with the technical details of the simulation.56

Compared to other commercial software[32], our work aims to provide an open-source tool that supports trade57

studies and maintains ease of use, while also highly customized and scalable for the modeling process. Our tool is58

designed from the bottom layer using Python to leverage the vast amount of knowledge and library available in Python59

communities, and to provide ready access to machine learning methods.60

This paper introduces a modular and computationally efficient framework we call the control-oriented dynamic61

computational model (CDCM) that is intended for efficient simulation of systems of systems such as deep-space habitats.62

It is developed with the goal to evaluate decisions and conduct trade studies needed in the early stages of design. The63

CDCM can account for the occurrence of disruptions, disturbances to the system, the damage resulting from these64

events, and the repair and recovery. Degradation of subsystems over time may readily be included in the models. The65

architecture of the tool is first described along with the standard notation that is used to describe the dynamic equations66

of each subsystem. Then the framework is demonstrated using two illustrative examples of different complexities. The67

first example considers terrestrial structures experiencing both degradation and seismic inputs, and we generate an68

ensemble of data to find a suitable maintenance policy. The second example considers a system of systems model69

of a space habitat and addresses choosing a power subsystem configuration. Finally, while the framework has been70

developed with space habitat system of systems modeling in mind, its flexibility means that one can use it to simulate a71

broad set of complex systems.72

The remainder of this paper is organized as follows. Section II presents the architecture of the framework. Sections73
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III and IV discuss two illustrative examples of increasing complexity to demonstrate the approach and provide results,74

and a discussion of how to select the appropriate design decision. Finally, concluding remarks are provided in section75

VI.76

II. Technical Approach77

A trade study is a systematic comparison between two or more candidate design alternatives. Often trade studies are78

performed in the early stages of the design process [33]. We want to perform trade studies based on rapid simulations79

involving systems of systems models [34]. Rapid simulation is characterized by two aspects, (1) the configuration80

setup is straightforward, and easy to model and expand (or scale), (2) the processing time of each simulation is short.81

Adopting a simulation-based approach allows one to consider the complex interconnections that occur among the various82

subsystems. Moreover, this approach facilitates including disruptions and their consequences, interventions to restore83

functionality, and system recovery in the simulations. When all of these factors need to be included in simulations,84

closed form equations that simply model their dynamics and performance are not generally available, especially because85

analytical uncertainty propagation [35] methods are often intractable in such systems. Thus simulations are needed to86

objectively and systematically consider the performance of a system of systems and several design alternatives.87

The CDCM is suitable for rapid simulation of these classes of systems of systems to support trade studies [36, 37]. A88

diagram of the architecture of the code is provided in Figure 1. Four modules are included, denoted as: the configuration89

module, the system definition module, the simulation module, and the system output module. The overall concept is that90

the core of the code is used to both define the system of systems that is to be simulated, and to execute the simulations91

efficiently. Pre-processing takes place in the configuration module, and includes defining the system parameters that92

are to be varied, the ranges of those parameters, the metrics to be used for assessment, and the number of realizations93

to be performed. Post-processing takes place in the system output module, and includes logging the results of each94

realization, calculation of performance metrics, and data visualization. Each of these modules will be discussed in95

detail in the subsequent subsections.96

A. Configuration Module97

The configuration module comes first in the workflow and defines the scope of the trade study. It is a wrapper for98

the other three modules. A pool of candidate system configurations must be defined by identifying the subsystems99

to be included, their inter-dependencies, and the associated design parameters. The ranges over which these system100

parameters are to be varied must be defined, as well as the costs associated with each parameter choice. When fully101

defined, this pool of candidates describes the set of system-level configurations that are to be examined, or simulated.102

In the current version of the code, each system configuration, once defined, is not random. Disturbances and103

disruptions may be modeled as stochastic or deterministic, depending on the scope and goals of the trade study. Here we104
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Fig. 1 Architecture of the CDCM Framework

define a disruption as an event that could cause the system to transition from a region of safe behavior (nominal state)105

to a region of unsafe behavior (hazardous state). A disruption is modeled as an instantaneous change in the value of106

any parameter or state in the dynamical system [38]). Disruptions modeled as stochastic include those that vary in107

time of occurrence or intensity (for example, the magnitude and time of occurrence of a seismic event). We also define108

a disturbance as an external input to the system that may or may not cause the system to transition from a region of109

safe behavior to a region of unsafe behavior depending on the current state of the system. Disturbances modeled as110

deterministic include those that have a regular occurrence with known values (for example, the position of the Sun in the111

sky). Disturbances modeled as stochastic include those that typically have variations that can be described statistically112

(for example, the deposition of dust). Alternatively one could provide a file with the time history of the disturbance.113

The sampling method used for each of these can be random, such as full factorial sampling [39], or a guided sampling114

approach such as Bayesian optimization [40].115

B. System Definition Module116

The second module is used to define both the appropriate models to be included in the system of systems, and how117

they fit together. Models must be defined for each disturbance and to transition the states for each subsystem. The code118

must also have the ability to trigger instantaneous changes in parameters or states in response to an event defined as a119

disruption. Initial values for each of the states must also be defined.120

Transition models are typically dynamic equations that propagate each subsystem from one state at time t to the next121

time. Such state transition equations describe how the value of each state is to be updated based on the previous state122

values, any inputs, and time. These processes are assumed to be Markovian. If non-Markovian processes are to be123

used, the time history of the states should be considered part of the state. Disruptions and disturbances, defined in the124

previous section, may be modeled as either stochastic or deterministic, as discussed previously.125
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To ensure consistency between subsystems and support their connectivity, a standard notation is defined for the126

dynamic equations of each subsystem. We use 𝑡 to denote the discrete simulation time, e.g., 𝑡 = 0 is the initial time, and127

𝑡 = 1 the next time step. Suppose that we have 𝑁 systems. We use 𝑋𝑖,𝑡 to denote the state of system 𝑖 at time 𝑡. The128

dynamics of system 𝑖 are affected by the choice of the design parameters (𝑑𝑖), the physical parameters (𝜃𝑖), any actions129

taken by the health management system (𝐴𝑖,𝑡 ), (potentially random) external disturbances (Ω𝑡 ), and inputs from other130

systems.131

Let 𝑗 be a system different than system 𝑖. The effect of 𝑗 on 𝑖 is captured through the coupling variables:

𝑈 𝑗→𝑖,𝑡 = ℎ 𝑗→𝑖 (𝑋 𝑗 ,𝑡 ).

In this notation, 𝑈 𝑗→𝑖,𝑡 is the empty set if there is no effect of 𝑗 on 𝑖. Otherwise, 𝑈 𝑗→𝑖,𝑡 is a vector. The effect of all

systems on system 𝑖 is captured through the ordered tuple:

𝑈−𝑖,𝑡 :=
(
𝑈 𝑗→1,𝑡 , . . . ,𝑈𝑖−1→𝑖,𝑡 ,𝑈𝑖+1→𝑖,𝑡 . . . ,𝑈𝑁→𝑖,𝑡

)
.

We can now write the dynamics of system 𝑖 as:132

𝑋𝑖,𝑡+1 = 𝑓𝑖 (𝑋𝑖,𝑡 , 𝐴𝑖,𝑡 ,𝑈−𝑖,𝑡 ,Ω𝑡 , 𝑡; 𝜃𝑖 , 𝑑𝑖), (1)

where 𝑓𝑖 is a suitably chosen function.133

Notice that the equation above can describe both deterministic and stochastic Markovian dynamics. In the latter case,134

one would have to infuse any stochasticity through Ω𝑡 . In addition, the formulation is sufficiently general to account for135

the case of memory by enlarging the dimensionality of the state.136

In what follows, it is convenient to refer to the state of all systems collectively by 𝑋𝑡 = (𝑋1,𝑡 , . . . , 𝑋𝑁,𝑡 ). Similarly, we137

define the actions vector, 𝐴𝑡 = (𝐴1,𝑡 , . . . , 𝐴𝑁,𝑡 ), the design parameters, 𝑑 = (𝑑1, . . . , 𝑑𝑁 ), and the physical parameters,138

𝜃 = (𝜃1, . . . , 𝜃𝑁 ). Under this notation, the dynamics of the state of all systems can be written as:139

𝑋𝑡+1 = 𝑓 (𝑋𝑡 , 𝐴𝑡 ,Ω𝑡 , 𝑡; 𝜃, 𝑑), (2)

where the function 𝑓 can be easily inferred from Eq. (1).140

Let 𝑌𝑡 denote the observations one may be able to collect from the system. Mathematically, these observations are a141

function:142

𝑌𝑡 = 𝑔(𝑋𝑡 , 𝐴𝑡 ,Ω𝑡 , 𝑡; 𝜃, 𝑑). (3)
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This formulation can account for noisy measurements through the effect of Ω𝑡 . We denote all the data collected up to

time 𝑡 by:

𝑌0:𝑡 = (𝑌0, 𝑌1, . . . , 𝑌𝑡 ).

The actions 𝐴𝑡 of the health management system can only depend on the observed data through a policy function 𝜋, i.e.,

𝐴𝑡 = 𝜋(𝑌0:𝑡 ).

There are several challenges with the use of such a simulation framework. The first challenge is in selecting initial143

conditions for each of the states. Defining the appropriate initial values requires knowing the state that the system144

needs to start from to perform the desired trade study. Generally this would be a steady state condition to prevent145

start up transients that may lead to unintended perturbations in the system dynamics. Here we use a simple approach146

that involves running the code for a sufficiently large period to find appropriate initial values for each state. For more147

complex situations in which nominal values are not suitable, a systematic approach will be needed to set the initial state148

of the system. Another challenge in this type of study is in the selection of appropriate subsystem transition models to149

enable the scope and overall goals of the trade study to be achieved. For instance, the model to be used is linked with the150

time step needed. Physics-based models are often computationally demanding and require small time steps, making life151

cycle modeling quite time consuming. Thus, if such detailed models are not necessary for a particular study, one should152

choose computationally efficient models that consider the relevant dynamics and behaviors. One solution to achieve this153

goal is using data-driven models that are trained using higher-fidelity models [41]. Other approaches may also be used154

within this framework, and this is a topic of ongoing research.155

C. Simulation Module156

The next module executes the simulation. The CDCM code is written in Python [42]. First the states are initialized157

based on the initialization method defined in the discussion of the previous module. Then the code applies updates to158

each state and appropriately samples the random variables where sampling is required. The states update in each time159

step using the state transition models. The transition process is synchronous for all systems and the time step is assigned160

by the user in the Configuration Module. In this approach, all states are updated based on the same previous state value.161

This approach helps with tracking the states and avoids increment of error. However, it may add time discretization error162

into the simulation.163

The simulation is stopped when the user-specified stopping criteria are met. Possible stopping criteria include, but164

are not limited to, a fixed simulation duration or a discontinuation of functionality of the system. Until the chosen165

stopping criteria are met, all disruptions, interventions, and recovery processes are continued.166

Challenges associated with the execution of discrete-time dynamic simulation are well known, and thus not discussed167
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in detail here. In general, the simulation must be stable at the time step selected, or a variable time step may be168

used. However, for this initial code we are using a fixed time step that the user must define. As mentioned earlier, the169

decomposition of the system of systems can affect the results due to delays in propagating the states forward in time.170

Here we minimize the impact of this decomposition by selecting a smaller time step, although this is a topic that requires171

more attention.172

D. System Output Module173

The final module is used for storing the results and performing the calculations needed to obtain values for the174

chosen metrics. We assume that the system is intended to operate over a finite time horizon 𝑡 𝑓 . Here all simulation175

results are output and stored to enable the user to analyze the simulation time histories for computing the value metrics176

and their statistics. The code provides a means to then evaluate design configurations based on multiple simulation177

results, and to compare the value metrics for different design configurations to perform the intended trade study.178

We use the term performance to refer to the ability of the system to function as intended. Performance has a wide179

variety of interpretations, depending on the stakeholder. A wide variety of performance metrics are available in the180

literature [43]. Those metrics that consider the consequences of disruptions, or damage, and recovery, or repair, are181

generally used in quantifying the resilience of a system [44, 45]. Although any metrics may be adopted when using the182

code, we recommend a performance metric that directly quantifies value and cost at each time step in the simulation.183

Cost refers to the sum of the development, capital and operating costs for a particular configuration [46]. Whenever184

new technologies are being considered as alternatives, their development costs should be included in the performance185

metric. Otherwise, the cost of acquiring, installing and operating a given component that is selected is used. Thus, the186

cost of performing actions to recover from a disruption must also be quantified to properly assess cost, and therefore187

cost cannot be calculated in advance, rather it must be calculated for each realization based on the entire life cycle of the188

system.189

We now provide a mathematical description of the performance metric described in this paper. Suppose that a given190

design configuration 𝑑 has initial cost 𝑐0 (𝑑). Furthermore, let 𝑣(𝑋𝑡 ) be the value we enjoy (in the same units as the cost191

𝑐0 (𝑑)) if the system spends time step 𝑡 in state 𝑋𝑡 . Similarly, denote by 𝑐(𝐴𝑡 , 𝑋𝑡 ) the cost of implementing action 𝐴𝑡192

when at state 𝑋𝑡 . The value we gain (cost we incur) at time 𝑡 is not necessarily directly comparable to the initial cost. To193

alleviate this issue we introduce the discount factor 𝛽, a number between zero and one. The idea is that a unit of value at194

time 𝑡 is worth 𝛽𝑡 units of value at the initial time step. The net present value of a trajectory 𝑋0:𝑡 𝑓 (𝑡 𝑓 is the final time) is195

defined to be:196

𝑉 (𝑑) =
𝑡 𝑓∑︁
𝑡=1

𝛽𝑡
(
𝑣(𝑋𝑡 ) − 𝑐(𝐴𝑡 , 𝑋𝑡 )

)
− 𝑐0 (𝑑). (4)

In words, the net present value of a trajectory is the sum of all values minus the sum of all costs measured in terms197
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Fig. 2 Diagram of the Terrestrial Building Example.

of initial step value units. The main challenge in formulating this metric, is how to express the value and the cost in198

common units. The choice is application specific, as illustrated in the examples in Sections III and IV.199

The net present value is a random variable because the trajectory is itself random. We perform trade studies using200

the statistics of the net present value. To this end, define the expected net present value of a design 𝑑 by:201

ENPV(𝑑) = E [𝑉 (𝑑)] . (5)

The expectation is over all the random variables, i.e., the states 𝑋𝑡 , the observations 𝑌𝑡 , and the external disturbances202

Ω𝑡 . In practice, we use a sampling average approximation to this expectation. Another useful metric is the standard203

deviation of the net present value, i.e., the risk. It is defined by:204

RNPV(𝑑) =
√︁

V [𝑉 (𝑑)] =
√︁

E [𝑉 (𝑑) − ENPV[𝑉 (𝑑)]] . (6)

III. Illustrative Example I: Terrestrial Structural Performance with Aging and Repair205

We demonstrate the framework by studying the lifecycle of a typical terrestrial building when subjected to both206

degradation due to aging and random seismic events. The system consists of one subsystem, a 3-story reinforced207

concrete frame building located in the Los Angeles area, and is representative of modern engineering practices in zones208

with a high seismic hazard ([47, 48]). The building is designed to have an expected service life of 100 years.209

Damage can be produced in two ways, a loss of cross-section in the steel rebar due to corrosion, and the damage due210

to earthquakes. Ground motions are considered to be a disruption, and the occurrence of a seismic event may cause the211

building to transition into a hazardous state. The building is also exposed to environmental factors over its lifecycle that212

will produce corrosion with age. This system is represented by the diagram in Figure 2.213

Functionality is selected as the measure of value in this example. When the building is not damaged or it is in the214
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lowest level (zero to mild) of damage, it is fully functional and the value is based on the income generated. When the215

building is damaged mildly or moderately in an earthquake, it is assumed that it can be repaired (an action). However,216

if the event is large enough, the building is severely damaged and repair is not possible, and the structure cannot be217

occupied and thus loses functionality. The likelihood of the building transitioning to a damaged state increases with218

the level of corrosion at the time of a given seismic event. Maintenance (an action) can be performed to improve the219

condition of the building with regard to corrosion.220

A. System Configuration221

The system here includes a single building in a seismic zone. Two external factors are modeled in this system that222

can cause the system to change its state. Disruptions that may effect the system are earthquake events. Earthquakes are223

modeled as a random event here, and the model is based on data obtained from the CESMD for Los Angeles [49]. We224

use the peak ground acceleration, e.g. Ω𝑡 = PGA𝑡 , to model its severity.225

To generate a data-driven model of the building performance, a finite element model of a typical moment resisting226

frame in one of the two principal directions of the building is first developed using SAP2000 [50]. To generate this227

model the following assumptions are made: (i) fixed base for the columns, (ii) each floor slab acts as a rigid diaphragm,228

and (iii) cracked section stiffness for columns and beams as recommended in ACI 318-19 [51]. Ductility is modeled229

using typical assumptions for a frame in this class [48]. The mass is computed based on superimposed loads and the230

self-weight. The resulting finite element model of the typical moment resisting frame has 21 elements, 16 nodes, and 36231

degrees of freedom. This finite element model is used to generate a data-driven model, in this case a fragility function.232

Fragility functions are a common tool for predicting damage level after a seismic event, as discussed later.233

Buildings age over time. Aging and the associated degradation in buildings is primarily associated with the corrosion234

of the reinforcing bars. The states of the building are also affected by time, and corrosion is assumed to be deterministic235

here. The specific rate of section loss depends on variables that are related to the specific location of the building and236

the details of the structural elements.237

The service life of a structure then can be divided into an initial period, before the corrosion initiates in the rebar, and238

the propagation period, during which the steel continues to degrade. A representative degradation function is selected239

having an initial period of 15 years with a rate of 0.003 in per year. For simplicity, degradation is assumed to increase240

linearly and uniformly for both the transverse and longitudinal reinforcement in the concrete member. At this rate the241

degradation alone will not cause the building to lose its functionality in the assumed 100-year service life.242

B. System Definition243

The system has three state components 𝑋𝑡 = (𝑋1,𝑡 , 𝑋2,𝑡 , 𝑋3,𝑡 ): the effective rebar radius, 𝑋1,𝑡 , the number of years244

passed since the last maintenance 𝑋2,𝑡 , and the earthquake state 𝑋3,𝑡 . The former two capture the effect of continuous245
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structural degradation. The latter captures the effect of earthquake events on the structural integrity of the building.246

The action variable also has two components 𝐴𝑡 = (𝐴1,𝑡 , 𝐴2,𝑡 ). The first action component, 𝐴1,𝑡 , is associated with247

maintenance. The second action component, 𝐴2,𝑡 , models earthquake damage repairs. The time step we operate on is248

one month, i.e., Δ𝑡 = 1 month.249

The dynamics of the effective rebar radius are deterministic. Let 𝑟0 be the initial rebar radius in inches, i.e.,250

𝑋1,0 = 𝑟0. For the first 𝑡c = 15 years no corrosion occurs. After this period, corrosion occurs at a constant rate251

𝜃c = 2.5 × 10−4 in/month. When maintenance occurs, with a fixed occurrence period of 𝑡𝑚, 𝐴1,𝑡 = 1, it returns 𝑋1,𝑡252

to the initial value 𝑟0. Maintenance does not occur when 𝐴1,𝑡 = 0. Mathematically, the dynamics are given by the253

following equation:254

𝑋1,𝑡+1 =



𝑟0, if 𝑡 ≤ 𝑡𝑐,

min{𝑋1,𝑡 − 𝜃𝑐Δ𝑡, 0}, if 𝑡 > 𝑡𝑐, and 𝐴1,𝑡 = 0,

𝑟0, if; 𝑡 > 𝑡𝑐 and 𝐴1,𝑡 = 1.

(7)

The dynamics of 𝑋2,𝑡 are also deterministic. They are:255

𝑋2,𝑡+1 =


𝑋2,𝑡 + 1, if 𝐴1,𝑡 = 0,

0, if 𝐴1,𝑡 = 1.
(8)

We now discuss the maintenance policy. The policy is based on observations 𝑌1,𝑡 = 𝑋1,𝑡 . We initiate maintenance256

whenever the observed effective rebar radius 𝑌1,𝑡 is less than 75% of the initial value. Mathematically:257

𝐴1,𝑡+1 = 𝜋1 (𝑌1,1:𝑡 ) =


1, if 𝑡 mod 𝑡𝑚 = 0,

0, otherwise.
(9)

The earthquake state 𝑋3,𝑡 takes four different discrete values ranging from 1 to 4. The value 1 corresponds to a258

healthy building. Values 2, 3, and 4 correspond to different seismic performance codes as summarized by ASCE 41-17259

[48]. Specifically: 2 – immediate occupancy (IO), the structure is minimally damaged; 3 – life safety (LS), the building260

is not a safety threat and damage can be repaired; 4 – (CP), the building is damaged beyond repair.261

The dynamics of the quake state 𝑋3,𝑡 are stochastic. The transition probabilities depend on the rebar radius 𝑋1,𝑡 and

on the seismic intensity Ω1,𝑡 = PGA𝑡 . To proceed we need to model the conditional probabilities

𝑃𝑖 𝑗 (𝑟, 𝑎) = 𝑝(𝑋3,𝑡 = 𝑖 |𝑋1,𝑡 = 𝑟, 𝑋3,𝑡 = 𝑗 ,Ω1,𝑡 = 𝑎),

i.e., the probability of jumping from an earthquake state 𝑗 to an earthquake state 𝑖, when the effective rebar radius is 𝑟
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and we experience an earthquake with peak ground acceleration 𝑎. When no earthquake is occurring, 𝑎 = 0, then these

probabilities take the trivial form:

𝑃𝑖 𝑗 (𝑟, 0) =


1, if 𝑖 = 𝑗 ,

0, otherwise.

In other words, the earthquake state does not change if no earthquake happens. In case 𝑎 > 0, these probabilities262

are typically called fragility curves/functions. We estimate the fragility curves using nonlinear static pushover (NSP)263

analysis [48]. In NSP, one generates synthetic seismic events, i.e., ground acceleration profiles, and propagates them264

through a finite element model of the building. In our case, we perform NSP for eleven different rebar radii values265

ranging equidistantly from the initial, 𝑟0, to the minimum allowable radius, 0.75𝑟0. Using the generated data, we fit the266

fragility curves to a parametric form.267

Repair of earthquake damage occurs whenever the 𝑌2,𝑡 = 𝑋3,𝑡 has either the value 2 (IO) or 3 (LS). There is no

possibility of repair when 𝑌2,𝑡 has a value 4 (CP). Repair takes a total of six months. The earthquake repair action

variable 𝐴2,𝑡 is coded as follows. We use the value 0 to indicate that no-repair is taking place. We use the value 1 to

indicate that the repair is occurring. We use the value 2 to indicate that the repair will be completed in the next time step.

So, the policy function is:

𝐴2,𝑡+1 = 𝜋2 (𝑌2,1:𝑡 ) =



0, if 𝑌2,𝑡 = 1, 4,

1, if 𝑌2,𝑡 ≠ 1, 4 and there exists 𝑠 ∈ {1, . . . , 5} such that 𝑌2,𝑡−𝑠 = 1,

2, if 𝑌2,𝑡−𝑠 ≠ 1, 4 for all 𝑠 ∈ {1, . . . , 5}.

To state the dynamics of 𝑋3,𝑡 in the standard notation, we need to introduce an additional disturbance random268

process Ω2,𝑡 . The variables Ω2,𝑡 are independent and uniformly distributed in [0, 1]. So, the external disturbance vector269

is Ω𝑡 = (Ω1,𝑡 ,Ω2,𝑡 ). The dynamics are:270

𝑋3,𝑡+1 =


1, if 𝐴2,𝑡 = 2,

𝑖, if
∑𝑖−1
𝑖′=1 𝑃𝑖′ ,𝑋3,𝑡 (𝑋1,𝑡 ,Ω1,𝑡 ) ≤ Ω2,𝑡 ≤

∑𝑖
𝑖′=1 𝑃𝑖′ ,𝑋3,𝑡 (𝑋1,𝑡 ,Ω1,𝑡 ).

(10)

C. Discussion of Results271

The goal of this study is to choose the most appropriate maintenance period for the structure. Figure 3a shows the272

ENPV vs. the RNPV. The maintenance frequencies we consider, most of which are annotated in the plot, are 1, 2, 3, 5,273

8, 10, 12, 14, 16, 18, 20, 25, 30, 40, 50, 60, 75, 80, and 90 years and the case in which no maintenance is performed.274

One wants to choose an option that maximizes the ENVP and minimizes the RNPV.275
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(a) ENVP vs RNVP (b) Functionality: Mean vs standard deviation

Fig. 3 Results for Example I: Building subjected to both aging and earthquakes, considering several maintenance
period options

The results of this illustrative example indicate that the points with more frequent maintenance have, in general, a276

higher average value with less variability. This outcome occurs despite having a higher maintenance cost overall, due to277

the associated lower repair needs resulting in higher functionality. Less frequent maintenance also shows promising278

ENVP but results in higher RNVP, i.e., higher risk. These choices benefit from having lower maintenance cost while279

they also have lower functionality. The no-maintenance case is clearly dominated and should be avoided.280

Figure 3b shows the distribution of the value, or functionality, of the building, over 1000 runs corresponding to each281

maintenance period considered in 3a. It is important to note how close the first few points are to each other. In other282

words, using a very low maintenance period adds little to the functionality while it increases the cost. The other points283

show there is a gradual decrease in functionality associated with less frequent maintenance.284

Based on the results, choosing a maintenance period with a period below 30 years is most appropriate. These285

maintenance frequencies lead to similar results. One of the main reasons for this outcome is the importance of the repair286

costs compared to maintenance costs. The specific results will change for other buildings and conditions based on the287

relevant costs and income.288

IV. Illustrative Example II: Extraterrestrial Habitat Simulation289

To illustrate the use of the code, we define a sample space habitat system located on the Lunar surface and perform a290

trade study. This trade study is intended to demonstrate how the code facilitates making decisions during the early291

design phase of a project.292

We investigate the influence of technology choices and selected design parameters on the overall system performance.293

We focus on identifying the most appropriate energy source for a space habitat over its lifecycle. In particular we294

compare solar panels, a nuclear plant, and a lithium-ion battery. The NVP encodes the fact that we wish to maximize the295

time that the space habitat has the required interior conditions throughout its lifecycle, over a large number of possible296
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Fig. 4 Diagram of the Sample Lunar Habitat System Showing Interactions between Subsystems

realizations based on sampled disruptions (i.e., it is functional).297

A. Description of the Sample Habitat System298

Our sample habitat system includes a core set of essential subsystems. These include the structural subsystem, the299

power subsystem, and thermal and pressure management systems. The environmental conditions on the Lunar surface300

and disturbances to the habitat system are included within the exterior environment model. We assume the habitat is301

a hemisphere with a 2.9 m radius and the fixed parameters (those that are not varied to perform the trade study) are302

selected to be compatible with this assumption. We measure performance in terms of the ability of a the habitat to303

maintain life and provide the required interior conditions. So, we also need a model of the interior environment. When304

an intervention, such as removing the dust from the solar panels, is needed, the robot agent model is called to perform a305

task that is commanded by a very basic health management system. Figure 4 shows a schematic diagram of the habitat306

system. Habitat systems are shown as boxes and the arrows indicate the causal relations. In what follows we provide a307

brief description of each of the models.308

Exterior Environment: Establishing and operating a deep space habitat on the Moon requires dealing with an309

environment that is more extreme than anywhere on Earth [8]. The exterior environment model consists of both the set310

of nominal conditions and the stochastic disturbance models that match our current understanding of the Lunar surface311

environment. Relevant models of the Lunar conditions include radiation [52] and temperature [53]. Pressure is taken to312

be 0 psi, vacuum. Disturbances considered include micrometeorite impact and dust accumulation. Table 1 describes the313

characteristics of the exterior environment model with solar radiation, dust accumulation, micrometeorite impact, and314

the external temperature and pressure. Here the temperature, pressure, and radiation are deterministic functions that are315
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Table 1 List of disturbances modeled in Example 2

Sampling Function Description Unit

dust accumulation Ω1,𝑡 ∼ Normal(𝜇 = 1𝐸 − 5, 𝜎 = 2.5𝐸 − 6) % area covered
hr

solar radiation Ω2,𝑡 =
1450

2

(
sin(𝜋𝑡/(29.503 × 12 hr )) + | sin(𝜋𝑡/(29.503 × 12 hr )) |

)
W
m2

external environment temperature Ω3,𝑡 = 100 + 150
(

sin(𝜋𝑡/(29.503 × 12 hr )) + | sin(𝜋𝑡/(29.503 × 12 hr )) |
)

K

micrometeorite impact rate Ωrate
4,𝑡 ∼ Poisson(𝜆 = 0.015) 1

hr
micrometeorite dome damage Ωinten.

4,𝑡 ∼ Normal(𝜇 = 0.3, 𝜎 = 0.3) % damage dome
micrometeorite impact location Ωloc.

4,𝑡 ∼ Categorical{1, 5}(Equal probability to hit all sections) -

affected by Moon cycles (every 29.503 Earth days), while dust accumulation and micrometeorite impacts are stochastic.316

Note that this model does not have states.317

Power Subsystem Model: All of the subsystems of the habitat require sufficient power to function properly. The318

power subsystem model governs the generation, storage, and distribution of power to the habitat subsystems. The power319

subsystem considers power can be generated through both solar panels and a nuclear plant. The generated energy is then320

stored in a battery, which has a pre-defined maximum capacity. Surplus power is discarded. Stored power is distributed321

as needed to the subsystems that are consuming power. The inputs from the external environment model are solar322

radiation and dust. Other inputs to this subsystem include the power consumed by other subsystems, specifically the323

temperature and pressure control subsystem. The solar panels can be covered, in which case they are not generating324

power or collecting dust. The model assumes the solar panels are covered during the Lunar night when solar radiation is325

zero. Thus, the control inputs to this subsystem include the command to cover the solar panels, and the command to326

clean the dust from solar panels or radiators. The four physical states of this subsystem are the condition of the solar327

panel (covered/uncovered), the power being generated by the solar panels, the power being generated by the nuclear328

plant, and the amount of energy that is currently stored in the battery. The power subsystem has two states related to the329

dust accumulated, one corresponding to the solar panels and the second corresponding to the radiators of the nuclear330

reactors. Each of these has a direct impact on the operation of the corresponding power generation methods. The331

parameters for this model are explained in detail in subsection IV.C. For detailed information about this subsystem332

model, please, see table 7 in the appendix.333

ECLSS Subsystem: The ECLSS maintains a temperature and pressure that are within an acceptable range. In334

this study, thermal and pressure management are the only functions of ECLSS. Pre-determined set points are defined335

based on a range that is suitable to support the crew and are used to govern the operation of the thermal and pressure336

control systems. The inputs to this subsystem are the temperature in the interior environment, the pressure in the interior337

environment, the power stored, and the damage state of the structure. Clearly ECLSS draws power from the battery,338

and must have sufficient power to operate. The physical states of this system are the power consumed by temperature339

control, power consumed by pressure control, power needed by temperature control, and the power needed by the340
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pressure control. The thermal management system is modeled as a first-order system and is represented by a simple341

controller. A similar controller used to represent the pressure management system to represent the first order dynamics342

of this controller. This system is not directly affected by disturbances. However, disturbances indirectly decrease the343

energy generation or increase the thermal conductivity which does impact the performance of the ECLSS subsystem.344

Temperature control modules have a coefficient of performance which is designed based on the current models. The345

temperature control is assumed to have 12.5 coefficient of performance (𝑄/𝑊) which is the ratio between the energy346

transferred to the room and the used energy to control the HVAC system. For the pressure control we only define the347

amount of energy required to increase 1atm pressure. This energy is different than the energy required to bring the348

oxygen tanks and it is assumed to be 31.25. Since the simulator uses a large time step, it is impossible to use high349

fidelity dynamics. So, instead of modeling the pressure and temperature directly, we model them based on the amount350

of energy can be used and the amount of the required energy. In other words we assume a steady state value with energy351

as the governing factor. Here, we consider the pressure control has priority to temperature control. Therefore, the352

energy is used to control the pressure first and if there is additional energy to control temperature, the temperature is353

also controlled. The outputs of this subsystem are the air and the heat that are provided to the interior environment. In354

the current example, the physical states of the ECLSS are not modeled. Having an accurate thermal model depends not355

only on conduction, but also on the convection coefficient of air, which is crucial for thermal control. Here the forced356

conductivity of the air is used as a basis of the model [54]. The other heat transfer method, radiation, affects the thermal357

flow to the dome. The parameters associated with this heat transfer method are emissivity [55], 0.9, and absorptivity358

[56], 0.60, which are chosen to be close to concrete. Note that some factors that also play a role in heat transfer are359

omitted in this demonstration. For instance, humidity and humidity management, the heat transfer across the boundary360

due to radiative transport, and the potential for heat imbalance caused by the varying energy required in the cooling and361

heating process are neglected in this simple habitat model. For detailed information about this subsystem model, please362

see table 8 in the appendix.363

Structural Subsystem: Serving to provide thermal protection, pressure containment, and structural integrity, the364

structural subsystem can experience damage when a micrometeorite strike occurs on or near the habitat. The model365

used for the structure includes basic properties such as thickness and thermal conductivity. We represent the structure366

as five separate segments, any of which may be impacted and experience damage during a micrometeorite event. In367

this subsystem, damage is simulated by using a sampled event from the external environment model. The structural368

segments receive damage based on the strike location and the amount of energy released (mass and velocity). The369

inputs to this system include the external temperature, external pressure, solar radiation, and micrometeorite impacts.370

The physical states of the structural subsystem model include the temperature of the structure on both the interior and371

exterior surfaces. Micrometeorite strikes are the source of health degradation of the structural subsystem. The repair372

procedure uses agents to improve the health of the structural segments, and the repair of each segment is the control373
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inputs to this subsystem model. The damage state of the structural subsystem model conveys how intact the structural374

dome is, and depends on: 1) its damage health state at the previous time step, 2) the degree of damage due to any375

recent micrometeorite impacts, and 3) actions taken for repair by the agent. The outputs of this subsystem are the376

temperature and pressure at the interior surface of the structure. For more details, please, see Table 5 in the appendix.377

The parameters associated with this system include the nominal and damaged conductivity coefficient which are chosen378

based on values that correspond to reinforced concrete [57]. When damaged, the structure may lose up to 95% of its379

thermal isolation as compared to the undamaged structure. The heat conductivity of the wall changes with damage380

using an initial user specified thickness, 0.2 m, and structure is assumed to a radius of 2.9 m.381

Interior Environment: The conditions inside the habitat are described by the interior environment model. This382

model has two physical states: temperature and pressure. The inputs to the model include the temperature of the interior383

of the structure, and the heat added by the thermal management system, as discussed in the next section, pressure added384

by the pressure management system as well as the damage state of the structure. The physical states are thus updated385

at each time increment based on these inputs and the set points defining the acceptable temperature ranges from the386

health management system. While ECLSS aims to control both the temperature and pressure based on the setpoints, the387

internal environment model is used to track these changes. For more information, please, see table 9 in the appendix.388

Health Management System: The brain of a space habitat is the health management system (HMS). The system is389

designed under the assumption of perfect information and optimal task execution through an agent. The HMS has two390

functions: to synthesize the results of fault detection and diagnosis (FDD) algorithms coming from the subsystems,391

and to perform decision-making (DM). The system assumes that faults are detected and diagnosed perfectly, and a392

decision to repair a fault is made using that data in one time step. The HMS is provided the state of each subsystem as393

inputs. The outputs are commands to the agents as shown in table 2 and discussed in the next paragraph. Commands394

may also be sent to the power subsystem to cover the solar panels. The HMS is also responsible for commanding395

the set point for the thermal and pressure management functions of the ELCSS subsystem in this sample habitat. In396

this illustrative example, we assume that the HMS knows the true states of the relevant subsystems and makes perfect397

decisions regarding interventions.398

Agent Model: The agent model is very simple for this trade study. The agent is used to execute a commanded399

action requested by the HMS. The inputs to this subsystem are the commands, and the outputs of this subsystem are the400

confirmation that the action has been completed. We also assume the agent can deliver all the commands made by the401

HMS perfectly. However, the completion rate of tasks does not allow it to finish it instantly. For more detail, see table 2.402

B. Trade Study: Choosing the power generation system403

We focus on choosing the technologies and approximate design parameters for the power subsystem. The relevant404

design parameters in this study are power storage capacity, the total area of the solar panels, and nuclear reactor nominal405
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Table 2 HMS decision-making rules used in example 2

Action name Condition to activate the actions Competency time

cover solar panel surface solar irradiation = 0 instantaneous effect
clean solar panels solar panel dust > 0.05 1 hour
clean radiators panels nuclear plant dust > 0.056 1 hour
fix structure segment 1 dome segment 1 damage > 0.05 1 hour
fix structure segment 2 dome segment 2 damage > 0.05 1 hour
fix structure segment 3 dome segment 3 damage > 0.05 1 hour
fix structure segment 4 dome segment 4 damage > 0.05 1 hour
fix structure segment 5 dome segment 5 damage > 0.05 1 hour

capacity.406

Table 3 provides the cost associated with the relevant parameters describing the design space. Note that these values407

are provided in units of mass. It is common in space applications to consider equivalent system mass (ESM) [58],408

but ESM requires knowledge of mass, volume, crew time, power consumption, and cooling needs. Obtaining all of409

the values needed for those calculations is difficult as they are not publicly available. Thus, here we simply base our410

example costs on an estimate of the mass of each component. Commercially available hardware like solar panels is411

identified to serve as a basis for such calculations. Several different time periods are later used for the service life to412

consider how the service life affects design decisions.413

For solar panels, we assume their mass follows a linear function based on energy generated. We assume a 0.093 m2
414

panel weighs 1.22 kg [59] and has power output 12 W. Since the time unit is hours, we have: (𝑃panel =
12

1.22 W/kg) plus415

the mass of the solar panel supports (𝑚base = 10.76 kg/m2). For estimating the mass of the nuclear reactor, we divide it416

into the nuclear plant, the nuclear material, and the fuel. We first subtract the mass of the nuclear plant from the nuclear417

reactor. As an estimate, the Topaz-II nuclear reactor [60] is used and its mass (𝑚Topaz = 1061 kg) is subtracted from the418

available cost and consider the energy of nuclear fuel as 24 GWhr/kg [61]. We also consider that 10−5 of the fuel is419

nuclear material, and the rest is not fuel or is not consumed completely. This calculation yields a very small number, but420

considering the dangers of transferring nuclear fuel and the special equipment required, it is a reasonable assumption.421

Finally, we assume the mass of the battery is represented by a linear function. The mass is determined based on existing422

Li-Ion batteries, with energy density of 𝐸bat. = 720000 W/kg [62]. One complexity when dealing with solar batteries is423

their lifecycle. We assume that at the end of their life cycle (𝑡Li-Ion = 1year) the batteries may not be reliable enough to424

be used for the mission. Therefore, they require replacement every 5 years. Thus the total mission duration, 𝑡mission,425

plays a role in determining the most appropriate design.426

The other parameters for the sample habitat are chosen based on the assumption of having a dome with a scaled,427

2.9 m radius, made of concrete [63] with 0.2 m thickness. The material used is based on assumptions about the428
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Table 3 Design variables and their costs

Parameter Design Variable (kg) Power/Energy Unit

Power generation by solar cells during maximum solar irradiation 𝑑𝑠 𝑃panel × (𝑑𝑠 + 𝑑𝑠
𝑚base

) 𝑊

Nominal production capacity of the nuclear plant 𝑑𝑛 𝑃nucl. × max(0 kg, 𝑑𝑛 − 𝑚Topaz) 𝑊

Power storage capacity 𝑑𝑏 𝐸bat. × 𝑑𝑏
⌈
𝑡mission
𝑡Li-ion

⌉
𝐽

properties of materials available on the Moon and the thickness value is chosen to prevent severe thermal fluctuations.429

The ECLSS temperature management module is modeled based on available design information [64] and its pressure430

management module similarly follows available design information [65].431

C. Problem Formulation432

The trade study considered herein is defined as choosing among multiple options for providing the energy for

habitat’s function and robotic agents’ task. The design cost depends on the solar panel surface area 𝑑𝑠 , the nuclear plant

mass, 𝑑𝑛, and the battery capacity 𝑑𝑏 – all expressed in terms of mass. If launch costs 𝑟launch = $92, 500 /kg [66], we

have:

𝑐0 (𝑑𝑠 , 𝑑𝑛, 𝑑𝑏) = (𝑑𝑠 + 𝑑𝑛 + 𝑑𝑏)𝑟launch.

When the interior conditions are acceptable and astronauts are available for conducting research, the habitat generates

𝑟𝑎𝑠𝑡𝑟𝑜𝑛𝑎𝑢𝑡 = $130, 000 /ℎ𝑜𝑢𝑟 [67]. Let 𝑎𝑡 be a variable taking the value one when the astronauts are available and zero

otherwise. The interior environment is deemed acceptable when the temperature 𝑇𝑡 is between 290◦𝐾 and 300◦𝐾 and

the interior environment pressure 𝑃𝑡 is between 0.7 atm and 1 atm. So, we define the value function by:

𝑣(𝑋𝑡 ) = 1[290◦𝐾,300◦𝐾 ] (𝑇𝑡 )1[0.7 atm,1 atm] (𝑃𝑡 )𝑎𝑡𝑟astronaut.

We set the discount factor to 𝛽 = 1 simulate 𝑁𝑠433

The next step in this process is setting the decision-making parameters. Since the performance of the system can434

improve, without adding any cost, by changing decisions regarding the repair tasks, we can add 𝑑𝜋 to the list of variables.435

Here 𝑑𝜋 are the parameters that define the decision-making policy and 𝜋 is the policy formed by them. Since these436

parameters are not referring to any physical parameters that are not bounded, they are not part of the constraint. The437

form of the policy model is arbitrary. It can use a rule-based expert system [68] (where the parameters of each rule438

are 𝑑𝜋) or it can be presented as an artificial neural network [69] (where the weights and biases form the 𝑑𝜋). In this439

example we consider a simpler approach using the priority of the actions.440

We assume a static time to failure [70] as the parameters to model 𝑑𝜋 . These parameters are defined for each task441

the agents need to do. The agents are assigned to the tasks with lower time to failure, since a lower time to failure442
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indicates less time to act before having catastrophic consequences. An equal time to failure value leads to a first in first443

out (FIFO) policy. The number of time to failure parameters is equal to the total number of possible tasks. This is the444

lowest number of decision-making related parameters for any decision-making model and helps us to solve for both445

hardware parameters (𝑆, 𝑁, 𝐵) and time to failure simultaneously without getting skewed results due to the dominant446

nature of one of them.447

V. Results and Discussion448

Simulations are performed for a fifty-year habitat lifespan. We compared some samples based on a distribution449

based on fractional factorial sampling [71] for this study. The samples are mapped to a logarithmic space for the450

hardware-based parameters (𝑆, 𝑁, 𝐵, 𝑑𝜋) to have a more diverse sampling focusing on points with extremely high and451

low samples. The maximum mass of design variables is 2, 000 kg for each design variable, which is able to provide452

required energy for ECLSS. The sampling procedure for the decision-making parameters are in linear scale and also453

follows fractional factorial method. These parameters indicate the priority of repairing tasks when the number of tasks454

exceeds number of available agents. Table 4 lists all possible values for each sample. Since we want the range of the455

values to be close to each other, we remove the samples with very different mass ratios between the components. For456

instance, cases with 2000 kg solar panel and 20 kg battery are removed to decrease the design size while keeping a457

consistent design approach in all variables. The decision-making parameters are listed in table 4 were applied on all458

component combinations.459

Figure 5a shows the distribution of ENVP vs RNVP over these samples for a 50-year lifespan. The net value is460

calculated base on 𝑈𝑆𝐷 as explained in subsection IV.C. In this plot and all other results, we grouped the designs461

with similar total mass ranges. The designs with 𝑐0 < 200 kg are grouped as blue, 𝑐0 ∈ [200, 1000] kg as green,462

𝑐0 ∈ [1000, 3000] kg as orange, and 𝑐0 > 3000 kg as red. The result shows that the mean and standard deviation of the463

net value are highly correlated and increase with increasing costs. We also report the distribution of mean and standard464

deviation of value in Figure 5b. Since the cost is negligible in this example compared to value, the plot of value and net465

value look quite similar. Thus, while the value (time spent doing science) is higher for the higher cost designs, and the466

Table 4 Values used in habitat trade study for different design variables

Battery mass (kg) Solar Panel mass (kg) Nuclear mass (kg) Repair dome Clean Panel Clean plant

20 20 0 2 1 1
100 100 - 1 2 1
300 300 - 1 1 2
1000 1000 - 1 1 1
2000 2000 2000 -
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(a) Expected net value vs. Standard deviation in
net value habitat design

(b) Expected Research time vs. standard deviation
of research time for habitat design

Fig. 5 ENVP vs. RNVP for habitat design

effect of the cost seems to be overshadowed by the value term in this plot.467

One important question to consider for design is which component has the most influence on the results. To468

investigate this question, we grouped the same designs based on the mass contributed by each component of the power469

subsystem rather than the total mass. These plots are shown in Figure 6. This figure demonstrates that the high value470

designs have a larger battery mass, but battery mass also has a more obvious correlation with higher ENVP. In other471

words, while all components may contribute to a suitable design, investing more toward battery mass is more important.472

Note that since we are not solving a constrained optimization, the best design uses the highest mass for each component.473

However, here we demonstrate how to also identify which particular component plays a more significant role.474

The findings suggest that adding more battery mass is essential for improving performance, with a minimum of 1000475

kg of battery mass being especially critical. This amount of battery mass may be sufficient for maintaining temperature476

and pressure while solar panels and nuclear plants are being repaired. In addition, the nuclear plant mass also appears to477

have a relatively clear effect on the results, although with only two possible weights for nuclear (0 kg and 2000 kg), the478

effect is less apparent than that of the batteries. While we did not quantify resilience in this study, the higher resilience479

of battery energy appears to be important due to the susceptibility of both nuclear plant radiators and solar panels to480

dust and the loss of functionality in solar panels during long Moon nights. Therefore, having a battery when these481

energy sources are not functioning is critical. However, relying solely on battery energy would be insufficient. An482

optimal energy component design for the habitat requires defining a total mass constraint and solving the optimization,483

which not specifically within the scope of this paper.484

The choice of a decision policy may also be investigated with the CDCM as we next demonstrate. The impact of the485

choice of policy on distribution, as depicted in Figure 6d, is somewhat ambiguous, yet it provides some insight even in486

this simple example. Notably, allocating greater priority to dome repair is associated with higher uncertainty and larger487

RNVP values. This suggests that placing a high priority on the repair of the power subsystem components, which have a488
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(a) Expected net value vs. Standard deviation in
net value habitat design based on solar panel mass

(b) Expected net value vs. Standard deviation in
net value habitat design based on nuclear mass

(c) Expected net value vs. Standard deviation in
net value habitat design based on battery mass

(d) Expected net value vs. Standard deviation in
net value habitat design based on the policy

Fig. 6 Effect of different components on the total performance of the system
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(a) Expected net value vs. Standard deviation in
net value habitat design for a 5-year mission

(b) Expected net value vs. Standard deviation in
net value habitat design for a 20-year mission

Fig. 7 ENVP vs. RNVP for habitat design for shorter missions

more explicit connection to performance, leads to greater improvements in habitat temperature control. Conversely,489

prioritizing the cleaning of the nuclear plant has the lowest RNVP value, which is consistent with the anticipated effect490

based on Figure 6b.491

Our study can also consider a variety of mission durations. Figures, 7a and 7b show the mean and standard deviations492

for missions with a 5-year and 20-year duration.493

It is clear that the variation in the value of the designs, especially for the 5-year mission distribution, increases for494

shorter missions. Otherwise, the distribution looks quite similar to that of the previous figures that consider a 50-year495

mission. This result suggests that using the 50-year lifespan may be successfully extrapolated for longer missions.496

Here we aim to present and illustrate the use of an easy-to-use framework for conducting trade studies that can497

provide early-stage evidence. While demonstration of the frame is the goal, the model is rather simple and thus limited,498

but can be augmented in the future for specific purposes, or trade studies where the goal is to understand the trends that499

influence the design choices. Modeling fidelity needs to be reduced to enable rapid simulations. To obtain this, the500

model requires striking a balance between the level of fidelity with the simulation speed.501

VI. Conclusions502

A new computational framework is developed for modeling and simulation the complex dynamics of interconnected503

systems of systems. Here we describe the architecture of the CDCM and demonstrate how to use it for different504

applications including making early design decisions. The CDCM is meant to provide the ability to run simulations that505

include complex scenarios involving several types of disruptions and disturbances, experience damage and degradation,506

capture consequences, and implement actions that support repair and recovery. Thus, in the architecture of the CDCM507

the execution code is separated from the system model to enable system models to be readily modified to represent508

different dynamical models and design configurations. The modular framework is thus convenient for evaluating the509
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performance of systems and for comparing design choices through performance metrics.510

We apply the framework to two illustrative examples. The first example is meant to be relatively simple, and includes511

one building system experiencing both degradation and random earthquake events over its lifetime. The example512

illustrates the use of the CDCM for making a decision regarding the most appropriate maintenance period. The second513

example considers a lunar space habitat, including the power generation and storage subsystem, the structural subsystem,514

and a thermal control. The habitat is prone to four disturbances: solar radiation, dust that affects energy generation515

(solar and nuclear radiator panels), micrometeorite strikes, and exterior temperature fluctuations. The value of the516

habitat is represented by the time that is dedicated to performing science. The various disturbances and the repair517

actions therefore affect the performance of the habitat both directly and indirectly. The objective of this study is to select518

the most appropriate power generation and storage configuration. Different mission durations and decision policies are519

also investigated.520

We are using the CDCM to perform specific trade studies, building on the explanations of the code provided herein.521

Throughout the development and initial use of this tool we learned several lessons. First, the models to be used to522

capture interconnected systems of systems such as space habitats must be selected deliberately to ensure that the relevant523

dynamics are included in the simulations, and yet the computation is not too demanding. This observation may mean524

that data-driven or other types of surrogate models are appropriate choices in many cases. Second, it will be beneficial525

to establish a model library with both the form of various models and the parameters applicable to specific hardware,526

enabling their reuse and exchange for trade studies. Third, measuring the performance in terms of the net value requires527

that one use common units for the value and cost terms, which is application-specific and requires careful consideration.528

Finally, users will find the code more attractive if more of the details of the execution are moved to the back end of the529

code. Thus, separating the system models from the execution is important.530

Future versions of CDCM will enable rapid prototyping of systems-of-systems, and most importantly, abstractions531

upon which we can build individual components and systems are being developed to rapidly configure the reuse of those532

models. We are also building more capabilities on top of this, such as machine-readable casual models that will support533

a broader range of uses of the CDCM code.534
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Appendix: Models implemented in the Illustrative example676

Table 5 Structural subsystem parameters.

Attributes Notation Description

name ST
id 2
coupling inputs 𝑋0

5,𝑡 interior environment temperature
control inputs 𝐴0

2,𝑡 repair damage in section 1
𝐴1

2,𝑡 repair damage in section 2
𝐴2

2,𝑡 repair damage in section 3
𝐴3

2,𝑡 repair damage in section 4
𝐴4

2,𝑡 repair damage in section 5
external disturbances Ω1

𝑡 solar irradiation
Ω2
𝑡 external environment temperature

Ω3
𝑡 micrometeorite impact in section 1

Ω4
𝑡 micrometeorite impact in section 2

Ω5
𝑡 micrometeorite impact in section 3

Ω6
𝑡 micrometeorite impact in section 4

Ω7
𝑡 micrometeorite impact in section 5

states 𝑋0
2,𝑡 structure external side temperature
𝑋1

2,𝑡 structure internal side temperature
𝑋2

2,𝑡 damage in section 1
𝑋3

2,𝑡 damage in section 2
𝑋4

2,𝑡 damage in section 3
𝑋5

2,𝑡 damage in section 4
𝑋6

2,𝑡 damage in section 5
parameters 𝜃0

2 nominal thermal conductivity (k/d)
𝜃1

2 severely damaged thermal conductivity(k/d)
𝜃2

2 external environment pressure
𝜃3

2 convection heat transfer coefficient inside
𝜃4

2 surface absorptivity coefficient
𝜃5

2 Stefan-Boltzmann coefficient surface emissivity
𝜃6

2 ground isolation emissivity
𝜃7

2 dome external surface area
𝜃8

2 dome ground surface area
coupled parameters - -
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Table 6 [continuation] Structural subsystem parameters.

Functions Notation

state transition functions 𝑋0
2,𝑡+1 = 𝑋0

2,𝑡+((
𝑋1

2,𝑡 − 𝑋
0
2,𝑡

}
×
(
(1 − 𝑋̄2, · · · ,6

2,𝑡 )𝜃1
2 + 𝑋̄2, · · · ,6

2,𝑡 𝜃0
2

}
+(

𝜃4
2 (Ω

2
𝑡 )4 − 𝜃6

2 (𝑋
0
2,𝑡 )

4
}
× 𝜃5

2+

Ω1
𝑡

/
𝜃2

2

𝑋1
2,𝑡+1 = 𝑋1

2,𝑡+((
𝑋0

2,𝑡 − 𝑋
1
2,𝑡

} (
(1 − 𝑋̄2, · · · ,6

2,𝑡 )𝜃1
2 + 𝑋̄2, · · · ,6

2,𝑡 𝜃0
2

}
+(

𝑋0
5,𝑡 − 𝑋

1
2,𝑡

}
× 𝜃3

2

})
/𝜃2

2

𝑋2
2,𝑡+1 = min

{
max

{
(𝑋2

2,𝑡 − 𝑓 (Ω3
𝑡 ) + 𝐴0

2,𝑡 , 0
}
, 1
}

𝑋3
2,𝑡+1 = min

{
max

{
(𝑋3

2,𝑡 − 𝑓 (Ω4
𝑡 ) + 𝐴1

2,𝑡 , 0
}
, 1
}

𝑋4
2,𝑡+1 = min

{
max

{
(𝑋4

2,𝑡 − 𝑓 (Ω5
𝑡 ) + 𝐴2

2,𝑡 , 0
}
, 1
}

𝑋5
2,𝑡+1 = min

{
max

{
(𝑋5

2,𝑡 − 𝑓 (Ω6
𝑡 ) + 𝐴3

2,𝑡 , 0
}
, 1
}

𝑋6
2,𝑡+1 = min

{
max

{
(𝑋6

2,𝑡 − 𝑓 (Ω7
𝑡 ) + 𝐴4

2,𝑡 , 0
}
, 1
}
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Table 7 Power subsystem parameters.

Attribute Notation Description Value Unit

name PG
id 3
coupling inputs 𝑋0

4,𝑡 power consumption for temperature control - J
𝑋1

4,𝑡 power consumption for pressure control - J
control inputs 𝐴0

3,𝑡 cover solar panel - -
𝐴1

3,𝑡 clean solar panel dust - -
𝐴2

3,𝑡 clean nuclear dust - -
external disturbances Ω0

𝑡 dust deposition rate ∈ [0, 1] -
Ω1
𝑡 solar irradiation - W

m2

states 𝑋0
3,𝑡 covered/uncovered ∈ {0, 1} -
𝑋1

3,𝑡 generated solar energy - J
𝑋2

3,𝑡 generated nuclear energy - J
𝑋3

3,𝑡 generated power total - J
𝑋4

3,𝑡 energy storage level - J
𝑋5

3,𝑡 cleanness from dust of solar ∈ [0, 1] -
𝑋6

3,𝑡 cleanness from dust of nuclear ∈ [0, 1] -
parameters 𝜃0

3 solar cells efficiency 30% -
𝜃1

3 solar cells capacity - W
m2

𝜃2
3 nominal production capacity of the nuclear fuel 864𝐸9 J

kg
𝜃3

3 power storage capacity 720000 J
kg

coupled parameters - -

Functions Notation

state transition functions 𝑋0
3,𝑡+1 = 𝐴0

3,𝑡 ∈ {0, 1} -
𝑋1

3,𝑡+1 = max((𝑋0
3,𝑡 × 𝑋

5
3,𝑡 ×Ω1

𝑡 × 𝜃0
3 × 𝜃1

3), 0) - J
𝑋2

3,𝑡+1 = max((𝑋6
3,𝑡 × 𝜃

2
3), 0) - J

𝑋3
3,𝑡+1 = 𝑋1

3,𝑡 + 𝑋
2
3,𝑡 - J

𝑋4
3,𝑡+1 = min(max(𝑋4

3,𝑡 + 𝑋
3
3,𝑡 − 𝑋

0
4,𝑡 − 𝑋

1
4,𝑡 ), 0), 𝜃

3
3) - J

𝑋5
3,𝑡+1 = min(max(𝑋5

3,𝑡 − 𝑋
5
3,𝑡Ω

0
𝑡 + 𝐴2

3,𝑡 , 0), 1) ∈ [0, 1] -
𝑋6

3,𝑡+1 = min(max(𝑋6
3,𝑡 −Ω0

𝑡 + 𝐴1
3,𝑡 , 0), 1) ∈ [0, 1] -

33



Table 8 Environmental control and life support subsystem parameters.

Attribute Notation Description Value Unit

name ES
id 4
coupling inputs 𝑋0

5,𝑡 interior environment temperature - K
𝑋1

2,𝑡 structure internal side temperature - K
𝑋3

3,𝑡 power storage level - J
𝑋

2, · · · ,6
2,𝑡 structure damage ∈ [0, 1] -

control inputs - -
external disturbances - -
states 𝑋0

4,𝑡 power needed for temperature control - J
𝑋1

4,𝑡 power needed for pressure control - J
𝑋2

4,𝑡 power consumption for temperature control - J
𝑋3

4,𝑡 power consumption for pressure control - J
parameters 𝜃0

4 nominal efficiency of the TM 12.5 -
𝜃1

4 nominal efficiency of the PM 31.25 J
atm

𝜃2
4 specific heat capacity air 1003.5 J

kgK
𝜃3

4 air leakage coefficient 0.01 atm
s

𝜃4
4 pressure control energy 1000 J

coupled parameters 𝜃2
2 external environment pressure 0 atm
𝜃0

5 set point temperature for interior environment 300 K
𝜃1

5 set point pressure for interior environment 1.0 atm

Functions Notation

physical state transition functions 𝑋0
4,𝑡+1 =

����(𝜃0
5 − 𝑋0

5,𝑡 )𝜃
2
4,𝑡 − (𝑋1

2,𝑡 − 𝑋
0
5,𝑡 )𝜃

3
2

)/
𝜃0

4,𝑡

���� - J

𝑋1
4,𝑡+1 =

����((𝜃1
5 − 𝑋1

5,𝑡 ) × 𝜃
4
4 − (𝜃9

2 − 𝑋1
5,𝑡 ) (1 − 𝑋̄2, · · · ,6

2,𝑡 )𝜃3
4)
)/
𝜃1

4

���� - J

𝑋2
4,𝑡+1 = max

(
0,min

{
𝑋3

3,𝑡 − 𝑋
1
4,𝑡 , 𝑋

0
4,𝑡

))
- J

𝑋3
4,𝑡+1 = max

(
0,min

{
𝑋3

3,𝑡 , 𝑋
1
4,𝑡

))
- J
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Table 9 Interior environment model parameters.

Attribute Notation Description Value Unit

name IE
id 5
coupling inputs 𝑋0

4,𝑡 power consumption for temperature control
𝑋1

4,𝑡 power consumption for pressure control - J
𝑋2

4,𝑡 power needed for temperature control - J
𝑋3

4,𝑡 power needed for pressure control - J
𝑋1

2,𝑡 internal structural temperature - J
𝑋̄

2, · · · ,6
2,𝑡 structure latent health ∈ [0, 1] -

control input - -
external disturbances - -
states 𝑋0

5,𝑡 interior environment temperature - K
𝑋1

5,𝑡 interior environment pressure - atm
parameters 𝜃0

5 set point temperature for interior environment - K
𝜃1

5 set point pressure for interior environment - atm
𝜃2

5 air leakage coefficient - -
coupled parameters 𝜃3

2 convection heat transfer coefficient - W
m2K

𝜃2
2 external environment pressure - atm

Functions Notation

physical state transition functions 𝑋0
5,𝑡+1 =

𝑋0
4,𝑡
𝑋2

4,𝑡
𝜃0

5 + (1 −
𝑋0

4,𝑡
𝑋2

4,𝑡
)𝑋1

2,𝑡 - K

𝑋1
5,𝑡+1 =

𝑋1
4,𝑡
𝑋3

4,𝑡
𝜃1

5 + (1 −
𝑋1

4,𝑡
𝑋3

4,𝑡
)𝜃9

2𝜃
2
5 (1 − 𝑋̄2, · · · ,6

2,𝑡 ) - atm
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