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Spacecraft information needs, along with the communications environments in which data

transfers occur, are becoming increasingly dynamic. Earth orbit is served by dozens of ground

station and relay satellite providers – each with unique protocols and service capabilities. In

this context, we present a system to automate end-to-end space communications across the

protocol stack for each of several providers. The proposed system schedules contacts with

providers, configures point-to-point RF links, and ensures data is transferred to its destination.

Data monitoring and rescheduling provide an automated failover capability in the event of

unsuccessful contacts. We verify system performance in a high-fidelity emulation testbed.

Results from simulated mission use cases demonstrate the system reduces data latency, prevents

exhaustion of onboard storage, and prioritizes transfer of urgent observations.

I. Introduction

Future science and exploration missions in Earth orbit and beyond will generate increasingly large data volumes

and require progressively higher capacity from networks which support space communications [1]. Timely access

to observation data with minimal latency can be critical for monitoring natural hazards [2]. Event-driven operations
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like those used to capture transient phenomena make communication needs hard to anticipate in advance [3–5] and

challenge traditional paradigms of allocating time on ground stations and relay satellites days or weeks in advance of

contacts [6, 7]. Recent concepts envision constellations of small spacecraft providing high revisit rates over targets to

gain understanding of natural processes [8]. These less-expensive spacecraft have the potential to make missions more

cost-effective so long as the increase in satellites does not lead to a corresponding increase in operations cost.

At the same time, mission operators are leveraging new service offerings to communicate with their spacecraft [9, 10].

In the United States, the National Aeronautics and Space Agency (NASA) intends to phase out its government-operated

ground stations and relay satellites in favor of a mix of commercially-provided services [11, 12]. Though future unified

approaches are desirable, spacecraft wishing to interoperate between many providers currently face an array of different

protocols, frequency bands, network configurations, and management interfaces across providers. Differences in orbits,

antenna sizes, network configurations, and service models lead to large differences in throughput, latency, availability,

and cost. While this heterogeneity presents an opportunity to well-match a mission’s needs to a service, it also imparts a

corresponding increase in complexity of managing communications for a spacecraft. Increased levels of autonomy

across the protocol stack are necessary for dynamic missions to take full advantage of this new environment without

significantly increased cost or operator burden.

In this work, we present and experimentally validate a complete integrated system allowing full automation of

the mission spacecraft’s communications process in a multi-provider environment: from service acquisition to link

establishment, data flow, and transfer verification. Communications service is provisioned in response to a spacecraft’s

real-time needs and allocated through interaction with the scheduling systems of multiple providers. In contrast to current

practice, this scheduling process uses machine-to-machine communications with minimal lead time. For each scheduled

contact with a provider, the framework autonomously configures provider-specific protocols to ensure compatibility

across the physical, data link, and network layers. Application-layer traffic (e.g., spacecraft telemetry and science data)

is transferred to end users with delay/disruption tolerant protocols employing mechanisms for verified delivery. To

evaulate the system, we created a spacecraft communications testbed [13] containing high-fidelity emulations of radio

links during contacts. We refer to this system as Cognitive Engine One (CE-1), named in recognition that automation is

the first step towards cognitive communications for space [14].

Simulation of normal as well as off-nominal operations in the testbed highlights the system’s capability to recognize

failed contacts and reschedule backup service to maximize likelihood of timely data delivery faster than possible in

other systems which require human-in-the-loop operation. This level of automation reduces burden on Earth-orbiting

mission operators when working in a multi-provider future.

We summarize our main contributions as follows:

1) A distributed framework to automate all aspects of space communications, with interfaces on Earth and onboard

the user spacecraft.
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2) An integrated system which automatically provisions space communications service in response to the real-time

data transfer needs of the user spacecraft.

3) Software which configures protocols across all layers as a spacecraft transitions between providers, allowing

end-to-end data flow without human intervention.

4) Evaluation of key system features in a high-fidelity testbed emulating several relevant mission scenarios.

Following a review of relevant literature in Section II, key features of the system design are discussed in Section III.

Algorithmic developments for data monitoring and service scheduling are presented in Section IV. Section V describes

the emulation testbed and its relevant design features. In Section VI, the system is evaluated on the testbed across several

scenarios highlighting system handling of link failures, storage exhaustion, and arrival of unexpected data. Section VII

concludes with discussion on avenues for improved decision making and learning which will be considered in future

work.

II. Related Work
Many frameworks performing cross-layer management and optimization have been proposed for terrestrial

applications [15–20]. Adaptation of these techniques to space is difficult due to unique conditions of the communications

environment including: highly-directional links, frequency-separated uplink/downlink bands carrying asymmetrical data

volumes, and other challenges. Furthermore, networks of ground stations and relay satellites frequently employ varied

and sometimes incompatible standards across the protocol stack. These include those by the Consultative Committee

for Space Data Systems (CCSDS), the European Telecommunications Standards Institute (ETSI), or custom standards

developed by a provider for use in their network. Though fifth generation (5G) mobile broadband has future potential to

harmonize space standards through inclusion of non-terrestrial network (NTN) provisions [21, 22], systems designed

for interoperability must currently contend with a variety of protocols.

We focus the remainder of this section on a review of space-specific technologies with relevance to our work: i)

establishment and adjustment of radio links, ii) routing within space networks, iii) scheduling communications services,

and iv) integrated space communication systems and their evaluation. In each subsection, we briefly note open issues in

the topic.

A. Physical-Layer Compatibility and Adaptation

As commercial communications offerings continue to expand, a single terminal capable of interoperating between

dissimilar services is highly desirable. Benefits of integrating a suite of satellite communications protocols are discussed

in [23] for terrestrial use and in [24, 25] for space-based users. Prototype spacecraft terminals capable of protocol

compatibility with both government and commercial relay satellites have been demonstrated in over-the-air tests from

the ground [26, 27] and will form the basis of the Polylingual Experimental Terminal (PExT) technology demonstration
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mission [28]. Prior work in [26] was primarily focused on physical-layer flexibility and relied on operator scripting to

“roam” between providers. A more rigorous automation framework would better manage the complexity of configurations

across many providers while reducing burden to mission operators.

After establishment, a link must remain robust to impairments including: precipitation, interference, and time-varying

path loss. Adaptive coding and modulation (ACM) mechanisms (e.g., [29, 30]) provide real-time adjustment of data rates

in response to changing link conditions. While widely used in fixed and mobile satellite services connecting terrestrial

users, ACM has seen limited use in communication with spacecraft themselves. Experiments in the literature use a

receiver controlled by the spacecraft operator connected to the satellite through bent-pipe relays [31] or mission-operated

ground stations [32]. ACM with commercial services requires compatibility with an in-band feedback mechanism

for updating modulation/coding sets which is frequently proprietary. While reverse engineering [27] is possible,

communicating updates over the existing data connection to the spacecraft can be more robust to protocol changes in

vendor hardware.

B. Delay/Disruption Tolerant Networking

The CE-1 framework incorporates several concepts from Delay/Disruption Tolerant Networking (DTN). DTN is an

architecture and set of protocols developed for space communication with contributions from standards bodies including

CCSDS [33] and the Internet Engineering Task Force (IETF) [34]. This approach for CE-1 enables interoperability with

multiple commercial and government agencies and builds upon a substantial foundation of knowledge in space networks.

The Deep Impact Network Experiment (DINET) [35] is one of the only flight experiments to demonstrate contact

graph routing (CGR) [36], a type of DTN-layer routing, in a space network. The networking experiment utilized a four

node topology consisting of two surface assets, a relay node, and a terrestrial node. The Integrated Laser Communication

Relay Demonstration (LCRD) Low Earth Orbit User Modem and Amplifier Terminal (ILLUMA-T) [37] utilized contact

plans and aspects of CGR between the International Space Station (ISS), three ground stations, and a multi-hop network

of ground nodes. These experiments demonstrated the use of contact plans for internetworking DTN nodes together,

however they also helped to uncover some potential shortcomings for the current approaches to CGR.

Realistically, a space communication link (radio or optical), will only be scheduled with a single ground station at a

time. This decision will be made by a centralized scheduler which will plan a single path from space to ground. This

information can be used in a DTN contact plan; however, the routing decision has already been made at the time of

scheduling. In general, space networks are sparse and will have a limited number of potential paths to a destination.

In addition, the physical link must be brought online prior to DTN layer services. This will require a communication

schedule to be known and agreed upon, with software that coordinates between the various levels of the protocol stack

to configure the full system properly.
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Fig. 1 Conceptual overview of CE-1. Software components exist on the spacecraft and ground, connected by RF
links through provider ground stations and relay satellites. Ground software has connections for scheduling
service with providers and transferring data to end users.

C. Service Acquisition

Prior work has conceptualized [6, 38] and experimentally demonstrated [39, 40] the concept of automated scheduling

based on real-time needs of the user spacecraft in the near-Earth regime. Similar techniques have been proposed for

cislunar [41] and deep space [42]. The Proximity-1 protocol [43] is used to establish a hailing channel over which

Martian spacecraft can request service from an orbiter.

The problem of optimally scheduling ground stations within a provider’s network based upon mission needs has

received considerable study [44–47]. Less attention has been paid to multi-provider scheduling in which an agent

has incomplete control over each of several networks. The key decisions in this environment are which provider and

which configuration are used to meet a mission’s needs. Multi-provider frameworks may require services to integrate a

compatible interface into their systems [48, 49]. This common interface decreases complexity but may hinder adoption.

D. Evaluation of Space Communications Systems

Provider networks frequently operate compatibility test facilities to verify spacecraft communications before launch

[50–52]. NASA’s Electronic Systems Test Laboratory provides end-to-end pre-launch testing across several networks

used throughout the mission lifetime of a crewed spacecraft [53]. These facilities operate at very high fidelity with

replicas of operational hardware. However, they serve primarily to test against existing capabilities rather than research

new ones.

Several satellite communications testbeds leverage commodity software-defined radios, primarily for evaluation

of physical layer techniques [54, 55]. Spacecraft networking testbeds driven by orbital mechanics engines such as

Systems Tool Kit (STK) have been used in DTN research [56, 57]. In [58], the authors present an STK-driven emulation

environment of space-Earth communications primarily for interference mitigation research. Several recent testbeds

have incorporated over-the-air connections through a relay satellites focusing on satellite-enhanced 5G communications

[59, 60].
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Parameter Description
Destination Final endpoint for data.
Priority User-defined data priority. Values [0-2] correspond to bulk, normal, and expedited priority level.
Creation Time Timestamp of bundle creation. Used in results section for latency metrics.
Deadline Time after which payload will no longer be useful. Used by CE-1 as a target latency.

Table 1 Selected bundle header fields used by CE-1.

III. System Features
The proposed framework is a distributed system with components in the space and ground segments (Fig. 1). Wireless

links through provider ground stations and relay satellites primarily transfer mission data but also exchange metadata

between the space and ground components of CE-1. This section will discuss three key steps in the communications

process which the system automates: monitoring mission data, scheduling service, and managing protocol compatibility

during contacts. Where appropriate, illustrative examples are provided to highlight capabilities of each feature.

A. Automatic Data Handling

Transfer of mission data uses the bundle protocol [61], developed for reliable data transmission in networks with

intermittent connectivity and large delays. Bundles are either created directly by spacecraft subsystems (vehicle health,

science instruments, etc.) or converted from files or telemetry streams via bundling agents. Metadata contained in

bundle headers (Table 1) is used by CE-1 to make decisions. Specifically, CE-1 will autonomously execute steps in the

communications process to transfer data to its destination by the deadline. This includes determination of a next-hop,

acknowledged transfer of bundles, and monitoring need for additional capacity.

Parameter Description
Source Node address of data sender.
Destination Node address of data receiver.
Start Beginning timestamp of contact availability.
End End timestamp of contact availability.
Data Rate Anticipated link capacity used for CGR calculations.
Radio ID Identifier for radio which is compatible for the given configuration.
Priority Used to configure primary/secondary routes to the same destination.
Config. ID Mission-specific identifier of the provider and its configuration parameters (e.g. frequency, rate).

Table 2 Contact plan parameters used by CE-1. Standard CGR parameters are above. Additional parameters
added for CE-1 use are below.
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(a) (b)

Fig. 2 Example of bundle offload by (a) priority and (b) deadline. In (a) expedited bundles take precedence over
normal-priority bundles. In (b) bundles with normal priority are generated with two deadlines and the nearer
deadline takes precedence.

1. Routing and Storage

CGR operates on a contact plan: an enumeration of all contacts available to the spacecraft along with their start

and stop times (Table 2). Software onboard the spacecraft selects a next-hop node with positive advance towards the

destination in the bundle header [62]. Route selection uses the earliest arrival time metric [63]. An end-to-end route is

not required to be simultaneously available. Occasionally CGR will determine it is more optimal to select a future

contact for bundles or, more simply, there may be periods of time when a next-hop is not available such as periods of no

connectivity between passes to ground stations. In this case, bundles are buffered in onboard storage and released when

the next-hop node is available.

2. Transfer

As will be seen in Section III.C, Internet Protocol (IP) is used throughout provider networks. Convergence layers

carry bundles over intermediate hops in provider networks and the wider terrestrial Internet, which may or may not

be DTN nodes. CE-1 uses a Licklider Transmission Protocol (LTP) convergence layer to carry spacecraft data over

UDP/IP space-Earth links. Terrestrial data distribution (i.e., between CE-1 ground side software and mission operation

centers) uses a TCP convergence layer over TCP/IP. During an active contact, LTP packets are transmitted at an initial

rate set in the contact plan. Real-time updates to this rate limit may be applied for ACM links. Acknowledgements are

provided by the next-hop node and allow the sender to release transferred data from storage.

Recurring LTP pings, sent from the spacecraft to the next hop during an active contact, are utilized alongside

CGR for detecting unexpected link outages. If a ping is acknowledged, the route to the next hop is considered active.

Otherwise, the route is excluded from route options. Whenever a route changes physical state, the preferred route is

recomputed. This effectively enables a spacecraft to automatically switch to a secondary radio when the primary fails.
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Data offload is sorted first by priority (bulk, normal, expedited). Within a class of data, bundles with the nearest

deadline will be transferred first. An example is shown in Fig. 2a. At 16:13:10, normal priority data is generated. This

begins flowing over the planned link. At 16:13:25, expedited priority data is generated and CE-1 begins transferring this

data instead. Downlink of normal priority data begins after all expedited bundles are received. Likewise, in Fig. 2b

bundles with a deadline 20 minutes in the future are prioritized over bundles with the same priority but a later deadline

of 60 minutes.

3. Storage Monitoring

At regular intervals, CE-1 will evaluate bundles in storage against the capacity of the contact plan to determine

if: 1) data will not be transferred by its deadline; and 2) onboard storage is at risk of exhaustion. If either condition

exists, the spacecraft will generate a request for additional capacity and send it to ground-side software. Section IV.A

describes this assessment in detail. As results will show, this enables automatic recovery after failed contacts. Issues

with downlinks (e.g., interference, mechanical failure, provider configuration issues) occur occasionally and indeed are

far more common than issues with the spacecraft itself [64]. After a failed contact, unacknowledged data will remain in

onboard storage. CE-1’s storage monitoring process will generate requests to schedule replacement contacts. These

requests include the data volume requested, time required by, and a priority.

B. Automatic Scheduling

Broadly speaking, we can divide services into two categories representing the trade-off between between performance

and availability. On-demand services require no pre-coordination before a link can be used by virtue of having a

receiver always ready for a user’s transmissions. These services frequently employ multiple access schemes which

divide resources (i.e. in the time, frequency, or code domains) and place a limit on per-user capacity. Comparatively,

scheduled services are often single-user assets and use schedules to determine which spacecraft is being tracked by a

given beam or reflector antenna. These services are comparatively higher performance but have less availability. As an

example, consider NASA’s Tracking and Data Relay Satellite System (TDRSS) which provides both an on-demand [65]

and scheduled service. Though both services are relayed through the same satellite the performance difference is large:

300kbps versus 1.5Gbps, respectively [66]. As the name implies, scheduled services must be reserved with the provider

in advance.

Current practice for many space missions involves a human-driven forecast scheduling process to request contacts

[67]. This requires operators to anticipate future data transfer needs days or weeks in advance which can lead to

either over-scheduling of resources or failure to schedule enough capacity for actual data volumes. However, some

providers offer the ability to schedule excess capacity through automated interfaces with little lead time. CE-1 uses this

capability to acquire additional capacity when required for spacecraft data transfer. Since provider scheduling systems
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Fig. 3 Translation between generic contact format used by CE-1 components (white) and the scheduling
API calls of two example service providers (gray). The provider’s response is translated into CE-1’s generic
accept/reject format.

are frequently accessed via an application programming interface (API) over the Internet, ground-side CE-1 software

performs this function on behalf of the spacecraft. This process involves receiving a request message, interfacing with

one or more provider APIs to schedule service, and returning an acknowledgement to the spacecraft.

1. Contact Selection

On the ground, CE-1 generates a list of candidate line-of-sight contacts between the mission spacecraft and each

provider asset. The optimal contact is selected following the algorithm described in Section IV.B. CE-1 communicates

the request to the associated provider which will either confirm the request or reject it (frequently because the selected

asset is occupied by another customer at the time). If the top-ranked contact is not available, CE-1 attempts to schedule

the second-ranked and so on.

If desired, the software can batch process requests received from several spacecraft within a configurable window.

Multiple requests are handled in priority order. The software has been stress tested with 51 emulated spacecraft

generating 831 requests over a 72 hour period. With appropriate computing power, scaling to an arbitrary number

of nodes is possible. CE-1 software manages contacts in generic data structures with a common set of fields for all

providers. A set of modular interface layers translates between CE-1 and API calls to a specific provider’s scheduling

interface. Figure 3 shows an example of this translation for the scheduling systems of TDRSS and Amazon Web

Services (AWS) Ground Station [68].

2. Request/Response Transfer

Service requests must reach ground software potentially in the absence of a scheduled contact. We assume

that spacecraft have persistent access to an on-demand service, discussed below, which allows low-rate exchange of

information without the need to schedule with a provider in advance. CE-1 flight software uses these channels to send

requests to ground software and receive responses. In this way, on-demand contacts are used to provision scheduled

contacts.

Several options for on-demand services exist. Past work has demonstrated scheduling requests sent through the
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Fig. 4 In the absence of on-demand contacts, CE-1 can use existing scheduled contacts (gray) to send requests
for additional contacts (purple).

TDRSS Demand Access System (DAS) [39]. Spatial and code diversity allows simultaneous reception of signals from

several spacecraft. No equivalent on-demand service exists in the opposite direction, but a bidirectional link can be

established with minimal lead time [7]. Current and upcoming commercial alternatives exist [69–71]. Another option

demonstrated in [72] involves near-omni antennas colocated at ground stations to provide a low-rate control channel

without the need to slew ground station antennas.

Additionally, requests can be sent in-band during existing scheduled contacts to set up future service [67]. Figure 4

shows a representative test. This scenario emulates a low-power CubeSat unable to close a link to relay satellites even at

low rates. At the start, the spacecraft has a planned contact with sufficient capacity for its stored data. However, at

approximately 7 minutes out, additional high-priority data is generated by spacecraft instruments. The request and

response are sent in-band during the planned contact. This results in CE-1 scheduling an additional ground station pass

to transfer the remaining data.

C. Automatic Service Execution

To send data through a service provider’s network, the spacecraft must be compatible with protocols at the physical,

data link, and network layers. CE-1 ensures these provider-specific protocols are correctly configured before each contact

and adjusted in real-time as needed. Many service providers, particularly those whose services connect terrestrial users

to the Internet, support IP throughout their networks from the air interface through data delivery to end users. CE-1

uses IP as a common layer for routing of metadata between space and ground-side software. Mission data (via bundle

protocol convergence layers) is sent to the IP address of its destinations such as mission operations centers, science data

users, etc. Intermediate nodes need not be DTN-enabled so long as they can route IP. In the uplink direction, data is sent

to a common spacecraft IP. CE-1 ensures this data is routed through the proper provider as each contact is started and

stopped.
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Fig. 5 Overview of CE-1’s automatic service execution capability with pseudo-IP addresses. Compatible
protocols are configured on the spacecraft SBC and SDR for each contact. The spacecraft and destination are
reachable at the same persistent IP addresses even as the active provider changes.

1. Provider Protocol Sets

We assume CE-1 flight software runs on a Linux single-board computer (SBC) with interfaces to spacecraft radios.

For each provider, CE-1 instantiates a Linux kernel network device (Fig. 5). Each interface is assigned an IP address

which can reach a provider’s IP gateway. The interface also implements required data framing for protocol compatibility

[73]. Framed bytes are transferred to spacecraft radios over a local data interface (e.g., Ethernet, SpaceWire, etc.).

Radios implement physical-layer protocols. While CE-1 can support provider-specific terminals, ideally this is a

software-defined radio (SDR). A single SDR can be reconfigured with firmware for the active-contact’s protocol set

[26, 74].

2. Link Switching

At the start of each contact, CE-1 uses information from the contact plan (Table 2) to:

1) configure the corresponding radio with proper physical-layer protocols and begin RF transmission.

2) adjust the Linux routing table so traffic flows over the corresponding network interface. This configuration also

occurs on ground-software so traffic to the spacecraft is routed to the active provider’s data interface.

This process allows the mission operations center to send IP traffic to the spacecraft’s address (86.24.25.123 in Fig.

5) with the knowledge it will reach the spacecraft as it roams between Provider A, B, and C. Simplification of operations

via automation allows spacecraft to operate with more providers than would be possible if manual configuration of each

contact by mission operators was required. This in turn enables a large set of candidate contacts which can easily be

drawn upon to provide capacity to the spacecraft as needed.

3. Rate Adaptation

Standards which support ACM such as the ETSI Second Generation Digital Video Broadcasting – Satellite (DVB-S2)

[29] have been used in spacecraft communications. However, DVB-S2 does not standardise a feedback mechanism

for modulation/coding (ModCod) updates, leaving this as a vendor implementation detail. To improve compatibility
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(a) (b)

Fig. 6 ModCod updates through the active link to flight-side software allows real-time adjustment of rates for
interference and time-varying path loss.

across many service providers using DVB-S2, CE-1 instead provides ModCod updates as IP packets which flow from

ground-side software to the spacecraft over the active link [75]. Onboard the spacecraft, ModCod updates are passed to

the radio. Additionally, the network rate of transmitted bundles is adjusted to match the new link capacity. Figure 6 shows

this adjustment will optimize capacity in the presence of time-varying link conditions and intermittent interference.

IV. System Decision Making
Built on top of the automation framework detailed in Section III, CE-1 makes two core decisions: when additional

service is required and what contact to allocate in response to a user’s request.

A. Capacity Assessment

Since CE-1 offloads data by priority and then deadline, it follows the same order when evaluating capacity. Priority

𝑝 ∈ {0, 1, 2} corresponding to bulk, normal, and expedited, respectively. We group deadlines into 𝑊 windows of

duration 𝑑 for evaluation. The windows are specified in offsets from current time, {0 − 𝑡𝑑 , 𝑡𝑑 − 𝑡2𝑑 , . . . , 𝑡 (𝑊−1)𝑑 − 𝑡𝑊𝑑}.

The process begins by summing the total volume of data in the 𝑤th window with priority 𝑝

𝑉𝑝,𝑤 =
∑︁
𝑖

𝑣𝑖 · 1{𝑝𝑖=𝑝, 𝑡(𝑤−1)𝑑≤𝑡𝑖≤𝑡𝑤𝑑 } (1)

where 𝑣𝑖 is the volume of the 𝑖th bundle and 1{ ·} is the indicator function. The indicator function is 1 if the conditions

concerning priority 𝑝𝑖 and deadline 𝑡𝑖 of the 𝑖th bundle are true, 0 otherwise.

There are 𝑁 contacts in the spacecraft’s contact plan with rate 𝑟𝑛 over an interval of offsets relative to current time

[𝑡0,𝑛, 𝑡1,𝑛]. Capacity of the 𝑛th contact over a time window that begins in 𝑡𝑏 and ends in 𝑡𝑒 seconds is

𝑐𝑛 (𝑡𝑏, 𝑡𝑒) = 𝑟𝑛 ·max
[
0,min(𝑡𝑒, 𝑡1,𝑛) −max(𝑡𝑏, 𝑡0,𝑛)

]
. (2)
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Total capacity from now to the end of the 𝑤th window is 𝐶 (𝑡𝑤𝑑) =
∑𝑁

𝑛=1 𝑐𝑛 (0, 𝑡𝑤𝑑). If capacity is insufficient to offload

data by the deadline we must request additional volume of data

Δ𝑝,𝑡𝑤𝑑
= max ©«0, 𝑉𝑝,𝑤 −

𝐶 (𝑡𝑤𝑑) −
𝑙<𝑤∑︁
𝑘<𝑝

𝑉𝑘,𝑙

ª®¬ . (3)

The bracketed term in (3) represents the remaining capacity after accounting for higher-priority requests and nearer

deadlines. The set of requests R = {Δ𝑝,𝑡𝑤𝑑
| 𝑝 ∈ {2, 1, 0}, 𝑤 ∈ 1, . . . ,𝑊} is ordered first by priority and second by

deadline.

If there are no requests required to meet deadlines (R = ∅) the process then checks for storage exhaustion. Total

storage usage is

𝑉𝑆 =
∑︁
𝑖

𝑣′𝑖 (4)

where 𝑣′
𝑖

is the disk space occupied by the 𝑖th bundle. This differs from 𝑣𝑖 due to the block size of the file system used

for storage. For example, the Linux ext4 file system aligns data in 4KiB blocks so 𝑣′
𝑖
= 4096 · ⌈𝑣𝑖/4096⌉. Due to this

alignment, throughout this work we will specify data volumes in units of 1024 bytes using kibibytes (KiB), mebibytes

(MiB), and gibibytes (GiB) rather than the more common base 1000 units of kB, MB, and GB. The mechanism will be

triggered when total storage use exceeds a percentage threshold 𝜏trig of the total available disk space 𝑉𝐴. To reduce disk

utilization to a target percentage 𝜏target, a high-priority request is generated

Δ2,𝑡𝑥 =


𝑉𝑆 − 𝜏target𝑉𝐴 − 𝐶 (𝑡𝑥), 𝑉𝑆/𝑉𝐴 > 𝜏trig

0, otherwise
(5)

where 𝑡𝑥 is the time offset when storage issues must be resolved. A mission sets 𝑡𝑥 approximately equal to time for

storage to fill from threshold 𝜏trig to 100% under a worst-case data generation rate. The set of R requests will be sent

to the ground. We will wait |R | · 𝑡rtt + 𝑡loop for the next loop where 𝑡rtt is the round trip time to fulfill one request and

𝑡loop is a wait time parameter to allow enough data to gather before the next evaluation interval. This is summarized in

Algorithm 1.

B. Service Fulfillment

Ground-side software receives the request message for volume Δ𝑝,𝑡𝑟 by time 𝑡𝑟 with priority 𝑝. Orbit mechanics

software generates list of possible contacts taking into account constraints. Primarily this is a line-of-sight calculation

considering central-body obstruction, but can also include [72]:

1) Blockages onboard spacecraft.

2) Slew rate limits on gimbal or body-pointing motion.
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Algorithm 1: Capacity assessment process.
1 while True do
2 R ← ∅;
3 𝑡wait ← 𝑡loop;
4 for 𝑝 ∈ {2, 1, 0} do
5 for 𝑤 ∈ {1, . . . ,𝑊} do
6 Calculate 𝑉𝑝,𝑤 as in (1);
7 𝐶 (𝑡𝑤𝑑) ←

∑𝑁
𝑛=1 𝑐𝑛 (0, 𝑡𝑤𝑑);

8 Calculate Δ𝑝,𝑡𝑤𝑑
as in (3);

9 if Δ𝑝,𝑡𝑤𝑑
> 0 then

10 R ← R ∪ {Δ𝑝,𝑡𝑤𝑑
};

11 end
12 end
13 end
14 if R = ∅ then
15 𝑉𝑆 ←

∑
𝑖 𝑣
′
𝑖
;

16 Calculate Δ2,tx as in (5);
17 if Δ2,tx > 0 then
18 R ← R ∪ {Δ2,tx};
19 end
20 end
21 foreach Δ𝑝,𝑡𝑟 in R do
22 Send priority 𝑝 request for Δ𝑝,𝑡𝑟 bytes by 𝑡𝑟 ;
23 𝑡wait ← 𝑡wait + 𝑡rtt;
24 end
25 Sleep 𝑡wait;
26 end

3) Sun illumination if a spacecraft requires active solar to remain power positive.

4) Time constraints during which mission operators do not wish communications to occur.

If a provider supports multiple configurations (e.g., data rates, power levels), a candidate contact is created for each

configuration. Each contact has an associated required symbolwise signal-to-noise ratio 𝐸𝑆/𝑁0req,𝑛 dictated by provider

hardware and its configuration. A link budget is calculated

𝐸𝑆/𝑁0,𝑛 (𝑡) = EIRP𝑛 + G/T𝑛 − 20 log10 𝑑𝑛 (𝑡) − 20 log10 𝑓𝑐,𝑛 − 10 log10 𝑅𝑆,𝑛 + 376.15 (6)

where EIRP is the spacecraft’s radiated power in dBW. Provider configuration-specific parameters G/T, 𝑓𝑐, and 𝑅𝑆

are receive antenna gain-to-noise-temperature, center frequency, and symbol rate, respectively. The distance 𝑑𝑛 (𝑡) in

meters between spacecraft and provider asset is solved by orbit mechanics software over the contact interval [𝑡0,𝑛, 𝑡1,𝑛].

The condition function

Γ(𝑡) = 𝐸𝑆/𝑁0,𝑛 (𝑡) > 𝐸𝑆/𝑁0req,𝑛 +margin (7)
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indicates when the link closes with the desired margin (3dB is a typical value). A revised interval

𝑡′0,𝑛 = min{𝑡 | Γ(𝑡), ∀𝑡 ∈ [𝑡0,𝑛, 𝑡1,𝑛]}

𝑡′1,𝑛 = max{𝑡 | Γ(𝑡), ∀𝑡 ∈ [𝑡0,𝑛, 𝑡1,𝑛]}
(8)

is calculated such that the link is possible over [𝑡′0,𝑛, 𝑡
′
1,𝑛]. Contacts in which the link never closes are removed from

consideration.

We calculate capacity from (2) using each candidate’s adjusted times. If the contact is longer than needed, stop time

is then trimmed so the contact only covers time required to transfer the requested volume plus a fixed duration 𝑡acq to

account for modem acquisition

𝑡′′1,𝑛 = min
{
𝑡 | 𝑡′0,𝑛 + 𝑡acq ≤ 𝑡 ≤ 𝑡′1,𝑛, 𝑐𝑛 (𝑡

′
0𝑛, 𝑡) ≥ Δ𝑝,𝑡𝑟

}
. (9)

Start time does not change, but we will use 𝑡′′0,𝑛 = 𝑡′0,𝑛 for notational simplicity and make the obvious notational

substitutions for 𝑡0,𝑛 and 𝑡1,𝑛 when using (2) from this point on. Contacts which do not cover the minimum duration

𝑡′′1,𝑛 − 𝑡
′′
0,𝑛 ≥ 𝑡min are discarded. Finally, we also pare down contacts such that all occur before the request time 𝑡𝑟 and

none begin before a lead time 𝑡lead. The lead time accounts for a worst-case time CE-1 takes to schedule service and get

a response to the spacecraft. This results in a set of candidate contacts with capacities

C = {𝑐𝑛 (𝑡lead, 𝑡𝑟 ), ∀𝑛} (10)

For each contact, we define a utility function which maps mission preferences to the contact parameters. Each

element of the equation has a fitness function 𝑓 ∈ [0, 1] and weight 𝜔 ∈ [0, 1] which indicates the relative importance

the mission places on the corresponding quality. The utility function can contain many features such as quality of

service, total volume, minimum duration, etc. Our studies show the most helpful features are volume, cost, and wait time

𝑈𝑛 = 𝜔cost 𝑓cost,n + 𝜔wait 𝑓wait,n + 𝜔vol 𝑓vol,n (11)

The mission determines a relative cost 𝑓cost,n ∈ [0, 1] for it to schedule with the provider of the 𝑛th contact. We define

𝑓wait,n = max
(
𝑡wait − 𝑡0,𝑛

𝑡wait
, 0
)

(12)

where 𝑡wait is a scaling factor for the maximum desired wait time which depends on typical mission data. For example, a

mission may set 𝑡wait = 3600 if it is obligated to deliver science data no later than one hour after its collection. The
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volume fitness function is

𝑓vol,n = max
(
𝑐𝑛 (𝑡lead, 𝑡𝑟 )

Δ𝑝,𝑡𝑟

, 1
)

(13)

which equals 1 for candidates which will transfer all requested data. The system attempts to schedule 𝑛∗ = argmax𝑛 (𝑈𝑛)

as described in Section III.B. If unsuccessful, the contact is removed from further consideration for this request and any

future requests

C ← C \ {𝑐𝑛∗ }. (14)

The process is run with the new set until success or no candidates remain. This is shown in Algorithm 2.

Algorithm 2: Service fulfillment process.
1 Solve line-of-sight contacts defined by [𝑡0,𝑛, 𝑡1,𝑛];
2 Trim contacts to [𝑡′0,𝑛, 𝑡

′
1,𝑛] as in (8);

3 Calculate capacities C ← {𝑐𝑛 (𝑡lead, 𝑡𝑟 ), ∀𝑛};
4 if 𝑐𝑛 (𝑡lead, 𝑡𝑟 ) > Δ𝑝,𝑡𝑟 then
5 Adjust end time to 𝑡′′1,𝑛 as in (9);
6 end
7 Calculate 𝑈𝑛 as in (11) for each candidate;
8 while C ≠ ∅ do
9 Attempt to schedule 𝑛∗ = argmax𝑛 (𝑈𝑛);

10 if success then
11 Send response to spacecraft;
12 break;
13 end
14 C ← C \ {𝑐𝑛∗ };
15 end

V. Testbed
The proposed development is evaluated on a testbed (Fig. 7) which provides a high-fidelity emulation of the space

communications environment [13]. Realistic spacecraft and ground software environments, provider systems, radio

hardware, and channels are used to test CE-1 capabilities in several scenarios.

A. Mission Spacecraft

The user spacecraft emulation focuses on the communication subsystem and flight computer data handling. Our

chosen software-defined radio is a CesiumAstro SDR-1001, a smallsat form factor radio used in NASA’s Starling

mission [76]. A Linux computer hosts the space-side software components and connects to the SDRs over Ethernet.

The testbed can be configured to have a single SDR support on-demand and scheduled contacts or to use a second SDR

as a dedicated low-rate radio for on-demand contacts.

Testbed SDRs implement two protocol stacks (“waveforms”) in the radio’s programmable logic fabric for IP transfer
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Fig. 7 Overview of components which comprise the testbed. SDRs are connected to provider modems through a
channel emulator. Testbed controller software applies link parameters from STK to the channel emulator at
contact start.

over wireless links: DVB-S2 Generic Stream Encapsulation (GSE) [77] and CCSDS Encapsulation Packet Protocol

(EPP) [78]. Two CCSDS-compliant physical-layer protocols are used. A high-rate QPSK waveform is configured

primarily for scheduled links. A spread-spectrum waveform compatible with TDRSS’ multiple access (MA) service is

used for a low-rate on-demand channel. Current achievable data rates over these links are shown in Table 3.

B. Provider Emulation

The testbed includes emulated provider systems for each link type in Table 3. Rackmount modems represent the

hardware a service provider would install at their ground site. The modems either exchange IP datagrams directly or

communicate through a software interface for translation to routable IP. These interfaces (Fig. 7) stand in for software a

provider would instantiate at their ground site to handle IP traffic. To demonstrate CE-1’s dynamic scheduling ability

without committing antenna time, the testbed requires the ability to emulate responses from scheduling APIs of service

providers. A generic emulated service provider responds to scheduling requests from CE-1. This software accepts or

rejects requests with a configurable uniform probability.

C. Channel Emulation

Signals from spacecraft radios and provider modems are connected by a Keysight Propsim F64 Radio Channel

Emulator. Software makes and breaks connections to the scheduled modem based on the results of CE-1 scheduling

Standard Modulation Encapsulation Ground Modem Max Rate
DVB-S2 PSK, APSK GSE Teledyne QFlex-400 15Mbps
CCSDS QPSK EPP Kratos qRadio/qFEP 3.9Mbps

TDRSS MA Spread-BPSK EPP Amergint sat-TRAC 193kbps

Table 3 Link types in testbed.
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(a) (b)

Fig. 8 Simulated STK input versus measured testbed impairments show close agreement for an example contact.
Specified parameters are (a) 𝐸𝑆/𝑁0 and (b) Doppler shift.

requests. Each testbed scenario is defined by a set of spacecraft, ground stations, and their RF parameters [79]. STK

models the communication environment and orbital dynamics. Prior to a contact, testbed controller software queries

STK for a profile of link parameters such as 𝐸𝑆/𝑁0, propagation delay, and Doppler shift. Time series of these

impairments are loaded into the Propsim which applies them to the active link during a contact. Load time increases

with emulation fidelity. We optimize accuracy for quick loading such that an example ground station pass (Fig. 8) is

loaded in less than 10 seconds. Measurements show these settings produce emulations accurate for Doppler within

1ppm, 𝐸𝑆/𝑁0 within 0.4dB, and propagation delay within 1%. The entire channel emulation process runs without

human input, enabling long-duration tests.

The channel emulation can also induce off-nominal impairments. Most simply, testbed software can disconnect

signals from modems at a preset time. This can simulate any number of provider equipment issues which would break

the link entirely. The output of a Stanford SG380 signal generator produces additive in-band interference at adjustable

signal power levels as in Fig. 6. Both these impairments can be scheduled repeatedly to introduce failure scenarios into

long-duration tests.

D. Ground Software

Ground-side software is hosted on general purpose computers. Local network connections among the testbed

emulate data transfer over the terrestrial Internet. These interfaces include connections to emulated provider data

interfaces and emulated provider APIs. Additionally, an emulated mission operations center (MOC) receives spacecraft

data and sources commands for uplink.

VI. Proof-of-Concept Scenarios
A series of tests were performed to validate unique capabilities of CE-1 as summarized in Table 4. Each scenario is

motivated by a real mission albeit with simplifications and adjusted parameters for testbed limitations. All scenarios use
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parameters set according to Table 5.

A B C
Latency-Constrained Delivery • •
Storage Exhaustion Prevention •
Service Provider Roaming • • •
Data Prioritization • •
Link Failure Handling •

Table 4 Major CE-1 features tested in each scenario.

A. Handle Link Failures

1. Inspiration

The Joint Polar Satellite System (JPSS) consists of polar-orbiting weather satellites which provide data for forecasting

and climate science. The JPSS-1 satellite (renamed NOAA-20 after launch) has latency requirements for end-to-end

delivery of data products ranging from 80 minutes to 25 hours [80]. The mission requires these latency be met 95% of

the time on a 30-day basis.

The primary downlinks of science data are via Ka-band links to ground station sites in Fairbanks, Alaska; Svalbard,

Norway; and the antarctic research stations Troll and McMurdo [81]. A back-up link consists of a Ka-band transmission

through TDRSS at the same rate. Primary commanding is through TDRSS S-band service at low kbps rates. Use of

sites at both poles limits typical latency to a half-orbital period of approximately 50 minutes in nominal cases. However,

periodic disruptions occur due to downlink issues: incorrect scheduling, mechanical issues, planned maintenance, power

outages, or failure to acquire a signal. While simple configuration errors will only impact a single pass, hours-long

outages are not uncommon. In these cases, it is typical for the mission to wait until the following scheduled ground

station pass to recover data.

For example, consider an issue on October 17, 2022 recorded in JPSS-1’s outage notifications [82]. No data was

received during the Svalbard contact. This data was instead recovered during the following pass to McMurdo 50 minutes

later. At the time of the McMurdo contact, the earliest-collected data onboard was approximately 100 minutes old,

failing to meet the latency constraint. We applied windows from a historical database of TDRSS unscheduled time and

Parameter Value Parameter Value
𝜔vol 1.0 𝑡acq 25s
𝜔cost 0.5 𝑡min 60s
𝜔wait 0.1 𝑡lead 90s
𝑡loop 300s 𝑡wait 60s

Table 5 Parameters used in all test scenarios.
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Issue Time (UTC) Issue Description TDRSS Available
5-Nov-2021 00:50 Ground hardware issues. TDRS-12
17-Oct-2022 10:55 Data not received. TDRS-10
24-Apr-2023 10:12 Wrong antenna scheduled. TDRS-10

Table 6 Historical analysis of JPSS-1 data outages. In each case, a relay satellite was within line-of-sight and
available for a duration of at least 20 minutes before the next pre-scheduled ground station pass.

found the TDRS-10 satellite was both within line-of-sight and available for scheduling within 15 minutes after the failed

pass. With a typical 10 minute latency for scheduling TDRSS services [7], this contact could have been brought up to

meet the latency constraint. Analysis of two other cases for which historical TDRSS unscheduled time was available

(Table 6) also show backup contacts were available to meet the latency constraint.

There is substantial burden on the JPSS-1 operations team to manually track down the missing data products and

uplink the necessary commands. It is therefore unlikely manual effort is worth it, since failures are infrequent enough

that the 95% latency is still met on a 30-day average basis. However, CE-1 can handle these failures automatically

without burdening operations personnel. The system can schedule additional service using backup ground stations and

relays and re-transmit the data automatically to meet latency requirements.

2. Test Scenario

We develop a Mission A scenario, inspired by JPSS-1. The polar-orbiting Mission A satellite has access to three

TDRSS relays which provide global coverage for low-rate commanding. The mission starts with planned contacts for

every pass over Svalbard and McMurdo. These contacts have an average duration of 14 minutes and are separated by

50 minutes. In current configuration, the testbed cannot meet the actual rate used by JPSS-1 (though future software

upgrades to emulated mission spacecraft will increase this limit). We set Mission A’s data rate to 15Mbps and scale its

data generation rate accordingly. We generate 2.0Mbps of lowest-priority (bulk) data which is given a deadline of 12

(a) (b)

Fig. 9 Latency between high-priority data generation and its delivery for (a) a baseline scenario with only
pre-scheduled contacts and (b) an test scenario where CE-1 is enabled and contacts can be dynamically scheduled.
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Fig. 10 Zoomed in view of contacts in the CE-1 scenario. Requests are generated after failed contacts in order
to transfer data before its deadline.

hours from generation to downlink. Additionally, 1.2Mbps of high-priority (expedited) data is generated with a delivery

requirement of 80 minutes. Under normal conditions this is 32GiB/day generated, a 30% margin over the 42GiB/day of

scheduled capacity. Under nominal conditions, the planned contacts can transfer all generated data.

Testbed software simulates outages on back-to-back passes to McMurdo by disconnecting the RF signal from the

modem. These outage pairs are repeated every 12 hours for the duration of a two-day test. We perform two test runs.

The first is a baseline test without CE-1. In this run, data simply waits until the Svalbard pass and results in 50 minutes

of additional latency after each outage.

In a comparison run, we enable CE-1 to meet the 80 minute latency for high-priority data. In addition to dynamic

scheduling of TDRSS time, we give Mission A the ability to schedule service to ground stations. We emulate two

generic ground station networks using locations of AWS and Kongsberg Satellite Services (KSAT) sites. Availability of

all assets is set to 50% to emulate utilization by other customers which is beyond Mission A’s control. We exercise

the cost mechanism with 𝑓cost,AWS = 𝑓cost,KSAT = 1.0 (least expensive) and 𝑓cost,TDRSS = 0.1 (more expensive). This

will preference ground stations over relay satellite use. As will be seen, there will be gaps in ground station coverage,

particularly in the Pacific, which will prevent ground station contacts before the latency constraint. In these cases the

mission will schedule TDRSS despite increased costs.

Fig. 11 Illustration of RDP logic around the 01:21 request. The highlighted 0–20 minute bin shows insufficient
capacity until a request is generated.
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Rank Provider Time Utility
1 AWS HI 01:27:47 - 01:28:47 1.5957
2 KSAT HI 01:28:41 - 01:29:41 1.5950
3 AWS HI 01:28:47 - 01:29:47 1.5949
4 KSAT HI 01:29:41 - 01:30:41 1.5941

13 TDRS 08 01:24:43 - 01:25:43 1.1483
14 TDRS 11 01:24:43 - 01:25:43 1.1483
15 TDRS 08 01:26:24 - 01:27:24 1.1483
16 TDRS 11 01:26:24 - 01:27:24 1.1483

Table 7 Candidate contacts considered by CE-1 for the 01:21 request.

3. Results

With 12 hours for delivery and additional margin in the planned contacts, the low-priority data meets requirements

in both runs. We focus on latency of high-priority data in the baseline case as shown in Fig. 9a. As expected, without

manual intervention, failures drive the latency of the oldest data to nearly 92 minutes due to time until the next Svalbard

contact. In comparison, in the run with CE-1 enabled, the request mechanism was triggered shortly after each failed

contact. As in Fig. 9b, the dynamically-scheduled contacts ensure latency of high-priority data is no greater than 80

minutes.

Examining CE-1’s response to the third pair of failed contacts is illustrative. Figure 10 shows these passes beginning

with the first failed McMurdo pass around 01:00. Figure 11 visualizes the execution of Algorithm 1 onboard the

spacecraft. At the 01:21, the first evaluation interval after the failed pass, CE-1 flight software notes the deadline of

most bundles is greater than 20 minutes in the future. These will be fulfilled by the planned Svalbard contact beginning

at 01:46. However, the oldest bundles were generated 60 minutes ago – immediately after the previous Svalbard pass

ended. The deadline of these bundles, highlighted in Fig. 11, will be in less than 20 minutes for which there is no

scheduled capacity. CE-1 flight software generates a request for this 6MiB of data with a required time within the next

20 minutes.

On Earth, CE-1 ground software generates a series of candidates as shown in Table 7. Since the requested 6MiB

is small compared to the 15Mbps data rate, all contacts are trimmed to the minimum allowed duration of 𝑡min = 60s.

Though the TDRSS events occur sooner, they are ranked below the AWS contacts because 𝜔cost > 𝜔wait. CE-1 selects

the first contact but this is rejected because the emulated AWS scheduling system has tasked AWS Hawaii to another

customer at that time. Scheduling proceeds with the second ranked contact. This time the emulated KSAT scheduling

system responds with a confirmation. The confirmation is passed to the spacecraft. This additional capacity is taken

into account at the 01:26 evaluation interval and no additional requests are issued.

We encounter the same scenario after the second failed McMurdo pass in this group. The capacity evaluation occurs

again at 03:03 and service is requested. Due to orbital procession, Mission A is now west of the Hawaiian Islands as
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Fig. 12 Ground track of Mission A between request time and the 20 minute deadline for the 01:21 (green) and
03:03 (purple) requests. Schedulable ground stations (white) are shown along with the pre-scheduled McMurdo
and Svalbard ground stations (gray) for reference.

shown in Fig. 12. It only has TDRSS relays available so CE-1 schedules TDRS-08. Among the eight dynamic contacts

scheduled in this test, two others went to TDRSS because they did not have ground station visibility. We note that

without TDRSS we would not be successful in meeting 100% of latency over the run, but we would still improve over

the baseline case for five of the eight failed contacts.

B. Handle Unexpected Data Generation

1. Inspiration

The Nuclear Spectroscopic Telescope Array (NuSTAR) is an X-ray telescope in Earth orbit capable of highly

sensitive measurements of high-energy astrophysical sources. The NuSTAR communication system consists of an

S-band transceiver with two omni-directional antennas providing nearly spherical coverage. NuSTAR primarily utilizes

direct-to-Earth ground stations for commanding, telemetry, and science data, but can also communicate with TDRSS for

low-rate commanding and telemetry.

Data is stored in one of four virtual recorders (ring buffers) on a solid-state recorder. Data generation rate of the

photon detection instruments is proportional to the brightness of targets. Approximately 36-48 hours of observations at

nominal brightness can be recorded before older data is overwritten. However, observations of the brightest targets

will fill storage in just three hours and require frequent downlinks to prevent exhaustion. The mission plans passes in

advance to meet the needs of its observation schedule. However, actual data generation rates can vary by a factor of two

from estimates used during preplanning [64]. In these cases, science data is at risk of being overwritten before it can

be downlinked. Conversely, if the actual generation rate is lower than expected, then the ground stations will be used

inefficiently. The mission has invested heavily in automation for pre-planning [64], though these gains only bear fruit if

predictions match reality. In current practice, mission operators will attempt to manually schedule additional service

when the data rate is higher than expected to avoid storage exhaustion. CE-1’s automated storage exhaustion mechanism
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(a) (b)

Fig. 13 Histogram of gaps between ground station coverage for (a) NuSTAR’s equatorial orbit and (b) the polar
orbit chosen for Mission B. Simulation results over one week.

could handle these cases without requiring intervention of the mission operations team.

2. Test Scenario

We develop a Mission B scenario to test the storage exhaustion mechanism. Similar to NuSTAR, Mission B

downlinks data over S-band at a rate of 2Mbps and has a low-rate S-band link to TDRSS for commanding. We also use

NuSTAR ground stations at KSAT Singapore and the Italian Space Agency’s ground station in Malindi, Kenya [83].

We pre-plan contacts against a nominal data generation rate of 45kbps and a storage volume of 312MiB. This results

in four passes per day to each ground station. Under these nominal conditions, storage utilization does not exceed

75%. The baseline scenario will only use these pre-planned contacts, while the CE-1 test will also have the ability to

dynamically schedule the same set of emulated AWS/KSAT sites as Mission A. Contact capacity and data deadline are

set permissively such that the latency constraint mechanism is not triggered.

NuSTAR was launched into a nearly circular 630 km orbit with an inclination of 6◦. While this equatorial orbit

avoids impacts of the South Atlantic Anomaly, it does limit visibility to ground stations. Figure 13a shows a maximum

gap of 70 minutes between candidate contacts. This can be an issue for dynamic scheduling since by the time CE-1

senses a problem, the requested contact will be too far in the future to make a difference. For this reason, Mission B is

given a polar orbit similar to Mission A. This results in a maximum gap of 26 minutes (Fig. 13b).

3. Results

We again establish a baseline run without CE-1 enabled. A half day of the nominal scenario is shown in Fig. 14a

which verifies our assumption that data will not exceed 75% of storage. In Fig. 14b, data generation rate is set to 90kbps.

This represents a rate two times faster than predicted. Without manual intervention, onboard storage is exhausted. Next,

the 90kbps scenario is rerun for a comparison test with CE-1 enabled. Approximately every 12 hours, data accumulates

past the trigger threshold. CE-1 requests approximately 123MiB of data to return storage to target 40% of maximum.

These requests are fulfilled by contacts to AWS and KSAT ground stations. As shown in Fig. 15, this prevents storage
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from being exhausted without manual intervention.

C. Reprioritize Data

1. Inspiration

NASA-Indian Space Research Organization (ISRO) Synthetic Aperature Radar (NISAR) mission is an observatory

that will map the entire globe to determine changes in Earth’s surfaces and ice masses. After its launch in 2025, NISAR

will be supported by Ka-band links to NASA and ISRO ground station sites – including Fairbanks, Svalbard, and Punta

Arenas in southern Chile. The mission plans for 15-20 contacts per day to NASA sites with 3.45Gbps data rates [84].

Radar data is stored in a high capacity solid state recorder until downlinked to the ground. Preserving storage space for

later observations is important to the mission [85].

In addition to routine observations, NISAR will also be tasked with urgent requests for data over natural disaster sites

[86]. The desired latency for these requests is less than five hours, though a significant portion of this is allocated to data

processing on Earth. Fulfillment of these requests is on a best-effort basis and success will depend on the spacecraft’s

current storage capacity, planned contacts, and commanding ability. For example, data generated when storage is nearly

full may require 9 hours for transfer unless the datasets are reprioritized. In this case, NISAR offloads data by priority

and small data volumes can be downlinked within 2.5 hours with sufficient ground station availability.

In the future, government and commercial Ka-band relays may provide opportunity to offload these small, irregular

observations. Though relay satellites won’t fully replace the data volume of ground stations, their high availability

could aid in the transfer of time-critical data. CE-1’s ability to schedule service and automatically configure protocols

would be of benefit for a mission interested in intermittent use of several relay service providers to meet tight delivery

deadlines.

(a) (b)

Fig. 14 Storage utilization in the baseline (without CE-1) case at nominal data rate (a) we do not exceed 75% of
storage. At twice the predicted data rate (b), storage is exhausted and data is lost without manual intervention.
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Fig. 15 Storage volume of Mission B over time. Exceeding the trigger threshold will generate requests for
additional service. Over the two day run no data is lost due to storage exhaustion.

Fig. 16 Ground track of Mission C (blue) compared to planned ground stations (gray) and candidate relay
satellites (white).
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2. Test Scenario

In the Mission C scenario, approximately 15 contacts per day are planned across Svalbard, Puntas Arenas, and

Fairbanks. The orbit is the same as Missions A and B. Since current testbed software cannot support NISAR data rates,

we set Mission C’s rate for these direct-to-Earth contacts at 15Mbps. At an average contact duration of 13.7 minutes,

this equates to 21.6GiB of data per day. The spacecraft generates 1.6Mbps at a constant rate with a latency of 12 hours

to emulate routine science observations. This results in 16.0GiB of data volume – a 35% margin over contact capacity.

In addition, we randomly generate data to simulate urgent observations. These data are given expedited priority and a

target latency of 30 minutes. Data arrival is modeled by a Poisson process with 𝜆 = 2 hours and volume is exponentially

distributed with average of 50MiB.

Mission C also has the ability to transfer data over two emulated relay satellite constellations in geosynchronous

orbit (GEO). In the test, we use orbital elements from TDRSS and the Inmarsat Global Xpress (GX) fleet. While each

satellite constellation provides continuous coverage to LEO (Fig. 16), their availability is set to 50% in the testbed to

emulate capacity used by other customers. In contrast to Mission A, we assume that the terminal is power-limited and

links to GEO will be slower due to smaller receive antennas and increased path loss. Compared to the ground stations,

we anticipate additional losses of roughly 10dB and 17dB to TDRSS and GX, respectively. Applying these scale factors

to our direct-to-Earth data rate of 15Mbps, we arrive at 1.5Mbps and 0.25Mbps, respectively. Thus, while CE-1 can

schedule GEO links to offload data it will take the data rate penalty into account in its decisions.

3. Results

In response to bursts of data, CE-1 will either use existing ground station passes or schedule a new relay contact. If a

planned ground station pass is within 30 minutes of when the data is generated, CE-1 will not request additional service

and instead automatically bump the high-priority data to the top of the queue. De-prioritized data will be offloaded

after no high-priority data remains. With a 12 hour latency requirement and 35% scheduling margin on ground station

contacts, it should not be an issue to transfer the lower-priority data on time. Figure 17 shows an example case from

the CE-1 test run. Storage increases continuously due to the nominal data generated. At 03:34, an urgent observation

is commanded which results in 72MiB of high-priority data. The capacity assessment sees that the capacity of the

upcoming contact at 03:43 is sufficient. No request is issued, but the expedited data is offloaded first before resumption

of the nominal data.

Alternatively, when no planned contacts exist within the 30 minute window, CE-1 will exercise its ability to

dynamically schedule relay satellite service. No provider is favored over another from a cost perspective ( 𝑓cost,TDRSS =

𝑓cost,GX). As before, CE-1 will schedule enough service to handle the high-priority data. Figure 18 shows these dynamic

contacts scheduled to TDRSS and GX. We also note the significant variability in arrival time and data volume of

randomly-generated data over the 2.5 day test.
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Fig. 17 Mission C’s response when unplanned observations (dashed line) occur within 30 minutes of a planned
contact. The high-priority data is offloaded first, followed by data from routine observations.

Fig. 18 Bursty data is randomly generated throughout the test to emulate unplanned observations. Data is
offloaded from storage over planned ground station contacts or newly-scheduled relay satellite contacts.
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Fig. 19 Latency of high-priority data. With a few exceptions, data is transferred before the 30 minute deadline.

Figure 19 shows the resulting latency of the high-priority data. Across the two hour window, 93.2% of data by

volume is delivered on time due to the two interventions of CE-1. Two periods around 04:00 and 13:00 are noted where

data exceeds the 30 minute downlink deadline. In each case, all following conditions occurred:

1) No pre-planned contact was available within 30 minutes.

2) The request for higher-rate TDRSS link was rejected due to provider availability.

3) The generated data volume was greater than 53MiB, the capacity of a 30-minute GX contact at 0.25Mbps.

In these cases, meeting the latency was not physically possible. However, CE-1 makes repeated attempts to offload the

data in a best-effort manner until it is transferred, scheduling additional service when available.

VII. Conclusion
A cognitive radio, as defined by the inventor of the term in [87], represents a progression from communication

systems which are aware of their environment and able to adapt their parameters in response. Though an ideal cognitive

radio also incorporates learning, the initial aware/adaptive systems still represent a significant improvement over

state-of-the-art. A goal of CE-1 was to develop an autonomy framework upon which future cognitive engines (CE-2,

CE-3, etc.) can incorporate intelligence. Replacing manual human processes with machine-to-machine communications

provides a platform for integration of more complex machine learning algorithms. However, as these results demonstrate,

this automated system is highly useful for space missions in and of itself.

We have shown how the framework continuously monitors mission data and communicates needs for additional

service. The process of matching service requests with an optimal contact from a variety of service providers was

detailed. The proposed concept has been developed into a suite of software deployed in a laboratory testbed which

accurately emulates the space communications environment. Test results showed an ability to meet data latency

requirements across different priorities, volumes, and deadlines. Additionally, storage exhaustion can be prevented

when actual data generation rates do not match predictions. In each test case, the software automates the process of
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establishing end-to-end connections making transitions between providers seamless.

A shortcoming in the results of Section VI is that CE-1 will only react to data rather than proactively schedule based

on data generation rates. This is most notable in Mission B, where the system will take no action on the increased

data generation rate until onboard storage reaches the trigger threshold. After this threshold is reached, the system

has a limited amount of time to schedule additional contacts necessitating a high priority for these requests. This was

particularly pronounced in early tests with an equatorial orbit and long gaps between potential ground station contacts.

Though storage exhaustion prevention functioned at a basic level in this orbit, the mechanism had to be triggered

significantly earlier to prevent overflow in the time between the request and the dynamically-scheduled contact. A more

reactive future system could observe data accumulating at twice the anticipated rate and proactively schedule additional

service.

Future work will also investigate more complex routing, capacity assessment, advanced fault detection, and

scheduling algorithms to build upon the framework presented here. Additionally, a subset of CE-1 software presented in

this work – namely the automatic data handling and automatic scheduling features – were included in the TechEdSat-11

CubeSat which launched into low Earth orbit on a Firefly Alpha rocket in 2024. Results from on-orbit evaluation of

these components is expected in early 2025.
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