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Given the current evolution of the National Airspace and future trajectory towards novel and
evolving operations with varying levels of autonomy, complexity, and acceptable risk, there is an
opportunity to support safety assurance by extending existing methodologies, such as Functional
Hazard Assessment (FHA). In response to challenges in performing FHA for novel aviation
concepts, we propose a concept for Computational Functional Hazard Assessment (CFHA),
which provides processes, methods, and tools for incorporating external data to facilitate further
exploration of the hazard space iteratively throughout the design process. The core components
of CFHA involve knowledge capture from historical and operational data, functional architecture
specification via a formal modeling language, and simulation for hazardous scenario analysis.
Through this concept, we aim to adapt conventional safety assessment to address the increasingly
complex hazard space generated from emerging operations.

I. Introduction
The National Airspace System (NAS) has begun to undergo major changes that will accelerate in the near future due

to the introduction of new vehicles, novel operational concepts, and the entry of autonomous and semi-autonomous
systems. Specific transformations include intra-urban operations through Urban Air Mobility and inter-urban operations
through Regional Air Mobility [1]. In addition, there have been proposed specialized operations for Unmanned
Aerial Systems (UAS) that improve logistics delivery and emergency response [2]. These emerging concepts involve
increasing levels of autonomy, resulting in an increasingly complex system of systems with novel human-machine
and machine-machine collaborative interaction paradigms. These anticipated changes in complexity and levels of
autonomy are expected to require advancements in present-day safety assurance approaches [3]. Safety assurance plays
a vital role in ensuring that systems perform as expected, satisfy all requirements, and operate safely [3]. Today, safety
assurance occurs in separate stages for design and operations in aviation (e.g., 14 CFR Part 25 and 14 Part 91 for aircraft
design and operations). However, this approach is at odds with emerging aviation concepts with increasing levels
of autonomy, where a given concept’s safety (e.g., use of an machine learning-enabled component) may be tied to a
particular type of operations (e.g., approved flights, environments, etc.). Thus, assuring these technologies will require a
more integrated approach to assurance that considers the interaction between the system(s) and their environment (e.g.,
weather conditions, airspace, etc.) [4, 5].

Safety assurance in civil aviation involves a variety of procedures and methods specified in ARP 4754B [6] and ARP
4761A [7]. ARP 4761A provides guidance for conducting civil aviation safety assessment [8] using Functional Hazard
Assessment (FHA) [9], Preliminary System Safety Assessment (PSSA) [10], and System Safety Assessment (SSA)
[11], as shown in Figure 1. Functional Hazard Assessment (FHA) is conducted at both the aircraft level and system
level early in the assurance process to understand potential hazards and the safety criticality with the goal of informing
safety requirements. FHA is primarily an expert driven process where system functions, applicable phases of operations,
failure conditions, propagation effects, and mitigations are identified and listed in a table [12, 13]. FHA is one of the
first safety assessments performed in the assurance process, first at an aircraft level and then at a system level which then
forms the basis for more detailed safety assessments such as Preliminary Aircraft Safety Assessment (PASA) and PSSA.
FHAs are revisited and updated when new information about the system becomes available and changes are required to
the underlying system architecture. The results of the FHA process serve three major functions. First, they are used to
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Fig. 1 Systems Engineering V-Model. Functional Hazard Assessment occurs in early design stage, towards the
upper left of the V-Model. Aircraft FHA is performed alongside Preliminary Aircraft Safety Assessment (PASA)
and System FHA is performed alongside Preliminary System Safety Assessment (PSSA), per ARP 4761A.

Adapted from [15].

identify high-level functional, safety, and performance requirements required to mitigate the identified hazards. Second,
the identified hazards act as the top level hazards that are further assessed in downstream safety assessments. Third,
the failure classifications form the basis for determining the safety criticality of functions during the PASA and PSSA
process, which in turn informs the required rigor for the validation and verification activities. In other words, a poorly
performed FHA can lead to the wrong requirements being specified, leading to poor safety even when the system is
rigorously tested, verified, and validated. Thus, a well performed FHA is important to ensure that the system will be
certified against the right requirements.

While the conventional FHA approach is considered adequate for assuring the safety of conventional aircraft, the
emergence of novel aviation concepts with increasing levels of autonomy present challenges to this process. With novel
aviation concepts that have increasing levels of autonomy, the responsibility of operating the system is partially or fully
allocated to technical systems [14]. Thus, traditionally operator-driven functions and tasks such as hazard detection and
contingency management may now be shared between technical systems and operators or fully assigned to technical
systems [14]. As a result, what may be considered operational safety conventionally may no longer be restricted to
operational assurance, but become a consideration for design assurance [14]. The conventional FHA process needs to be
adapted to accommodate this shift in paradigm, so high level hazards and safety requirements are captured accurately.

There have been promising developments in the literature which may be able to address the above challenges if they
were made a part of the FHA process. In this paper, we first (in Section II) identify challenges in performing FHA
for novel aviation concepts with increasing levels of autonomy, next (in Section III) we explore these hazard analysis
approaches (both in academic literature and practice), and then (in Section IV) identify the opportunities they present to
the FHA process for the analysis of new and emerging airspace concepts. Given these opportunities, we further (in
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Section V) propose a process and paradigm for using these hazard analysis processes called Computational Functional
Hazard Assessment (CFHA) which leverages recent contributions in the hazard analysis literature in a computational
environment to extend the analyst’s ability to analyze hazards. In Section VI, we summarize the findings, highlight
limitations, and make recommendations for future work.

II. Functional Hazard Assessment for Novel Aviation Concepts: Barriers and Considerations
The consideration of operational safety during design (as discussed in the previous section) has two major implications

for FHA. First, the operational considerations for FHA should be broader than what is considered conventionally. In
addition to the conventional considerations (i.e., operational phases, environment, crew, etc.), FHA should account for
hazards that originate from disturbances and volatility (when no failures are present), interactions between different
system elements (e.g., hardware-human, software-human, hardware-software, etc.), and interactions of the system
with its operational environment and conditions, including interactions with external systems [16–18]. Adding these
additional considerations in the hazard assessment process can result in a large, potentially complex hazard space [19].
Adding further to the complexity, such information about the operations, including the environment, and resulting
interactions may not be available during early design stages [16, 20]. Simply put, the FHA process for novel aviation
concepts with increasing autonomy should accommodate the large, potentially complex hazard space that may evolve as
more details about the system and its operation environment and conditions emerge.

The second implication of including operational considerations in the FHA process is that the FHA process should
help designers define the high level requirements on systems resilience. Resilience is the “ability of an architecture to
support the functions necessary for mission success in spite of hostile action or adverse conditions” [21]. In aviation,
resilience is traditionally thought of as a characteristic of human operators (such as pilots) to both avoid failures and
ensure mission success [22]. Given that increasing levels of autonomy shift the responsibility for operational safety
onto design of the aircraft, it is thus important to define high-level requirements on systems resilience as a part of
the systems development process. These requirements may in turn flow into resilience-enabling strategies, such as
operational hazard prevention as well as masking, recovery, and goal change (see Ref. [23]). These requirements can
further be developed during the PASA and PSSA process, and verified and validated during later safety assessments,
ensuring that resilient control policies (e.g., contingency management and operational avoidance) proposed earlier in the
design process were adequate. Additionally, it may be beneficial to validate that the requirements themselves continue
to sufficiently address hazards as safety assessments become more detailed.

The use cases for novel aviation concepts with increasing levels of autonomy may include novel operations such as
wildland firefighting, disaster relief, air taxi, package delivery, and many more [2]. An UAS used for wildfire fighting
may be used, for example, for surveillance as well as logistics delivery, which have very different mission profiles [2].
These different missions may involve different roles and coordination strategies among aircraft. Thus, the aircraft-level
functions may vary aircraft-to-aircraft depending on their use cases and assigned roles. This is further complicated
by changes in the defined form of the aircraft concepts (a tube and wings) to much more diverse configurations (e.g.,
tilt-rotors, powered lifts, etc.) which are likely to have substantially different risks [24]. Without a systematic, rigorous
approach to define such functions, the function derivation could (and often does [25]) vary depending on the expert
performing the analysis. Thus, there is a need for unified, systematic, and rigorous functional modeling approaches
to help identify and characterize functions for the FHA process of novel aviation concepts with increasing levels of
autonomy that accommodate these considerations related to use cases, roles, and configurations of the aircraft.

Traditionally, determining the severity of failures in the FHA process accounts for the variations of severity due
to operational phases, conditions, and environment through a qualitative assessment [7]. For novel aviation concepts
with increasing levels of autonomy, this process may be inadequate because these concepts may be designed to operate
in controlled operational domains, such that real-world deviations from intended environment and configuration may
cause important variation in failure severity. For example, for an unmanned aircraft performing a disaster response
mission, the severity of losing the aircraft may be different depending on if the aircraft is in an urban area versus a rural
area [26]. In this case, where no humans are on board the aircraft, the potential to crash into another aircraft or above a
populated area becomes a primary consideration for safety [27], which may not be the case in a rural area. Moreover, in
a traditional system, failure to effectively perceive and mitigate environmental risk would be considered “human error”
and thus an aspect of pilot qualification as opposed to design safety. For example, if an aircraft experiences a severe
weather condition, the operator is expected to mitigate any hazards that may arise from this condition. In novel aviation
concepts with increasing levels of autonomy, this mitigation task may be the responsibility of the system itself. Thus,
when determining failure severity, a more rigorous FHA approach is needed to account for the interactions between
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autonomy and its potential uses cases, configuration (e.g., partial versus full autonomy), and operating environment.
Finally, the analysis of safety (including FHA) requires building up safety expertise around particular technologies,

which is lacking when the systems being analyzed are particularly novel [19]. Thus, FHA tools and techniques should
improve the analyst’s understanding of system safety, rather than just formalizing and encoding it. In this way, systematic
methodology and analysis tools and techniques can be an important aspect of building up this expertise.

III. Literature Review
In this section, we list issues and perspectives in the related standards, hazard analysis literature, and tools to best

understand how FHA practice for civil aviation should advance.

A. Supporting Models, Formalisms, and Discursive Methodologies to Encourage Systematic Failure Reasoning
The goal of the FHA process is to enable the identification and analysis of system hazards at the overall functional

level of the system. However, the guidance on how to perform this process in aviation has been limited. For instance,
ARP 4761A [7] lays out an expert driven process mainly providing analysis requirements (e.g., what fields must be in the
table) and examples, with very little details provided on how to identify functions, manage complexity (if the assessment
become complex), or account for system’s interactions internally and externally. In contrast, SAE 926–itself a descendent
of early FMEA standards–provides much more detail about how to represent the system in a function block diagram to
inform the identification and analysis of hazards [13]. Given the assumption that diagrams (such as function-flow block
diagrams) can help improve the FHA process–especially for systems with significant interactions [12], there have been
significant efforts in the literature to develop diagrams that adequately represent system function for the purpose of
hazard analysis, as described next.

1. Energy-Materials-Signals-based Models
One of the major contributions of engineering design theory is the development of systematic design methodologies

to encourage the use of functional reasoning in early design to cultivate innovative solutions [28]. This approach relies
on “functional models,” also known as energy-materials-signals models, to first understand the needed functionalities of
the systems and their interactions with each other, which are called flows [28].

Given that hazard analysis is also a process that relies on functional reasoning in the early stages of design, there have
thus been a number of approaches in the literature to use these functional models to perform FHA-like analyses. These
methods have included discursive table-based approaches such as the function-failure design method (FFDM) [29]
and related risk in early design method (RED) [30], which use the functional architecture to identify and assess failure
modes, as well as simulation base approaches such as the Functional Failure Identification and Propagation (FFIP)
approach [31] and its descendants [32].

2. Socio-technical Models
One of the major issues for maintaining the safety of complex engineered systems (such as aircraft) is the impact of

accidents and human error. Presently, human error–as opposed to component failures–are considered a primary cause
of safety incidents [33, 34] and there is thus a need to better understand and prevent human-caused failure scenarios. To
address these challenges, systems-oriented hazard methodologies have been proposed to analyze human, operational,
and organizational causes of incidents and their impact on system safety. One such method, Systems-Theoretic Process
Analysis (STPA) [35] considers the operational control structure (e.g., between the pilot and the aircraft) to better
understand failures caused by interactions between the system and the operator and/or organization. STPA’s ability to
consider the entire system and look beyond individual component failures helps with incident analysis [36]. Interactions
at various hierarchical levels (pilots, air traffic personnel, aircraft systems and subsystems) are considered. STPA helps
with the early identification and elicitation of hazards, and the proposal of mitigative measures during the system design
and operation. This process is making its way into hazard analysis standards (such as ISO 21448 [37]); however, there is
a question as to how they should integrate with traditional processes for FHA.

Another systems-oriented hazard assessment approach is Functional Resonance Analysis Method (FRAM) [38],
which uses a functional representation in which functions are described through six characteristics (i.e., inputs, outputs,
preconditions, resources, time, and control). The interactions are represented through connections between these
characteristics where hazards originate from variations of these interactions. Like STPA, FRAM considers the entire
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system in the hazard analysis and capable of capture hazards beyond component failures. Unlike STPA, FRAM is also
capable of accounting for the dynamic behaviors of systems, allowing for simulation-based hazard assessments.

B. Model-based Engineering to Improve Traceability and Analysis Flexibility
Given that hazard analysis occurs in many places through the design process as a part of the safety assessment

process, it is important to ensure that analysis artifacts are traceable to the design of the system and flexible enough
to readily re-analyse the system when the design changes. To enable this, the literature has pursued frameworks for
performing hazard analysis in an MBSE paradigm.

The use of MBSE promises to make team communication and collaboration easier throughout the lifecycle of
the system by providing a better understanding of system knowledge, thus rendering knowledge dissemination more
efficient [39]. MBSE further promises to make the design and development of complex systems more manageable by
offering a virtual model that serves as a “single point of truth” [40] during the different phases of the system (concept,
requirements and design, verification and validation). A review of the literature has shown that the adoption and
application of MBSE significantly increases the return on investments in terms of consistency [41], test and evaluation
[42], communication [43, 44], early concept exploration [45], design reusability [46], system analysis [47], verification
and validation [48, 49], and traceability [50]. However, reviews of these studies have shown that the effectiveness of
MBSE can vary depending on implementation [51, 52].

For hazard analysis, MBSE promises to enable a more efficient analysis process by using a comprehensive and
integrated model representing the system, its components, and their interactions to an early identification of potential
hazards and their proposed management [53]. This model can then be used to perform safety critical analyses via an
iterative application of MBSE called Model-Based Mission Assurance (MBMA) [53].

SysML is the most-used language for MBSE. As a result, a number of frameworks in the literature have been used
to perform FHA using SysML models [54–56]. However, SysML does not have built-in constructs for representing
functions or performing hazard analysis. Thus, Numerous extensions and adaptations to SysML have been proposed to
enable hazard assessments. One such popular adaptation is the Risk Analysis and Assessment Modeling Language
(RAAML). RAAML is an extension of SysML that enables the representation of risk analysis-oriented diagrams such
as fault trees and FMEA tables [57] and can be used to support hazard assessment. Outside of this, there have been
some examples in the literature for how to use SysML to support the use of EMS-based FFIP functional-failure models
for hazard analysis [58].

C. Computational Support to Expand the Scope and Improve the Consideration of Hazardous Scenarios
The digitization of engineering processes has broadly led to the increasing use of software to assist the construction

of hazard analyses. These tools essentially can help organize the analysis, integrate it with other analyses (e.g., that may
justify assumptions or validate results) and can encourage MBSE by linking the analysis with a system model. Some
existing tools that assist with this process include:

• FMEA tools (Reliasoft XFMEA [59], Ansys Medini [60], Sphera [61]), MBSE (RAAML [57], Cameo [62], Jama
[63]),

• Safety case development tools (i.e., AdvoCATE [64]).
• STPA tools (e.g., SafetyHAT [65], RM Studio [66], XSTAMPP [67], CAIRIS [68], Visualpro SA ∗, STAMP

Workbench [69], SpecTRM [70],
• Safety tools such as Safety Assessment Software Tool from Ald Services [71], RASWin [72], and Maintenance

Aware Design environment (MADe) tools from Siemens [73], which include specific capabilities for performing
FHA.

While these tools can support hazard analysis and safety assessment, they are mostly focused on assisting the user
with data entry and organization as opposed to improving the analysis itself. That is, in these tools, the user enters in
the hazards, associated losses, and connections in a diagram, then the tool assists with creating tables, diagrams, and
documentation from the user input, rather than providing support to improve the analysis process itself (e.g., by helping
identify hazards or potential impacts). To realize the true potential of software and computing more generally to support
the FHA process, there have been two major avenues in the literature–modeling and simulation and data-informed
analysis, described below.

∗https://eng.vway.co.kr/solutions/visualpro-stpa
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Fig. 2 An In-Time Aviation Safety Management System (IASMS) automates and combines monitor, assess, and
mitigate safety functionality under the Risk Management and Safety Assurance pillars. The IASMS also has
interfaces to the Safety Policy and Safety Promotion pillars.

1. Modeling and Simulation
The potential for modeling and simulation to improve FHA is to enable rapid re-analysis of design changes, expand

the space of potential hazards that can be analyzed from experts alone, and enable the consideration of system behavior
(which may be complex, emergent, or otherwise difficult to understand without a model) in hazard analysis. Modeling
and simulation for FHA has been explored in the FFIP methodology [31] and its descendants [32] in a variety of ways,
enabling the ability to analyze how fault modes cause functional failures and evaluate their dynamic effects at the
system level [74]. Modeling and simulation further support a number of capabilities which can be used both for hazard
analysis and for the wider design process. For hazard analysis, simulations can be used to explore large spaces of
hazardous scenarios [75, 76] that would not have otherwise been tractable to analyze. Simulations can additionally be
used to perform trade studies comparing and optimizing the usefulness of hazard mitigations [77]. However, a limitation
of many of these simulation-based approaches is that they require significant effort to set up and validate, and still
ultimately reflect the assumptions of the analyst.

2. Data-Informed Analysis
One major opportunity for hazard analysis is the incorporation of existing data and reports to inform the analysis,

and help identify potential failure scenarios which the analyst might not otherwise have identified. Identifying
relevant high-impact failure scenarios is a major difficulty when analyzing novel systems, where there is little prior
experience, and the safety analyst must reason about safety with limited knowledge [19]. To address this problem,
design-oriented function failure methods have proposed the use of existing resources such as component tables to help
inform the analysis [29, 30] by correlating the functions with potential embodying components. While this is helpful for
understanding risks from defined component modes which may impact system functionality, failure scenarios often
result from a broader scope of causes, including external/environmental conditions as well as operator/human error.

Given that these external sources of hazards are often much more difficult to characterize from an engineering
standpoint, much of the existing data exists in accident logs and reports, which are not always easy to access, learn from,
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and apply to the design of a new system. Towards this goal, the Manager for Intelligent Knowledge Access (MIKA) [78]
was developed, which is an open-source software tool that leverages natural language processing to mine large incident
report datasets for hazard analysis. Using Knowledge Discovery and Information Retrieval, MIKA has been applied to
various databases from the National Transportation Safety Board [78], the Aviation Safety Reporting System [79], and
the Aviation Safety Communiqué [80]. The promise of NLP-based tools like MIKA is the ability to take data from a
wide range of operational sources (incident and accident reports) and synthesize them on new (but ultimately analogous)
systems to help identify potential hazard considerations, including hazardous conditions, failure conditions and causes,
and potential failure effects.

IV. Opportunities for the Next Generation of Functional Hazard Assessment
Given the contributions of the hazard analysis literature presented in Section III, there are a number of opportunities

for the adaptation and use of these tools, techniques, and methodologies for FHA in aviation. Particularly, these
techniques can help address the challenges that new and emerging airspace concepts with increasing levels of autonomy
impose on the safety assurance process. The next subsections lists these potential opportunities and discusses their
promise towards addressing the challenges identified in Section II.

A. Using computation to support hazard assessments
The FHA process standardized in ARP 4761A is an expert driven process that is heavily reliant on the use of

expert knowledge for the assessment. Techniques in the literature described in Section III, including modeling and
simulation-based hazard analysis methods and data-informed analysis can help complement this expert driven process
by helping analyst identify and assess hazards that might have otherwise missed due to the large and complex hazard
space. However, these tools require maturation and integration to fully realize the opportunity to support the iterative
design assurance and support ongoing operational safety. Using computational support during the FHA process can
help address some of the challenges identified in Section II.

1. Help manage the large, potentially complex hazard space
As discussed in Section II, with novel aviation concepts that have increasing levels of autonomy, the hazard space

can be large and potentially complex. Especially, with the need to consider all system elements (i.e., hardware, software,
and human), the operational environment and conditions, the systems’ internal (i.e., human-hardware, human-software,
etc.) and external interactions (i.e., external systems, environment, etc.), it may become extremely hard or impossible
for any human or team of humans to identify the potential hazard space fully. Using computational support to identify
hazards (e.g., from historic data or scenario generation) can help reduce the burden on human analysts and complement
their knowledge-driven process. The key here is the computational approaches should not aim to replace the existing
expert driven process but to complement it by providing additional support for hazard elicitation and analysis. Even
when such additional support is present, given the large and complex nature of the hazard space for novel aviation
systems with increasing levels of autonomy [19], it is entirely possible that the hazard space may not be fully identified
early in design. This shortcoming means that the FHA will have to be iterative, where the analysis is updated as more
and more system details emerge, leading to another utility of using computational support for FHA.

2. Enabling rapid re-analysis and adaptation
One of the major opportunities presented by using computational support for performing FHA is the ability to enable

a more iterative and dynamic analysis process that better enables design activities (such as optimization and trades
assessment) as well the carrying over and use of hazard analyses from design into operations. Of particular interest for
new and emerging airspace concepts is the ability to rapidly update safety assessments as (1) more details about the
system’s design and potential hazards emerge during design or operations that were not envisioned previously–which is
often expected of new technologies– and (2) the intended configuration or operating environment and conditions are
expected to change–which is a major challenge for the assurance of autonomous systems [3]. This concept can further
support the paradigm of in-time safety management, i.e., the In-Time Safety Management System (IASMS) discussed
by the National Academies and developed at NASA [5]. In this concept, safety management is to be transformed from a
static, reactive paradigm (where changes are made after accidents happen) to a dynamic, proactive, and sometimes
predictive paradigm (where changes are made to prevent accidents) [81]. The IASMS concept proposes to monitor,
assess, and mitigate safety risks through operational data streams (Fig. 2) [82].
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3. Enable the identification and assessment of resilience-related requirements
As discussed in Section II, with the responsibility for operations in novel aviation concepts shifting towards systems

autonomy, FHA needs to help designers identify appropriate requirements for resilient operations, such as requirements
for hazard avoidance and contingency management. Additionally, it will be beneficial for them to validate that these
requirements adequately address hazards as the understanding of potential hazards becomes more detailed and complete.
Computational support can thus support the FHA process by helping designers identify and validate such requirements.
For example, if simulation support is used, they may try out alternative hazard mitigation policies and compare the
resulting system response to optimize their requirements. They may further dynamically simulate the response of the
system given particular requirements to validate that they will adequately mitigate hazards. If a data-driven approach is
taken, designers may analyze existing data to see what resilience strategies are already employed in analogous systems
to derive related requirements requirements. They may additionally study operations and failure data of such systems to
validate if resilience requirements have had the intended effects on the analogous systems and learn if there is room for
improvement.

4. Enabling the assessment of severity of failure effects
As described in Section II, one of the challenges of using conventional FHA for novel aviation concepts with

increasing levels of autonomy is in the need to factor in use-cases, configurations, and operating environments of aircraft
in the severity assessment. This challenge is further exacerbated by novel aviation concepts with increasing levels of
autonomy since the input space for autonomy-enabling technologies may be large and difficult to tractably characterize.
Thus, the failure effects may vary depending on the configuration, environment, and mission of the system, making it
difficult to tractably assess the severity of failure conditions. Using computation to support FHA can help analysts
develop metrics to quantify the severity of failures based on the operation, environment, and objectives of the system,
which then can be used to classify these failure conditions over large spaces of scenarios. Additionally, as the design
evolves and the system is adapted to new operating environments and roles, the failure severity metrics may be updated
and re-evaluated, making the adaptation of failure condition classification relatively quick and straight forward.

B. Standardizing model capture and representation
Unlike ARP 926, ARP 4761A does not specify a diagram or model to use in the FHA process, leaving the door

open to multiple analysis methods. Given that different modeling methodologies can help inform the hazard analysis
process in different ways (e.g., traditional FHA and STPA [83]), it may be helpful to provide a unified framework that
bridges these approaches to solve the challenges expected of novel aviation concepts. Providing a standardized means of
capturing models would enable better adaptation of hazard analysis to new aviation concepts (with less-understood
functionality) while also addressing some major challenges for autonomous aircraft. Some particular opportunities are
provided next:

1. Incorporating human and operational hazards
While traditional FHA techniques have been based on analyzing system functionality of the technical system, new

techniques for hazard analysis described in Section III.A.2 have attempted to consider the operational context into the
process. These approaches promise to help analysts understand and mitigate operational causes of hazards, but as of
now exist as separate processes, which hinders the ability to analyze joint failure causes and behaviors while also leading
to potential duplication between analyses. A unified modeling approach, such as that described in Reference [17] could
help bridge these perspectives, bringing socio-technical hazards into FHA, enabling the joint consideration of these
hazards with functional failures, and also reducing the duplication of performing these analyses separately.

2. Deriving and Decomposing system functions
As discussed in Section II, the functions of novel aviation concepts with increasing levels of autonomy may vary

depending on the use cases and roles of aircraft. Unified functional modeling approaches such as ones discussed in
Section III (e.g., Ref. [17]), can help designers systematically derive and decompose functions for systems based on their
use cases and roles, while accounting for the operating conditions and systems interactions with humans, environment,
and external systems.
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3. Enabling traceability through Model-Based Engineering
Improved model capture also promises to enable traceability by enabling model-based engineering, providing the

benefits described in Section III.B. Specifically, when a standardized ontology (or, modeling language) is agreed upon
for hazard analysis, that enables the creation of tools (such as those described in Section III.C) that can aide in the
process, providing the ability to link external evidence and data, develop a rigorous (and, perhaps, simulable) failure
model, and be adapt to changes in design and operations. Depending on how the ontology is implemented, it could also
enable the trades analysis and comparison of different concepts.

C. Incorporating existing knowledge and data
Since FHA is an early design safety assessment, it is subject to uncertainties since needed information related to the

design (such as component embodiment [84]) is not yet available and design decisions are not made. This is further
exacerbated when considering novel systems since historic knowledge about the system can be minimal. As described
in Section III.C.2, a number of methods have been proposed for taking existing data from a broad array of sources (e.g.,
tables, unstructured hazard logs, or data from analogous fields) and using it to inform the hazard analysis process. These
methods present an opportunity to extend the analyst’s knowledge of potential hazards and thus reduce the impact of
so-called “black swan” risk (that is, surprising high-impact events [85]). However, when considering existing data, the
quality and completeness of the data must be accounted for. For instance, submissions to certain datasets are voluntary,
which means they are by nature incomplete and therefore inappropriate for certain analyses. In such data assessments,
the integrity of the data is vital to the integrity of the resulting hazards (or knowledge). The use of data to inform FHA
also enables one to calibrate analyses during operations when unforeseen hazards inevitably arise, making them vital for
in-time safety management, as described in Section IV.A.2. Some of the needs related to this opportunity are discussed
below.

1. Improving completeness of knowledge capture by incorporating broad and analogous data sources
While data has the opportunity to better inform hazard analysis, as systems become more novel, the existing data is

sparse or not available. In this scenario, there remains an opportunity to find data from analogous applications. For
autonomous aircraft, for example, there is an opportunity to use data from piloted aircraft to identify functional failures
related to operating the aircraft – a function performed by both pilots and autonomy. However, this data may not be
entirely well-structured and it may not be clear what is or is not relevant to the application. Given this, there is an
opportunity for data mining technologies to extract, process, and synthesize relevant information to help the analyst
identify potential hazards. These technologies, such as Natural Language Processing (NLP), have the demonstrated
ability to parse, process, and extract knowledge from high volumes of reports, though they are also subject to errors.
Given this, it is important for the analysts to control, filter, and contextualize the outputs of these approaches.

V. Towards Computational Functional Hazard Assessment
Given the opportunities that the contributions of new hazard analysis methodologies, tools, and techniques have

towards addressing the unique challenges of new aircraft concepts and technologies, we propose the synthesis of
these methods in a new Computational Functional Hazard Assessment (CFHA) paradigm. The goal of Computational
Functional Hazard Assessment is to leverage the opportunities that computation presents to hazard analysis (as listed in
Sections III and IV) in a unified framework that extends the analyst’s ability to identify, characterize, mitigate, and
assure the system against hazards. That is, as opposed to supplanting or automating the job of hazard analysis, the goal
of CFHA is to improve the adaptability of the process while extending the analyst’s ability to identify and characterize
hazards with computational tools, techniques, and methodology. We propose that CFHA should use the process in
Figure 3. As shown, this process captures data from historical documents, uses it to specify the functional architecture
of the system and identify hazards, and then uses simulation to assess the impact of these hazards. Given that this
process is performed in a model-based paradigm, it can iteratively adapt through the design process and into operations
through the incorporation of new operational data which may then be used to update models and re-simulate hazards.
The details of these steps are provided below.

A. Capture knowledge from operational data
The first step of CFHA will be to capture knowledge from operational data, which can come from a variety of

sources including relevant and analogous systems, to be used to help identify hazards and behaviors in the FHA process.
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Fig. 3 Recommended concept for Computational Functional Hazard Assessment.

This information-gathering process should be tailorable to a given concept and focused on supporting, rather than
supplanting, analyst expertise, as well as providing evidence which may be used to justify analysis assumptions that
otherwise would have no concrete basis. In this process, operational data, lessons learned documentation, incident
reports, and other sources could be used along with NLP and other AI/ML technologies and algorithms to extract
relevant information for a given hazard analysis. The analyst would guide this process and act as a curator and filter
between the results of a given algorithm (which may or may not be relevant and exist outside of judgement) and the
assumptions of the hazard analysis (which is an outcome of analyst judgement). At design time, this would form the
assumptions and basis of the FHA, however, as the system evolves into operations, this process could be performed
iterative with data returned from monitoring a system during operation and collecting safety data to build knowledge
over time, like in programs such as NASA’s Aviation Safety Reporting System (ASRS).

B. Specify functional architecture in a formal modelling language
The second step of CFHA will be to specify the functional architecture in an ontology (or, modeling language)

specifically dedicated for this process. This ontology will enable the high-level representation of the system functions and
their interactions with each other, operators, and the environments, realizing the opportunity (outlined in Section IV.B to
improve model capture and traceability in the context of hazard analysis. It will further enable the use of simulation to
extend the ability of the analyst to uncover more hazards than they could have otherwise and enable the assessment to be
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iteratively updated and maintained throughout the design process and even after the system is deployed.
In this way, the functional hazard assessment can further become one piece in a much larger modeling paradigm.

Using a high-level functional model in this manner (in addition to using individual detailed subsystem models for
analysis of each subsystem) could further enable all system elements- i.e., hardware, software, human operator, and
environment–to be represented in the same model so interactions and failure propagation at the system level can be
studied. This is enabled through the encoding of the functional architecture in an adaptable, flexible, and simulable
ontology, which should further account for the lessons in the literature listed in Section III.A.

C. Simulate and analyze hazardous scenarios and behavior
The third step of CFHA will be to use the modeled functions of the system (as well as identified hazards) to simulate

and analyze hazardous systems behavior. A simulation based FHA can help assess system behavior over a wide variety
of operating scenarios, allowing for a more detailed and behavior-based hazard assessment early in design. Scenarios can
cover cover single faults, joint faults, varying operating conditions (e.g., change in weather), and any other disturbances
that may affect system performance, which can help practitioners assess a wide range of conditions that otherwise would
have been out of reach. Additionally, the use of simulation enables hazard analysis to be repeated easily as more system
details become available, known unknowns become known knowns, and unknown unknowns become known unknowns
throughout the design process and during operations to ensure that the safety requirements continue to be valid and
mitigations appropriately address potential hazards.

Simulation should facilitate the assessment of a wide range of potential operational (including both nominal and
hazardous) scenarios to ensure that the operational variability and uncertainties are accounted for and addressed through
safety requirements early in design. In particular, with emerging operational paradigms such as m:N and differing
roles for the human operator in interacting with automation, it will become important to understand both human error
and potential human contribution to safety in a wide range of operational scenarios. This will allow analysts to more
accurately capture changes to overall system safety expected (see [86]) from increased automation. Given the ability to
simulate wide ranges of scenarios, CFHA should further enable one to make sense of these scenarios through aggregated
as well as worst-case statistical analyses.

VI. Conclusion
In this paper, we outlined some of the current practices and opportunities for the FHA process presented in the hazard

analysis literature. Given these opportunities, we further proposed a Computational Functional Hazard Assessment
process to realize these opportunities and ultimately improve the FHA process to address the challenges imposed by
future airspace concepts, such as autonomy and EVTOL. This process involves the use of external (qualitative and
quantitative) data sources to inform the analysis, the specification of a formalized hazard model enabling traceability
and iterative updates with new information, and the simulation and analysis of a wide range of hazardous scenarios.
Rather than rely solely on expert knowledge in the FHA, CFHA aims to assist the expert by providing tools for further
exploring the increasingly complex hazard space.

While there have been early efforts by the authors to explore the use of related tools and methodologies in an
integrated process (see: [87]), these efforts lacked sufficient integration to deliver on some of the important opportunities
listed in Section IV (i.e., enabling an iterative update process from data to models). At this time, the concept is evolving
from the initial efforts to incorporate the other key components of CFHA. Therefore, to realize the vision for CFHA,
there is a need for an overall process and technical toolchain which resolves each of these issues to enable a more
expansive, formalized, flexible, and data-informed analysis process. Future work will focus on formalizing and maturing
the process and technical toolchain to enable widespread use.
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