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Abstract

The Space Weather and Heliophysics research and modeling community has been pushing
the limits of our ability to understand and predict space weather events. The Community
Coordinated Modeling Center (CCMC, https://ccmc.gsfc.nasa.gov) supports the community
by providing a convenient collaborative platform hosting space weather models, model
simulation data, curated datasets of solar events, and associated value-added services. Using
these services, researchers and other end-users may exercise, evaluate, and intercompare
contributed models, triage designated R2O models, as well as collaborate on a continuously
updated archive of model run results.

We will focus on CCMC’s ongoing commitment to the principles and guidelines of the Open
Science initiative. Particularly, we will discuss our work towards making our services more
transparent and our library of model simulations more accessible, open, and reproducible. We
will introduce our recent tools for data discovery and correlative analysis designed to further
increase the value of the user-generated data and metadata.

We will also present our recent work on making heliophysical models more accessible and
open to the community, particularly through simplified user experience and expert domain
support. We will report on our progress in establishing an inter-center infrastructure with the
ESA Virtual Space Weather Modelling Centre (VSWMC), designed to cross organizational
boundaries and provide streamlined access to a joint palette of the models.

•Access, interpolation, and visualization of 
space weather models and data in Python
•Transparent unit conversion
• Interactive science discovery through 
Jupyter notebooks

Integrated Space Weather 
Analysis System

• Web-Based Space Weather Dissemination 
System
• User Configurable,Interactive Products
• Web Services
• Real-Time & Historical Model + Observational 
Data

Database Of Notifications, Knowledge, Information

• Catalog of space weather phenomena
• Knowledgebase of interpretations, 
simulation results, and forecasting 
analysis
• Online tool for dissemination of 
forecasts, notifications, & archiving 
event-focused information

StereoCAT CME Analysis Tool

• Determine CME kinematic parameters 
• Create CME height-time measurements
• Create an ensemble of CME 
measurements
• Save and share measurement sessions

EEGGL Eruption Event Generator 
(Gibson & Low )

•Use observations defining the CME 
source region  (location and flux 
rope orientation,

•Generate Gibson-Low flux rope 
parameters for the flux rope 
emergence models. 

Comprehensive Assessment of Models and Events 
using Library Tools Framework

CAMEL

• The CAMEL framework is an integrated and 
flexible framework allowing users to seamlessly 
compare space weather and space science 
model outputs with observational data sets. 
• The backend of the CAMEL framework takes 
advantage of Community Coordinated Modeling 
Center (CCMC) existing services. 

CCMC Space Weather Research Portals and Forecasting Tools at CCMC

Space Science and Weather Models and Services
• CCMC hosts over 80 Heliophysics models in multiple domains:

• Solar
• Heliosphere
• Global Magnetosphere
• Inner Magnetosphere
• Ionosphere / Thermosphere
• Local Physics

• CCMC’s main goals:
• Facilitate research and model development
• Support transition of advances in research to space weather OPS

• Services freely available at CCMC for the hosted models:
• Most models can be requested to Run on Request (ROR) with model input
parameters specified through a simple Web-based interface and results staged on a
public Web-page. Interactive value-added visualization and file conversion of the
results is available for most models. This enables scientists who are not modelers
themselves to utilize state-of-the-art models in their research.

• A limited set of fast and simple models is available for Instant Run, where a model
can be executed and visualized while-you-wait.

• Certain models continuously run to generate simulation results over long time
periods testing model robustness and long-term performance, while also feeding the
perpetual archive and portal of space weather information at CCMC. The results are
available to researchers and decision makers in real time, through our signature
interactive tools such as iSWA, SEP ScoreBoard, and others.
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New in Runs on Request (ROR) in 2024

• New Model Releases
• OSPREI 1, MAGE (version 0.75 with GAMERA-GM, RCM
ring current, REMIX ionosphere electrodynamics), GAMERA
Helio 1.0, CORHEL CME 1.0, SWMF GM 2023 Custom,
EUHFORIA 1.1, SAMI3-WACCMX 3.22, IMPTAM 2024,
HWM14 2014, WAM-IPE 1.2.4

• New SWMF Custom submission interface allows fine-tuning
many of the key parameters and components of the framework

• EUHFORIA is the first model at CCMC that runs at external
partner – VSWMC (see the diagram below)

• Currently onboarding
• EPREM, SWMF+WACCMX

• Updated Models
• TIE-GCM 2.5, IRI 2020, WSA 6.1, NAIRAS 3.82,
HelioTomography 24, SWMF AWSOM 2024, DTM 2020

• New Features in ROR
• Full automation and quality checks for a much faster turnaround
• API access to many features
• Run series support
• New visualization services
• Features for discovering related and similar runs during
submission and on results pages based on overlapping dates and
other parameters (see the right column)

• Significantly expanded library of the Curated Runs

Models Added in 2024

• ROR Archive consists of over 32,000 complete runs that can be searched
through a common index-based interface as well as through curated search
interfaces tailored to specific heliophysical domains

• Additionally, similar and coincident requests are now identified and displayed
on ROR results page automatically to facilitating discovery and cross-linking
between independent runs studying the same or similar events

• Containerized ENLIL+SEPMOD – a complex model chain that is now trivially portable!
• Implemented real-time log collection, monitoring, and analysis of models (Kafka+Fluentd), improving
observability and reliability of the system

• Implemented multi-modal deployment pipeline that enables multiple installations of a model tailored to
specific client needs

IN13B

New in Continuous Runs (CR) in 2024

New Run Discovery Features in ROR

CORHEL CME

OSPREI SAMI3-WACCMX

EUHFORIA MAGE

WAM-IPE
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REQUESTS IN CMCC ROR BY YEAR

EUHFORIA at CCMC

See AGU Poster “Propelling R2O2R with Continuous Runs at CCMC: A Portable, Observable, and Reliable System” by C. Didigu et al in SH43D for more details

Exploring runs
with similar
parameters may
reveal runs
studying similar
extreme events
in the past

Library of Curated Runs: Time Periods

Future Work

LET US KNOW IF YOU WOULD LIKE TO SEE A FEATURE IMPLEMENTED OR HAVE OTHER
SUGGESTIONS TO MAKE YOUR RESEARCH EASIER!

Some of the features in our pipeline:
• We are looking into making the system more open and transparent, including being able to ‘reload’ runs, a better
access to run input and configuration parameters, ability to order ROR runs remotely through an API, etc

• We are exploring ways to support interconnectivity with other services and applications
• We work on reducing pain points, including run status tracking, diagnostic information during the run, and others

Example: searching
for the ‘May Storm
2024’ yields 37
results that were
tagged with ‘may’
and ‘storm’.

Let’s explore one of
the runs…

… Automatic search
in ROR metadata for
the runs in the
overlapping date
range yields a more
complete set of 170
runs providing an
extensive coverage
of the event

GAMERA Helio

HWM14

• Curated library of 1550+ custom simulations covering 200+ time periods of interests including all major solar
storms since the year 2000

• Each custom simulation is crafted and checked by CCMC scientists
• Ready-to-use collection of runs eliminate the need to prepare and wait for long-running simulations
• All simulations are open for anyone to use for the purpose of research and validation
• A growing list of time periods is available at https://kauai.ccmc.gsfc.nasa.gov/CMR/TimeInterval/viewAllTI and
is continuously expanded in response to new storms, events, and validation campaigns

See AGU Poster “Dayside magnetosphere modeling and analysis techniques at the CCMC” by L. Rastaetter et al in SM33A-2587 for more details
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ROR Interactive 
Archive  (32,000+ runs)

ROR 
Controller
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• EUHFORIA model is
now available in ROR
through collaboration
between NASA CCMC
and ESA VSWMC

• Requests placed through
ROR are executed at
European compute
centers using VSWMC
infrastructure

• Results are stored in
CCMC’s ROR archive
and can be explored
using ROR visualization
and data analysis tools

Request

…

IMPTAM

https://kauai.ccmc.gsfc.nasa.gov/CMR/TimeInterval/viewAllTI

