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Open Science

The Four Pillars of the Open Source Science Initiative (OSSI)

About the CCMC Data Orchestration with Airflow

The Community Coordinated Modeling Center (CCMC) 1s a pioneer in Open Science. The
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Thank you to all the CCMC staff! Our data orchestration tool 1s open-source Apache Airflow. Apache Airflow 1s used to create,
https: //Ccmc_gsfc_nasa_govlstaff/ track, alert, and remediate our data worktlow. We also use and contribute to the open-source S f_t &
i tools s3watcher and fswatcher: they watch for data arrival in AWS S3 or a Linux O Wa re
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Our observability tools of choice are Grafana and Prometheus. These two open-source tools LU

collect, aggregate, transform, and present time-series metrics in interactive dashboard, and can
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L
. . | | . 1
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