
(Preprint) AAS 25-173

A SURVEY OF AUTONOMOUS NAVIGATION TECHNIQUES
APPLICABLE TO LUNAR SURFACE EXPLORATION

Paul D. McKee*

As humanity returns to the Moon, and more and more attention is being paid to
lunar surface operations, there is a greater need than ever for methods of surface
navigation. These could be methods of computer-assisted orienteering for astro-
nauts exploring on foot during an Extra-Vehicular Activity (EVA), or methods
of solving the Lost-on-the-Moon problem to initialize a crewed or autonomous
rover’s state estimate. It may also be necessary to process navigation data as-
sociated with surface samples or other surface operations a posteriori to better
understand where that analysis occurred. Autonomous rover operation will also
require Hazard Detection and Avoidance (HDA) and terrain-aware pathfinding.

While navigation on the surface of the Moon will likely rely on Earth-based
assets such as the Deep Space Network (DSN) or communication with other space-
craft (e.g., LunaNet, LCRNS, pre-deployed moon beacons, a nearby lander) it may
be necessary to navigate in a loss-of-communication scenario. This paper analyzes
the methods of surface navigation used on other celestial bodies, such as those used
during the Apollo missions and autonomous exploration of Mars, as well as novel
methods which have been studied but not yet implemented which may prove use-
ful. It is shown that the navigator has myriad options when processing data from
an Inertial Measurement Unit (IMU), a star tracker, (rover) wheel encoders, opti-
cal cameras, and LIght Detection and Ranging (LIDAR) sensors. The intention of
this paper is to provide a broad overview of what has been done and what could
be done, to aid those designing vehicles and/or missions to the lunar surface.

INTRODUCTION

Getting lost can ruin the whole trip. This is doubly true when traversing the surface of another
world. As nations send spacecraft to the Moon at an ever more rapid pace, and as the Artemis
program promises to establish a sustained human presence on the Moon, the need for reliable lu-
nar surface navigation has never been greater. This analysis will focus on localization, or position
estimation, which will be necessary for the safe completion of any mission, crewed or uncrewed.
Navigation on the lunar surface will almost certainly leverage assets on the surface of the Earth, in
Earth orbit, in lunar orbit, or other assets on the surface of the Moon. These could include the Deep
Space Network (DSN),1 the Global Positioning System (GPS),2, 3 spacecraft in lunar orbit follow-
ing the LunaNet protocol,4 or pre-deployed “moon beacons”.5, 6 However, autonomous navigation
capabilities on the lunar surface would be helpful in the case of loss-of-communication (a genuine
concern at the south pole of the Moon), to relieve demand on other communications assets, or to
“tag” locations of surface operations or sample acquisition using concurrent navigation data. This
analysis will consider the problem of lunar surface localization for a vehicle (crewed or uncrewed)
or a crew-member on an Extra-Vehicular Activity (EVA) using only the navigation instruments that
can reasonably be brought along.
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Within the broader category of navigation there are several smaller problems that can be consid-
ered. The first is global navigation, estimating position on the surface of the Moon in some global
frame (i.e., finding latitude and longitude). The second is local navigation, finding how far one
has traveled and in what direction with respect to a starting point or some other asset. The third
is Hazard Detection and Avoidance (HDA), recognizing potential dangers and planning a safe tra-
verse path that avoids these. Several navigation sensors could be employed to achieve these goals,
including an IMU (consisting of accelerometers and gyroscopes), a star tracker, wheel encoders
(in the case of a wheeled vehicle), optical navigation cameras, or a LIght Detection and Ranging
(LIDAR) instrument. This analysis will consider several navigation methods and algorithms, and
discuss which of these instruments would be necessary for each.

There is much to be learned from past and current missions to other celestial bodies, and the
navigation methods utilized to date. This paper includes three such case studies: the Apollo Lunar
Roving Vehicle (LRV, a.k.a. “Moon Buggy”), the Mars rovers designed and operated by NASA’s
Jet Propulsion Laboratory (JPL), and the Volatiles Investigating Polar Exploration Rover (VIPER)
that was designed by NASA Ames Research Center and is under construction at NASA Johnson
Space Center (JSC). The navigation hardware, algorithms, and Concept of Operations (ConOps) for
each vehicle will be explored. The rest of the paper consists of a brief primer on several methods of
local and global surface navigation and HDA which have been implemented or studied, as well as
comments on the applicability of each to future missions and vehicles.

CASE STUDY: APOLLO LUNAR ROVING VEHICLE

Engineers working on the LRV for the later Apollo missions faced a unique challenge. They
had to write the requirements for the first-ever lunar surface navigation system, then actually build
and implement said system, subject to immense cost and schedule pressure. Proposals for methods
of lunar surface navigation were published as far back as the mid-1960’s and some introduced
techniques that have not flown even to this day. The navigation system for the LRV was designed
by Boeing and Bellcomm Inc. with assistance from NASA Marshall Space Flight Center (MSFC)
and from the NASA Manned Spacecraft Center (MSC)—now the Lyndon B. Johnson Space Center.
Bill Tindall, in one of his famed “Tindallgrams,” concluded that an intricate navigation system was
not needed, nor was there time to develop one.7 Whatever flew must be as simple as possible.
There would be no global navigation on the LRV, as it would not be necessary for such a short
mission. Instead, “the crew’s eyeballs and map will have the highest priority.” The LRV would
provide “an indication of their heading and distance travelled.” Finally, the LRV provided no HDA
capabilities—the crew would take on that responsibility as well. In a technical memo about the
LRV navigation system published in 1970, it was clearly stated that “the navigation system is only a
convenience item, not mandatory, and that mission rules should not require the system to be operable
either to begin or continue a sortie”.8

One of the most popular and promising recommendations for LRV global navigation (which did
not fly) was a “stellar-inertial system” which would utilize a star tracker and a method of measuring
the local gravity vector, such as an IMU or multi-axis pendulum system.9, 10 One of the limiting
factors would be the understanding the Moon’s gravitational field, as errors in the local “down”
vector cascade into global position errors. It was also suggested that a rover could be tracked using
Earth-based measurements9 and this was actually done with LRV after the fact.11 Both the LRV and
the LM had S-band transmitters which were tracked by the Goddard Space Flight Tracking Network.
Using Very-Long Baseline Interferometry (VLBI), the rover’s position was found a posteriori to
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within 25 meters meters of error.11 Another global navigation suggestion was that the crew navigate
visually using landmarks or pre-placed radio-frequency (RF) beacons, which present a challenge of
their own.9 It was noted then (and is still relevant now) that a lunar rover cannot rely on any sort of
compass, either magnetic or gyroscopic in nature, as the Moon’s magnetic field is too weak and its
rate of spin is too slow for either to be useful navigation observables.10 Rather, heading information
must come from an IMU, which is subject to drift and must be realigned periodically using external
attitude measurements, such as stellar measurements or Sun angles.

Throughout the Apollo program, surface global navigation was to be performed by the crew using
their eyes and a map. Simple orienteering approaches were used, similar to those used by hikers
on Earth. These methods famously fell short on the Apollo 14 mission, when the crew became
disoriented when looking for Cone crater.12 They consistently overestimated the distance they had
traveled, and became exhausted climbing crater rim slopes. It was noted that the lunar surface
“plays tricks on” the human eye, due to terrain self-similarity, extreme lighting conditions, and no
true sense of scale (is that boulder close and near, or huge and far away?). A joint crew-ground
decision was made to abandon their search for Cone crater, due to risk of overexertion. Later
analysis showed that the crew were within 30 meters of their destination when this decision was
made. Thankfully, there were no major shortcomings of orienteering on the rover missions.

Hazard detection and avoidance was also left up to the crew. The primary hazards on the lunar
surface are rocks and craters. Astronauts reported that rocks were easy enough to sight at a distance
and maneuver around, but craters could sneak up on an otherwise vigilant driver. More than once,
evasive action was required to avoid driving into a crater.12 The sloped wall of a crater could cause
the vehicle to roll over. Worse, the crew and vehicle could become stuck in a steep-walled crater
from which they couldn’t climb out. It would be prudent to equip a modern lunar rover with sensors
and algorithms to detect rocks and craters and alert the crew to potential hazards in real-time.

The local navigation system that was implemented on the LRV was concisely described by Bill
Tindall as “a compass and an odometer.” In reality, the heading of the rover was tracked by an IMU
which had to be aligned periodically using an external reference. Knowing the time history of the
speed and the heading of the vehicle, it is straightforward to integrate and determine how far it has
travelled and in what direction. The maximum planned distance from the Lunar Module was 9.5km,
and it was believed that the LM should be plainly visible out to 1km and probably out to 3km.8 The
goal, then, was to provide the crew with enough information to drive back to a point within visual
range of the LM. The center console of the LRV displayed the distance traveled (which was inversely
proportional to the remaining battery charge), the bearing and range to the LM, and the speed, as
illustrated in Fig. 1. The crew commented that these numbers were remarkably accurate, and that it
was easy to drive back to the LM from the end-point of their EVA.12

Each of the four rover wheels had an odometer, and concurrent signal between at least three
was required to record one revolution. This logic was used to combat errors due to one of the
wheels slipping. Preliminary analysis indicated that range error due to wheel slip would likely
contribute much less to overall position error than bearing error due to gyroscope misalignment.8

Gyro realignment was performed at the end of each station of an EVA, just before the crew drove
to the next destination. A Sun shadow device (seen in Fig. 1) and a vehicle pitch and roll indicator
(not shown) were used in conjunction with ephemeris data on the location of the Earth, Moon, and
Sun. The Sun shadow angle, as measured by the device on the LRV console, is a function of the
Sun azimuth with respect to lunar north, the Sun elevation above the horizon, the LRV heading with
respect to lunar north, the relative heading of the LRV with respect to the Sun, the LRV pitch and roll
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Figure 1. The Apollo LRV center console displayed the range and bearing from the
rover’s current position back to the LM. Reprinted from NASA TM-70-2014-88

angles, and the Sun shadow device size and geometry. Some of this information could be read by the
crew and the rest was book-kept by mission control. A calculation was performed on the ground to
find the LRV heading, and the crew could realign the IMU before proceeding with their EVA. This
method of IMU realignment sacrificed autonomy for onboard simplicity. Radio communication with
Earth was required, as were ground-based computers, but this could be accomplished with a very
simple analog device. Something similar could be performed today with a (likely zenith-facing) star
tracker in a completely autonomous manner.

The navigation system of the LRV was studied and scrutinized after-the-fact and was determined
to have performed very well. Bellcomm Inc. computed IMU alignment headings and it was deter-
mined that the gyro virtually did not drift on Apollo 15.13 The vehicle accuracy requirements were
as follows: the bearing to the LM had to be known to ±6 deg, the range to the LM had to be known
to ±600 meters, and the total distance traveled had to be known to ±2%. A comprehensive LRV
navigation system performance review determined that the system performed within specifications
on Apollo 15, 16, and 17.14

The LRV navigation system performed admirably and was truly a triumph of simplicity. How-
ever, a modern lunar surface rover could accomplish much more. Improvements in navigation and
autonomy capabilities over the last decades could yield tremendous gains in lunar surface navigation
performance. This could be accomplished with relatively inexpensive navigation equipment such as
optical cameras. There are several lessons to be gleaned from studying Apollo surface navigation.
First, the lunar surface can play tricks on the human eye. Second, the crew should be furnished
with enough information to drive to a point within visual range of lander at all times. Third, the
crew need not be supplied any excess information. The navigation system should exist to facilitate
exploration, and should never pose an undue burden on the crew’s time or attention.
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CASE STUDY: MARS ROVERS, PAST AND PRESENT

Traversing the surface of Mars requires a much greater degree of autonomy than traversing the
surface of the Moon. Rovers on Mars have an extremely high latency with operators on Earth, com-
pared to the much lower latency between the rover and its astronaut operators. As a result, real-time
operation is impossible, shifting the priority towards extreme caution. “Slow and steady wins the
race” is the rule when it comes to robotic rover operation. In general, the ConOps is to roll forward
a short distance, pause, take several measurements for navigation and hazard detection, then send
this information back to Earth for one or more human operators to consider before proceeding. Over
time, more and more decision-making power has been placed in the hands of on-board autonomous
path planning algorithms, but the navigation procedure is still very much human-in-the-loop.

A great deal of pioneering work has been done on image processing, computer vision, hazard
detection, path planning, and autonomy in support of Mars surface exploration. Designers of a
future rover on any celestial body would do well to study the hardware and algorithms implemented
on Mars rovers. At the time of this writing there have been five rovers sent to the Martian surface
over the span of four missions, and two of those are still in operation. Fig. 2 (left) shows the mock-
ups of the first three Mars rovers—Sojourner (which is roughly the size of a remote-controlled
toy car), Spirit and/or Opportunity (which are roughly the size of a go-kart), and Curiosity (which
is roughly the size of a Sport Utility Vehicle). Fig. 2 (right) is a photo taken by the Ingenuity
Helicopter on the Mars 2020 mission showing its own shadow and the tracks left by the Perseverance
rover.

Figure 2. Left: Family of Mars Rover mockups. Sojourner is in the foreground,
Mars Exploration Rover (Spirit and Opportunity) is on the left, and Mars Science
Laboratory rover (Curiosity) is on the right (image credit: NASA/JPL). Right: Nadir-
facing image taken by the Ingenuity helicopter on the Mars 2020 mission shows its
own shadow and the tracks of the Perseverance rover (image credit: NASA/JPL).

The Mars Pathfinder mission landed on the Martian surface on July 4th, 1997 and deployed
the Sojourner rover shortly thereafter.15 This was the first ever wheeled vehicle on Mars, and
was relatively simple and unassuming compared to its far more complex successors. The rover
was originally only meant to function for 7 to 30 sols (1 sol = 1 Martian day ≈ 24hr 39min), but
operated for 83 sols before the end of the mission.15, 16 The rover explored an area tens of meters in
radius around the Pathfinder lander, and would work in conjunction with the Pathfinder lander for
navigation—the two often took images of one another.

Sojourner was equipped with stereo monochrome navigation cameras and five infrared laser
stripers.17, 18 It also had a single aft-facing color camera which was not used for navigation.18
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Sojourner had wheel encoders, gyros, and accelerometers15, 19 as well as contact bump sensors.17

Global navigation was not necessary for the Sojourner rover—it never strayed beyond visual range
of the Pathfinder lander. Local navigation was similar in principle to what was done on the Apollo
LRV. Six wheel encoders were averaged and then integrated to determine distance traveled, and
attitude rate data from a gyro was integrated to determine direction traveled.15, 19 The gyro-based
heading reference system was subject to a drift of about 13 degrees per sol, meaning the rover did
not always reach its desired waypoint within acceptable bounds. The gyros were realigned after
every traverse using the local gravity vector as measured by the accelerometers.19 The true position
of the rover was found after each traverse by a team of human operators studying images taken both
by the rover and of the rover (by Pathfinder).18

The hazard detection and avoidance system of the Sojourner rover was purely reactive in nature.
There was no on-board terrain map and no memory of past hazards encountered.17 The rover
could detect dangerous terrain directly in front of it and decide to turn in place and try a different
direction. Laser stripers projected a predictable pattern onto the Martian surface in front of the
rover, and stereo cameras captured and processed images of the striped terrain. Deviations in the
images from the known pattern indicated the presence of rocks or other terrain hazards. Between this
vision-based HDA system, the accelerometers and gyroscopes (which could detect excessive rover
tilt), and contact bump sensors, the rover could effectively avoid rocks, drop-offs, hazardous slopes,
and collisions with undetected rocks.15, 19 The rover would drive towards a specified waypoint, stop
every seven centimeters to perform HDA, and either proceed or turn in place. It repeated this pattern
until it (thought it) reached its destination or some maximum amount of time had passed. Even with
comparatively barebones navigation and HDA capabilities, Sojourner performed above and beyond
expectations.

The Mars Exploration Rover (MER) mission saw twin rovers delivered to the Martian surface on
nearly opposite sides of the planet. Spirit began operation on January 4th, 2004, and Opportunity
began operation on January 25th, 2004. The rovers were originally designed to operate for 90
sols each. However, Spirit operated for 2208 sols and Opportunity for 5352 sols. These rovers
traveled many kilometers from their landing sites, necessitating a means of global navigation. Spirit
and Opportunity were essentially twins with the same hardware and software. As such, they will
henceforth be referred to collectively as “MER” for the sake of brevity.

Each MER rover had six engineering cameras: a stereo pair of navigation cameras (NavCams) on
a point-able mast and a forward-facing and aft-facing pair of body-mounted hazard cameras (Haz-
Cams) for hazard detection.20 There was also a panoramic camera (PanCam) which was primarily
intended for science, but whose panoramas proved useful for global navigation. The NavCams
could also pivot to take a 360-degree panorama.20, 21 The MER rover had wheel encoders, suspen-
sion potentiometers, and an IMU to keep track of vehicle motion.21 Local navigation was carried
out with an IMU and wheel odometry,22 similar to what was done with Sojourner, but the method
of realigning the gyros was much more like the LRVs. The NavCams took take images of the Sun
and combining this information with ephemeris data to compute vehicle attitude.17, 21 Global navi-
gation was accomplished using panoramic images which could be taken using either the PanCam or
the NavCams. At the beginning of the mission, a “site frame” was defined and the rover navigated
relative to that site frame. After a long enough traverse, a new site frame was periodically defined.
Whenever this happened, the rover stopped and took a new panorama and sent it back to Earth.
Human operators could determine the pose of the rover with respect to known Martian landmarks,
thus providing a global pose estimate.20
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Hazard detection and avoidance took a giant leap from Sojourner to MER. Stereo images taken by
the NavCams were used to produce a 3D point cloud of the terrain in front of the rover.17 That point
cloud could then be analyzed for hazards, finding patches onto which a plane the size of the total
rover footprint would or would not fit nicely. A “goodness map” of local terrain was then produced,
which allowed for path planning.17, 21, 22 The single largest improvement in local navigation on the
MER rover, which became standard on all future Mars rovers, was visual odometry.17, 21–24 Visual
odometry is accomplished by comparing “before” and “after” images of the same terrain and track-
ing the apparent motion of image feature points. Visual odometry is a computationally expensive
image processing technique, and thus was originally planned to be used only when absolutely nec-
essary.17 On sol 446, Opportunity was commanded to drive 50 meters but failed to clear “Purgatory
Ripple”—driving only two meters and literally spinning its wheels. This issue was identified using
visual odometry, which was also instrumental in navigating around this obstacle.17, 23 Both visual
odometry and stereo-image-based surface hazard detection were pioneered on the MER mission and
became standard practice on future Mars rovers.

The Mars Science Laboratory (MSL) mission landed on August 6th, 2012, and deployed the Cu-
riosity rover,25 which is still operational at the time of this writing. Curiosity and has traveled over
30km and operated for over 4400 sols so far. This vastly exceeds its original planned operational
lifetime of one Martian year (668.6 sols, just under two Earth years). Like the Spirit and Opportu-
nity rovers, Curiosity would be nomadic rather than staying near its landing site. Curiosity has four
NavCams and eight HazCams—two pairs of forward-facing HazCams and two pairs of aft-facing
HazCams—which were all essentially duplicates of the cameras used on Spirit and Opportunity.
The NavCams formed two redundant stereo pairs on the rover mast, which could pan and tilt to
better orient the cameras. The forward-facing HazCams could each see both front wheels within a
single image, but the aft-facing HazCams could each only see one wheel due to the configuration
of the cameras, wheels, and the rear-mounted Radioisotope Thermoelectric Generator (RTG) which
served as the rover’s power source.26 The rover also had an IMU and wheel encoders to help keep
track of relative motion.25

Local navigation on Curiosity was done in much the same way as it was done on the MER rovers.
The IMU and wheel encoders were integrated to find the change in rover pose over a period of
time.25, 27 Sun bearing data from the NavCams could be combined with accelerometer measure-
ments and known ephemeris data for an attitude update.28 Visual odometry was considered to be
a main feature of the navigation arsenal. Images perpendicular to the direction of vehicle motion
were taken to maximize pose observability.27 Panoramic images were taken by the MastCam (a
science instrument) and/or NavCams at the end of each traverse27 and could be used for global
navigation with the assistance of human operators on Earth. Hazard detection and avoidance for
the Curiosity rover also depended on stereo image processing to create point clouds which were
analyzed for hazards and feasible traverse paths. More of the processing and path planning was
done on-board Curiosity than was done on the Spirit or Opportunity rovers, marking a step in the
direction of greater rover autonomy.27 The MSL mission showcased a similar navigation ConOps
to the MER mission, but with several incremental improvements.

The Mars 2020 mission, which launched on July 30th, 2020, and landed on February 18th, 2021,
saw the deployment of the Perseverance rover and the Ingenuity helicopter—the two newest mem-
bers of the Mars rover family.29 The mission was originally planned to last approximately one Mar-
tian year. The Perseverance rover has exceeded that lifetime and has been operating on Mars for
over 1100 sols at the time of this writing. The navigation ConOps of the Perseverance rover closely
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mirrors those of MER and MSL: to do point-to-point exploration rather than lingering around the
landing site for the entire mission. Perseverance, nicknamed “Percy”, has been tasked with collect-
ing and containing surface samples and leaving these at strategic locations as the first phase of a
Mars Sample Return mission.

Perseverance has one stereo pair of mast-mounted NavCams, two pairs of forward-facing Haz-
Cams, and one pair of aft-facing HazCams. These cameras represent a significant upgrade over
those of MER and MSL.30 Percy is equipped with a Field-Programmable Gate Array (FPGA) for
processing stereo images.31 As a result, image processing and computer vision feature much more
heavily in the Perseverance ConOps. Percy can (1) acquire and process stereo images, (2) analyze
terrain and select a best path forward, and (3) execute drive commands all in parallel.32 Perseverance
can do this all while driving at nearly its top speed of 4.4 cm/s.31 Owing to a larger field-of-view
(FOV), Perseverance can image an area wider than its own footprint without slewing its cameras.31

The path planning algorithm is also more complex. Rather than computing if a rover-sized plane
would fit on the terrain, it can use a rover shape model to test and approve regions of terrain which
will accommodate the wheels and not scrape the rover underside, allowing for more adventurous
roving.31 Perseverance is sometimes trusted to navigate terrain that no human has ever seen—
operators on Earth will execute commands prompting the rover to drive to a location that is outside
of the FOV of any image taken so far, and trust that the rover will plan its own safe path to get
there.31

The Mars 2020 mission also includes the Ingenuity helicopter,33 which demonstrated the first
powered flight on another planet. At the time of this writing, the Ingenuity helicopter has recently
stopped flying. A traverse over a “visually bland” region of terrain proved treacherous for the on-
board visual odometry. The helicopter suffered a hard-landing in which multiple rotor blades were
damaged. Fortunately, the computer, cameras, and communication systems are still operational.
Ingenuity flew 72 times, significantly outperforming its original planned operational lifespan: five
flights of up to 90 seconds each. Ingenuity was equipped with a primary and backup IMU, an
inclinometer, a nadir-pointed LIDAR altimeter, and a nadir-pointed monochrome camera, as well as
an FPGA for data processing.34 Due to hardware and software constraints, only the bare minimum
amount of navigation was done onboard Ingenuity. Global navigation was done by humans on
Earth, analyzing pre-landing imagery from the previous flight to determine the pose of Ingenuity
before the start of the next flight.35 Hazard avoidance was also done by humans, who studied orbital
images, selected a safe landing site, and defined its position pre-flight in terms of the helicopter’s
current pose.35

Most of the on-board processing was done towards local navigation. The IMU reading was
integrated over the course of each flight to estimate the distance and direction traveled in three
dimensions. This IMU was aligned before each flight using readings from the inclinometer. Some
gyro drift was accepted due to the short nature of the flights—only 90 seconds in duration.34 Visual
odometry was performed at 30Hz using the mono camera and the FPGA. Once none of the original
features from the first image can be found in the latest image, a new base frame was defined and the
process began anew.35 Visual odometry with a mono image taken in flight more closely resembles
that done by orbiters or landers, as described by Christian.36 Performing visual odometry with a
single image introduces a range ambiguity necessitating some other instrument like an altimeter.
However, little can be done if an insufficient number of image features are detected for several
images in a row. The story of Ingenuity serves to underscore the limitations of visual odometry and
the necessity of redundant navigation methods.
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The Mars rovers have demonstrated that image-based navigation and hazard detection is practi-
cal on another celestial body. To date, global navigation on the surface of Mars has consisted of
taking panoramic images and sending them to Earth for analysis by human operators with access
to orbital images. Local navigation on Mars has consisted of integrating IMU and wheel odometer
data, updating attitude estimates using images of the Sun, and stereo visual odometry. Rover HDA
has consisted of stereo image processing, 3D point cloud reconstruction, and path planning using
knowledge of the rover geometry. One would expect the next generation of rovers to be equipped
with a bevy of cameras for navigation and hazard detection, as well as an IMU, wheel odometers,
and a dedicated computer for image processing.

CASE STUDY: VOLATILES INVESTIGATING POLAR EXPLORATION ROVER (VIPER)

The Volatiles Investigating Polar Exploration Rover (VIPER)37–39 will be NASA’s first uncrewed
lunar rover. At the time of this writing, the future of VIPER remains unsure after the plan to cancel
the program was announced in July 2024. However, work at Ames and JSC continues undeterred
in the hope that some new path to the Moon can be negotiated. The purpose of the rover is to
investigate the nature and distribution volatile resources on or just below the lunar surface. The
presence of water ice has been detected near the lunar south pole, in and around the Permanently
Shadowed Regions (PSRs). Future crewed Artemis missions will also target this region for human
exploration. VIPER will hopefully serve as a pathfinder mission to study the presence of water,
which might be considered for possible In-Situ Resource Utilization (ISRU).

VIPER is a low-cost and high-risk mission when compared to the Mars rovers. Fortunately,
VIPER is close enough to Earth for near-real-time operation with humans in the loop. The light
delay from Earth to the Moon is just over a second, compared to several minutes to Mars. However,
VIPER requires Direct-To-Earth (DTE) communication and regular recharge opportunities through-
out the operational life of its solar panels. As such, it must avoid Solar shadows as well as “radio
shadows” where lunar terrain blocks signals to and from Earth. Thus, VIPER must adopt a different
ConOps than the Mars rovers, and this affects the navigation and path planning strategies for the
mission. VIPER is equipped with multiple scientific instruments to drill into the surface and analyze
the chemical composition of the regolith. In addition, VIPER is equipped with multiple instruments
for navigation,40 as seen in Fig. 3. VIPER has wheel and suspension resolvers (providing the same
navigation data as encoders), as well as an IMU. It has a zenith-facing star tracker, placed in that
orientation to maximize the angular distance away from the Sun (which will be near the horizon).
On its steerable mast is a stereo pair of navigation cameras (NavCams). The aft of the rover has a
stereo pair of hazard cameras (AftCams) which aid in driving and path-planning in the aft direction.
There is also a hazard camera (HazCam) in each wheel well.39 This arrangement of instruments and
cameras closely mirrors what has been used in the past on the Mars rovers.

The mast on the VIPER rover can pivot to take a full 360-degree panorama of images. Each stereo
pair of images can be used to produce a point cloud which can be compared to a Digital Elevation
Map (DEM) of the landing and operations site. Alternatively, surface panoramas can be compared
with orbital images of the surface to estimate the rover’s pose. This analysis is done on Earth with
humans in the loop. VIPER requires continuous X-band communication with Earth via the Deep
Space Network (DSN), and enters contingency mode if this communication is ever lost.41 The tried-
and-true method of integrating wheel odometer and IMU data to estimate the vehicle’s change in
position and heading over time will again be used on VIPER. The IMU drift can be accounted for
by taking external measurements with its star tracker.39 This is in contrast to the Mars rovers, which
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Figure 3. Concept art of the VIPER rover exploring the lunar south pole region.
VIPER is equipped with several cameras and a star tracker (among other instru-
ments) for navigation. Reprinted from VIPER Proposal Information Paper (PIP)
document39 with permission from the author.

pointed their NavCams at the Sun for a solar line-of-sight (LOS) measurement, and to the Apollo
LRV which used a Sun shadow device (essentially a solar compass). Additionally, images from the
navigation cameras can be used for visual odometry.

VIPER must avoid rocks, slopes, and craters, and must also be careful solar shadows which will
affect power generation, and radio shadows which interrupt communication with Earth.42 Because
VIPER will be exploring near the lunar south pole, the Sun and the Earth will be along the horizon
for the duration of the mission, and these shadows will move at speeds of up to 1cm/s, which is on
the same order of magnitude as VIPER’s traverse speed. Thus, HDA and path planning to avoid
shadows will be a dynamic process with humans in the loop, which would be impossible on Mars
due to high latency. The situation on the Moon presents a multi-objective optimization problem,
as some of the sites of highest scientific interest are closer to the PSRs, and thus present greater
hazards.

After studying the navigation hardware on the Mars rovers and the VIPER lunar rover, it seems
that the navigation hardware for rovers has converged. Global navigation is accomplished by using
mast-mounted stereo cameras that take panoramic images which are sent back to Earth for pro-
cessing. Navigation relative to the last known point can be accomplished either through integrating
wheel odometer and IMU data—and accounting for IMU drift with some external attitude measure-
ment of the Sun or stars—or through visual odometry using the NavCams. Depending on the nature
of the mission, vision-based HDA can be accomplished autonomously or with humans in the loop.
Future rovers sent to the surface of the Moon might be expected to function autonomously between
crewed missions. The VIPER mission could serve as a template for the navigation strategies and
ConOps of such a rover.
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INERTIAL NAVIGATION AND WHEEL ODOMETRY

Every rover that has driven on another celestial body has used inertial navigation and wheel
odometry. These tools are extremely reliable, well-tested, well-understood, and have a rich flight
heritage. The Apollo LRV had a barebones navigation system, but it included gyros and wheel
odometers.8 This method was used on every Mars rover to date17 and is planned to fly on the VIPER
mission.39 This has also been studied in the context of terrestrial rover navigation and autonomous
vehicles.43–46 This technique is sometimes called “dead reckoning” as it involves propagating the
vehicle’s state using only internal measurements. However, it can and should be augmented using
external measurements for best performance.

The essence of inertial navigation and wheel odometry is integrating velocity to find position.
Measurements of inertial attitude from an IMU provide direction, and measurements from wheel
encoders provide distance travelled, as illustrated in Fig. 4. There are two major issues: incorrect
direction estimates due to gyro drift and incorrect distance estimates due to wheel slip. The solution
to gyro drift is to periodically take an external measurement to find the vehicle’s true attitude. The
Apollo LRV used a sundial device to estimate the Sun direction and ultimately deduce the vehicle’s
heading with respect to lunar north.8 The Mars rovers take NavCam images of the Sun and use
the apparent Sun LOS direction to update their IMUs.17 The VIPER rover will accomplish this
using a zenith-facing star tracker for attitude estimation.39 One must carefully plan the frequency of
these external measurements around the mission ConOps (time allocated for navigation) and sensor
quality—particularly gyro drift rate.

Figure 4. Attitude rate data from an IMU and wheel encoder data can be integrated
to estimate distance and direction traveled from some starting point.

The other major issue to contend with is wheel slip. Wheel odometers count the number of
revolutions of a wheel, not how much ground has passed underneath it. The Apollo LRV required a
concurrent signal from three of its four encoders before it registered one revolution. The Sojourner
rover relied on images taken by the nearby Pathfinder lander to verify its dead reckoning solution.
Current rovers do (and future rovers almost certainly will) rely on visual odometry as a backup to
“old-fashioned” odometry. Alternatively, an accurate model of the nonlinear dynamics of wheel-
surface interaction allows for wheel slip prediction and compensation.43–46
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VISUAL ODOMETRY

Visual odometry estimates the distance a vehicle or observer has traveled using information in
digital images. Measuring the apparent motion of image feature points—which correspond to static
real-world points—enables the estimation of the change in observer pose. This can be done using
a stereo camera pair or a mono camera coupled with some some range measuring device such as a
laser range finder or radar altimeter. visual odometry was ran on the Mars Exploration Rovers as
an “extra credit” algorithm that ultimately helped to get Opportunity out of a tricky situation, and
became critical to the mission.17, 21–24 Since then, visual odometry has become standard on Mars
rovers.25, 27, 31

Visual odometry relies on identifying and correlating salient feature points between images. Scale
Invariant Feature Transform (SIFT) features47, 48 are well-known, though there are many others (e.g.,
SURF, BRISK, ORB, KAZE). The “best” feature type is situation-dependent.49, 50 Feature points
common to stereo image pairs, or features in a mono image with some external range information,
can be localized in 3D space. If these same features are then identified in later images, the change
in rover pose between images can be estimated. This is illustrated at a high-level in Fig. 5. Images
generally have an abundance of features, so the risk of false match is high. Typically an outlier
rejection algorithm such as Random Sample Consensus (RANSAC)51 is used to keep only feature
points that indicate the same change in observer pose.

Figure 5. The apparent motion of static terrain features between successive images
gives information about the true motion of the observer.

At the time of this writing, visual odometry is operating on the Curiosity rover27 and Perseverance
rover.31 Maimone et. al.23 go into some detail on the visual odometry algorithm that flew on the
MER rovers and became an increasingly crucial part of the mission. The image processing in visual
odometry can be done on board the rover, or it can be done on the ground in post processing.52

However, if the image processing is meant to be done in anything approximating real-time on the
rover, there will need to be a dedicated FPGA or GPU.31, 53 The Perseverance rover has an FPGA
for navigation image processing, allowing it to navigate in real-time while driving at its full speed—
over 4cm/s.
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SIMULTANEOUS LOCALIZATION AND MAPPING

The problem of Simultaneous Localization and Mapping (SLAM) consists of generating a 3D
map of the local environment from information available in digital images, then estimating the
pose of the observer relative to this map.54, 55 This requires some manner of odometry between
image acquisition, as well as the ability to select feature points which can be readily identified and
correlated between images. This method is attractive because it requires no a priori information
about the local environment or observer pose, and this topic is currently an area of rich and active
research.

Traditional SLAM can leverage information from cameras, as well as laser range sensors, IMUs,
GPS receivers, and wheel encoders. A newer method of SLAM requires only visual information and
is referred to as Visual-SLAM (VSLAM).56, 57 One of the crucial considerations for both SLAM and
VSLAM is loop closure—the observer must return to (approximately) their original pose and look
at some of the initial feature points once again to complete a “loop.” This crystallizes the 3D model
generated thus far and accounts for odometry errors (e.g., wheel slip, gyro drift). Without loop
closure, VSLAM is simply visual odometry. The VSLAM problem is complementary to another
similar problem: Structure From Motion (SFM).58, 59 The SFM problem also seeks to generate a 3D
model of the environment from information in a series of successive images, but more emphasis is
placed on the accuracy of the model and less emphasis is placed on the observer navigation problem.

Figure 6. Observer pose estimation and landmark localization can be done concur-
rently, generating and refining a map over time. Error will accumulate and must be
accounted for by returning to the observer’s starting point—called “loop closure.”

SLAM and VSLAM appear attractive for use on rovers because they require no specialized sensor
hardware, and there is a wealth of research and development that had already been done on these
topics for terrestrial applications. SLAM requires that a traverse double back on itself at some
point, and SLAM-based state data will be of dubious quality until loop closure has been achieved.
Fig. 6 illustrates the tendency of SLAM to produce simultaneous incorrect estimates of observer
pose and landmark locations which is (often) cleaned up at loop closure. A great deal of computer
memory and storage will be spent on building and saving a SLAM map. This may not be necessary
from a navigation standpoint, when only the observer pose is truly critical. It may be advisable
to de-couple localization and mapping, and to first solve one problem, then the other. Generation
of a map is certainly a useful scientific objective, but does not need to be part of the critical path
when executing a traverse. It is the opinion of this author that such methods may be better suited to
after-the-fact analysis of images or video sent down after a mission or traverse has been executed.
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HAZARD DETECTION AND PATH-PLANNING

Hazard Detection and Avoidance is a critical capability that has flown on every Mars rover17, 22, 27, 31

and will be included on rovers still under development.39 Hazards include rocks (or anything the
rover could bump into), slopes (or anything that could cause the rover to tip), and loose terrain (or
anything that could cause the rover wheels to slip). The most common strategy is to take a stereo
pair of images with calibrated cameras having a known baseline (inter-camera distance). Points
between these images can be correlated, and their corresponding 3D points triangulated, resulting
in a 3D map of the local environment (typically a point cloud or a DEM). One could also arrive at
a point cloud using a LIDAR system, though this has not yet been done in practice. These data can
be processed to detect hazardous rocks, slopes, or even craters—which are useful for navigation but
also pose slope hazards themselves.

Figure 7. A point cloud or DEM of the local environment contains enough informa-
tion to assess which path forward is most safe.

Early versions of rover path planning consisted of fitting a plane the size of the total rover foot-
print onto the local hazard map, looking for safe regions of relatively flat terrain.21 This results in
evaluation of immediate paths forward rated by traversal speed and ease, as is illustrated in Fig.
7. Recent improvements use a more complex rover shape model, making analysis more compu-
tationally expensive but allowing rovers to traverse riskier environments.31, 60 Historically, image
processing required rovers to stop to for a period of time before proceeding.61 The Perseverance
rover uses a dedicated FPGA to speed up processing, allowing Percy to move at its full speed of just
over 4 cm/s while performing HDA in real-time.31 Perseverance’s hazard detection is so reliable
that the rover has been trusted to navigate across terrain that no human eye has ever seen, finding its
own safe way there. Inevitably, a rover will encounter previously unseen hazards along its planned
traverse. Hazard detection is therefore a continuous and ongoing process..

The most subtle hazard is loose terrain that would allow a rover to “spin its wheels” and ulti-
mately become stuck. This problem was encountered on the MER mission when Opportunity was
commanded to drive 50 meters but became stuck on “Purgatory Ripple.” Visual odometry was used
to determine that the rover had actually only moved 2 meters.22, 23 Thankfully, Oppy was able to
back up and work its way around this loose terrain feature. It has been noted that slip hazards are
sometimes related to patches of otherwise featureless terrain. Other times, a rock comes loose and
moves under the rover as it is commanded to drive forward.25 The detection of terrain which might
pose a slip hazard is still an active area of research and development.
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STELLAR POSITIONING SYSTEM

A modern adaptation of nautical celestial navigation (i.e., using a sextant and star charts) and can
be accomplished with well-understood aerospace navigation hardware. Celestial navigation was
discussed in the context of the Apollo missions9, 10 but was never implemented in favor of simplicity.
In recent years, this method has come to be known as the Stellar Positioning System (SPS)62, 63 and
has undergone promising hardware tests.64 This method of navigation requires only a star tracker
and an IMU, as illustrated in Fig. 8 and could return a position estimate in a lost-on-the-surface
scenario.

Figure 8. If an observer measures their attitude with respect to inertial space (e.g.,
using a star tracker) and their local apparent “down” direction, they have enough
information to deduce their global position.

The relationship between the inertial (world) frame and the Moon-Centered, Moon-Fixed Frame
(MCMF) is simply a function of time. The rotation between the inertial frame and the body frame
of an observer can be estimated using a star tracker. The local gravity vector can be measured in the
body frame with an IMU. A few frame transformations yield the local gravity vector in the MCMF
frame, which contains enough information to estimate latitude and longitude. An accurate model of
the Moon’s gravity is necessary to realize this method. The local gravity vector would only point
opposite an observer’s position vector on a celestial body with a perfectly spherical gravitational
field. A navigator must account for the “lumpiness” of the Moon’s gravitational field using an
empirically derived gravity model. In addition, the interlock angle between the vehicle’s star tracker
and IMU must be known with great precision. Even if this were precisely calibrated on the ground
before launch, it would almost certainly need to be re-calibrated multiple times throughout the
mission due to vibration and thermal effects.

Recently, a hardware demonstration of SPS was performed at NASA MSFC using a commercially
available accelerometer, star tracker, and clock.64 They started by solving for a rough estimate of
their position using a spherically symmetric gravity model, then began iterating using higher-fidelity
gravity models until their position converged. Using measurements taken over the course of an hour,
the team estimated their position with ≈ 421 meters error. Amert et. al.64 are optimistic that a
similar setup on the Moon could achieve ≈ 125 meters position error (scaling by the relative size of
the Earth and the Moon).
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SURFACE CRATER-BASED NAVIGATION

Crater-based navigation for a spacecraft in orbit has been well-studied and is still an area of
research and development.65–67 Crater-based navigation can generally be divided into four parts: (1)
crater detection from available data, (2) building a reference catalog of craters, (3) identifying craters
(i.e., matching observed and catalog craters), and (4) estimating observer pose (e.g., solving the
perspective-n-point problem53, 68). Crater detection can be done using either neural networks69, 70 or
classical image processing techniques.71 A wealth of crater detection algorithms already exist.72–74

Crater maps, such as the Robbins Crater Database,75 are typically generated for scientific purposes
but are perfectly useful to a navigator. Crater identification can be reduced to a database search
problem through the use of crater invariants—numerical nametags given to groups of craters which
are the same if computed from a catalog or from information in an image.65

Figure 9. Craters seen by an observer on the surface can be correlated with craters
seen from orbit, and this can help estimate an observer’s pose.

Recent work at JPL has looked into extending this strategy to lunar surface operations,76–78 al-
though this poses some unique challenges. The algorithm is known as LunarNav77 and the general
premise is illustrated in Fig. 9. Craters must first be detected in mono images or in point clouds
generated from a stereo camera pair or LIDAR instrument—two problems which do not have ma-
ture or well-tested solutions. The area around an observer may not feature enough craters for a pose
solution, and craters that can be seen from the surface are generally too small to be included in
a global crater database. Thus, navigators must construct a mission-specific crater database using
orbital images. The invariant-based crater ID method described by Christian65 relies on the assump-
tion that the craters are either co-planar or are all tangent to the surface of a tri-axial ellipsoid. These
assumptions do not necessarily hold on the surface. Thus, the authors of LunarNav are forced to use
an ad-hoc technique for crater identification. LunarNav and other methods of lunar surface naviga-
tion using craters are very promising and are certainly worth further research and development, but
are not as mature as some of the other surface navigation technologies discussed in this paper.
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SURFACE SKYLINE-BASED NAVIGATION

Features in the silhouette formed by the distant terrain against the background of space can be
used for localization. This has been studied in the context of lunar79 and Martian80 exploration, and
is being actively researched at NASA JSC and Goddard Space Flight Center (GSFC).81, 82 Skyline-
based navigation can be broken down into two basic strategies: coarse pose estimation by observing
the entire skyline, and fine pose estimation looking at particular features in an image.

Figure 10. The skyline acts as a fingerprint—it is unique to a particular observer
position. Thus, a lookup table of horizon lines can facilitate localization in a lost-on-
the-surface scenario.

The panoramic skyline (or partial skyline) does not contain enough information for observer
localization. The skyline is more like a fingerprint—unique to one location, but only useful if there
is a database of other skylines to compare to. The (pre-rendered) skyline one would expect to see
matches observations only at one location on the surface, as is illustrated in Fig. 10. Coarse pose
estimation using horizon images can be broken down into four steps. The first is using DEM data to
render skylines as they would be seen at several reference points on the surface. The second is image
processing to find horizon points, a task made more difficult by the extreme lighting conditions at the
lunar south pole. The third is combining images to form a panorama, while being careful to avoid
introducing any image stitching artifacts. Finally, the fourth is comparing the observed skyline to
many rendered skylines and returning the best match. The accuracy of this coarse pose estimation
technique is limited by the number of reference points considered in the first step. One is forced to
assume they are at, or near, one of these points. There will always be some nontrivial pose error,
and the possibility of a false-positive match is non-negligible. Still, this gives the observer a coarse
pose estimate even when lost on the surface of another celestial body.

A second form of skyline-based navigation can be used to refine an initial pose estimate. An
observer can render the expected skyline corresponding to a specific pose, then correlate features
between the expected and measured skylines. This correlation problem is nontrivial, and remains an
area of active research.82, 83 By contrast, correlation between rendered image points and 3D points
taken from a reference DEM is trivial. The result of this effort is a set of direction vectors to known
3D points, and one only needs to solve the PnP problem to estimate observer pose. This process can
be repeated as necessary until pose converges. Coarse and fine skyline-based navigation dovetail
nicely. Coarse skyline-based navigation can generate a rough solution even when lost on the surface.
Fine skyline-based navigation can dramatically improve an initial pose estimate. These techniques
are promising, but have only been studied in theoretical and academic contexts.
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SURFACE NAVIGATION USING ORBITAL ELEVATION MAPS

Hazard detection has been done on Mars rovers17, 27, 31 and Moon rovers84 using stereo cameras
and on terrestrial rovers using LIDAR.85 The use of LIDAR for HDA was also explored on the
Morpheus lander86—a part of the Autonomous Landing and Hazard Avoidance (ALHAT) project.87

While stereo cameras have greater range than LIDAR under good lighting conditions, LIDAR works
under all lighting conditions,88, 89 making it particularly attractive for exploring the lunar south pole.
At present, no rover has flown to another celestial body equipped with a LIDAR, but NASA Goddard
is working on a Space Qualified Rover LIDAR (SQRLi). A point cloud or DEM of local terrain can
be used for navigation as well as HDA. A measured local DEM should fit onto a DEM generated
from orbital imagery like a puzzle piece, allowing for observer pose estimation, as illustrated in
Fig. 11. Global pose estimation from LIDAR data has been studied for landers89 and has been
demonstrated on Earth with helicopter flight test data.88 This has also been investigated for maritime
navigation—a ship can navigate using 3D scans of the ocean floor.90

Figure 11. A stereo image pair or LIDAR scan can be used to create a point cloud
or DEM of the local environment. This is useful for hazard detection and also for
navigation, by matching the local DEM to a global DEM made from orbital images.

The most common strategy involves starting with an initial guess of observer position and it-
erating until measured and reference DEMs align perfectly, using something like a floating point
correction algorithm.88 In the absence of an initial guess, the DEM correspondence problem be-
comes much harder to solve. The naı̈ve solution would be a brute force search of possible observer
poses to align DEMs. The Standalone Hazard Evaluation by Refinement of Instrument Findings
(SHERIF) algorithm91 is being developed at NASA JSC, and is also focused on point cloud anal-
ysis for HDA. One of the key advancements in the SHERIF algorithm is the development of 3D
feature points that can be used to stitch together LIDAR point clouds. These are essentially the
3D version of SIFT or other 2D image features. These features could be used to match a small
(measured) DEM to a large (reference) DEM in a fraction of the time of a brute force search. While
promising, this method of navigation has not yet been implemented and remains low-TRL.
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SURFACE NAVIGATION USING ORBITAL IMAGERY

Until very recently, autonomous global localization for rovers has not been a consideration. The
only missions that ventured far enough from their landing site to require global localization have
been Mars rovers, and those have historically performed global localization by sending images to
Earth for processing. Engineers at JPL have found a way to automate this process using a modified
form of the census transform. Their algorithm, named “Censible” has been run on the Perseverance
rover flight computer—the first demonstration of on-board global localization on another world.92, 93

Figure 12. The Censible algorithm involves producing a synthetic top-down image of
the local terrain, then comparing this to orbital imagery for observer pose estimation.

A stereo camera pair can take an ensemble of stereo images in a panorama around the observer,
and these can be used to synthesize a 3D point cloud around the vehicle. Color rectification must
be performed on each image, then a brightness can be assigned to each point in the point cloud.
This results in an orthomosaic image which should fit like a puzzle piece onto a larger orbital image
of the surrounding region. A comparison is then performed between the synthetic local and orbital
images of the surface using a modified census transform. The brightness at each pixel is compared
to its surrounding eight neighbors, and a descriptor is built for each pixel. This comparison is far
more robust than the normalized cross correlation method. The search space can also be reduced by
limiting the region of the orbital image under consideration to a spot near some initial guess of the
observer position. Once the center of the orthomosaic is correlated to a location in an orbital image
it is straightforward to estimate the latitude and longitude of the observer.

Much like DEM-based navigation and skyline-based navigation, this method relies on a compar-
ison of local to global data after some modification that makes a direct “apples-to-apples” compar-
ison possible. The Censible algorithm can be carried out by any rover with a stereo camera pair
and a mast that allows for full 360-degree rotation. It requires a reasonable amount of on-board
processing power (certainly less than is required for real-time hazard avoidance). This technique
exists only as a flight demonstration, but it is sensible to assume this, or something similar, will
become much more prevalent on future missions.
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SUMMARY AND CONCLUSION

Case studies of the Apollo LRV, the family of Mars rovers, and the (still in-development) VIPER
rover provide insight into the challenges of surface navigation. This paper reviewed methods of
autonomous global navigation (finding latitude and longitude), local navigation (finding distance
and direction traveled), and HDA. These are summarized in Tab. 1, along with their flight heritage
and required hardware. It is the hope of this author that the information in this paper will prove
useful for those involved in the design, development, and testing of future rovers.

Table 1. Summary of autonomous surface navigation techniques discussed in this paper.

Navigation Technique Hardware Required Considerations

Inertial Navigation wheel odometers, IMU, wheel slip,
and Wheel Odometry suspension encoders (opt.), gyro drift

(local navigation)

Visual Odometry stereo camera pair or choice of feature points
(local navigation) mono camera with, point correspondence

range instrument
FPGA or GPU (opt.)

SLAM mono/stereo cameras or LIDAR, choice of feature points
(local navigation) IMU (opt.), point correspondence

FPGA or GPU (opt.) requires loop closure
computer storage limitations

(no space flight heritage)

HDA and Path Planning stereo camera pair or LIDAR, computationally expensive
IMU, FPGA or GPU (opt.) necessary throughout traverse

Celestial Navigation star tracker, IMU, clock must know alignment
(e.g., SPS) from IMU to star tracker

(global navigation) (no space flight heritage)

Surface Crater Nav mono/stereo cameras or LIDAR, surface crater ID problem,
(e.g., LunarNav) FPGA or GPU (opt.) relies on dense crater distribution

(global navigation) (no space flight heritage)

Skyline Navigation mono/stereo cameras, must pre-render skylines or
(global navigation) FPGA or GPU (opt.) be able to render onboard,

point correspondence
(no space flight heritage)

DEM Matching stereo cameras or LIDAR, point correspondence
(e.g., SHERIF) FPGA or GPU (opt.) (no space flight heritage)

(global navigation)

Orbital Image Matching stereo cameras computationally expensive
(e.g., Censible) FPGA or GPU (opt.) (minimal space flight heritage)

(global navigation)
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