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Simulation Framework for Tactical Separation Assurance Service
using Deep Reinforcement Learning

Summary

Deep Reinforcement Learning (DRL) is a revolutionary Artificial Intelligence (AI)
methodology that combines Reinforcement Learning and Deep Neural Networks. This report
proposes a simulation framework for training and evaluating DRL approaches for tactical
separation assurance services in the Unmanned Aircraft Systems (UAS) Traffic Management
(UTM) ecosystem for UAS-to-UAS conflict detection and resolution. The DRL agent is developed
in Python using PyTorch and TorchRL. NASA’s GPU-enabled Flexible engine for Fast-time
evaluation of Flight environments (Fe3) is chosen as the simulation environment for data
collection and policy evaluation. Fe? is responsible for i) simulating different scenario geometries,
ii) detecting UAS-to-UAS conflicts, and iii) computing the states and rewards given the actions
chosen by the DRL agent. The Fe3 and Python processes share data via NVIDIA’s CUDA
inter-process communication Application Programming Interface (API) and communicate using
named pipes. Named pipes are used to ensure proper data flow and avoid race conditions between
the Fe3 and Python processes. The Python process opens two pipes, one that it can only read to
and one that it can only write to.

Double Deep Q-Network with experience replay is the reinforcement learning algorithm
implemented to assess the functionality of the framework. It is a model-free approach that
updates a Q-value function and follows an e-greedy policy during training and a greedy policy at
inference. During the training stage, the data samples collected from the interactions with the
environment are stored in a replay buffer to improve data efficiency, prevent forgetting
experiences, and reduce training data correlation. Furthermore, the Q-value function is
represented by two neural networks: the Q-network for selecting the best action and the target
network for evaluating it, reducing the oscillatory behavior during training.

The agent dynamics were modeled in Fe3 based on the performance characteristics of DJI
Phantom 4.0 UAS, and its action space was constrained to heading changes. The state space used
as input for the decision-making process is based on selected UAS states, UAS-to-UAS conflict
states, and Fe3’s simulation states. The reward used to guide the learning process consisted of
intermediate and termination components that encouraged safety and efficiency, the former in
terms of the closest lateral distance and the latter in the form of energy consumption
minimization.

Preliminary results from a dataset comprising 150 UAS pairwise (UAS-to-UAS) conflict
scenario geometries, run for 50 epochs, demonstrate that the agent is successfully learning. This
is evident from an increase in the percentage of deconflicted scenarios and the maximum reward
achieved per epoch. In addition, the safety performance of the policy has improved by
deconflicting earlier in the flight and at greater distances from the conflict area.



1 Introduction

HE FAA and NASA envision unmanned aircraft systems (UAS) traffic management (UTM)
having a multi-layer conflict management model to ensure the safe, efficient, and scalable
operations of UAS between each other. These layers are referred to as strategic deconfliction,
tactical deconfliction, and collision avoidance (Ref. 1, 2). At each layer, UAS-to-UAS conflicts are
resolved through a series of maneuvers compatible with the operational environment. The objective
of the first layer of the conflict management model, i.e., strategic deconfliction, is to i) minimize
the likelihood of airborne conflicts between UAS operations and ii) maximize the airspace usage by
adjusting the departure times of UAS (Ref. 2, 3). The tactical deconfliction layer consists of two
levels. The first level, i.e., tactical separation assurance, consists of executing one or more maneuvers
(speed, altitude, and heading changes) to avoid an UAS-to-UAS airborne conflict promptly when
strategic deconfliction was not completed or underperformed due to uncertainties (Ref. 4-7). It is
activated 3 minutes before the near midair collision (NMAC) between pairwise UAS. The second
level of tactical deconfliction, i.e., detect and avoid (DAA), handles UAS-to-UAS conflicts that are
not detected until < 1 min prior to the NMAC or, when successfully detected by the first level,
but could not be resolved successfully (Ref. 5, 7). Finally, the last layer of protection in the UTM
ecosystem is the onboard collision avoidance system (Ref. 3).

1.1 Background and Motivation

In the UTM ecosystem, there is a demand for an autonomous air traffic control system to enable
safe, efficient, and scalable UAS beyond visual line-of-sight (BVLOS) operations (Ref. 8-10). The
critical challenge is researching and building an autonomous air traffic control system to provide
real-time conflict detection and resolution solutions to UAS in UAS-to-UAS conflict. To this end,
the Next-Generation Airborne Collision Avoidance System (ACAS-X) (Ref. 11) was built upon
Traffic Alert and Collision Avoidance System (TCAS) (Ref. 12), introducing a partially observable
Markov decision process (POMDP) (Ref. 13) for the problem formulation. TCAS and ACAS-X are
designed to resolve pairwise conflicts between manned aircraft with vertical maneuvers (Ref. 14).
The difference is that TCAS uses fixed rules to resolve conflicts, whereas ACAS uses a probabilistic
model to represent future aircraft positions. A tailored version of this system for use onboard UAS,
ACAS Xu (Ref. 15), incorporates altitude and heading change maneuvers for collision avoidance
(Ref. 16).

Tactical separation assurance is an intermediate traffic management layer of the UTM ecosys-
tem for keeping UAS safe from conflict and collision hazards by an appropriate separation criterion,
namely the minimum deviation from the original flight path (Ref. 5). Therefore, tactical separation
assurance involves preventing an NMAC between UAS in-trail, at intersections, and metering fixes
by providing advisory maneuvers to UAS (Ref. 17). In addition to resolving conflicts, it also pro-
vides trajectory segments that return the UAS back to its original flight path after the resolution
segments of the trajectories have been completed (Ref. 5, 7).

Recently, reinforcement learning (RL) (Ref. 18) approaches have shown potential in conflict
detection and resolution problems. Reinforcement learning aims to allow an agent to learn an
optimal policy by directly interacting with the environment. Various deep reinforcement learning
(DRL) algorithms have been researched for collision avoidance (Ref. 19-22), tactical deconfliction
(Ref. 8, 17, 23), and strategic deconfliction (Ref. 24-26) in conventional air traffic, and urban air
mobility. However, in the UTM ecosystem, very little research has been performed in the tactical



separation assurance time scale, i.e., three to one minutes before the UAS-to-UAS conflict (Ref. 5).

To enable the study of DRL strategies for tactical separation assurance services, the main
contribution of this research is a simulation framework that facilitates the interaction of a Python
DRL agent with a fast-time evaluation tool previously developed at NASA Ames Research Center.
To test its functionality, a DRL approach from literature — Double Deep Q-Network with experi-
ence replay — was implemented for UTM pairwise (UAS-to-UAS) deconfliction within the tactical
separation assurance time frame. The model balances safety and efficiency by applying heading
change maneuvers and incorporating a higher-fidelity 6-DOF physics-based energy consumption
model (Ref. 5, 27, 28) in the reward function. The rest of this report is organized as follows. Sec-
tion 2 describes the simulation framework, explains RL, and discusses the specific DRL algorithm
implemented. Section 3 presents preliminary results in terms of the percentage of deconflicted
scenarios, safety and efficiency. Finally, Section 4 provides conclusions, future research directions
and recommendations for future work.

2 Methodology

2.1 Simulation Framework

NASA’s Flexible engine for Fast-time evaluation of Flight environments (Fe?) (Ref. 29) is used
as the simulation environment modeling flight kinetics in the UTM context. The flight kinematics,
flight dynamics, power model, and quadrotor performance models (Ref. 30) have been incorporated
in Fe? to simulate various pairwise scenarios with conflicts where the agent performs heading change
tactical maneuvers and learns a policy that optimizes for both safety and efficiency. The training
and testing scenarios are randomly generated with a pair of UASs having conflicting 4D (3D space
and 1D time) trajectories. Fe? uses NVIDIA GPUs for accelerated computation performance and
parallelized simulations of scenarios (Ref. 31).

This research used the deep learning library PyTorch and the reinforcement learning framework
TorchRL to train the agent for tactical deconfliction using heading change maneuvers and execute
the policy (Ref. 32, 33). As shown in Figure 1, the Fe? process calculates simulator and UAS
states periodically at every time step, simulates and detects pairwise (UAS-to-UAS) scenarios with
conflicts, and executes heading change for the UAS. The Python process uses the simulated states
calculated by Fe? as input to the agent to calculate the optimal heading change maneuver to avoid a
conflict. Fe? then simulates the next time step given the heading change maneuver. This interaction
between Fe? and the RL agent in Python starts when a conflict has been detected and continues
back and forth until the conflict has been resolved. CUDA inter-process communication (IPC) and
IPC via Unix-named first-in-first-out pipes (FIFO) were used to share the state data between the
Fe? and Python process (Ref. 31).

Named pipes are used to ensure proper data flow and avoid race conditions between the Fe?
and Python processes. The Python process opens two pipes, one that it can only read to and one
that it can only write to. The Fe? process opens the same pipes in the opposite modes, opening
the Python read-only pipe in write-only mode and the Python write-only pipe in read-only mode.
A process is able to write to a pipe and the other process is able to read data from that pipe.
The writing function is non-blocking, whereas the reading function is blocking, meaning that if
the pipe is empty, the process waits until another process writes enough data to read. During the
main simulation loop, these pipes are used to relay status messages when a process is done using
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Figure 1.—Shared memory and Inter-Process Communication between Python and Fe? Processes.

the shared memory and allowing the other process to use it. For example when Fe? is finished
calculating the states it sends a message via the named pipes to the Python process letting it know
to calculate the best maneuver. In addition, when allocating GPU memory at the beginning of
the program, the pipes are also used to send information necessary for opening the shared GPU
memory (Ref. 34).



Various states such as UAS, simulator, conflict, and maneuver information are stored on GPU
memory during the simulation. Transferring data between the GPU and CPU is costly and can
slow down the simulation drastically if conducted often and with large amounts of data. Instead,
the data is kept on the GPU, but both the Fe? and Python processes have access to the same block
of memory. This allows both processes to read and write to the same block of memory without little
to no overhead. Along with the shared GPU memory, the Python process stores other tensors on
the GPU including the weights for the neural network policy and the gradients. Fe? stores memory
on the GPU necessary for the simulation including the ordinary differential equation (ODE) state,
waypoint data, wind data, etc.

2.2 Reinforcement Learning

Reinforcement learning (RL) is a branch of machine learning, that involves an agent interacting
with an unknown deterministic or stochastic environment through sequential decision making (Ref.
18) to achieve a long-term goal. The components that make up a reinforcement learning problem
can be defined by the tuple (S, A, P, R, 7). At each time step, t, an agent observes the current
state (S € §) and selects an action (A; € A) based on its policy (7); function that maps each state
to a distribution in the action space. S and A represent the set of all possible states and actions in
the environment, namely the state and action space, which can be discrete or continuous. Based on
the state-action tuple (S¢, A¢), the state is then updated to S;y1 and the agent receives a reward
(R¢). How the state progresses from S; — Sii1 given action A; is determined by the dynamics
of the environment represented by the transition probability function P(S;41|S, At). The reward
function R(Ry4+1|St, A¢, Si4+1) assigns the reward to the agent for reaching state Sy from state Sy
given action A;.

After training, the optimal policy (7*) representing the agent’s strategy will take actions
that maximize the expected cumulative reward over time, also known as the expected return
(7*(t) = argmax,; E[>.7°) 7 Riyit1|m]). Correctly shaping the reward function is essential to align
the agent’s final strategy with its initial goal within the environment, since the reward tells the
agent what we want it to accomplish and not how to achieve it (Ref. 18). This task is particularly
challenging as the reward function must also be designed to prevent the agent from getting stuck in
local minima, which can impact convergence speed (Ref. 35). Finally, the discount factor v € (0, 1)
determines how much value do future rewards have in the present. As v — 0, immediate rewards
are emphasized, whereas, when v — 1, future rewards are also considered (Ref. 18). The end
product of applying the reinforcement learning paradigm to a problem is a policy that maximizes
the cumulative reward over time.

Two main approaches can be distinguished for training an agent to discover its optimal policy,
namely policy- and value-based methods. Policy-based methods (7(S;) = P(A¢|St)) teach the agent
directly what action to take at every time step by learning a policy function that maps each state to
the best possible action (deterministic) or by defining a probability distribution over the available
actions at that state (stochastic). In contrast, value-based methods teach the agent to learn which
state is more valuable by learning a value function that maps a state to the expected value or utility
of being at that state.

The value function can have two representations. The state value function Vi (S;) is the
expected discounted return the agent would obtain if it would start in state S; and then act
according to the policy (Ex[Rir1 + YRiro + V2 Rir3 + ...|Si]), whereas the action-value func-
tion Qr(St, Ay) reflects the expected discounted reward when starting in state Sy, taking action



A; and then following the policy (Ex[Rir1 + YRiso + v?Rirs + ...|St, A¢]). Both value func-
tions are related to each other by the following equality: Q,(St, A¢) = R(S, At, Se1) + YVa(Se),
where Siy1 ~ P(S:¢4+1]St, A¢). An optimal value function (V* or Q*) is reached when it meets
the Bellman optimality equation in Equation 1 (Ref. 18). Once the optimal value function has
been computed, a greedy policy that selects the action with the highest utility is usually chosen
(m* = argmaxa, Q"(St, A¢) = argmaxa, Rit1 +7V*(St)) (Ref. 19).

V(Sy) = max E[Rer1 + 7V (Sp+1)]
t

1
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Figure 2.—Schematic diagram of state, action, and reward in reinforcement learning framework

in UTM context. Adapted from (Ref. 18).

2.2.1 Double Deep Q-Network

Q-learning is a model-free reinforcement learning algorithm for estimating action-value func-
tions which falls under the category of temporal difference (TD) value-based learning techniques
(Ref. 18, 36, 37). In contrast with Monte Carlo based methods that wait until the end of an
episode for computing the return and updating the value function (complete episode environment
interactions are required), TD learning techniques only wait for one time step in order to compute
an update. Here, an episode refers to a single sequence of interactions between an agent and its
environment, starting from an initial state and ending at a terminal state. Since TD methods have



not experienced an entire episode, the expected return is estimated using the immediate reward
(R:) and the discounted value of the next state. Hence, in the case of Q-learning, the Q-values are
iteratively updated as follows:

Q(St, At) < Q(St, Ar) + a[Ry1 + ’YgltfgiQ(StH, A1) — Q(St, Ay, (2)

where « is the learning rate, 7 is the discount factor and max4,,, is the maximum Q-value for the
next state given all possible next state actions (Ref. 18).

To balance the exploration vs exploitation trade-off during training, the action A; is chosen
by an e-greedy policy that selects a random action with probability € and the action with highest
value according to the current Q-value function with probability 1-e. The update to the action-
value function in Equation 2 following the learning rate is called the TD error or Q-loss (Ref. 18)
and its first two terms within brackets are known together as the TD target because they are the
value the output of the Q-value function (third term of the TD error) should aim for to achieve
optimality, as seen in Equation 1.

In this research, the Double Deep Q-Network (Double DQN) algorithm variant with experience
replay is implemented where the Q-value function is approximated using a neural-network model
(NN) (Ref. 38). Experience replay consists of populating a replay buffer (D) at every simulated
time step with transition tuples of the form (S, A:, Rit1, Si+1) (Ref. 39) and, periodically,
sampling from it a mini-batch of transitions for training the NN. Mini-batch refers to a small,
randomly selected subset of experiences or transitions of size B that are sampled from a larger
dataset of experiences (D) accumulated during the training process. It improves data efficiency
by reusing each data sample multiple times during training, prevents catastrophic forgetting of
previous experiences, and reduces sequential training data correlation by enabling data batches of
diverse past experiences (Ref. 40, 41).

A double NN approach was taken for representing the Q-value function (Ref. 38, 39, 42); one for
selecting the best action at the current and next state (Q-network with parameters § — NN weights
and biases) and another for evaluating the best action (target network with parameters 6~). The
role of each network can be seen from the loss (£) for training the Q-network in Equation 3. The
Q-network is updated with frequency C7, every time a mini-batch of transitions is sampled from
the replay buffer for training, whereas the target network is kept constant and only updated with
the parameters of the Q-network after multiple Q-network updates with frequency C5. The target
network was introduced to reduce the emergent oscillatory behavior during training due to the
correlation between the TD target and the output of the Q-network, which would otherwise share
the same parameters (Ref. 39). Including the Q-network within the target network for selecting
the action at the next state counteracts the positive bias previously observed in Q-learning (Ref.
42). Both the data collection and training phases of Double DQN can be seen in Figure 3.

1 2
£6) = 5 (Rt +9Q(Si.argmax Q(Seen, Arsni 0):67) — Q(S:, 4030) ) 3)
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Figure 3.—Data collection and training in Double DQN.

2.3 Reinforcement Learning Framework
2.3.1 Environment: Conflict Scenarios

Scenarios are randomly generated so the agent can learn from diverse experiences. The pair of
UAS have routes that intersect in 4D. The ownship UAS always starts with an initial heading of
true north, while the intruder UAS approaches from varying bearing angles in each scenario. The
relative heading between the two UAS ranges from 20° to 160°, and both UAS operate at the same
altitude. Each UAS starts 4,000 meters from the conflict location, i.e., an estimated time of 200
seconds to conflict at a groundspeed of 20 m/s. When the simulation starts, each UAS travels on its
respective route towards the final waypoints. In Fe3, by default a conflict is detected when the pair
of UAS are within broadcast range of each other (6,000 meters) and are on track to collide. From
this point, the DRL agent calculates heading change maneuvers for the ownship UAS to execute
until one of the scenario termination conditions is met: the conflict is resolved or the vehicles have
collided. A conflict is resolved when the ownship UAS has a clear line-of-sight to the destination.

2.3.2 Agent

This research treats the ownship UAS in the UTM airspace as the RL agent. The UAS
performance data shown in Table 1 is based on DJI Phantom 4.0 UAS (Ref. 30). These parameters
are used to compute the power required (Prequired) and energy consumption for UAS flights. The
instantaneous power required in forward flight is equal to the sum of the induced power, parasite
power, climb power, and profile power (Ref. 28, 43, 44). The energy consumption (Econsumption) il
time () is as follows (Ref. 30):



t
Econsumption = A Prequired dt (4)

Table 1.— UAS Performance Parameters Relevant to Deep Reinforcement Learning (Ref. 30).

UAS Performance Parameter Value(s)
Cruise Airspeed 20 m/s
Cruise Altitude 121.92 m
Mass 1.410 Kg
Rotor Diameter 0.24 m
Equivalent Front Plate Area 0.012 m?
Equivalent Top Plate Area 0.03 m?

Maximum Heading Change Rate  150°/s

2.3.3 State Space

Selecting the appropriate state space dimensions is crucial to providing the agent with sufficient
information to effectively navigate the environment optimizing for reward. To minimize compu-
tational complexity, unnecessary and redundant states should be avoided, which may be derived
from combinations of others. For the dynamic re-routing of two agents, the state space has been
defined in Table 2. In order to reduce the state space size, only scenarios where the intruder UAS
approaches the ownship UAS from the right are considered. In the case that the trained agent
encounters scenarios upon deployment where the intruder UAS is to the left, the intruder UAS
is mirrored around the ownship UAS’s original route for the state computation and the policy’s
output is mirrored back before execution in the environment, as can be observed in Figure 4. This
method halves the size of the state space.

2.3.4 Action Space

The dimensions of the action space dictates how the agent interacts with the environment. To
compute the optimal action based on the Q-value function, the action space needs to be discretized,
with the number of output neurons in the value networks matching the number of possible actions.
For the present research, only heading changes with respect to the original route heading are

Table 2.—State space definition.

State name Limits Units Dimensions
Simulation Time [0, 4100] S 1
Time to Conflict [0, 180] s 1
Ownship UAS position | [-4000, 4000] m 2
Conflict Location [-4200, 4200] m 2
Relative distance [-4200, 4200] m 2
Relative velocity [-40, 40] m/s 2
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Figure 4.—Computation and execution of action when the intruder UAS approaches from the left
of the ownship UAS’s path.

considered in the range [-45°, 45°] segmented into intervals of one degree (specifically {-45°, -44°,
-43°, ..., 44°, 45°}. As an example, if the UAS is heading East at the beginning of the scenario,
namely 90° heading if the North is considered to be the reference direction, then it can only change
its heading in the range [45°, 135°].

2.3.5 Reward Function

The agent’s goal is to maintain visual contact with the destination while avoiding conflict
with the intruder UAS. The reward function includes a large termination reward, complemented
with smaller rewards at each time step, to accelerate the agent’s learning of desired behaviors. To
balance safety and efficiency, the reward function incorporates the following factors:

1. Intermediate Reward

(a) Energy consumption penalty: Fe? incorporates an energy model of the UAS. Each time
step’s energy consumption (AFjy) is penalized by multiplying it with a negative weight
(wy), aimed at minimizing the overall energy usage. This penalty incentivizes the agent
to make decisions that are more energy-efficient.

(b) Destination proximity reward: besides conflict resolution, the agent’s goal involves pro-
gressing towards its destination. To incentivize this behavior, the distance flown towards
the destination (Adpp) during each time step is multiplied by a positive weight (ws).

2. Termination Reward

(a) Base reward: an initial positive reward of 0.75 provides the agent a fixed incentive to
reach the goal, signaling that the termination itself is not undesirable.



(b) Conflict resolution time frame penalty: Dynamic re-routing takes place between three
minutes and one minute of collision (1< ¢. <3). To promote conflict resolution before
reaching the one-minute mark before impact, the agent incurs a large penalty (ws) if the
agent fails to resolve the conflict before that threshold.

()

{1, if t. < 60.
1:

0, otherwise.

(c) Total extra energy consumption penalty: A penalty is added that scales with the extra
total energy used by the UAS when compared to the same UAS flying directly on the
initial path as if there was no conflict (AE}) by a factor of w4. This is to avoid maneuvers
that have high total energy costs.

Considering all the aforementioned components shaping the reward, the intermediate (R;41)
and the termination (Ryp) signals can be formulated as in Equation 6 and Equation 7, respectively,
with the weight values in Table 3.

Ri1 = w1 - AE; +wo - Adop (6)
Rr =075+ w3 -\ +ws - AE; (7)

Table 3.—Reward function weights.

w1 Wo w3 Wy

-0.002 0.001 -0.5 -0.001

3 Preliminary Results and Discussions

Without performing a sensitivity analysis on the impact of each of the chosen states, actions
and reward factors enumerated in Section 2, as well as fine-tuning their chosen values, preliminary
results were collected in order to verify the functionality of the complete simulation pipeline and
the learning of the DRL agent. The Q-value function consists of a multi-layer perceptron (MLP)
with 3-hidden layers, each with 64 neurons. The input layer contains 10 neurons, corresponding to
the 10 perceived environmental states (see Section 2.3.3), while the output layer has 91 neurons,
representing the 91 possible heading angle changes (see Section 2.3.4). Leaky ReLU is the activation
function for all the layers. The probability € of the e-greedy policy linearly decays from 1 to 0.25
in 500,000 time steps, ensuring that initial actions are random and that there is always at least a
25% chance of taking a random action during training.

The replay buffer has a size of 300,000 samples and for every time step of data collected,
100 update steps with batches of 256 data points are performed on the Q-network. The Adam
optimizer is used with a learning rate of 1- 107 and a discount factor of 0.99. Instead of updating
the target network with the weights of the Q-network every Cs steps, its weights are updated at
every time step following Equation 8 with (=0.99. Thanks to this software update (Ref. 45), the
target changes slowly, improving learning stability at the expense of slower learning.



P =0 -C+0-(1-0) (8)

Exploiting the automated conflict scenario tool discussed in Section 2.3.1, 150 flight plans were
created for training and run for 50 epochs. Figure 5 shows how the percentage of successful decon-
flicted flight plans increases with the number of epochs for the training and validation scenarios.
The validation scenarios were 100 randomly generated pairwise scenarios that were simulated after
each epoch. The validation scenarios remained the same across the epochs. In both cases, the
validation signal seems to lag behind the training counterpart by one epoch. Additionally, from
these plots, it is clear that the policy has not yet converged and it could benefit from more training
epochs.

Safety can be assessed by looking at the closest distance of the ownship to the intruder before
declaring the conflict as resolved and disconnecting the DRL agent from the environment, as well
as the time that has taken the DRL to resolve the conflict. Figure 6 presents the first metric
by showing the closest ownship-intruder distance among all the scenarios in each epoch for the
training and validation datasets. As the value function is trained with more epochs, the closest
distance to the intruder while in conflict increases, showing that the agent is learning to take action
early in order to minimize energy consumption. Similar conclusions can be derived from Figure 7,
which shows the final ownship-intruder time to conflict remain much greater than the limit failure
threshold of 60 seconds. Again, the oscillations in Figure 6 and Figure 7 signals call for more epochs
to reach convergence.

Finally, the efficiency of the policy can be assessed by examining the total energy consumed by
the agent per epoch, as illustrated in Figure 8. For the training dataset and validation dataset, the
total energy consumption remains relatively constant. Again, it is clear that neither of the signals
has converged. This suggests that further training of the value function is needed.

Some reasons for why the percent of successful deconflictions becomes very high early in the
training, as seen in Figure 5 is that the model learns a suboptimal policy that successfully deconflicts
UAS-to-UAS in many scenarios. The model then improves upon that policy by learning maneuvers
that are more efficient but still successfully deconflicts UAS as seen as seen in Figure 8 as the total
energy used decreases while the percent of successful deconflictions remains high.

To better understand what policy the model learned, Figure 9 shows the first flight plan of
epoch 50. As can be seen, the ownship UAS (blue) initially makes a left turn of 35°, followed by a
right turn of 57°, ultimately heading back toward the goal with a 22° left turn.
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Figure 5.—Percentage of successfully decon-
flicted flight plans per epoch for the training
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the orange line those from the validation dataset.
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flight track and the orange represents the intruder’s flight track.



4 Conclusions

This report proposes a simulation framework for training and evaluating Deep Reinforcement
Learning (DRL) approaches for tactical separation assurance services in Unmanned Aircraft Sys-
tems (UAS) Traffic Management (UTM). To assess its functionality, the Double Deep Q-Network
with experience replay, a DRL algorithm from literature, was implemented as the policy for the
ownship agent, constrained to heading changes, in a pairwise UAS conflict scenario. The reward
used to guide the learning process encouraged safety and efficiency, the latter in the form of energy
consumption minimization.

Preliminary results from a dataset comprising 150 conflict scenario geometries, run for 50
epochs, demonstrate that the agent is successfully learning. This is evidenced by an increase in the
percentage of deconflicted scenarios per epoch. Additionally, the safety performance of the policy
has improved by deconflicting with the other UAS earlier in the flight and at greater distances from
the conflict area.
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