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ABSTRACT

A multifidelity, multipoint aerodynamic blade shape optimization was conducted to design a realistic, full-sized pro-
protor, representative of recent industry tiltrotor and lift+cruise UAM vehicle designs. The proprotor was designed
to achieve a disk loading of 8 psf in hover at sea level standard day and 1.9 psf in cruise at an altitude of 4000 ft
above ground level with a multipoint efficiency optimization target. A low-fidelity optimization was first conducted
using a differential evolution algorithm with CAMRAD II’s uniform inflow model, followed by a mid-fidelity trim
using CAMRAD II’s nonuniform inflow and free-wake models, a high-fidelity verification using a hybrid RANS/LES
approach in FUN3D, and finally a high-fidelity optimization on the low-fidelity optimized blade shape with a gradient-
based method using a uRANS approach in FUN3D. The low-fidelity optimization resulted in a proprotor that achieved
a hover figure of merit of 0.830 and a propulsive efficiency in cruise of 0.904. Results from the low-fidelity optimiza-
tion, mid-fidelity trim, and high-fidelity verification were compared to highlight differences in predicted blade span
loading and aerodynamic efficiency between the different aerodynamic solvers. It was shown that the low-fidelity
solver compared least favorably with the high-fidelity aerodynamic solver. Lastly, the high-fidelity optimization fur-
ther reduced the torque in cruise by approximately 75 ft-1b, with negligible changes in hover figure of merit and
propulsive efficiency in cruise. Negligible blade shape differences were observed between the low-fidelity optimized
design and the results from the sequential high-fidelity optimization with the largest difference being collective pitch

in both hover and cruise, respectively.

NOMENCLATURE
c(r) Rotor chord length distribution, ft
DL Rotor disk loading, Ib/ft
FM Rotor figure of merit

J Propeller advance ratio

My Mach number at the rotor blade tip

M., Freestream Mach number

Ny Number of rotor blades

(0] Rotor generated torque, ft-1b

r Normalized span location, %

R Rotor radius, ft

T Rotor generated thrust, 1b

We Cost function weight for cruise efficiency
wh Cost function weight for hover efficiency
yt Normalized wall distance

a Angle of attack, deg

Ay Flow solver time step, deg

0,,(r) Rotor twist distribution, deg

6o Rotor collective pitch measured at root, deg
K UMUSCL dissipation tuning parameter

n Propeller efficiency

Q Rotor rotational rate, revolutions per minute

(RPM)
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INTRODUCTION

Advanced Air Mobility (AAM) has seen growing interest over
the past decade by government, industry, and academia. AAM
vehicles typically utilize multirotor systems for lift and/or
propulsion, which can often be unconventional and may in-
corporate collective pitch, rotor speed, rotor shaft tilt angle, or
combinations of these controls to support operational condi-
tions ranging from vertical takeoff/landing (VTOL), through
transitional modes, to cruise, or axial forward flight with the
rotor plane(s) orthogonal to the oncoming flow. Since these
AAM rotors typically don’t entail cyclic pitch control, they
are often referred to as proprotors. The flexibility of these
AAM vehicles make them exceptional candidates for missions
involving the transportation of cargo and personnel, with the
latter being the target for Urban Air Mobility (UAM). UAM,
as defined by the NASA white paper on UAM Noise, is a
“rapidly emerging market requiring high density VTOL op-
erations for on demand, affordable, quiet, fast, transporta-
tion in a scalable and conveniently accessible verti-port net-
work” (Ref. 1).

To date, many concept and production UAM vehicles exist,
and Ref. 2 provides a comprehensive list of all known electric
and hybrid-electric VTOL vehicles. The Revolutionary Ver-
tical Lift Technology (RVLT) Project at NASA has also pro-
vided conceptual vehicle designs, such as the tiltwing (Ref. 3)
and lift+cruise (Ref. 4) reference configurations, among oth-



ers, to serve as research testing platforms. Though these ref-
erence vehicles bear similarity to preproduction vehicles de-
signed by industry in terms of mission requirements, the pro-
protors for these RVLT conceptual vehicles are often notional
or canonically designed using analytical expressions (Ref. 3)
and low-fidelity tools (Ref. 5). Additionally, more realis-
tic proprotors for UAM operation like those on preproduc-
tion vehicles are often proprietary and not accessible to the
public, with few exceptions (e.g., prototype proprotor from
Joby Aviation (Refs. 6,7) and a hover-optimized proprotor
designed by Techsburg, Inc. (Ref. 8)). Moreover, much of the
UAM proprotor noise facility testing and computations per-
formed by NASA have focused on small Unmanned Aerial
Systems (SUAS), or drone-sized proprotors (Refs. 9—12) due
to this limitation of representative UAM proprotor geometries
in addition to facility limitations (e.g., facility size and testing
cost).

The goal of this work is to design a realistic and representative
full-scale UAM proprotor to serve as a benchmark research
platform for aerodynamic and acoustic studies with the intent
of coordinating UAM noise research efforts. UAM mission
requirements outlined in Whiteside et al. (Ref. 3) will be used
to define the operating conditions for design, with a modified
hover condition thought to be more representative of current
industry designs (i.e., tiltrotor and lift+cruise). A multipoint
optimization will be performed to design the proprotor at two
operating points, namely, hover and cruise at altitude. Single-
point, low-fidelity optimizations have previously been con-
ducted by NASA for UAM cruise conditions (Ref. 13); how-
ever, a major drawback of the low-fidelity tools often used for
proprotor optimization is that they may not account for salient
flow features necessary for accurate proprotor performance
and acoustic prediction. To circumvent this issue, an approach
similar to the work performed by Abergo, et al. (Ref. 14) will
be used where the proprotor will first be optimized using low-
fidelity methods followed by a successive high-fidelity opti-
mization. In this fashion, flow physics will be incrementally
injected into the design problem, ensuring adequate resolution
of realistic flow features (i.e., cross-flow, compressibility, and
tip vortex effects) during the optimization procedure.

TECHNICAL APPROACH

A multifidelity optimization was used in this work that con-
sisted of two separate but sequential optimizations. The first
optimization utilized a low-fidelity aerodynamic solver within
a genetic algorithm optimization framework and will be dis-
cussed in the Low-Fidelity Optimization subsection. Since
the low-fidelity aerodynamic solver relies on analytical and
empirical modeling, it is capable of producing quick results at
the expense of not accounting for all relevant flow physics.
Quick results are very desirable for an optimization prob-
lem; however, the lack of aerodynamic fidelity has previously
led to major differences between experimental data and low-
fidelity predictions such as those caused by tip vortex-induced
blade separation (Refs. 15,16). To circumvent potential issues
caused by the lack of fidelity, a successive optimization was

conducted using a high-fidelity unsteady Reynolds-averaged
Navier-Stokes (URANS) aerodynamic solver with the low-
fidelity optimized design as the starting point. This high-
fidelity optimization used a gradient-based methodology and
will be discussed in the High-Fidelity Optimization subsec-
tion.

Prior to the high-fidelity optimization, the low-fidelity opti-
mized proprotor was trimmed using mid-fidelity methods and
slight alterations were made to the blade root for structural
purposes. Then, this post-trim modified proprotor was veri-
fied using high-fidelity CFD. The trimming procedure, blade
root alterations, and high-fidelity CFD verification will be dis-
cussed in the Trim and Verification Subsection. An illustration
of the technical approach used in this work is shown in Fig. 1.

Low-Fidelity Optimization (LFO)

!

Mid-Fidelity Trim

!

Verification using High-Fidelity CFD

!

High-Fidelity Optimization (HFO)

Figure 1: Block diagram representation of technical approach.

Design Requirements

The goal of this work was to optimize a proprotor blade geom-
etry for operation at two conditions: hover at sea level stan-
dard day and cruise at an altitude of 10,000 ft ISA (i.e., 4000
ft above ground level). Both operating points were defined in
Whiteside et al. (Ref. 3) for the RVLT tiltwing concept vehicle
and are shown in Table 1; however, a hover disk loading, DLy,
of 8 psf was used in this work rather than the DL, = 20 psf
detailed in the reference. This lower DL, was thought to be
characteristic of tilting proprotor-type applications and more
representative of recent tiltrotor and lift+cruise UAM vehi-
cle designs such as the Joby Aviation S4 (Ref. 17), Archer
Aviation Midnight (Ref. 18), and the Wisk Aero Generation
6 (Ref. 19). The proprotor has five blades (i.e., N, = 5), and
its size was held constant at a radius of R = 3.61 ft. The pro-
protor speed in hover was fixed at ;, = 886 RPM (M;;, = 0.3)
and in cruise, Q. = 725 RPM (My;, = 0.2543). Though the
proprotor speed in cruise was dictated by the advance ratio of
J = 3.0 and inflow speed of M., = 0.2428 detailed in Ref. 3,
acoustic tonal noise reduction was considered when prescrib-
ing the low value of Q;, (Ref. 20).

The multipoint optimization objective for both the low- and
high-fidelity optimization efforts in this work was to maxi-
mize hover figure of merit, FM, and cruise propulsive effi-



Table 1: Design operating points.

Operating Point ~ Altitude (ft) Propeller Advance Ratio, /  Rotation Rate (RPM) Disk Loading (psf)
Hover 0.0 0.0 886 (M, = 0.3) 8.0
Cruise 10,000 3.0 (M. = 0.2428) 725 (M = 0.2543) 1.9

ciency, 1, subject to constraints on hover and cruise disk load-
ing values of DL, = 8 psf and DL, = 1.9 psf, respectively.

Low-Fidelity Optimization

For the initial low-fidelity optimization (LFO) conducted in
this work, the differential evolution algorithm of Storn and
Price (Ref. 21) as implemented in the SciPy library (Ref. 22),
was used. This optimization algorithm is a population-based
stochastic process, which are known for converging to a
global optimum rather than local optima. Starting with an ini-
tial Sobol sample space consisting of 28 points, a ‘rand/1/bin’
mutation strategy was used. The optimizer works by perturb-
ing the initial sample space to generate new trial points, evalu-
ating the cost function at these new trial points, and replacing
points in the original sample space with these new trial points
if there was a cost function improvement. This process was re-
peated over a maximum of 2000 iterations or until the change
in cost function between two successive iterations fell below
0.0001.

The Comprehensive Analytical Model of Rotorcraft Aerody-
namics and Dynamics (CAMRAD II) (Ref. 23) was used as
the aerodynamic solver. CAMRAD II is a comprehensive ro-
torcraft analysis code allowing for the use of different wake
models (e.g., uniform inflow, prescribed wake, and free-wake)
and blade dynamics (e.g., rigid and elastic). CAMRAD II re-
quires airfoil aerodynamic coefficient data, which can either
be generated using analytical equations or can be supplied by
the user in the form of an airfoil table.

CAMRAD 1II was used for the LFO with a uniform inflow
model and no wake modeling, which significantly reduced
computational cost associated with predictions at each design
point. Based upon previous user experience with the NACA
6-series (Ref. 16) and inspiration from the XV-15 rotor de-
sign (Ref. 24), the NACA 64A412 was selected as the air-
foil geometry used along the blade span for the low-fidelity
portion of this work and was not modified throughout the op-
timization procedure. Airfoil tables in the C81 format were
generated for the NACA 64A412 using the structured uRANS
solver, OVERFLOW?2 (Ref. 25). Two-dimensional, steady-
state OVERFLOW?2 simulations were conducted over a range
of angles of attack, o, and freestream Mach numbers, M.,
using the improved Einfeldt’s second-order spatial Harten,
Lax, and van Leer (HLLE++) upwind scheme (Ref. 26) and
the one-equation Spalart-Allmaras turbulence model with ro-
tation/curvature correction (SA-neg-noft2-RC). Values of o
ranged from —18° < o < +18°, and M., values ranged from
0.1 < M. <0.6. A chord-based reference Reynolds num-
ber, Reyet, of four million was prescribed at M., = 1, which

was scaled by the M., value correspondent to each simula-
tion. This value for Re,; was calculated using the average of
the minimum and maximum chord length optimization con-
straints in Table 3. A preexisting C81 table generated for an
NACA 0012 airfoil profile was used as a template and cu-
bic interpolation was utilized to combine the airfoil coefficient
data calculated using OVERFLOW?2 with the preexisting tem-
plate over the specified range of o and M.,. It should be noted
that low-Re effects were not considered in this work and are
not expected based on the full-scale size of the proprotor and
operating conditions.

Both the hover and cruise operating conditions were evaluated
at each optimizer iteration. As previously mentioned, the op-
timization objective was to maximize hover F'M and cruise n
with the constraints: DL, = 8 psf and DL, = 1.9 psf, respec-
tively. The optimization cost function was reconstructed as a
minimization problem consisting of a linear combination of
the difference between FM and unity and 1 and unity, where
unity is the value for perfect efficiency:

Seost = min{wp(1 —FM)+w.(1-1n)} (1)

where: w, = 1 and w, = 1 for this work. The collective pitches
of the proprotor in hover and cruise, 6 ; and 6 ., respectively,
were left as design target variables for the optimization. Ad-
ditionally, the blade twist, 6y, and chord length, c, at five
equidistant spanwise locations (i.e., control points) between
0.2R < x < R were targeted for design optimization. The root
cutout of 0.2R was deemed acceptable for root shank lofting
to allow for hub installation. Cubic splining was used be-
tween the five control points to ensure smooth distributions
of 6, and c. An arbitrary chord length distribution showing
the five control points and cubic spline is shown in Fig. 2.
Additional constraints were imposed on the optimizer to en-
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Figure 2: Representative chord length distribution.

sure the sectional angle of attack along the blade span, o(r),



was above the zero-lift angle of attack and below stall for
the NACA 64A412 airfoil. To ensure realistic designs, the
twist and chord distributions were constrained to be decreas-
ing outboard of 0.7R and to not have more than one slope
change. The cost function and constraints are shown in Ta-
ble 2, and the design variables (DVs) along with their min-
imum and maximum allowable values imposed on the opti-
mizer are shown in Table 3.

Table 2: Cost function and constraints for low-fidelity opti-
mization.

Cost Function  min{(1—FM)+(1—-n)}

DL, Constraint 7.9psf < DL;, < 8.1 psf

DL, Constraint 1.8psf < DL, < 2.0 psf

B (> 0.7R) <0
4(r>0.7R) <0

o(r) Constraint ~ —1.5° < a(r) < +12°

Table 3: Design variable ranges for low-fidelity optimization
(1...5 denotes values at the five control points).

Design Variable Minimum Value Maximum Value
60,1 —15.0° +15.0°
60, 0.0° +65.0°
Orw1..5 —25.0° +50.0°
C1.5 0.328 ft 0.984 ft

Trim and Verification

Typically, uniform inflow results overpredict the thrust when
compared to higher-fidelity methods. For this reason, after
the LFO was conducted using CAMRAD II’s uniform inflow
model, the proprotor collective pitch was trimmed to the target
disk loading values of DL;, = 8 psf and DL, = 1.9 psf using
CAMRAD II's free-wake solver. This free-wake solver can
be considered a mid-fidelity method and, in general, is more
accurate than the uniform inflow approach since more flow
physics are resolved. This trimming procedure was performed
to establish more accurate operating conditions to be used dur-
ing the subsequent optimization so that very large collective
pitch changes were not targeted by the high-fidelity optimizer.

CAMRAD II was used with a general free-wake geometry
model consisting of a single-peak vortex defined by the mag-
nitude of maximum blade circulation, a second-order trape-
zoidal distortion integration, a second-order lifting-line with a
quarter chord collocation point, and a wake extent of ten rotor
revolutions. Since the proprotor considered in this study did
not have flap/lag hinges or pitch bearings, a potential source
of structural vulnerability exists at the blade root. After trim
was established, blade thickness was added to the proprotor
for additional structural robustness by modifying the airfoil
at 0.2R and 0.4R to an NACA 64A024 and NACA 64A414,
respectively. Cubic splining was used to smoothly transition

the different airfoil geometries along the blade span. A com-
parison of the thickness and camber distributions between the
original and modified shape is shown in Fig. 3.
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Figure 3: Thickness and camber comparison between original
and structurally modified proprotor.

After the blade modification, fully unsteady proprotor simu-
lations were conducted with the trimmed collective pitch val-
ues for both the hover and cruise operating conditions using
the unstructured-grid uRANS code, FUN3D (Ref. 27). These
simulations were performed to verify that the structural mod-
ifications had negligible impact on the aerodynamic perfor-
mance and that the disk loading design criteria for both op-
erating conditions were still satisfied. CFD grid and FUN3D
solver details will be deferred to the next section; however,
there are two distinctions between what was used for the high-
fidelity optimization discussed and the verification simula-
tions discussed here. The first difference is that volumetric
cells in the wake resolution region were sized to be approx-
imately 5% of the tip-chord length for the verification simu-
lations as opposed to the 12% tip-chord length sizing for the
high-fidelity optimizaton. The second difference is that a de-
layed detached eddy simulation (Ref. 28) was used for the ver-
ification simulations rather than solely using the one-equation
Spalart-Allmaras (S-A) turbulence model (Ref. 29) for the
high-fidelity optimization. Simulations of higher-fidelity were
performed for the verification cases since computational cost
was of less concern for these one-off simulations. A coarser
volumetric spatial resolution was used for the high-fidelity op-
timization discussed in the next section because many simu-
lations were performed during the optimization. Additionally,
the FUN3D adjoint-based sensitivity analysis solver capabil-
ity only supports the one-equation S-A turbulence model.

High-Fidelity Optimization

For the sequential high-fidelity optimization (HFO), a
gradient-based method was implemented using the sequen-
tial quadratic-programming optimizer, SNOPT (Ref. 30) with
FUN3D as the aerodynamic solver. Gradient-based design
optimization relies on sensitivities of the cost function and
constraints with respect to the design target variables. For
this work, the adjoint of the uRANS flow solution was used
to calculate these sensitivities. The sensitivities were then
used along with the geometry parameterization tool, Multidis-
ciplinary Aerodynamic-Structural Shape Optimization Using



Deformation (MASSOUD) software package (Ref. 31), to de-
form the surface grid, followed by a volumetric grid deforma-
tion using a generalized minimum residual method (Ref. 32)
mesh elasticity solver. The optimization procedure is out-
lined in Fig. 4 and full details can be found in Wang et
al. (Refs. 33,34). Since FUN3D accounts for aerodynamic ef-
fects such as cross-flow, compressibility, and tip vortices, this
successive optimization can be thought of as a high-fidelity
correction to the LFO.

The CFD grid used in this work was a composite overset
mesh with separate component grids for each proprotor blade.
These proprotor blade grids were immersed in a box-shaped
background grid, which extended SOR away from the center of
the proprotor. The separate blade grids contained 1,006,618
nodes, with 89,048 triangular surface elements and 5,941,954
volumetric tetrahedron elements. The background grid had
8,161,397 nodes or 50,537,368 volumetric tetrahedron ele-
ments. In total, the composite grid contained 13,194,487
nodes or 80,237,958 volumetric tetrahedron elements. A sim-
ilar meshing strategy to that used by Thurman et al. (Ref. 35)
was adopted in this work, including a wake resolution region
extending approximately 3R below the proprotor, which is
shown in Fig. 5. The cells in the wake resolution region were
sized to be approximately 12% of the tip chord length. Ad-
ditionally, the first volumetric cell adjacent to the blade was
sized for a y™ value less than unity.

FUN3D solver details have been provided by the authors
in Ref. and so will be excluded herein for brevity. It
will, however, be noted that Roe’s flux-difference split-
ting (Ref. 36) was used to calculate inviscid flux values
together with primitive variable reconstruction using the
second-order unstructured monotonic upstream scheme for
conservation laws (UMUSCL) (Ref. 37) with k = 0.0 (i.e.,
fully upwind). For the viscous terms of the RANS equa-
tions, the Green-Gauss theorem was used to compute cell-
based gradients for a second-order approximation. A Boussi-
nesq assumption related the Reynolds stress in the RANS
equations to a mean strain-rate tensor and turbulent eddy
viscosity determined using the one-equation S-A turbulence
model. The Green-Gauss theorem was also used to com-
pute a second-order approximation to the turbulence model
diffusion terms. A dual-time approach was used to tempo-
rally advance the uRANS equations where point-implicit mul-
ticolor Gauss-Siedel iterations were executed at each time step
to sufficiently reduce the residuals of the nonlinear system
of equations. An optimized second-order backward differ-
encing scheme (Ref. 38) was used for the time integration
with a physical timestep correspondent to Ay = 1° of az-
imuthal advancement, or 360 steps per rotor revolution. Over-
set grid connectivity and communication was performed using
the DiRTlib and SUGGAR++ software packages (Ref. 39).

After the forward-in-time flow solve, a discretely consis-
tent adjoint-based sensitivity analysis was performed in
FUN3D (Ref. 40) to calculate sensitivities of the cost function
and constraints with respect to the DVs. For this work, vari-
ous planform and shear DVs were initially included in the op-
timization; however, their inclusion caused unrealizable blade

deformations that crashed the optimizer. Because of this, only
collective, twist, camber, and thickness DVs were included
in the HFO and are shown in Fig. 6. It should be noted that
the camber and thickness DVs were not used for the LFO and
that 11 spanwise locations were used for the HFO where only
5 spanwise locations were used for the LFO.

The multipoint FUN3D optimization followed a similar form
as the previously discussed LFO where both the hover and
cruise operating conditions detailed in Table 1 were consid-
ered at each optimization cycle. It should be noted that un-
steady simulations for each operating point were conducted
over 5 revolutions prior to optimization for aerodynamic con-
vergence. At each optimization cycle, both operating points
were simulated for a full rotor revolution and the cost function
and constraints, shown in Table 4, were averaged over the last
quarter of a revolution. The cost function and constraints for
this portion of the work took a sightly different form than for
the LFO shown in Table 2. Rather than the cost function de-
pendency on FM and 1, the HFO minimized the torque, Q, at
both operating conditions:

Jeost = mil’l{Wth + Wch}7 ()

where again, wj, = 1 and w, = 1 in this work. The constraint
on disk loading effectively maintains the proprotor thrust,
meaning that the only free parameter for both FM and 7 is

0.

Table 4: Cost function and constraints for high-fidelity opti-
mization.

Cost Function
DL, Constraint
DL, Constraint

min{Qp + Qc}
7.9 psf <DL, < 8.1 psf
1.8 psf < DL, < 2.0 psf

RESULTS
Low-Fidelity Optimization

The LFO was allowed a maximum of 2000 iterations. Genetic
algorithms, in general, require more iterations than gradient-
based optimization problems, and differential evolution, in
particular, queries an entire sample space at each iteration,
meaning that for 2000 iterations, approximately 705,000 cost
function evaluations were performed with a final value of
Jeost = 0.267, or FM = 0.830 and 1 = 0.904. The disk load-
ing values corresponding to these performance results were
DL, = 8.01 psf and DL, = 2.03 psf, respectively. Final DVs
resulting from the LFO are summarized in Table 5. Addition-
ally, the twist and chord length distributions of the proprotor
showing both the control points and spline fit are shown in
Fig. 7. The distributions of a(r) and the thrust, T'(r), per unit
span are also shown in Fig. 8 where the black dotted lines in
Fig. 8a denote the o limits imposed during the LFO process.

As can be seen in Fig. 7, the twist and chord distributions are
decreasing outboard of 0.7R and have no more than one slope
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Figure 4: Block diagram representation of high-fidelity gradient-based optimization. Adapted from Wang et al. (Ref.
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Figure 6: Shape design variables and planform illustration.

change, as prescribed by the constraints listed in Table 2. The
o (r) distributions in Fig. 8b can also be seen to adhere to
the constraints where all values of o/(r) are below stall and
above the zero-lift o value. Interestingly, Fig. 8 shows that
the proprotor produces an outboard-skewed elliptic-like load-
ing distribution in the hover operating condition. Based on
Prandtl’s lifting line theory (Ref. 41), the elliptical distribu-
tion is thought to achieve minimum induced drag and there-

).

Table 5: Design variable results from low-fidelity optimiza-
tion (1...5 denotes values at the five control points).

Design Variable Final Value
00,1 —-3.970°
6o.¢ 32.74°
Brw,1 43.93°
B2 33.31°
13 24.83°
Orva 21.11°
Orv5 9.220°

1 0.3425 ft
2 0.7457 ft
c3 0.5642 ft
c4 0.3781 ft
Cs 0.3264 ft

fore, optimal efficiency.

Trim and Verification

After successful implementation of the LFO framework, the
optimized proprotor was trimmed to the target disk loading
values of DL;, = 8 psf and DL, = 1.9 psf by adjusting collec-
tive pitch using CAMRAD II’s free-wake solver. This trim-
ming procedure was performed to establish more accurate op-
erating conditions by considering additional flow physics that
were not resolved during the LFO. Following this, the thick-
ness and camber distributions of the proprotor blade were
modified for structural robustness and high-fidelity FUN3D
simulations were conducted using a fine volumetric spatial
resolution and DDES on the modified proprotor for aerody-
namic performance verification. A comparison of the aero-
dynamic performance results is provided in Table 6 for the
LFO, mid-fidelity trim, and high-fidelity FUN3D simulations.
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Figure 7: Low-fidelity optimized blade geometric character-
istics.
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Figure 8: Low-fidelity optimized blade performance charac-
teristics.

Additionally, a comparison of the thrust distribution, 7'(r),
per unit span between the three methods of varying fidelity
is shown in Fig. 9. This figure shows that, although the inte-
grated aerodynamic performance quantities are similar among
the three methods, the LFO spanwise loading distribution dif-
fers most between the three methods. This can be explained
by the absence of a wake model, which leads to a sharper
and earlier tip-load roll-off behavior. The mid-fidelity trim
aerodynamic solver can be seen to more closely match the

trend and behavior of the high-fidelity FUN3D simulation, ex-
cept for the loading peak near the blade tip observed in the
FUN3D simulation. This loading peak near the blade tip is a
direct consequence of the tip-vortex formation which is fully
resolved by FUN3D but modeled by CAMRAD II’s free-wake
solver.

40 k|- = :CAMRAD II Uniform Inflow
--------- CAMRAD II Free Wake
——FUN3D DDES

Figure 9: Thrust per unit span comparison between low-
fidelity optimization, mid-fidelity trim, and high-fidelity
FUN3D verification. Results in blue are for hover and orange
for cruise.

High-Fidelity Optimization

The HFO started with the trimmed and modified proprotor
discussed in the previous section and was allowed to run for
10 design iterations. The optimizer convergence results for
the multipoint cost function, torque in hover and cruise, and
ADL, or the difference in DL between the target and optimized
configurations, are shown in Fig. 10. The dashed black line in
Fig. 10c denotes the DL constraint value of |ADL| < 0.1. Tt
was observed that DL; exceeded the imposed DL constraint
beyond the fourth iteration and continued to increase after the
sixth iteration, as shown in Fig. 10c. Additionally, there was
little cost function and torque benefit beyond the sixth itera-
tion, which can be seen in Figs. 10a and 10b. Further study
is necessary to determine the cause of this DL; divergence;
however, due to time constraints, the results at the sixth iter-
ation were selected for further discussion, which is indicated
by the red dotted line in Fig. 10. The results at iteration six
will hereby be denoted as the final results. A summary be-
tween the LFO results and the final HFO results at iteration
six are given in Table 7.

Interestingly, it can be seen that FM improved by 0.012
while 11 worsened by 0.012 between the LFO and final HFO
results. Though these performance metrics changed only
slightly throughout the optimization, Q. improved drastically
by approximately 75 ft-1b. To highlight the torque improve-
ments, the thrust and torque per unit span distributions along
the blade span are compared between the LFO and final HFO
results in Fig. 11.

It can be seen in Fig. 11a that the thrust distributions remain
relatively constant between the LFO and final results, which
was expected since the change in DL, and DL, was small. The



Table 6: Aerodynamic performance comparison among low-fidelity optimization, mid-fidelity trim, and high-fidelity FUN3D
verification. (Note: high-fidelity verification simulated using FUN3D DDES).

Parameter Low-Fidelity Optimizer ~Mid-Fidelity Trim  High-Fidelity Verification
00,1 -3.970° —1.000° —1.000°
60.¢ 32.74° 33.50° 33.50°
DL, 8.01 psf 8.19 psf 7.82 pst
DL, 2.03 psf 1.94 psf 1.93 psf
FM 0.830 0.702 0.714
n 0.904 0.867 0.849
' Table 7: High-fidelity optimization results (Note: baseline
g 40 i LFO and final HFO simulated using FUN3D SA).
B3]
E 20 Parameter Baseline LFO Value Final HFO Value
2 00,1 —1° —2.08°
3 H 0o, 33.50° 32.56°
00 5 4 é 8 0 DL, 8.21 psf 7.87 pst
Tterati DL, 2.32 psf 1.83 psf
ceration On 212.68 ft-Ib 196.22 ft-1b
(a) Cost function. 0. 384.41 ft-1b 308.32 ft-1b
. FM 0.708 0.720
500 F Hover |J n 0.850 0.839
— Cruise
=
ij/ 400 Py 40 ([= -l ‘Hoverl 2=
& & - — Cruise
300 | : =
: : : : — 20}
0 2 4 6 8 10 = - ____
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0 = . . . .
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(c) Difference between DL and DLj, or DL,.

Figure 10: High-fidelity optimization results (Note: beyond
iteration six was not used for analysis).

torque distribution can be seen to differ substantially for the
cruise operating condition whereas only a small improvement
can be seen for the hover operating condition.

Visualizations of the LFO and HFO blade planform and air-
foil sections are shown in Figs. 12 and 13, respectively, where
the optimized blade is shown in red and the black vertical
lines in Fig. 12 indicate slice locations for the airfoil section
comparison in Fig. 13.  The difference in collective pitch
between the LFO and HFO results has been removed from
both figures to provided a more direct comparison. It can
be seen from Fig. 13 that the blade shape remains nearly un-

03 04 05 06 07 08 09
r=z/R

(b) Torque per unit span distribution.

Figure 11: Comparison of aerodynamic thrust and torque dis-
tributions between low-fidelity optimization and final high-
fidelity optimization results.

changed inboard of 0.67R with very minor changes outboard
of this spanwise location. It is difficult to distinguish any clear
trends in the optimized blade shape, though it does appear as
though the quarter-chord thickness is increased over most of
the blade span, based on the planform comparison in Fig. 12.
Additionally, the airfoil section comparison in Fig. 13 shows
that there is a thickness reduction aft of the approximate half-
chord location outboard of 0.88R. Based on these negligible



Q"

(a) Top view.

(b) Bottom view.

Figure 12: Visualization of the low-fidelity optimized blade
planform in gray and the final high-fidelity optimized blade
planform in red (Note: planforms are overlapping).

blade shape differences between the LFO and HFO, it can be
said that most of the aerodynamic performance differences be-
tween the LFO and HFO shown in Table 7 can be accounted
for by changes in collective pitch. These HFO results also
suggest that the LFO may have provided a suitable blade de-
sign and that the lack of aerodynamic solver fidelity in the
LFO was insignificant to the design optimization problem ex-
plored in this work.

CONCLUSIONS

A multifidelity multipoint optimization was performed in this
work to design a realistic and representative full-sale UAM
proprotor to serve as a benchmark research platform for fu-
ture aerodynamic and acoustic studies. Both hover at sea
level standard day and cruise at an altitude of 10,000 ft ISA
(i.e., 4000 ft above ground level) operating conditions were
considered during the design optimization with a hover and
cruise disk loading requirement of 8 psf and 1.9 psf, respec-
tively. The design requirements were derived from Whiteside
et al. (Ref. 3) but slightly modified to be characteristic of tilt-
ing proprotor-type applications and more representative of re-
cent industry tiltrotor and lift+cruise UAM vehicle designs.

A low-fidelity multipoint optimization was first performed us-
ing a differential evolution algorithm. CAMRAD II was used
as the aerodynamic solver for this first optimization with a
uniform inflow model and no wake modeling. The optimized
rotor showed exceptional aerodynamic performance in both
the hover and cruise operating conditions with a hover figure
of merit of 0.830 and propulsive efficiency in cruise of 0.904.
The aerodynamic solver fidelity was then increased and the
optimized design was trimmed using CAMRAD II with a
nonuniform inflow and free-wake model to establish more ac-
curate operating conditions to be used during a subsequent
high-fidelity optimization. The blade root was also adjusted
for structural rigidity. Following this mid-fidelity trim and
structural modification, high-fidelity CFD using DDES was
performed with FUN3D to verify that the changes had negli-
gible impact on aerodynamic performance. Low-, mid-, and
high-fidelity results were compared and it was seen that the

0.25R 0.36R
----Baseline
—Final
(a) r=0.25R. (b) r=0.36R.
0.46R 0.57R
(c) 1=0.46R. (d) r=0.57R.
(e) r=0.67R. (f) r=0.78R.
0.88R 0.94R
(g) r=0.88R. (h) r=0.94R.
- p
(i) r=0.99R. () r=R.

Figure 13: Visualization of the low-fidelity optimized and
final high-fidelity optimized airfoil sections (Note: vertical
scale exaggerated for clarity).

low-fidelity aerodynamic solver agreed least favorably with
the high-fidelity CFD, particularly at the hover operating con-
dition.

Finally, a high-fidelity optimization was performed on the
low-fidelity optimized design using FUN3D. This sequential
optimization improved the hover figure of merit by 0.012 and
worsened the propulsive efficiency in cruise by 0.012, though



the torque in cruise was seen to decrease by approximately 75
ft-1b. Minimal blade shape changes were targeted by the high-
fidelity optimization with the largest change being the collec-
tive pitch in hover and cruise, respectively. Since there was
negligible blade shape differences between the low- and high-
fidelity optimized blade designs, it is suspected that the low-
fidelity solver may have provided a suitable blade design and
that the lack of aerodynamic solver fidelity in the low-fidelity
optimization may have been insignificant to the design prob-
lem explored in this work. Further study toward achieving
better high-fidelity design optimization results is warranted
and future work may explore the use of free-form deformation
boxes. Since the low-fidelity optimized design was verified
using high-fidelity CFD to be very aerodynamically efficient,
it is suggested that this low-fidelity optimized design be used
for future aeroacoustic source noise study.
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