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Abstract

We present a simulation analysis of NASA’s upcoming Interstellar Mapping and Acceleration Probe (IMAP)
energetic neutral atom (ENA) instrument capabilities in viewing “global” changes in the heliosheath (HS) plasma,
and the resulting ENA flux changes detected near Earth. This is done by simulating ENA emissions produced by
charge exchange in a simulated heliosphere, utilizing the instruments’ energy coverage, and calculating the time it
takes for the SW to travel from 1 au to the HS and for ENAs to travel back. We aim to answer the following: (i)
What are the time delays as a function of energy and direction; (ii) at what energies can we observe changes the
soonest; and (iii) what might the ENA source distributions affecting the time delays look like? We find the
following: (i) The time delay depends on energy and direction in the sky, taking from >20yr to <2 yr to see a
response. The time delay does not decrease monotonically with increasing ENA energy, because of the energy-
dependent, H+p charge exchange cross section. (ii) The quickest changes can be observed at ~15 keV (without
HS energy diffusion), intersecting IMAP-Hi and IMAP-Ultra energies. (iii) The ENA source distributions, and how
far out IMAP can “see” the heliosphere, strongly depend on energy: IMAP-Lo and IMAP-Ultra should be able to
view the farthest back in the heliotail but with long delay times. Finally, we show how energy diffusion in the HS
affects the time delays and ENA source distributions, increasing ENA fluxes and prolonging time delays.

Unified Astronomy Thesaurus concepts: Heliosphere (711); Solar wind (1534); Solar wind termination (1535);

k]

Space plasmas (1544); Pickup ions (1239); Solar activity (1475); Ion-neutral reactions (2263)

1. Introduction

The heliosphere surrounding our solar system is formed by
the interaction between the solar wind (SW) and the partially
ionized, local interstellar medium (LISM; E. N. Parker 1961;
V. B. Baranov & Y. G. Malama 1993; G. P. Zank 1999, 2015;
D. J. McComas et al. 2009a). The interstellar plasma,
consisting mostly of H and He, is slowed by the bow wave
upstream of the heliosphere (D. J. McComas et al. 2012;
G. P. Zank et al. 2013) and diverted around the heliopause
boundary separating the solar and interstellar plasmas
(D. A. Gurnett et al. 2013; J. D. Richardson et al. 2019;
E. C. Stone et al. 2019, 2013). Interstellar neutral atoms,
however, cross the heliopause and enter the heliosphere. Low-
energy interstellar neutrals are detected directly by the
Interstellar Boundary Explorer (IBEX; D. J. McComas et al.
2009b) near Earth (D. J. McComas et al. 2009a; E. Mobius
et al. 2009), but also experience charge exchange with SW ions
and energetic pickup ions (PUIs) in the supersonic SW and in
the heliosheath (HS), creating energetic neutral atoms (ENAs)
at much higher energies. The IBEX-Hi ENA imager
(H. O. Funsten et al. 2009) can detect ENAs at energies up
to ~6keV from all directions of the sky, and has accumulated
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more than 15 yr of ENA observations since its launch in late
2008 (D. J. McComas et al. 2020, 2024).

IBEX has operated successfully and made numerous
discoveries over the past 15yr (D. J. McComas et al.
2017, 2024; A. Galli et al. 2022). While it is expected to
continue operating and taking measurements for the near
future, a new NASA mission scheduled for launch in 2025,
called the Interstellar Mapping and Acceleration Probe (IMAP;
D. J. McComas et al. 2018a), will improve on IBEX’s
capabilities by measuring ENA fluxes over a larger energy
range with greater angular, spectral, and temporal accuracy and
precision. IMAP is equipped with three neutral atom imagers,
IMAP-Lo, IMAP-Hi, and IMAP-Ultra, which will measure
neutral atom fluxes from 5eV to 1 keV, 0.4 keV to 16 keV, and
5keV to 40keV (and potentially up to =100keV, depending
on the signal-to-noise ratio, SNR), respectively. IMAP-Lo and
IMAP-Hi, both single-pixel ENA imagers, utilize electrostatic
analyzers (ESAs) and time-of-flight (TOF) subsystems to
measure neutral atom fluxes with greater SNRs than their
IBEX predecessors. IMAP-Ultra comprises a large 90° x 120°
field of view, charged-particle deflection plates, variable slit
apertures, and a foil-based TOF and energy (solid-state
detectors) subsystem to detect both neutral atom and ion
particle fluxes. IMAP-Lo is mounted on a pivot platform,
allowing it to view the inflowing interstellar neutral gas over a
longer period of the year. IMAP-Hi and IMAP-Ultra are each
comprised of two identical sensors with different look
directions relative to the spacecraft spin axis, with the sensors
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viewing in the anti-sunward direction providing concentrated
exposure of low ecliptic latitudes (<I+45°l). With their greater
sensitivity, the IMAP ENA imagers will be able to produce full
sky maps every 6months and partial sky maps every
~3 months, allowing us to quantify variability in the outer
heliosphere at twice the cadence of IBEX.

It has become clear over the past decade that the heliosphere
responds on a global scale to abrupt changes in the SW dynamic
pressure (D. J. McComas et al. 2018b). Voyager observations
within the HS have shown large variability in the magnetic field
and thermal ion properties and transients propagating across the
HS and into the LISM (J. D. Richardson et al. 2017; J. S. Rankin
et al. 2019; L. F. Burlaga et al. 2021), as well as the dynamic
characteristics of the heliosphere boundaries (L. F. Burlaga et al.
2008; E. C. Stone et al. 2005, 2008, 2013, 2019; S. M. Krimigis
et al. 2019; J. D. Richardson et al. 2019), but only along their
respective spacecraft trajectories. IBEX-Hi, with its ability to
map the entire sky every six months, has revealed long-term and
gradual changes in ENA fluxes in the outer heliosphere
(D. J. McComas et al. 2017, 2020; N. A. Schwadron et al.
2018; E. J. Zirnstein et al. 2020a), as well as short-term and
abrupt variability directly caused by SW pressure changes
(D. J. McComas et al. 2018b, 2019; E. J. Zirnstein et al. 2018a;
D. B. Reisenfeld et al. 2021). The large increase in SW dynamic
pressure observed by ACE and Wind in late 2014 at 1 au was
reflected in enhanced ENA emissions measured by IBEX
beginning in late 2016 (D. J. McComas et al. 2018b). Strong
changes in SW pressure such as this reveal the asymmetric shape
of the heliosphere via the time delays present in ENA emissions
from different directions of the sky (E. J. Zirnstein et al. 2018a;
McComas et al. 2020; D. B. Reisenfeld et al. 2021). These large
pressure increases appear to have occurred over the last several
solar cycles (J. M. Sokét et al. 2021).

With the upcoming launch of NASA’s IMAP mission, it is
of great importance that the heliospheric community has a
better grasp on how the IMAP ENA imagers can be used to
detect and correlate large-scale changes in the SW with ENA
emissions across the sky. D. B. Reisenfeld et al. (2021) and
E. J. Zirnstein et al. (2022b) demonstrated how IBEX
measurements can be used to map the heliospheric structure
using in situ measurements of the SW dynamic pressure.
However, there are limitations to this approach: the energy’s
range and the resolution at which the ENA imagers take these
measurements. IBEX-Hi measurements, for example, are
limited to ~0.5-6keV, and therefore we can only “observe”
a limited distance down the heliotail due to the ‘“cooling
length” effect (N. A. Schwadron et al. 2011, 2014; A. Galli
et al. 2017; E. J. Zirnstein et al. 2017, 2020b; M. Kornbleuth
et al. 2023); at higher energies (>20 keV), the number of ENAs
is significantly depleted by a steep drop in the charge-exchange
cross section (B. G. Lindsay & R. F. Stebbings 2005). This
hindrance is mitigated by the capabilities of the IMAP ENA
imagers, in particular IMAP-Hi and IMAP-Ultra, which have
significantly higher energy ranges.

Considering these improvements in IMAP, this study
presents a simulation of the heliosphere where we create all-
sky maps that quantify the “time delay” between SW observed
at 1 au, its propagation and processing in the outer heliosphere,
and its return via ENAs and measurement at IMAP in each
direction of the sky, for each ENA imager and energy. This
study investigates the time delays induced by large changes in
SW dynamic pressure for a range of energies from ~0.06 to
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100 keV, how soon changes in the SW (such as the abrupt
increase in SW dynamic pressure in late 2014; D. J. McComas
et al. 2018b, 2019; E. J. Zirnstein et al. 2018a) that affect the
heliosphere can be observed by IMAP, and how the size and
properties of the ENA source plasmas affect these time delays
as a function of ENA energy. Finally, we test a model of proton
energization in the HS to see how energy diffusion can both
increase and decrease the ENA source distributions and affect
the SW-to-ENA detection delay times.

2. Methodology
2.1. Instrument Response Functions

We summarize below the energy response functions for each
IMAP ENA imager used in the simulations. These response
functions are derived from a combination of lab calibration data
and models of the imagers’ response functions provided by the
IMAP ENA instrument teams.

2.1.1. IMAP-Lo

The IMAP-Lo energy response (Rpap-1o) functions are
derived from the current IMAP-Lo end-to-end performance
model over multiple energy passbands. The best-fit model to
the simulated response data is a Gaussian distribution with a
full width at half maximum (FWHM) of (dE/E). = 1.0, where
E. is the central energy of the passband. The set of equations
that define the energy response function is given as

Riviap—Lo(Ee, E) o exp [—(E — u)*/(20%)], (1
n = Ecs (2)
0* = {(dE/E). x E./[2y2In(2)]}*. (3

The specific central energies and FWHM for IMAP-Lo energy
passbands we consider here are shown in Table 1.

2.1.2. IMAP-Hi

The IMAP-Hi energy response (Rpvap-ni) functions are
derived from the current IMAP-Hi end-to-end performance
model. The energy response function is approximately log-
Gaussian, with FWHM close to (dE/E).~ 0.4 at central
energies ranging from 0.5 to 12.7 keV. The equations defining
the log-Gaussian response function are as follows:

Riviap—i(Ee, E) o< exp[—(In(E) — p)* /(209)]/E, (4

pw=1In[n/yJ1 + 2], 3)

o2 =1n[l + 7], (6)
n=ET, @)
v=(dE/E)./[2y2In(2)], (8)
=0+ V2)3/2. )

Table 1 shows the central energies and FWHM of IMAP-
Hi’s energy passbands.

2.1.3. IMAP-Ultra

Unlike the other two instruments that utilize ESAs, IMAP-
Ultra is a slit-based imager that measures the TOF and mass of
individual neutral particles entering the aperture. IMAP-Ultra
achieves an energy resolution of (dE/E). < 0.12 per particle
for E. > 10keV. We note that, to achieve a high enough SNR
for studies of temporal variations of ENA flux over time, fluxes
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Table 1
IMAP ENA Imagers Energy Information Used in This Study
IMAP-Lo IMAP-Hi IMAP-Ultra

Passbands 3-7* Passbands 1-9° Bins 1-10°
Energy Central Central Central
Step Energy dE/E,. Energy dE/E, Energy dE/E.

(keV) (keV) (keV)
1 0.0165)*  (1.01)* 0.50 0.40 10.0 0.40
2 (0.0322)*  (1.01)* 0.75 0.42 12.9 0.40
3 0.0626 1.01 1.13 0.42 16.7 0.40
4 0.123 1.02 1.68 0.42 21.5 0.40
5 0.241 1.03 2.52 0.40 27.8 0.40
6 0.496 1.04 3.75 041 35.9 0.40
7 0.969 1.03 5.62 0.40 46.4 0.40
8 8.42 0.39 59.9 0.40
9 12.7 0.40 77.4 0.40
10 100.0 0.40
Notes.

2 IMAP-Lo’s energy response function is well approximated by a Gaussian
distribution based on lab calibration measurements. We do not simulate
energies below ~60 eV, and thus we only include passbands 3 and above for
IMAP-Lo.

® IMAP-Hi’s energy response function is well approximated by a log-Gaussian
distribution based on lab calibration measurements.

¢ IMAP-Ultra uses a TOF mass spectrometer instead of an ESA; therefore, we
constructed 10 energy bins spaced out logarithmically from 10keV to
100 keV, where the SNR is expected to be ~2 with dE/E,. = 0.40 at ~100 keV.
We assume the counts are uniformly weighted in each bin. See Section 2.1.5
for more details.

observed by IMAP-Ultra will need to be combined over a range
of energies. An initial trade study suggests that, to perform
studies of temporal variations at a <12 month cadence, fluxes
likely need to be binned over energy ranges with FWHM
(dE/E).~ 0.4 to obtain an SNR of ~2 at E.~ 100keV, and
SNRs of ~90 or ~60 at E. ~ 10 keV for the “Belt” and “Basin”
regions in the sky, respectively (see K. Dialynas et al. 2022 and
references therein for more information on the Belt and Basin
regions observed by Cassini-INCA). It is simplest to assume
that binning fluxes over energy will be uniform in weighting,
such that the effective energy response of IMAP-Ultra for our
analysis is (dE/E). = 0.4 with uniform weighting. Because
IMAP-Ultra does not use ESAs to define an energy passband,
we are free to construct 10 binned energy ranges, logarith-
mically spaced from 10 keV to 100 keV (see Table 1). For the
purposes of this paper, we do not simulate energies above
100 keV, where fluxes are expected to be extremely low.

2.2. Simulation of the Heliosphere and Energetic Neutral
Atoms

We utilize output from a global magnetohydrodynamic
(MHD)//kinetic simulation of the solar—interstellar interaction
(E. J. Zirnstein et al. 2022b, 2025). The simulation grid has
764 x 120 x 180 cells in spherical coordinates (r, 6, ¢),
respectively. The radial grid extends from an inner boundary at
10 au to an outer boundary at 2500 au, with radial resolution of
Ar~0.7au at 50au, Ar~ 1.3au at 200au, Ar~2.4au at
500 au, and Ar ~ 8 au at 2000 au. The angular resolution is 15
for 6 and 2° for ¢. The simulation solves the single-fluid MHD
equations with photoionization and charge-exchange source
terms, where the source terms are coupled to neutral H atoms
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traversing the simulation domain, which are solved using
Boltzmann’s equation (see, e.g., J. Heerikhuisen et al. 2006,
J. Heerikhuisen & N. V. Pogorelov 2010, E. J. Zirnstein et al.
2015 and references therein).

The inner SW boundary conditions are defined at 1 au and then
adiabatically expanded to the simulation’s inner boundary at 10 au.
At low latitudes (slow SW, from the OMNI database averaged over
2004-2009), the SW speed =449kms ', density = 6.53 cm >,
temperature = 1.05 x 10° K, and radial magnetic field = 37.4 ;G,
solved assuming a Parker spiral with a 45° transverse angle at 1 au.
At high latitudes (fast SW, from Ulysses’ third polar scan in 2007),
the inner boundary conditions are speed =743 kms ™', density =
2.23 cm73, temperature =2.98 X 10° K, and radial magnetic
field = 34.7 4G. The latitude at which the slow SW transitions to
fast SW is £37.5.

The outer LISM boundary conditions are defined at 2500 au
from the Sun, where the properties are determined from a
combination of IBEX ENA and New Horizons’ SWAP PUI
observations. The LISM flow speed =25.4kms ' (D. J. McCo-
mas et al. 2015). The total effective plasma density = 0.09 cm >,
where the interstellar proton density is ~60% or 0.054 cm >, and
the remainder is interstellar He™ with density =0.009 cm ™ but
four times the mass as protons, such that 0.054 cm > +4 x
0.009 cm > =0.09cm > (M. Bzowski et al. 2019). Note that, in
the MHD /Boltzmann charge-exchange source terms, the plasma is
comprised of a single-fluid mixture of protons and He™, thus
approximating the presence of interstellar He' through charge
exchange, and they are assumed to be comoving. The neutral H
density =0.17cm >, the temperature for both plasma and
neutrals = 7500 K (D. J. McComas et al. 2015), the magnetic
field strength = 2.93 ;G, and the orientation is (227.28, 34.62) in
ecliptic J2000 (E. J. Zirnstein et al. 2016). The neutral H density is
chosen such that the filtration of interstellar neutral H through the
front of the simulated heliosphere yields H densities consistent with
New Horizons” SWAP (D. McComas et al. 2008) observations
near 40 au from the Sun (P. Swaczyna et al. 2020, 2024). This
requirement, along with the standoff distance of the heliopause,
gives the proton density needed to achieve the right amount of
neutral filtration. Because the thickness of our simulated HS is
larger than what is inferred from the observations—the simulated
thickness is ~45au rather than ~30-35au from Voyager
observations (D. A. Gumett et al. 2013; E. C. Stone et al.
2013, 2019; L. F. Burlaga et al. 2019, 2013; J. D. Richardson et al.
2019), the LISM plasma and neutral densities are adjusted until the
distance to the middle of the HS in the Voyager directions agrees
with Voyager observations of where the middle of the HS is. We
simulate the proton distribution in the HS by solving the Parker
transport equation with photoionization and charge-exchange
source terms, as shown in Equation (13) in the Appendix. We
first assume in Sections 3.1 and 3.2 that the diffusion coefficient
D=0, i.e., there is no energy diffusion. In Section 3.3, we allow
D > 0 and show how energy diffusion in the HS affects the results.

3. Simulation Results
3.1. ENA Source Distance and Total Time Delays

The cumulative time delay, T\, is calculated by adding the
time it takes for the simulated SW plasma to propagate from
1 au to the termination shock, the time it takes the SW plasma
to propagate along multiple flow streamlines to a point in the
HS that intersects the desired line-of-sight (LOS) direction
(i.e., a 2° x 2° pixel in the sky) as viewed by an IMAP ENA
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imager, and the normalized, flux-weighted averaged time it
takes ENAs at the desired energy to travel from their creation
points via charge exchange along the LOS back to 1 au.
Effectively, this is done by (1) integrating the ENA backward
in time along the desired IMAP LOS from 1lau to the
termination shock, (2) taking small steps along the LOS
through the HS, where at each step we trace back along the HS
flow streamline to the termination shock to find the time it takes
the HS plasma to flow there, and then (3) integrating the time it
takes for the SW to go from the shock back to 1 au along each
of those streamlines. The streamlines that connect to the desired
LOS that produce a higher proton flux yield a higher weight for
the time delay (i.e., the local proton flux is the weight). This
can be quantified as

T (Ej, Q) = Tim 015 +

N
i Wii=1

X (TT]::SI\Iéto—ri + Tr?lvm—TS,‘ + T’Isg,-v—m—lau)’ (10)

where E; is the desired ENA energy, (2 is the desired LOS
direction, and w; = JP(E’, r) is the proton flux weight at
desired energy E’ in the plasma frame and position r along the
LOS. The sums in Equation (10) represent the integration over
multiple streamlines N, each producing ENAs over some
increment i to i+1 along the LOS, with their own weight w;.
The procedure is repeated for different energies E; within the
energy passband/bin and weighted by the ENA imager’s ESA
response function (or uniform binning for IMAP-Ultra).

Figure 1 shows example sky maps of the total SW-to-ENA
time delay for each IMAP ENA imager. Note that, while we
say “SW,” the ENAs we observe are predominantly from PUIs
that are comoving with the SW. The time delays range from
<2yr to >20yr, depending on the energy and direction in the
sky. The longest delay times occur at the lowest energies, due
in part to the ENA travel time but also to the plasma flow time
(this will be explained next). As energy increases, the delay
time decreases. However, this behavior is not monotonic. At
energies above ~20 keV, the total time delay begins to increase
again, especially in the heliotail, due to the increased path
length to the ENA source.

Figure 2 shows the mean distances to the ENA source for the
upwind, downwind, port, starboard, north pole, and south pole
directions (all in ecliptic J2000 coordinates). These distances
are calculated similarly to the time delays, with weights equal
to the local proton flux. We show distances as measured by
each ENA imager, from ~0.06 to 100 keV. The energies and
passband/binning information simulated in this study are
shown in Table 1. As one can see, there is an energy
dependence to the ENA source distance, especially from the
downwind direction. There are also clear asymmetries between
the port versus starboard directions, as well as the north versus
south pole directions. Note that the shaded regions in Figures 2
and 3 represent the +10 standard errors of the weighted means,
which are calculated as

N ox,
X = == (11)

Zirnstein et al.

N Z[]ilwi(y - X)? Zililwiz
Ox = N X N 3
N-—1 im Wi (Zizlwi)

o | T X = X S 12
= El]\iowl (ZZILIWI)Q >

where X is the distance (Figure 2) or time delay (Figure 3)
variable, N is the number of nonzero values, w is the weight
(the local proton flux), X is the weighted mean, and oy is the
standard error of the weighted mean. Here, we know that
N>1 in our simulation, and thus the approximation in
Equation (12) is valid.

Similar behavior in the total time delays is shown in Figure 3.
The longest distance, and longest time delay, occurs at the lowest
of IMAP-Lo energies, as well as the highest energies for
IMAP-Ultra. There is a local minimum around ~15keV in each
panel of Figure 3. The reason for this behavior is the energy-
dependent, H+p charge-exchange cross section (B. G. Lindsay &
R. F. Stebbings 2005). Figure 4 shows the H+p charge-exchange
cross section multiplied by the speed of interaction, as a function of
interaction energy. There is a local maximum near ~15-20keV,
then a significantly steep drop at higher energies, and a shallower
drop at lower energies. The drop in the cross section at high
energies means that fewer ENAs are created at these energies, and
thus more energetic protons survive in the HS at larger distances
from the termination shock. This means the effective distance to the
ENA source has increased, and the time it takes for the SW and
ENAs to travel that distance is longer. This effect competes with
the cooling length effect, where ~1-6keV particles are especially
susceptible to charge exchange in the HS, yielding source
distributions that do not extend far down the heliotail. Figure 3
not only shows the total delay time (solid curve), but also the total
ENA (dashed curve) and plasma (dotted curve) travel times.
Typically, the plasma travel time (ions traveling at the bulk plasma
flow speed) significantly exceeds the ENA travel time for ENA
energies above 0.5keV. This is especially true for IMAP-Ultra
energies where the ENA travel time decreases with increasing
energy to very small ENA delay times. The plasma, and thus total,
delay time increases because the ENA source moves farther out
and either closer to the heliopause or far down the heliotail, where
the plasma flow speeds are small and the travel times are long.

As a side note, the H4-p charge-exchange reaction is not the
only important reaction to produce H ENAs. At ~30keV, the
He+p charge-exchange reaction becomes equally important, and
it is also included in our methodology. This can be seen in, for
example, Figures 2 and 3 of K. Scherer et al. (2014). Because the
density of interstellar neutral He is nonnegligible and the
reaction rate is faster at the highest energies we simulate, it is
important to include for studies of the high-energy portion of
IMAP-Ultra observations. We use the Chebyshev polynomial fit
from C. F. Barnett et al. (1990) to calculate the He+p charge-
exchange reaction, where we assume the interstellar neutral He
density is 0.015 cm (M. Witte 2004) in the HS. Finally, recent
updates have been made to the H-+p reaction at energies
<1keV, from P. Swaczyna et al. (2019) and M. Bzowski &
J. Heerikhuisen (2020); however, we use the cross section from
B. G. Lindsay & R. F. Stebbings (2005), which is a good
approximation for energies >1keV and only exhibits <20%
deviation from these two new models of the cross section for
energies between 0.1 keV and 1 keV.
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Sky Maps of Total Time Delay
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Figure 1. Example sky maps of the time delay between SW passing 1 au and ENA detection by IMAP, for (panels (a) and (b)) IMAP-Lo, (panels (c) and (d)) IMAP-

Hi, and (panels (e) and (f)) IMAP-Ultra energies.

Returning to Figure 3, we can glean some interesting
information from the time versus ENA energy behavior. As
stated earlier, there is a minimum delay time for each pixel in
the sky, largely determined by the ENA energy and charge-
exchange cross section, and slightly by the direction in the sky.
It may be a significant point of interest to focus on studying
changes in the sky with IMAP where we know at what energies
the quickest return times are expected to occur. Therefore, we
calculated the minimum delay time for each pixel in the sky by
fitting a third-order polynomial to the total delay times in log-
energy over a limited range of energies (3.75-12.7 keV for
IMAP-Hi and 16.7-46.4 keV for IMAP-Ultra, spanning a total
range of 3.75-46.4keV). We found the minimum of the
polynomial within an accuracy of <0.1keV. The results are
shown in Figure 5.

Figure 5(a) shows a sky map of the minimum delay time (or
fastest response possible) with the IMAP ENA imagers. Not
surprisingly, the smallest delay times are in the noseward
hemisphere of the heliosphere, and at high latitudes where the
fast SW propagates from the polar coronal holes. Note that this
is because our model of the heliosphere is a steady-state
simulation of solar minimum-like conditions, so only fast SW
propagates at high latitudes. Figure 5(b) shows the corresp-
onding energy at which the minimum delay times can be
observed. Over the whole sky, the energies are narrowly
focused around ~15 keV, where the cross section times speed
of interaction reaches its peak. Generally, Figure 5(b) displays
higher energies where the minimum delay time is smaller, and
vice versa, except for some small regions in the sky. The reason
for this can be understood by looking again at Figure 3. In the
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Figure 2. Plots of the mean distance from the TS to the ENA source as a function of ENA energy for each IMAP ENA imager. Shown are distances from the (a)
upwind, (b) downwind, (c) port, (d) starboard, (e) north pole, and (f) south pole directions. The shaded regions indicate the standard error of the mean source.
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Figure 4. H+p charge-exchange reaction rate as a function of interaction
energy. Adapted from E. J. Zirnstein & D. J. McComas (2015) with permission
from AAS.

upwind versus downwind directions, for example, the steep rise
in time delay for IMAP-Ultra above 30 keV, due to the drop in
the charge-exchange cross section, pushes the minimum time
delay to slightly lower energies (see also Figure 5(c)).

Because the steady-state assumption can be misleading at
high latitudes, in particular in the heliotail, without the time-
dependent history of fast and slow SW over multiple solar
cycles (see, e.g., Figure 3 in E. J. Zirnstein et al. 2015), we
show the in-ecliptic results from Figures 5(a) and (b) in
Figure 5(c). This mimics the behavior seen in the previous
panels at low latitudes, where the minimum delay time and
energy at which it can be observed are approximately
anticorrelated with each other.

3.2. ENA Source Distributions

The interstellar magnetic field squeezes and distorts the heliotail
(D. J. McComas et al. 2013; J. Heerikhuisen et al. 2014), resulting
in substantial complexity of the spatial extent and intensity of the
3D ENA source distributions. Despite this complexity, we can
illustrate key findings using two orthogonal cross-sectional slices
(solar meridional and equatorial planes) through the source
distributions and bounded by 800 au in the tailward direction.
Figures 6-8 show the ENA source distribution as a function of
energy for each IMAP ENA imager. We note again that these
results assume no energy diffusion (D=0) in the HS. This
assumption is relaxed in Section 3.3. Figure 6 illustrates cross-
sectional slices of the ENA source distributions at central energies
0.12, 0.24, and 0.5keV. These color plots are similar to those
calculated in a prior study (E. J. Zirnstein et al. 2017), where
integrating the local intensity along a LOS from 1au to the
heliopause gives the total ENA intensity observed at 1 au, for that
specific energy passband/bin. At the lowest energy (0.12 keV;
Figures 6(a) and (b)), the ENA source can be seen down the low-
latitude heliotail for at least 400 au from the Sun, and as can be
seen in Figure 6(a), perhaps even farther, ie., to ~700 au.
Although not shown, at even lower energies, the ENA intensity
becomes even higher far from the Sun. The reason for this is that
the cooling length of very-low-energy ENAs is larger than, e.g.,
~1-6keV particles, due to the drop in the H-H+ charge-
exchange cross section as the interaction energy decreases
(B. G. Lindsay & R. F. Stebbings 2005). This will allow
IMAP-Lo to see farther down the tail at ~100eV. As we slowly
increase the observable energy passband (Figures 6(c)—(f)), the
ENA intensity decreases at low latitudes past 400 au from the Sun

Zirnstein et al.

but begins to increase at high latitudes in the fast SW. Figures 6(d)
and (f) clearly show, however, that the low-latitude intensity
almost completely disappears by 400 au down the heliotail.

Figure 7 shows the ENA source distribution for IMAP-Hi
central energies 0.5keV, 2.5keV, and 12.7keV. The ENA
source intensity begins to grow close to the termination shock
but decreases at larger distances as the proton survival
probability continues to decrease with time as the plasma
propagates through the HS. At the passband with a central
energy of 2.5keV (Figures 7(c) and (d)), it is becoming clear
that the main source of ENAs, besides directly upstream near
the termination shock, is in the high-latitude, fast-SW plasma
propagating down the heliotail.

Interestingly, Figure 8 (IMAP-Ultra at central energies
21.5keV, 59.9keV, and 100keV) shows a reversal of the
behavior seen in Figure 7—an increase in ENA production as
energy increases. First, though, at the energy bin centered on
21.5keV (Figures 8(a) and (b)), the source distribution looks
rather similar to IMAP-Hi’s results at 12.7 keV. Between these
energies is where the “peak” in the charge-exchange reaction
rate occurs (see Figure 4). Therefore, we expect to see similar
source distributions and time delays between ~10 and 20keV,
though we note that the source intensity is about a factor of
~3—4 lower at 21.5 keV. At higher energies (energy bin centered
on 59.9 keV; Figures 8(c) and (d)), the ENA source distribution
changes significantly. Besides an expected decrease in the
overall intensity, the source is much more widely distributed in
the HS than at lower energies, especially in the fast/hot SW. In
the ecliptic plane, however, the source only extends to about
~300 au from the Sun; thus, ENAs at ~60keV are much more
sensitive to hotter plasma. Finally, at the energy bin centered at
100keV (Figures 8(e) and (f)), the ENA source reaches nearly
all the way to the heliopause in both cross sections of the
heliosphere. We note again that these simulations assumed there
is no energy diffusion in the HS; we relax this assumption in
Section 3.3.

3.3. Effects of Proton Energy Diffusion in the Heliosheath

Next, we introduce energy diffusion in the HS following the
procedure from E. J. Zirnstein et al. (2018b, 2018c, 2025),
setting D > 0. To summarize the methodology, we solve the
Parker transport equation with charge-exchange source terms,
where advection with the MHD plasma flow, energy diffusion,
and adiabatic heating processes are also included. The transport
equation is solved in log-space, with speed bins ranging from 1
to 6200 kms~* (or ~0.5 eV-200 keV). The bin size is constant
in log-space, ranging from 1 to 44kms™ ' in linear space. For
the previous results in Sections 3.1 and 3.2, we assumed that
the energy diffusion term D =0. Here, we allow it to be
nonzero, with the same form as used by Zirnstein et al. (2025).
A summary of the methodology is given in the Appendix.

The mechanism for particle energy diffusion in the HS is not
well-established, but it has been shown that a mixture of Alfvénic
and compressible turbulence may be responsible for the
energization of PUIs in the HS based on comparisons with
IBEX-Lo and IBEX-Hi observations (E. J. Zirnstein et al. 2018b).
This turbulence may originate from the SW (S. V. Chalov et al.
2003), as well as from fluctuations from the termination shock
itself. It is also possible that the energy diffusion of PUIs in the
HS arises from statistical acceleration by transit-time damping
from magnetic field magnitude variations in the HS, similar to
what happens in the SW (N. A. Schwadron et al. 1996). Despite
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at which it is observed as a function of longitude along the ecliptic plane.

our lack of knowledge regarding its origin, this paper demon-
strates how energy diffusion affects IMAP ENA emissions from
the HS.

When we include energy diffusion, we assume that the
turbulent fluctuations or waves cause particle diffusion decay
with distance along the MHD plasma flow streamlines. We use
the exponential function, exp(-s/Ap), where s is the streamline
distance from the termination shock and Ap is the mean free
path. This function is multiplied to the diffusion coefficient
amplitude. In Figures 9 and 10, we show results for A\p =0 (“No
Diffusion”), A\p =200 au, and Ap =2000 au. These values are
chosen arbitrarily, but they allow us to explore the effects of
energy diffusion when the mean free path of decay is vastly
different over scale sizes similar to the termination shock
(Ap =200 au) and the heliosphere (Ap = 2000 au).

Figure 9 shows the mean SW-to-ENA time delay from the
port direction of the heliosphere. We choose this direction
because the lengths of flow streamlines intersecting the LOS
vary over hundreds of au. As one can see, with the inclusion of
energy diffusion, the time delay has increased over all energies,

indicating the ENA source distribution in the HS has increased
to greater distances from the termination shock. The mean
standard error has also increased due to the wider spread in ENA
source region. Finally, the minimum SW-to-ENA time delay
over all energies has increased to ~20-30keV (Ap =200 au)
and ~3040keV (Ap =2000 au), because the response time at
higher energies in the IMAP-Ultra regime has not increased as
much as at lower energies. The difference between no diffusion
and some diffusion is significant, depending on the amplitude,
which is also illustrated in Figure 10.

Figure 10 shows meridional cross sections (for brevity, we
do not show equatorial cross sections, but they reveal similar
results) through the simulated heliosphere of the local ENA
source distribution. Note that each row shows one example of
an energy passband/bin for IMAP-Lo (top), IMAP-Hi (mid-
dle), and IMAP-Ultra (bottom). The cases for different
diffusion amplitudes (or different mean free path Ap) are
shown in three columns. The column with “No Diffusion”
displays the same results as shown earlier in Figures 6-8, but
note that the color bar ranges have changed. For IMAP-Lo
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Figure 6. ENA source intensity (AJ/Ar) for IMAP-Lo energies in (panels (a), (c), and (e)) meridional and (panels (b), (d), and (f)) equatorial cuts through the
simulated heliosphere. The TS and HP boundaries are shown as white contours. During the calculation of ENA production, the HP is defined by a temperature iso-
surface at ~10° K. Moreover, within this iso-surface, ENA production is only allowed if the local MHD flow streamline connects back to the Sun.
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ENA Source Intensity - IMAP-Hi
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Figure 7. Same as Figure 6, except for IMAP-Hi energies.

energies, when diffusion is included, the ENA source pronounced for larger Ap. This is because diffusion effectively
distribution increases farther down the central tail, as well as moves “core” particles to higher energies, leading to more
along the inner surface of the heliopause. This becomes more ENAs. For IMAP-Hi, the increase in energy diffusion increases
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ENA Source Intensity - IMAP-Ultra
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Figure 8. Same as Figure 6, except for IMAP-Ultra energies.
the ENA source distribution in the high-latitude, fast-SW show this increase near the nose. For IMAP-Ultra, the
regions of the heliotail, as well as the front of the heliosphere differences are more subtle (note that the change in ENA
centered near the nose. Both IMAP-Lo and IMAP-Hi results production is more pronounced than the location of the ENA
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Effects of Energy Diffusion - Time Delays from Port Direction
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Figure 9. Time delays from the port direction (a) without energy diffusion, (b) with diffusion whose diffusion coefficient amplitude D decays as exp(-s/\p), where s is
the streamline distance from the termination shock and Ap = 200 au. Panel (c) is the same as panel (b), except Ap = 2000 au.

source distribution). The ENA source distribution far back in
the tail slightly increases in the fast/hot-SW lobes out to
x = —_800 au. Diffusion has only slightly increased the ENA
intensity near the nose. These results show the unique energy-
dependent relationship between the ENA source intensity and
parent proton energy diffusion process in the HS.

4. Discussion and Conclusions

Motivated by the upcoming launch of the IMAP mission in
2025, as well as the dynamic variability that ENA emissions
from the HS have shown over the past solar ~16 yr of IBEX-Hi
observations, we present simulation results of the ENA
emissions expected to be measured by IMAP-Lo, IMAP-Hi,
and IMAP-Ultra, spanning an energy range of <0.1keV to
>100keV (D. J. McComas et al. 2018a). We utilized a global
MHD-plasma/kinetic-neutral simulation of the heliosphere to
compute ENA emissions, their source distributions as a function
of space and instrument energy passband/bin, and the SW-to-
ENA time delays in different directions of the sky. The intent is
to understand how large, global changes in the SW may be
viewed over time by the IMAP ENA imagers as a function of
energy. We focused here on time delays and relative ENA
source distribution, rather than the total ENA flux observable at
1 au, due to the current lack of understanding energy diffusion in
the HS. We hope that, in the near future, with better theoretical /
numerical and observational analyses to study this key physical
process, we can better understand the ENA source distribution
and constrain the diffusion coefficient in the HS, as was done in
one direction of the sky by E. J. Zirnstein et al. (2018b, 2018c)
using IBEX-Lo (S. A. Fuselier et al. 2009) and IBEX-Hi data.
We note that including energy diffusion in the HS has the
potential to at least partially solve the “ENA gap” problem
between most ENA models and observations (E. J. Zirnstein
et al. 2017; M. Kornbleuth et al. 2018, 2021; I. 1. Baliukin et al.
2020, 2022; M. Gkioulidou et al. 2022), although part of the
discrepancy can partly be explained by preferential PUI
acceleration at the termination shock (E. J. Zirnstein et al.
2021, 2022a, 2024; R. K. Bera et al. 2023; M. Kornbleuth et al.
2023; B. Wang et al. 2023). We note that energy diffusion
in the HS has also been demonstrated to reasonably improve
the comparison between one ENA model and IBEX data
(E. J. Zirnstein et al. 2025), but more work is likely needed to
refine our understanding of diffusion in the HS. In this study, we
demonstrate a potential energy diffusion process that decays

13

with distance from the termination shock, which clearly
increases ENA emissions over most IMAP ENA energies.

Using current information about the IMAP ENA imagers’
energy passband/bin information (Table 1), we simulated the
SW-to-ENA time delay for various directions in the sky. We
see asymmetries in the upwind versus downwind, port versus
starboard, and north versus south pole directions, largely
influenced by the (1) nose versus tail structure as our
heliosphere moves through interstellar space and (2) the
interstellar magnetic field draped around the heliosphere
breaking the cylindrical symmetry of the heliosphere (as well
as the fast SW at high latitudes breaking the symmetry). We
find that, at energies (without energy diffusion) around
~15keV, the response time is the quickest at <2 yr, but at
the lowest and highest energies of the IMAP-Lo and IMAP-
Ultra energy ranges, the response time to global changes in the
SW can be seen later. When energy diffusion is included, we
find this energy range increases to at least ~40keV. This
implies that the highest-energy passband of IMAP-Hi (FWHM
range from ~10 to 15keV) and the lower-energy bins of
IMAP-Ultra (from ~10 to 40 keV) and their overlap from near
15 keV should be particular foci of research once IMAP ENA
observations are collected. Global SW events such as the
abrupt increase in SW dynamic pressure in late 2014, for
example, are prime candidate events to study with overlapping
IMAP-Hi and IMAP-Ultra energies. This also implies we can
improve our understanding of the shape—and potentially the
dynamic structure—of the heliosphere (D. B. Reisenfeld et al.
2021) via IBEX ENA observations with IMAP’s improved
capabilities.

The time delay does not behave monotonically with energy,
due to the H4+p charge-exchange cross section (affecting high
energies), but also because of the relative time it takes for the
outbound SW plasma and inbound ENAs to travel such large
distances as a function of ENA energy (affecting both high and
low energies) (Figure 3). It is possible that measurements of
ENAs at the lowest energies near ~0.1 keV and highest energies
above ~60keV can view ENA emission sources the farthest
down the heliosphere (see also M. Kornbleuth et al. 2023),
although the “wait” time to view global changes at low energies
is significantly longer, such that making any correlations with
changes in the SW becomes nearly impossible. However, at
energies >60keV, the delay is not significantly longer, even
when energy diffusion is included. For this reason, we expect
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Figure 10. Example ENA source distributions for each IMAP ENA imager (panels (a)—(c)) without energy diffusion (left column), and with diffusion (middle and

right columns).

IMAP-Ultra to provide new insights into the workings of the
distant outer heliosphere.

We show that, by including the effects of energy diffusion in
our model, the spatial ENA source distribution can change
dramatically, depending on the ENA energy and the mean free
path for the decay of diffusion. For example, at E. = 0.12 keV,
energy diffusion increases the ENA emission rate at low
latitudes but also near the heliopause where the plasma
temperature is colder and diffusion helps accelerate some
protons to higher energies. At E. = 2.5 keV, ENA emissions in
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the central tail are slightly increased, but the biggest differences
occur in regions where the SW originated from the polar
coronal holes (PCHs). While our simulation of the heliosphere
is in a steady state with solar minimum-like conditions, the
increase in ENA emissions will likely follow the solar cycle. In
the future, we will apply our ENA model to a time-dependent
simulation of the heliosphere that has solar cycle effects, in
particular with the opening and closing of the PCHs
(N. V. Pogorelov et al. 2013; E. J. Zirnstein et al. 2017;
F. Fraternale et al. 2024). Finally, at E. = 100 keV, there is a
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moderate increase in ENA intensity, in particular in the
heliotail’s fast/hot SW regions. Depending on the local
amplitude of the diffusion, it may slightly shorten the distance
over which we can observe ENAs coming from, or it may
lengthen it. As demonstrated here, the higher-energy measure-
ments from IMAP-Ultra should provide a “deeper” view down
the heliotail compared to lower energies, without a significant
delay in time (except in directions near the central heliotail,
where the wait time can be >20 yr). We note, however, that it
is unclear what the true SNR will be near ~100 keV, where the
number of counts may be too low to calculate a meaningful
intensity. Therefore, our results near ~100 keV for IMAP-Ultra
should be interpreted with this in mind.

IMAP, with its enhanced ENA imager capabilities compared
to its predecessors (D. J. McComas et al. 2018a), will help us
better constrain the minimum distance to the ENA source in the
heliotail, as well as the diffusion rate, which can affect the
observed ENA intensities.
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Appendix

The ENA source distribution is calculated from the charge-
exchange conversion from HS protons. The distribution of
protons is calculated as a function of position in the HS by
solving the Parker transport equation with advection, energy
diffusion (assuming D =0 and D > 0), adiabatic heating, and
production/loss source terms. We solve the Parker transport
equation in log-space for computational efficiency, using the
finite difference method. The transport equation is given as

A se3%

+1 Wit
=0+ W[Dj+%e S =)

— Dy a(f = 1]+ SA_;(v.u,,)

|
where fis the proton distribution function, n represents the time
step, j is the speed bin, the second term on the right-hand side is
energy diffusion, the third term is adiabatic heating due to flow
divergence, and the last term in brackets contains the production
(r];f f;;,j) and loss (3 fj”) source terms (where f;}’j is the local
neutral H distribution from the simulation, which we assume is
Maxwellian for simplicity). The variable w = In (v), As is the

step size in space (and also effectively in time), and u, is the
local MHD plasma flow speed. The diffusion coefficient is

.i’LJrlif.r{l*l Asr nen n en
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represented as D(v) = Dyv®, where Dy is the amplitude, v is the
particle speed, and « = 1.31 is the spectral index derived from
chi-square minimization of fitting to IBEX-Lo and IBEX-Hi data
(E. J. Zirnstein et al. 2018b, 2025).

The diffusion amplitude Dy is replaced as a direction and
positional dependent parameter. First, it is scaled with the time
it takes the SW to reach the termination shock, 7({2rs), where
we replace Dy with variable Dé (f21s) given as

D{(Qrs) = Do(Tuaitret/ T(215))>2,

where (g is the direction in the sky to the termination shock
(TS), Thilres = 1.34yr is the reference mean time originally
derived by E. J. Zirnstein et al. (2018b) from just the central tail
direction in an older simulation of the heliosphere, and 7(£2) is
the time computed in the current heliosphere simulation. The
power exponent of 2.5 is derived from the work of G. P. Zank
et al. (1996). More details can be found in E. J. Zirnstein et al.
(2025).

The diffusion amplitude in Equation (3) is further modified
in this study to account for an exponential decline in energy
diffusion with distance along the bulk plasma flow streamlines.
We choose an exponential function to represent this decline,
mostly for simplicity, but the rate of decline may be more
complex depending on the type of turbulence that exists in the
HS, such as SW turbulence advected across the termination
shock (S. V. Chalov et al. 2003; J. Giacalone et al. 2021), or
perhaps instabilities that develop in the heliotail (S. N. Borovikov
et al. 2008; M. Opher et al. 2015, 2020; F. Fraternale et al. 2024).
This unknown is why we show two different results for the mean
free path of the diffusion: Ap = 200 au and 2000 au. Note that we
tested a linear decrease where diffusion reaches zero at a
streamline distance of 500 au from the termination shock, and the
results are very similar to the case of exponential decrease with
Ap = 200 au. Therefore, we believe an exponential decline is a
reasonable function to use for this demonstration.

Using the exponential decline in diffusion along streamlines,
D(v) can now be written as

D(v, s, Q1s) = Dov® (Tuitrer/ T (Q15))*3 exp (—s5/ Ap).

(14)
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