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FOREWORD

This handbook has been produced by the Space Systems Division of
the Martin Company under Contract NAS8-5031 with the George C. Marshall
Spacé Flight Center of the National Aeronautics and Space Administration.
The handbook expands and updates work previously done by the Martin
Company and also incorporates, as indicated in the text, some of the
work done by Space Technology Laboratories, Inc. and Norair Division of
Northrop Corporation under previous contracts with the George C. Marshall
Space Flight Center. The Orbital Flight Handbook is considered the
first in a series of volumes by various contractors, sponsored by MSFC,
treating the dynamics of space flight in a variety of aspects of
interest to the mission designer and evaluator. The primary purpose
of these books is to serve as a basic tool in preliminary mission plan-
ning. In condensed form, they provide background data and material
collected through several years of intensive studies in each space
mission area, such as earth orbital flight, lunar flight, and interplan-
etary flight.

Volume I, the present volume, is concerned with earth orbital
missions. The volume consists of three parts presented in three separate
books. The parts are:

Part 1 - Basic Techniques and Data
Part 2 - Mission Sequencing Problems
Part 3 - Requirements

The Martin Company Program Manager for this project has been
Jorgen Jensen; George Townsend has been Technical Director. George
Townsend has also had the direct responsibility for the coordination
and preparation of this volume. Donald Kraft is one of the principal
contributors to this volume; information has also been supplied by
Jyri Kork and Sidney Russak. Barclay E. Tucker and John Magnus have
assisted in preparing the handbook for publication.

The assistance given by the Future Projects Office at MSFC and by
the MSFC Contract Management Panel, directed by Conrad D. Swanson, is
gratefully acknowledged.
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X. WAITING ORBIT CRITERIA

SYMBOLS
Right ascension

Reference areas for emitted and inci-
dent energy

Specific heat at constant pressure
Solar flux

Thermal conductivity

Thickness

Latitude

Pressure

Unit vector to perigee
Transmitted heat flux

Unit vector to the injection point

2l

Unit vector specified by launch time and
time of flight to injection point

Absolute temperature
Weight

Absorptivity

Ratio of specific heats
Emissivity

True anomaly

Longitude

Heat of vaporization
Density

Stefan-Boltzmann constant

Orbital period




A. INTRODUCTION

In the previous chapters of this manual, the
concept of waiting orbits or parking orbits was
introduced. In some of these discussions the
parking orbit was defined completely (i.e., all
six elements were obtained) by the mission to be
accomplished. The rendezvous discussion utilizing
the intermediate orbit is an example of such cases.
In other discussions, however, one or more of the
orbital elements could be selected based on con-
siderations other than those of the mechanics of
the mission. When these degrees of freedom
exist, the following factors are among those
which become of interest:

Chapter
(1) . the radiation environment II
(2) the meteoroid environment i
(3) atmospheric factors, heating, etc. II, V
(4) orbital perturbations v, Vv
(5) satellite lifetimes v
(6) maneuver requirements VI
(7) recovery considerations VIII
(8) trajectory error sensitivities XII
(9) guidance and navigation
philosophies XII
(10) solar elevation and eclipses XIII
(11) tracking station, area, and point
coverage optimization XIII
(12) ground tracks and or synchronous
behavior XIII
(13) optical resolution, etc. XIII
(14) staging considerations, reignition
and economics
(15) radiation heat loads and cryogenic

storage

Because of the number of constraints which
can be imposed, no single set of rules can be
constructed which will yield the best orbit in
the sense that each constraint is satisfied.
Indeed, it is necessary to assign weights to each
factor and to select the elements of the inter-
mediate trajectory for each particular mission
by a study of the tradeoffs involved. This phase
of study will not be attempted here because of
the scope of the task and the fact that the 15
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previous constraints can be permutated into SIS —n)l

different combinations (taken n at a time) and

1
'(Tsl—f_)'i)'r different permutations.

All of these factors except the last two are
discussed within the manual. The next to last
item is a practical limitation imposed by the
nature of the vehicle used to boost the satellite
to orbit and as such was not covered within the
present scope of study. Later paragraphs will,
however, provide a short qualitative treatment.
The final item on the list, though far from com-
pleting the possible list of constraints (e. g.,
human tolerances to radiation), falls into the
same general classification of material. However,
because of the fact that propellant is required for
maneuvers and because radiation heat loads cause
problems of storability and boiloff, some of the
problems are presented. The level of these
discussions, however, will be superficial since
the theory of heat transfer is a study in itself

and since in any case the specific vehicle must
be considered to obtain design data. The presen-
tation of this material, though brief, will begin
to tie the purely mechanical analyses of the re-
mainder of the manual to system or operational
requirements.

B. PAYLOAD AND GEOMETRICAL
RESTRICTIONS

The parking orbit concept was introduced in
several chapters (e.g., VII and IX) to assure that
some given parameter (usually time) could be
factored into the 3-dimensional analysis without
requiring drastic maneuvers at launch. Thus,
the primary advantage was in the area of timing
the mission. However, there are three other
distinct advantages:

(1) TFlexibility
(2) Energy reductions
(3) Error correction.

Flexibility in planning and executing the mis-
sion is afforded because the intermediate orbit,
if selected properly, increases the number of times
at which transfer to a given position or orbit is
possible. Also, since the orbit is to be utilized in
any event, the launch can occur at any of the
crossings of the orbital plane by the launch site.
Thus, the effects of countdown holds can be re-
duced.

The energy requirement utilizing this tech-
nique is generally reduced because of two factors.
First, the out-of-plane maneuver can be eliminated
(or nearly so if there are small launch time er-
rors) and secondly, the type of transfer trajecto-
ries can be energy optimized since the timing
problem is handled separately. It is noted, how-
ever, that there may be times in which parking
orbits will require an increase in energy. These
cases are those for which the problem timing was
correct for direct launch and ascent via a near
optimum trajectory since under such conditions
the work expended in transporting propellant to
an intermediate orbit for future burning is not
recoverable. (If this situation is in fact true, it
can, however, be assessed so that in no case
should an unnecessarily high energy requirement
exist.) This energy loss points up the case for a
low altitude parking orbit. The practical limit
for this orbit will be mentioned later.

The third advantage is that of affording a con-
venient interval for either correcting for launch
errors or computing changes in the transfer
trajectory to compensate for them. Because of
this feature, the intermediate orbit approach will
result in smaller errors in the position and
velocity in space at the time of arrival at the
designated transfer point.

The discussions which follow combine the
flexibility and energy considerations in a brief
summary of some of the material presented else-
where in the manual (the emphasis here being in
the selection of the intermediate orbit). Consider
the following sketch and angular definitions:




e=es-¢+¢1

where
6_ = perigee-outward radial angle

¢ = launch-outward radial angle

¢I = total burning arc (launch-to-injection)

Ty

unit vector directed toward perigee

-
S

unit vector in outward radial direction

(specified by launch date and flight time).

Since es and ¢I are relatively invariant (with zero

coast capability), it is necessary to vary ¢ by launch

azimuth or outward radial declination. (Launch
azimuth is restricted by range safety; to change
the outward radial declination the mission must
be altered). By employing a variable coasting.

arc ¢I may be replaced by ¢1 + ¢C + ¢2 where ¢1

is the burning arc necessary to get into the parking
orbit and 4:2 is the burning arc from parking orbit

to final injection. Given a launch azimuth (or time)
and mission (outward radial declination), the
powered flight is matched to the post-injection tra-
jectory by varying launch time (or azimuth) and
parking orbit coast time. This is illustrated in the
following sketch.

Coasting Final burning

Initial

burning Injection
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The lowest possible altitude should be selected
for the parking orbit from energy considerations.
Since the energy requirement is lower, this
selection also provides the greatest payload capa-
bility. The minimum altitude which can be utilized,
however, depends on vehicle engineering con-
straints such as aerodynamic heating and struc-
tural loading, on guidance constraints, such as
minimum elevation angle, and on mission con-
straints requiring specified orbital characteristics
(all enumerated in the introduction). However, if
the payload capability outweighs the other factors,
a parking orbit altitude in the vicinity of 100 to 110
naut mi (i.e., 185 to 204 km) appears to be the
best choice. |

Thus everything is defined in terms of the
parameters of the problem save the vector
This unit vector is obtained utilizing the spherical
trigonometric relationships in Chapter III for right
ascension and declination or latitude and the identity

~ A L N f N
R =cosAcosLx+sinAcosLy+sinLz

where
R = unit vector directed from earth's
center to injection
AI = right ascension of injection
L‘I = injection latitude
§, )/r\ Z = unit vectors, earth centered

inertial cartesian system
(aligned as x, y, z) with x
toward vernal equinox

This location will of course vary considerably
with launch time delays since the interval in the
intermediate orbit must be adjusted accordingly.

Corresponding to this value of A and L, there
is a unique value of longitude for injection. This
value may be obtained from the following equation.

AI = AI-AL—QetI + AL
where

AL = launcher right ascension

A _ = launcher longitude

tI :tl +t2 i ¢c/¢c

4’c constant parking orbital rate,

=2r . ‘/ K
T a

This brief review points up some of the factors
affecting the selection of a parking orbit and in-
dicates the desirability of restricting the altitude
of such an orbit. The discussion has, however,
been purely qualitative since more complete
discussions are available in Chapters VI and VIII
as well as in the literature.




C. VEHICLE TEMPERATURE
CONTROL (REF. 1)

The general temperature control problem can
be conveniently subdivided into two requirements.

(1) Maintaining the mean temperature of
the spacecraft components within limits
dictated by tolerances of the components.

(2) Preventing fluctuations about the mean
temperature which might impair the
general reliability.

Depending on the mission requirements, there are
several possible solutions for these problems:

(1) Independent local control of sensitive
components.

(2) General control of the mean temperature
of the total spacecraft.

(3) General control of the mean temperature
of the total spacecraft plus control of
the fluctuations about the mean tem-
perature.

(4) Various combinations of the above.
The major factors involved in the temperature
control problem will be examined leading to a

discussion of various control methods.

1. Heat Balance

The mean temperature of an object in space is
determined by the energy balance on that object.
Except for the dwell time in a planetary atmosphere,
a spacecraft is generally in a vacuum far below
that which will support conductive or convective
transfer, and since mass transfer is generally
negligible, the only significant exchange is by radi-
ation. Consider for simplicity a satellite made of
a material of infinite thermal conductivity so that
it is at a uniform temperature throughout. If it is
not in the vicinity of a planet and has no internal
power its energy balance, at equilibrium, is found
by equating the absorbed solar energy with the
infrared energy emitted from the spacecraft:

i 4
ozGAi = eal Ae
A.

il
e (1)
e

T4=£K
€
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where T is the absolute temperature, o is the
absorptance of the surface coating for the zero

air mass solar spectrum, e is the emittance of

the surface for the black body infrared spectrum
corresponding to the temperature of the spacecraft,
G is the solar flux at the local radial distance of
the spacecraft from the sun, ¢ is the Stefan-Boltz-
mann constant, Ai is the cross-sectional area

intercepting solar energy, and Ae is the emitting

surface area. Kirchhoff's law for opaque mate-
rials states that absorptance equals emittance (for
bodies at the same temperature) at a given wave
length or integrated over the same spectral curve.
But since the two bodies of this problem are not
at the same temperature and since « is here re-
served for the solar wavelengths and ¢ for the
infrared wavelengths, « in general does not equal

¢. The fourth power of the temperature is seen

in Eq (1) to be proportional to the ratio of o to e
so that the ratio itself becomes a convenient mate-
rial property of interest (see Fig. 1).

If internal power w is uniformly dissipated
throughout the imaginary spacecraft, the energy
balance then becomes

oGA. +w = eo’T4 A
i e

A.
4 _ o G i W
I‘ZT{?XQ_ﬁL"?cT_A(3 (2)

The effect of the internal power on the mean tem-
perature depends on the ease with which that
energy can reach the surface and be radiated away,
which in the case of our infinite conductivity space-
craft is a function of the emittance ¢ only. Thus,
the emittance must be considered separately as
well as in the ratio of o/e. It has often been the
case that the second term on the right of Eq (2),
the internal power term, is small relative to the
first term, so that the internal power produces

a minor effect on the spacecraft mean temperature.

It has been assumed that the spacecraft ex-
terior is a continuous surface of a single mate-
rial. This is generally not the case. However,
under the assumption of infinite conductivity the
case of multiple surface materials with no internal
power, is expressed by

4 G[alAil+a2Ai2+"' J

T .\ SR ()
=1

2 el %o

where the numerical subscripts represent the n
surface materials. If the idealized isothermal

spacecraft has moved to the vicinity of a planet,
the energy balance including the transient effect
becomes:

[the absorbed solar energy + the absorbed
solar energy reflected from the planet + the
absorbed planet emitted energy + the inter-
nally dissipated power + the stored energy]
equated to the infrared energy emitted by
the spacecraft.

Symbolically,
Zaj GAiSj + Za/'j ERAiRj + Ze'j EE AiEj
aT _ .. 4
+w + ch - ._ej oTj Aej (4)

where G is the solar flux at local distances of

spacecraft from sun, ER is the flux of solar

energy reflected from the planet, EE is the flux

of planet emitted energy at the altitude of the
spacecraft, AiS is the area absorbing direct solar

energy, AiR is the area absorbing reflected solar

energy, Ai is the area absorbing the planet's

E
emitted energy, o' is the absorptance of the solar
reflected energy, €' is the absorptance for the
planet's emitted energy, w represents the inter-
nally dissipated power, ch the thermal capacity

of the shell, t is time, and the summation signs
indicate that the appropriate terms are summed
over the j isothermal surface areas.




Depending on the spacecraft thermal design,
and its particular orbit and altitude, the magnitude
of the energy exchanges shown in Eq (4) varies,
in turn causing changes in the mean temperature of
the spacecraft. These factors are discussed quali-
tatively in the following sections. More detailed
analytic discussions are to be found in the bibli-
ography.

a. Solar flux input

The mean value and variations about the mean
are most strongly affected by direct solar radiation.
Solar flux input is dependent on orientation of the
surface, time of exposure, look angles with re-
spect to sun, wavelength of received and emitted
radiation. In addition there is the roblem of
solar eclipses due to the planets (see Chapter XIIT).

One effect of the eclipse of an earth satellite is
the transient cooling during the eclipse. The extent
of this, in a simplified model, depends on the ther-
mal capacity of the satellite and the external radi-
ation resistance as determined by the surface in-
frared emittance. In an actual satellite the various
components each have different thermal capacities
and different thermal couplings to the exterior,
and will therefore experience different transient
thermal behavior during the eclipse. The other
important thermal effect is due to the reduction in
the total solar radiation input integrated around
the orbit. For example, a satellite in a polar orbit
will at one time during the year experience full sun,
and at another time of the year, if in a low altitude
orbit, the total solar flux averaged around the
orbit will be only slightly greater than one-half of
the nominal value. The present best estimate of
the nominal value of the solar flux at the earth's
mean orbital distance from the sun is 442 Btu/

hr-ft2 (1199 kecal/ hr-mz) with an uncertainty of
+2%. The ellipticity of the earth's orbit results
in a +3. 7% fluctuation in the solar input through -
out the year, so that other factors remaining con-
stant, a satellite will be about 9° R (5° K) hotter
in December than in June. The limit cases for
the effect of earth orbits in solar radiation input
may be divided as:

Ecliptic. A satellite whose orbit lies in the
ecliptic plane at same time will be eclipsed by
the planet once each orbit throughout the time re-
quired for the planet to rotate the orbital plane out
of the ecliptic by an amount dependent on the
orbital elements.

Equatorial. If the orbit lies in the equatorial
plane, and is at a relatively low altitude, the
satellite will be eclipsed each orbit. At a suffi-
ciently great altitude, because of the 23-degree
tilt of the earth's equatorial plane, the satellite
will experience an eclipse once each orbit during
two periods of the year and will experience no
eclipses for the other two periods. This is the
case for a satellite in a circular, equatorial 24-hour
orbit about the earth.

Polar. The polar orbit is similar to the high
altitude equatorial case in that the satellite is
eclipsed once each revolution for two periods
during the year and is in full sunlight for the other
two periods. FEach of the two eclipsing intervals

start out with an eclipse of momentary duration,
gradually increasing to an eclipse of maximum
duration (the time depending on the satellite
velocity) and gradually decreasing the shorter
eclipse durations.

Special. One special class of orbits [approxi-
mately 81° retrograde, depending on the semilatus
rectum] has the property that the nodes regress
such that the 1° per day shift in the direction to the
sun is canceled. In this orbit the satellite will be
in full sun continuously throughout the year or,
depending on the launch time during the day,
eclipsed once each orbit throughout the year. The
duration of the eclipse depends on the altitude of
the satellite and the ellipticity of the orbit. For
example, in a highly elliptical orbit it is possible
to have very long eclipses, if they occur at the
apogee of the orbit; however, it is possible to
delay the occurrence of such an apogee eclipse
(resulting from orbital precession) for several
years, depending upon the orbit characteristics,
by suitable choice of launch time.

b. Planetary emitted flux

For the earth and presumably for any planet
with an appreciable atmosphere the infrared
energy emitted by the planet is relatively inde-
pendent of latitude and longitude and varies in a
predictable manner with altitude. In the case of
the earth at low altitudes the flux is about 68

Btu/hr-ftZ (184 kcal/hr-m2). In cases where
there is no atmosphere, as for the moon, the
emitted flux must be considered to vary with
angular position measured from the subsolar
point because of the large temperature variations
on the surface.

The earth-emitted flux injects two sources of
error which must be accounted for in the thermal
design of the spacecraft. One is the magnitude
of the flux, which is known with much less pre-
cision than that of the solar flux. (This lack of
knowledge is even more applicable of the moon,
and for the other planets there is relatively poor
knowledge of the planetary thermal balance condi-
tions and the emitted flux). The second is the lack
of adequate knowledge of the emission spectral
characteristics. In the case of the earth, for
example, it is known that the emitted flux comes
primarily from the surrounding gaseous atmos-
phere which has spectral characteristics differing
significantly from the black body spectrum corres-
ponding to the earth's equilibrium temperature.
Lack of knowledge of this spectral characteristic
results in an uncertainty in the effective absorp-
tance of the spacecraft surface material for the
earth emitted energy.

c. Planetary reflected solar energy

The same altitude dependence applies for the
solar energy reflected from the earth or nearby
planet as for the infrared energy emitted by the
planet. In addition the reflected solar energy
varies with the orbit plane attitude with respect
to the sun and the instantaneous position in the
orbit. For example, in a twilight polar orbit
the reflected solar flux is approximately con-
stant, whereas in a noon orbit in which the sun




lies in the orbit plane the reflected flux varies
from zero to a maximum of about 160 Btu /hr—ft2

(434 keal/ hr-m?) at the sub-polar point.

The magnitude of this flux is approximately as
uncertain as that of the earth emitted flux and is
known to vary with such factors as cloud coverage.
The absorptance of the surface materials for the
planetary reflected solar energy is not precisely
the same as for the direct solar flux because of
changes in the spectral characteristics after re-
flection from the planet and its atmosphere. The
magnitude of these changes and the corresponding
change in the effective absorptance for this flux is
not well known.

d. Spacecraft characteristics affecting heat
balance

The internal and surface characteristics of the
vehicle itself are important in temperature control
since they define the radiation losses to space and
to internal heat boundaries (equipment heat dis-
sipation and thermal inertias). A thorough review
of thermal balance and uncertainties is given by
Comack and Edwards (Ref. 2) and a qualitative
discussion is presented below.

Thermal radiation properties. Knowledge of
the Thermal radiation properties of the spacecraft
surfaces can be deficient in two respects. The
first has to do with uncertainties in measurement
of the properties in the laboratory, and the second
is concerned with the changes in those properties
due to handling and exposure to the air before
launch, to heating during ascent to orbit, and to
exposure to the space environment.

Shape and attitude considerations. A spin
stabilized spacecraft has the spin axis nominally
fixed in inertial space, though various disturbing
torques and tip-off errors can decrease the spin
rate and gradually shift the spin axis attitude in
space. An attitude controlled spacecraft is not
affected as much by these uncertainties. Cornog
(Ref. 3) shows that if the attitude of the vehicle
can be controlled, the same aspect of the vehicle
can be presented to the sun at all times. If low
vehicle temperatures are desired, the portions of
the surface exposed to the sun can be made highly
reflective, the unexposed portions can be covered
with some material having good radiative properties,
and by changing the shape or treating each vehicle
quadrant with the desired «/e materials, the ef-
fective absorptive area exposed to sunlight can be
made quite small.

Internal temperature gradients. The preceding
factors all result in either variations or uncertain-
ties in the spacecraft mean temperature. (Mean
temperature can be defined as that temperature
which the spacecraft would attain assuming zero
thermal resistances.) In an actual vehicle, tem-
perature variation can be quite large. For example,
temperature differences exceeding 100° F (38° C)
were encountered in Explorer VI. Thus a given
component in this spacecraft located near one end
of the thermal gradient would experience large
changes in temperature as the sun orientation
changes and during the spacecraft lifetime.

Internal power fluctuations. As various com-
ponents are turned on and off, or changed in
power level, the locally dissipated energy causes
local temperature changes, the amount depending
on the power dissipated and the particular thermal
circuitry of the spacecraft interior. This internal
power dissipation may range from a few watts to
kilowatts depending on the equipments required
for the mission.

2. The Effects of Thermal and Optical Properties
on Temperature Control

a. Thermal radiation properties and materials

Coating the surface of the spacecrafts external
structure with thin lightweight material may pro-
vide the needed thermal radiation properties.
These coatings may in some instances be more
effective if applied in patterns of several mate-
rials (for example the combination of vacuum
deposited aluminum and anodized aluminum in
adjacent areas). Values of solar absorptance
« and infrared emittance ¢ covering the entire
range from 0 to 1 are useful for these coatings.

In particular, both high and low values of the

ratio of a/e are especially useful for certain forms
of active temperature control systems. A good
material should absorb over the entire thermal
spectrum, that is, have high « and high e. (Mate -
rials which reflect well over the entire spectrum,
that is, have low values of ¢ and ¢, are also useful,
although this combination can sometimes be
achieved by insulation.)

A great body of thermal radiation data exists
in the literature. While these data are useful as
a guide to the kinds of properties obtainable with
various types of materials, most of it is useless
for space applications. There are a variety of
reasons for this fact:

(1) The data is not applicable because of the
following reasons: much of it is reported for
radiation properties not directly applicable to
the spacecraft thermal control problem; in
general, the diffuse properties are required, but
most data reported is for specular properties;
for emittance, hemispherical values are generally
required, but most data reported is for normal
or near-normal angles; absorptance data is not
available as a function of incident angle but most
data reported is for a single near-normal angle;
much emittance data reported is for a total
measurement, which is often made at a rela-
tively high temperature (such data is applicable
to a somewhat incorrect spectral curve and to
the wrong material temperature); finally the
total solar absorptances are often measured
directly with the solar energy as it exists at the
laboratory (this spectrum is generally markedly
different from the solar spectrum in space).

(2) Measurement errors. Only in the past
few years have the subtleties of the various types
of radiation measurements and techniques been
fully appreciated (Refs. 4 and 5). Equipment
and techniques to measure directly the appropriate
properties are in many cases still lacking. From
the standpoint of the designer using the data, such
errors represent serious shortcomings and must




be fully recognized. A few of the common sources
of errors are: lenses and mirrors which do not
have spectrally flat optical characteristics are often
present in the instrument optical path; water vapor
may be present in detrimental amounts; the reflect-
ing surface in integrating spheres, often MgO, is
sensitive to water vapor and may have to be re-
newed frequently; MgO is partially transparent in
the wavelengths for which it is used and must be
applied in a relatively heavy coat to avoid erroneous
data, a fact not always appreciated by the experi-
menter; nonuniform wall temperatures with vari-
ances in the infrared reflectance yield erroneous
data; spectral measurements are difficult to obtain
at wavelengths longer than about 50 u, and much

of the available equipment is limited to about 25 .
This last point is significant in its effect on the
property obtained for a low temperature spectrum
(for example, 18% of the energy of a 50° F (10° C)
black-body spectrum and 36% of a -100° F -73° C
spectrum are both beyond 25 ).

(3) Materials not well defined. Much of the
reported data represents materials which are
poorly defined. For example, the surface optical
properties are usually sensitive to the details of
a materials processing technique. Because of
incomplete or inadequate description of the mate-
rial, the materials cannot generally be duplicated,
rendering useless a large part of the reported
data. In most cases the only solution to this
situation is to measure the required properties
for each material.

Once the spacecraft has been prepared with
materials of the desired properties, there remains
a practical problem of making certain that the
properties remain unchanged before the space-
craft reaches altitudes above the atmosphere. A
certain amount of handling of the exterior surfaces
may be unavoidable. Some of the more delicate
coatings can be protected by plastic peel-coats
until a few days before the scheduled launch, but if
any last minute cleaning is necessary to remove
fingerprints, grease, dirt, etc., there is always
a danger that the cleaning process itself may affect
delicate surface properties. During the launch
interval the satellite and its materials are pre-
sumably protected from aerodynamic heating by a
protective fairing, which is jettisoned after leaving
the sensible atmosphere. Because of the weight
penalty in carrying the fairing along longer than
necessary, there is often a tendency to jettison it
too soon, thereby heating the satellite surfaces to
a level which may affect the optical properties of
the surfaces.

b. Optical properties in the space environment

Most of the factors of the space environment
represent new and untried conditions for space-
craft materials. Whether these materials and in
particular their sensitive surface optical properties
remain stable in this environment is a question of
importance for all spacecraft with long intended
lifetimes. Among the factors of importance are:

(1) The vacuum of space, in which the
pressure is such that sublimation and
decomposition occur virtually unimpeded.

(2) Ultraviolet radiation, X-rays, and the
harder radiation of the radiation belts.

(3) Single particle radiation.
(4) Micrometeorites.

Certain of these factors may present no prob-
lems. For example, micrometeorites are gener-
ally believed to be of sufficiently low flux that
they will have no significant effect in spacecraft
thermal control (Ref. 6). Many of the other
factors of the space environment are difficult
or impossible to reproduce in the laboratory,
even singly, let alone in combination. In addition,
the designer does not always have the freedom to
choose materials which are rugged since certain
optical properties are available only in delicate,
vacuum deposited forms. Since these surfaces
can be delicate, sufficient flexibility must be
allowed to provide for some change in materials
optical properties due to exposure in the space
environment. (Some of the important optical
properties of various materials are summarized
in Table 1.)

3. Vehicle Temperature Control Systems

a. Passive

A passive thermal control system is defined
here to be one employing fixed external coatings
in which there is no active element either mechan-
ical or electrical. Since the mission requirements
in orbit, the lifetime, the internal component
complexity, etc., have generally been sufficiently
simple from the thermal environment standpoint
to allow a passive system to be used success-
fully, the great majority of spacecraft flown to
date have had passive thermal control systems.
Experience demonstrates that a passive design can
achieve a spacecraft mean temperature in orbit
within about 5 to 10° F (2.8 to 5.6° C) of the de-
signed mean temperature (for example, in the case
of Explorer VI).

An interesting application of a passive design
was that of Pioneer V, a spacecraft designed to
reach the vicinity of the Venus orbit. In the
course of its journey, it would experience approxi-
mately a doubling of the solar flux from that
occurring at the earth's distance from the sun.
This spacecraft was spin stabilized, that is, with
its spin axis fixed in inertial space. In an approxi-
mate manner, the trajectory flown may be con-
sidered to be such that the sun moved half-way
around the spin axis during the half orbit to Venus.
That is, the sun look-angle would increase from
zero, looking straight down the spin axis at one
end of the spacecraft, to 180°, looking at the
opposite end of the spin axis and spacecraft. If
the external coating was chosen to be appropriate
for the solar flux at the earth's distance from
the sun at the start of the flight (sun look-angle
equal to zero) and also chosen appropriately on
the other half of the spacecraft for the Venus
distance from the sun, then in a rough sense the
coating would be appropriate at both the earth
and at Venus. In actual fact, partly because of
three-dimensional effects and partly because of
other considerations, the orbit that was flown
resulted in a sun look-angle of 35° at the start,




TABLE 1

Optical Properties of Various Materials (Ref. 3)

Degrees Degrees Absorption Ratio
Material Fahrenheit | Centigrade | Number o Emissivity e ale
Silver 100 ST 0.04 0.02 2.0
Aluminum, polished 100 Sl U 0.10 0. 05 2.0
1000 538 - 0. 06
Aluminum, 2024, buffed and
polished 100 30T 0.34to 0.37 0.03 12.0
Stainless steel, black 100 SNl = 0.90 -
1000 538 - 0.90 -
Stainless steel, polished 100 3T 0. 40 0.05 8.0
Fused quartz, bricks, hard 100 3 0.1to 0.4 0.90 0.2
rubber, asbestos 1000 538 - 0.90 -
Lamp black 100 Sl 1 0.95 0.95 1.0
1000 538 - 0.95 =
SiO on polished metal 100 3 T 0.1 0.90 0. 1
MgO 100 37.17 0515 0.97 0515
Titanium, 6A1-4V 100 37.7 0.8 0.18 4.4

decreasing to about 15° at 20 days, back to 35° in
about 40 days, and increasing to 135° upon reach-
ing the Venus orbit at approximately 105 days after
launch. A pattern was chosen using two materials,
one with an @ of 0.92 and ¢ of 0.87 and the other
with an @ of 0.25 and an € of 0.85. A pattern was
achieved which maintained a mean temperature
within the desired range over the entire trajectory,
as well as at the end points of Earth and Venus.
During the 3-1/2 months of transmitted data, the
measured temperatures followed the predicted
curve within about 5° to 10°F. The flight path that (2)
was finally selected was not the optimum one from
trajectory considerations but rather was chosen

to satisfy a thermal control requirement that the
sun look-angle increase from approximately 0 to
approximately 180°. It would be entirely possible,
from trajectory considerations alone, for the sun
look-angle to start at 90° at the earth, decrease

to zero and increase back to 90° at the Venus

orbit. Clearly the coating pattern and therefore
the effective /e of the spinning spacecraft at both
the earth and Venus would be the same and would (3)
therefore not compensate for the increase in solar
flux. The actual sun look-angle history noted above
was about the limit of allowable deviation from the
ideal 0 to 180° change.

b. Active

A variety of mechanizations of active control
may be envisioned:

(1) The spacecraft can be kept relatively cool
by means of passive coatings, but still
warm enough to satisfy the majority of the
components. (Local thermostatically con- (4)
trolled electrical dissipation can be pro-
vided to warm those few components

requiring a higher temperature.) While

this scheme is quite feasible, the types of
components which require the heating,

(such as liquid fuel tanks and secondary
storage batteries) may be so large that

the "local" heating may involve a large frac-
tion of the spacecraft power. Unless ex-
cess power is available such a design may
not be practical from the point of view of

the overall system.

With a nonspherical shape, such as a
relatively flat disc, the mean tempera-
ture can be increased or decreased by
orienting the spacecraft so as to increase
or decrease the surface area intercepting
solar energy (see Figs. 2, 3 and 4).
However, normally, this design would
not be practical in view of other conflict-
ing requirements for the spacecraft atti-
tude control system.

A number of materials change optical
properties as a function of temperature.
For example, silicon monoxide and other
materials like it have the self-controlling
tendency to increase in emittance as tem-
perature increases, thus tending to limit
the temperature rise, and vice versa.
Various experimenters are currently
examining such materials, but the ma-
terials unfortunately have a general
characteristic that their emissivity is

too weak a function of temperature to be
advantageously employed.

Some number of materials undergo re-
versible optical property changes as a
result of phase changes, Curie point




transitions, etc. For example, the so-
called thermochromic materials reversibly
change color, and therefore solar absorp-
tance, as a sharp function of temperature.
Unfortunately these materials may be in the
form of gels, liquids, etc., generally with
low vapor pressures and therefore unsuit-
able for the exterior surface. They could
be encapsulated in materials transparent

in solar wave lengths but at the present at
least they would not seem to offer enough
advantages to overcome their obvious short-
comings for use in a temperature control
system.

(5) Mechanical changes of radiation properties
and areas are the systems presently given
most consideration.

These mechanizations are embodied in two
general types of active vehicle temperature con-
trol designs, the radiation balance design and the
insulated design. Any thermal design is at least
partially a combination of the two and there are
many designs in which both the external radiation
balance and the insulated features are combined
in a single application.

Radiation balance type. In a radiation balance
design the internally dissipated power is generally
a small factor in the overall heat balance and
therefore contributes only in a minor way to the
mean temperature level, although the dissipated
power may have important local effects. The
energy relationship is then a balance, in the
equilibrium state, between the absorbed incident
radiant energy and the emitted radiant energy.
Active control of the temperature may be effected
by varying the exposed areas of two materials,
one with a relatively high o/e ratio and one with
a relatively low a/e ratio. This can be accom-
plished by a venetian blind arrangement, moving
vanes, or in a variety of other ways.

The first spacecrafts with such a temperature
control system were the Atlas/Able 4 and Able 5
satellites. These were intended to be orbiting
satellites of the moon, to be put into lunar orbit
by means of monopropellant hydrazine engine
aboard the spacecraft to reduce the approach
velocity sufficiently to allow lunar capture. Partly
because of the hydrazine fuel and fairly severe
environmental conditions, such as lunar eclipse
durations exceeding two hours, it was necessary
to employ an active thermal control system. The
spacecraft was spin stabilized, thus an arbitrary
sun orientation with respect to the spin axis was
possible during the spacecraft lifetime.

Briefly, the thermal design was as follows.
Thermal energy exchange took place primarily at
50 circular areas well distributed over the external
skin. Each circle consisted of an alternating ar-
rangement of two materials in the eight 45° sectors
of the circle, one material with a high o/€ ratio
and the other a low a/¢ ratio. The circular areas
were covered by a four bladed mask which could
completely cover one or the other of the two
materials, or some fraction of each at any inter-
mediate position. The mask was driven by a bi-
metallic spring device at the inner end of the body,
arranged so that the bimetallic device sensed a

portion of the spacecraft interior. The plastic
body of the unit was made of a poor thermal con-
ductor so that the bimetallic spring was better
coupled thermally to the spacecraft interior than
it was to the skin of the spacecraft. The mask
was rotated the 45° of its travel by a 25° F change
in temperature of the spring. With the spring at
50°F the mask fully exposed the high o/e¢ material,
and at 75°F the low o/e¢ material was fully ex-
posed. The activation thus provided self-powered,
closed-loop control of the interior temperature.
The remainder of the spacecraft's skin, outside
the control circles, was covered with a material
of low o and low € so that the contribution to the
overall energy balance from the uncontrolled area
would be as small as possible. That area was
vacuum-deposited aluminum, over a smooth
plastic substrate, with an absorptance of 0. 10

and an emittance of 0.05. The high a/e¢ material
in the control areas was a form of titanium dioxide
with an o of 0.65 and an € of 0. 13, and the low

«/e material was.a particular form of anodized
aluminum with an @ of 0.20 and an € of 0.80. A
more complete description of this system is given
intRef .

The system has the capability of compensating
for fairly large changes in the external environ-
ment, such as an interplanetary mission to Venus,
and furthermore it minimizes the decrease in
temperature during long eclipses because the
masks automatically decrease the effective
emittance of the spacecraft during this time.

Insulated type. It a spacecraft is always
oriented so that the sun irradiates only certain
of its sides but not others, as may be the case
in a fully attitude controlled or a spin stabilized
spacecraft, it is possible to insulate the solar
irradiated sides so that the solar input plays little
or no part in the spacecraft energy balance. (A
very high order of insulation may be achieved
for the spacecraft sides with multiple layer re-
flective insulation.) If for simplicity the space-
craft is considered to be far removed from a
planet, then the energy balance is achieved be -
tween the internally dissipated power, the trans-
mitted solar heat load and the spacecraft emitted
energy. The unirradiated, uninsulated faces are
covered with a surface of high emittance, and the
emitted radiation is controlled by a set of louvers
(external coverings to the radiation plate). The
emitting area is then a function of the louver posi-
tion, which may be controlled by sensors measuring
the radiation plate temperature to which the space-
craft components are mounted. If the louver is
irradiated, the system may still be employed if
the radiation plate is covered with a material of
sufficiently low ¢ and high € , to minimize the
solar input. It is required that the internally
dissipated power be at least as great as the heat
losses from the entire spacecraft when the louvers
are fully closed.

The advantages of this design are that the
spacecraft is insensitive to eclipses and other
changes in the solar flux, such as would occur
on an interplanetary journey. The temperatures
within the spacecraft are much more uniform than
in the radiation balance design since there is no
large external input over any part of the surface,
and the problem of sensitivity of optical properties

Lo



of the space environment is greatly diminished.
The primary property of interest is the high emit-
tance on the radiating plate, but this is a property
which tends to be stable in space environment
(Ref. 8).

D. CRYOGENIC PROPELLANT STORAGE
(Ref. 9)

Cryogenics is concerned with the phenomena of

low temperatures, normally those below T ~ - 250° F

(-157° C). To be more specific, cryogenic stor-

ability involves the prevention of excessive boiloff of
cryogenic fluids (e.g., liquid oxygen, liquid fluorine,

liquid nitrogen, liquid hydrogen, and liquid helium)
over varying periods of time. These stored fluids
can be used for any of the following purposes:

(1) Supplying other vehicles or stations
(logistic use).

(2) Maintaining state-of-readiness in ballistic

missiles or for satellite propulsion (opera-

tional use).

(3) Thermal shielding during times of in-
creased flux.

1. Properties of Cryogenic Fluids

Insofar as space vehicles are concerned, there

are six important cryogenic fluids: liquid hydrogen,

liquid helium, liquid nitrogen, liquid fluorine,
liquid oxygen, and liquid ozone. Table 2 gives the
basic properties, except vapor pressure, of these
fluids and of liquid neon and liquid argon. Figure
5 presents the vapor pressure of these fluids as a
function of temperature and pressure. Definition
of properties is as follows:

(1) Heat of vaporization (v). The number of
heat units required to vaporize one unit
weight of liquid at its normal boiling
point.

(2) Boiling point. Absolute temperature, at
which liquid boils under one atmosphere
of pressure.

(3) Freezing point. Absolute temperature,
at which the liquid freezes, under one
atmosphere of pressure (except liquid
helium).

(4) Critical point. The combination of pres-
sure and temperature of a liquid and its
vapor under equilibrium conditions that
causes the two phases to be indistinguish-
able.

(5) Density (p). Density of the gas phase in
units of force per unit volume.

(6) Specific heat ratio (y). Ratio of specific
heat at constant pressure (c_) to specific

heat at constant volume (cv).

(7) Vapor pressure (p). The vapor pressure
of a liquid is defined as the pressure of
saturated vapor over the liquid. It varies
with temperature. In the design of cryo-

genic tankage, the relationship of vapor
pressure to other pressures (see below)
is of importance in calculating boil-off
and "no-loss'' times. Figure 5 gives the
variation of vapor pressure with tem-
peratures for liquid nitrogen, liquid
oxygen, liquid hydrogen, and liquid
helium.

2. Properties of Insulations

In the past few years a number of new insula-
tions of extreme value in cryogenic service have
been developed. With these much more efficient
insulations, the mission analyst is able to plan
space flights involving much greater weight of
payload and vehicle.

There are six types of insulation now in use
for various types of cryogenic service. Some are
useless with regard to space vehicles, because of
too high a conductivity or density. Others (Fiber-
glas, SI-4, NRC-2) have great potential in space
applications, since the environmental vacuum
(either moderate or high) prevents heat leaks into
the fluids due to gas conduction and convection.
The substance added, whether powder, Fiberglas,
aluminum foil, etc., is intended to reduce the

radiation heat leak across the vacuum into the fluid.

a. Types of insulation

(1) Cellular. Actually consists of a silica
gel with very high absorbing or absolv-
ing surface.

(2) Powder. An organic powder, usually
perlite, is introduced into a space held
at a moderate vacuum (< 100y Hg).

(3) Opacified powder. Aluminum or bright
copper flakes are added to the powder to
increase the radiation shielding. The
vacuum must be high (< 10u Hg).

(4) Fiberglas. A very low density inorganic
substance placed in a high vacuum (< 1u
Hg).

(5) Organic foams. Usually polystyrene,
foamed either with air or freon. These
foams have a cell structure which isolates
one cell from another. When placed next
to a fluid at cryogenic temperatures, the
gas condenses within each cell, creating a
partial vacuum, which is the insulating
agent. Use of such foams with liquid
oxygen or liquid fluorine is highly dan-
gerous, due to their organic nature.

(6) Multiple radiation shield. This type has
the highest insulating qualities (but also
requires high order vacuum for most
efficient usage (< 1u Hg). One type (Linde
SI series) consits of alternate layers of
aluminum foil and glass fiber paper.
Usually 50 to 80 layers are used. NRC-2
uses approximately 100 layers of crinkled
mylar which has been aluminized on both
sides.




b. Table of properties

Table 3 lists all types of insulations, with
some of them reported under different conditions.
The properties of Santogel A, given for an am-
bient operating pressure and under moderate
vacuum, show the effect of vacuum on these in-
sulations. The thermal conductivity (k) of Linde
SI-4 and the Fiberglas insulations, is measured
both in the compressed and uncompressed states.
Theincrease in k value under compression in-
dicates that such insulations must be maintained in
an uncompressed state for greatest efficiency, but
will also have a reasonable insulating effect when
compressed. This fact may be of considerable
importance for the insulation of space vehicle
stages during flight through the atmosphere.

Outer insulation blankets must be compressed to
prevent their being lost due to air friction. Once
in orbit, or in space flight, the compressing de-
vice may be removed, and the high vacuum of
space will raise the insulation to its full efficiency.

c. Relationship of thermal conductivity to
operating pressure

To obtain the very low thermal conductivity
values shown in Table 3, the insulations must be
in vacuum. Hence, a double wall is required for
most tankage applications--except in space,
where the environment is already a vacuum. The
thermal conductivity is a function of the degree
of vacuum in the interspace. Figure 6 indicates
that, in general, the powder and cellular types of
insulation are less affected by vacuum changes
than the radiation shield and fiber glass types.
With the latter, there is a sharp lowering in ef-
ficiency when the operating pressure rises above
about 10u of mercury; while with the former, the
change in k is more gradual, and pressures of
100 to 1000p Hg can be tolerated with not too great
a degradation of insulating qualities. It may also be
seen from Fig. 6 that the multiple radiation
shield insulations (at high vacuum) are more ef-
ficient than other types by an order of magnitude.

One other criterion for efficient insulation is
given in the last column of Table 3 where the ther-
mal conductivity (k) is multiplied by the density
of the insulation (p). It may be seen that the prod-
uct kp for the multiple radiation shields is one to

three orders of magnitude lower than other types.
Hence, for orbital operations, it is concluded that
the multiple radiation shield insulations must be
used. In the remainder of this section, the insu-
lation used in all calculations will be the Linde
SI-4.

d. Relationship of thermal conductivity to wall
temperatures

The temperatures of the inner (cold) wall and
the outer (warm) wall of the insulation have de-
cided effect on the value of the thermal conductivity
factor (Fig. 7). The thermal conductivity varies
by about a factor of 30 as the outer wall tempera-
ture (T,) varies by a factor of 10 [100°to 1000° R

(56 to 560° K)] for any constant inner wall tempera-
ture (T2). The value of k varies much less with in-

ner wall temperature for constant T, and is es-

sentially independent of the value of T.

3. Design of Cryogenic Tanks

In order to design cryogenic tankage for space
applications, one must determine the heat input
into the cryogenic fluid. In order to do this, the
temperature of the outer wall must be determined.
If the insulation has been selected and the cryo-
genic fluid specified, all else is known. The ulti-
mate factor to be calculated is the evaporation, or
boil-off rate, of the cryogenic fluid.

Space vehicles, or orbiting tankage, receive
heat from the sun according to the distance from
the sun. Figure 8 shows the relationship of heat
flux from the sun (Gs) and the distance from the

sun. If the surface of the tankage were either a
perfect absorber or a perfect reflector, the prob-
lem would be simple. However, since this is not
the case, the absorptivity (¢) and the emissivity

(¢ ) of the surface must be taken into account. Nor-
mally, the parameter used is the ratio of these
terms, a/e¢ . The higher this ratio, the more heat
absorbed, and the higher the temperature T,.

Figure 9 shows the variation of T; with aAs [e )

(where AS = surface area exposed to the sun and
AW = area of the total outer surface of the tank).

The greater the proportion of the outer surface
exposed to the sun, the greater the heat absorbed.

It is possible to determine the outer wall tem-
perature (Tl) from Fig- 9, once the shape and

size of the tankage are known. One first assumes
a value of o/e , the practical lower limit of which
is approximately 0.25. From the general shape
and orientation of the space vehicle or tank, As/

Aw may be estimated. After obtaining aAs/e Aw,

it is possible to interpolate in Fig. 9 at the ex-
pected distance from the sun, reading the tem-
perature. Note that orbits about the earth may
be assumed at the same distance as the earth
from the sun, with negligible error. Even on
the moon at its nearest point to the sun, the
temperature of the outer wall will maximize at
essentially the same value as if the vehicle were
on earth.

Knowing the temperature of the outer wall, it
is then possible to determine the heat flux (Ql)
into the cryogenic fluid.

_k
where k/ £ is the ratio of the thermal conductivity
to the thickness of the insulation, and Q! is the

heat flux to the exposed surface. Figure 10 shows
the results of calculations for several values of
T1 (thus, for several values of a/¢ ), and for var-

ious thicknesses and thermal conductivities.

a. Total heat input

The total heat input per hour into the cryo-
genic liquid will be Q, . = Q, A (A /Aw) where
A‘s/A’w = estimated percentage of surface ex-
posed to the sun. From a knowledge of Q, ™
the weight of the cryogenic liquid at the start,




TABLE 2
Properties of Cryogenic Fluids

21-X

izati Boiling Freezing Critical Point " o, Ga Specific i )
Mol Heat of Vaporization Point Point Temperature reEEaTe 3 Density : Gas Volume of Liquid Constsant Heat/ Weight of Liquid
{ S e a So el b 2 =
Element | Weight |(Btu/lb) (kcal/newton) |(°Rat 1atm)|(° R at 1 atm) (°R) (108 newtons /m?) | (B/f°) (mewton/m®) | (cu ft/gal) (m®/liter) (R) Y=CplC | (b/gal)  (newton/liter)
Hydrogen | 2.02 | 194.2 11.00 36.54 25 59. 87 1.297 0. 0052 0.817 114.3 0.735 772 1.4 0.54 0.55
Helium 4,00 10.3 0.583 7.596 0 9.49 0.230 0.0103 1.62 101.0 0.640 386. 3 1.66 1.043 1.053
(25 atm)
Neon 20. 20 37.5 2,124 48.96 43.0 89. 02 2.716 0. 0522 8.20 192.0 1.234 1.64 10.0 10. 10
Nitrogen | 28.02 85.7 4.855 139. 32 113.0 227.91 3.395 0.0725  11.39 93.0 0.598 55. 1 1.4 6.73 6.80
Oxygen | 32.00 91.7 5.20 162. 36 99.0 21717. 85 5.078 0. 0828 13. 01 115.3 0.741 48.3 1.4 9.53 9.62
Fluorine 38. 00 74.1 4.20 153. 00 97.0 259. 50 557.4 0. 0983 15. 44 128.5 0. 826 1.4 12.:6/ 12. 7
Argon 39.91 72.0 4.08 157. 14 151.0 271. 40 4.865 0.1034  16.24 112.0 0.720 38.7 1.67 11.56 11.67
Ozone 48.00 | 136.1 7.710 290. 34 144.0 469.91 5.533 0.1230  i9.32 91.6 0.589 1.4 11.28 11.39
1 Btu/lb = 0.5665 k cal
"/2 calinerion : 1663 /gal = 0.006428 m3 /liter
11b/6t2 = 157.084 newt
newtons/m 11b/in.2 = 144 1b/nt? = 6894. 4 newtons /m>
11b/gal = 1.00976 newtons /liter
TABLE 3
Properties of Insulations
v Thermal Conductivity (k) " Thermal Conductivity (k) f
acuum A¥ B¥ kp
Density (o) Space Pressure 4
——1—-3 pelty fe 3 (ricrons keal ) / keal > (Btu-lb/hr-ft " -°R
Insulation Type (1b/ft") (newtons /m") Hg, w) (Btu/hr-ft-°R) \'sec-m-—"K (Btu/hr-ft-°R)  \sec-m-"K A¥ *
: -5 -9 -5 -9 -5 -5
Santocel A Cellular 6.0 940 Ambient 1400 x 10 1780 x 10 1400 x 10 1780 x 10 8400 x 10 8400 x 10
Santocel A Cellular 6.0 940 <1004 120 x 1072 153x 1077 | 96 x 1070 123x1072 | 720x107° 576 x 1070
s 5 = = = -5
Polystyrene foam | Freon filled cellular 3.0 470 <1001 900x 10 1150x 107? | 700x 1073 890x 1077 [ 2700x 107° 2100 x 10
- . -5
Polystyrene foam | Air filled cellular 2.4 377 Ambient = == 1900 x 10 2 2400 x 10 2 4500 x 10
- = < - > -5
Perlite Powder 8.0 1260 <1004 90x 107° 1sx107? | r2x107® 92 x 1077 720x107° 576 % 10
Linde CS-5 Powder w/Cu flakes 11.0 1730 <104 22 x 1070 28 x 1077 17.6 x 107° 22.5x107% | 242x 10  194x107°
£ < i " = -5
Linde SI-12 Multiple radiation 2.5 390 <l 17x 1070 22 x 1077 10 x 107° 13x 1077 42.5x 1070  25x 10
shields (Al foil +
fiber glass) 9 5 5
Linde SI-4 Multiple rad shield 4.0 630 <1y 2.5x 1072 3.2x107° 2% 1077 2.6 x 10° 12.0x 107 9.4x 10
- . 2 - > -5
Linde SI-4 Compressed mult rad 20. 0 3140 <1y 80.0x 107> 102 x 107 64.0 x 1072 81.6x 10°° [ 1600 x 107 1280 x 10
shield 5
NRC-2 Multiple rad (aluminated | 3.0 470 <1y 3x1070 3.8x10°° | 2.6x107° 3.3x10™° | 9x107° 7.8 x 10
mylar) 5
Fiber glass Fiber 2.5 390 <1u 40.0x10°°  s51.0x107° | 32.0x 1078 40.8x 107 | 100x 107  80x10”
& = - = = -5
Fiber glass Compressed fiber 10.0 1570 <1u 80x 10 5 102 x 10 9 64 x 10 5 82 x 10 9 800 x 10 5 640 x 10
*A--between 560°R - 162°R (LN, BP) 1 Btu-lb -2 kcal-newton 1 Btu = -4 keal
2 = 2.0042 x 10 B e = 1.27588x 107t K4l
*B--between 560°R - 36° R (LH,BP) hr-ft2°R sec-m -°K gty gEcam




and the heat of vaporization of the cryogenic liquid,
some knowledge of the evaporation rate can be
gained.

b. Relationship of tank pressure, vapor pres-
sure and designed vent pressure

The phenomena occurring in a tank of cryo-
genic liquid are complex. If the vapor pressure =
tank pressure = vent pressure, then the evapora-
tion rate is easily determined. There appear,
however, to be three thermodynamic phenomena
that occur in distinct phases. When the heat in-
flow begins, normally the vapor pressure will be
below the tank pressure. As heat continues to
flow in, the temperature of the liquid increases
according to

g Qrt
G
P
where
t = time in hours

W = weight of cryogenic fluid, and

c_ = specific heat of liquid at constant
P pressure.

Thus, the pressure is raised, as shown in Fig.

5. During Phase 1, no evaporation can occur be-
cause all of the heat used in raising the tempera-
ture of the liquid, merely increases its vapor
pressure.

Phase 1 ends when the vapor pressure equals
the tank pressure. In Phase 2, these two pres-
sures will always be equal, since, if the vapor
pressure were greater, evaporation from the
liquid into the ullage space would increase the
tank pressure. Thus, in Phase 2, the liquid
temperature, the vapor pressure and tank pres-
sure all increase, until finally the vent pressure
is reached. Although the liquid has evaporated,
it has not yet been lost from the tank. It is, how-
ever, unusable as a propellant, although it could
be used to aid in a pressure transfer of the fluid,
if required.

Based on perfect gas laws, the total heat input
during Phase 2 can be conveniently divided in the
following way

Boii
tQyp = ATWCp + M, v 1T, - 1
where
Ml = mass of gas initially in ullage space

Pi» Py = initial and final Phase 2 tank pressures

v = heat of vaporization of cryogenic
liquid, and
AT = total temperature change of liquid.

The first term in this equation is the heat input
which raises the temperature of the liquid, and

the second term is the heat input which vaporizes
the liquid. The duration of Phase 2 is given by

- EAIV p2 1
= L
t rﬁ AT ch -k —T—pl :

if aerodynamic heating is neglected. A term
Qaero/QlT must be subtracted from the time to

account for this phenomenon.,

If the ullage space is small, t can be consid-
ered the preboil-off time, because in this case
the boil-off time is much less than the liquid heat-
ing time. If the ullage is less than 10 to 15% of
the total volume,

ATWce
t = hours,
LT

this is the time during which no boil-off occurs.
Phase 3 is that period during which tank pres-

sure is equivalent to vent pressure. It is during
this time that the liquid actually boils off.

tQ
W LT

BO

This equation shows that the boil-off for reasonably
well designed systems is moderate even for long
times for good quality insulation in moderate thick-
nesses.

If the tank is filled at the vent pressure then
the process will be in Phase 1 until the vapor pres-
sure reaches the vent pressure, at which time the
process becomes Phase 3. Thus, preboil-off time
and the actual boil-off can be regulated by varying
the design vent pressure. Phase 2 is completely
eliminated from consideration. Such a system will
have the disadvantages of requiring external pres-
sure sources (helium bottles) and a pressure re-
lief system. Thus, by setting a high vent pressure
and maintaining a small ullage space, the pre-
boil-off (no loss) time can be extended considerably
(see Fig. 11).

c. Insulation performance factor

The weight of the insulation, IW, represents

a performance penalty and since insulation is not
perfect, a certain amount of boil-off will be as-
sociated with the weight of insulation determined
by the t QET/V‘ The penalty exists when

I tQﬂT/v > (uninsulated tank boil-off ).
Let

tQyp

v

S =1 +
w

pe called the insulation performance factor. Thus,
it is desired to minimize S. Since

_ W
L = Y
and 2
kpA (T1 - T2)
Q =
2T T
W




then

R R A

2
¢ [ kpA®(T; - T,) ]
W v

W
and S is a minimum when

2
L 3 Kp A (T2-T1)t

w v

Thus, the total weight is minimized when the in-
sulation weight is just equal to the weight of the
boiled-off liquid. Finally,

2
Kp(T, -T,)t
. =2\/ 1Tl ty

m v

Figure 12 is a plot of the insulation performance
factor versus time-in-storage for a 6000-1b
(26,700 newton) liquid hydrogen tank under a speci-
fic set of conditions and with a surface area of

103 #2 (93 m?).

If it is assumed that it is required to have a
given amount of LH,, left (from a 6000-1b [26, 700

newton] initial capacity) after a given time and the
amount of insulation is to be found, enter Fig. 12
at the time and read S. Subtract the permissible
weight of the boiled-off liquid hydrogen, the re-
mainder is left for the weight of the insulation.
From Table 3, the density of SI-4 is read. Thus,
the volume of SI-4 required to meet the prescribed
boil-off can be computed.

Now, since the area of the outer surface of such
a tank is known, the thickness of SI-4 wrapped
about the tank necessary to provide the prop-
er insulation can be estimated. Before pro-
ceeding, it is noted that the insulation for such
a tank may actually weigh slightly more than the
uninsulated tank.

Once the thickness of insulation is determined,
all that remains is to determine the no-loss time
(Fig. 11), the boil-off during Phase 3, and the
weight of tankage required.

d. Application to other cryogenic fluids

In order to apply the previous discussions to
the design of tankage for cryogenic fluids other
than liquid hydrogen, the following factors must
be taken into account.

(1) The ratio of the weight of the new cryo-
genic fluid to liquid hydrogen.

(2) Boiling point of the new cryogenic fluid
related to LH2.

(3) The volume occupied by one pound of the
new liquid.

It is then possible by means of ratios to use the
figures given here to obtain tank designs for all
other cryogenic fluids. What must be kept in
mind is the high weight of propellants other than
hydrogen and helium.

4, Example

The problem is to find the optimum insulation
thickness for insulating spherical tanks placed on
the illuminated lunar surface (Refs. 10 and 11),
that is, to find the minimum combined weight of
vaporized propellant and insulation for tanks con-
taining liquid hydrogen, oxygen or fluorine.

For tanks on the lunar surface, an external in-
sulation surface temperature of 607° R (337° K) was
assumed (based on an average of the lunar surface
temperature and the radiation equilibrium tem-
perature of a surface exposed at normal incidence
to solar radiation).

The only need for insulation during the lunar
night would be to prevent freezing of the fluorine
or oxygen (at 97° to 99° R [54° and 55° K], respec-
tively) and to limit the hydrogen boil-off. However,
the average external insulation temperature is
estimated to be about 108° R (60° K), so that freez-
ing of fluorine and oxygen will not occur, and the
hydrogen vaporization rate will be only about 15%
of the day condition. Therefore, the day condition
is controlling for insulation thickness if the con-
servative approach of designing is chosen for
propellant tanks to be exposed on either the il-
luminated or shadowed surface of the moon.

Propellant losses on the lunar surface. The
weight shown in Fig. 13 is the sum of insulation
weight and boil-off, the two being equal at the
optimum. The results are based on conduction
through the insulation only. In actual practice
the heat leaks through tank support structure
are about equal to the heat flow through the in-
sulation. An approximation to the real case
would be to increase the value read from the
curve by about 70%. The propellant weight
loss would then be the total value of the ordinate
and the insulation weight would be 70% of that
value.

Propellant losses during transfer. To deter-
mine losses from the tanks during the earth-
moon transfer phase:

(1) Determine optimum insulation thick-
ness based on the lunar day condition
and increase by 40%

_ | kATt
£, = (1.40) DR

(2) Calculate AT/v from Table 4.

(3) Enter Fig. 14 to find "B.'" Vaporized
propellant then equals

2
_ tD
W = ——Ei B

(4) Double the weight found in step (3) to
account for heat leaks, and add the in-
sulation weight




Propellant losses in lunar orbit. Propellant
loss from tanks that do not land on the moon but
which are a part of the boost, transfer and de-
boost system are more difficult to define due to
their inherently integral fabrication with the flight
structure. However, for hydrogen the loss will
probably lie between 0.01 to 0. 10% per hour of the
initial hydrogen weight. The lower value would
be a design goal for a thermally well designed
flight vehicle with separate tankage. The oxidizer
boil-off can be assumed zero for the "well de-
signed' case since the major heat exchange, even
with separate tanks, is from the oxidizer to the
hydrogen with other modes relatively small so
that the oxidizer may actually experience some
cooling.

TABLE 4

Propellant Parameters

AT, (BR)
Lunar v
Propellant | Day |Transfer |Btu/lb |kcal/newton
H2 567 460 190 10. 7
02 445 338 92 5.2
F2 454 347 72 4.1

1 Btu/lb = 0. 05667 kcal/newton
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XI. ORBIT COMPUTATION

SYMBOLS
Orbit semimajor axis
Right ascension

Speed of light; also, variance-covariance
matrix

Declination
Orbit eccentricity
Eccentric anomaly

Flattening; also two-way phase coherent
Doppler frequency shift

Noncoherent Doppler frequency
Altitude above the surface of the earth
Hour angle

Inclination of the orbit to the equatorial
plane

Celestial latitude

Geocentric latitude

Geodetic latitude

Mass

Mean anomaly

Electron density

Semilatus rectum (semiparameter)
Radius vector

Radius of the earth

Radius of the earth at the observation
site

Time

Time when the vehicle encounters
perigee

Local sidereal time
Transformation matrix

Velocity; also, diagonal matrix of the
inverse variances

EE> T >

(<}

Cartesian coordinates. See section
A.1 for definitions of the various co-
ordinate systems

Azimuth angle

Residual

Elevation angle

Angle of the velocity vector with north

on the local horizontal plane; also, sector-
triangle ratio

True anomaly

Obliquity of the ecliptic

Celestial longitude

Geocentric longitude

Gravitational constant; also, mean value

Maximum likelihood estimator for the
mean

Angle of the velocity vector to the local
geocentric vertical; also, refractive
index

Range, the distance from the observer to
a body

Range rate
Standard deviation

Maximum likelihood estimate of the
variance

Orbit period
Argument of perigee

Right ascension or longitude of the
ascending node

Rotation rate of the earth, 0.7292115 x
-4
10 ~ rad/sec

Vernal equinox (Aries)

Autumnal equinox (Libra)




A. INTRODUCTION

The basic problem of orbit computation is the
determination, from a set of observations, of
six parameters which define an orbit. These
parameters may be the Cartesian position and
velocity components at some epoch, the classical
orbit elements (semimajor axis, eccentricity,
inclination, argument of perigee, longitude of
ascending node, and mean anomaly at epoch),
or any other set of independent quantities which
uniquely determine the orbit. The orbit compu-
tation problem may involve determination of
quantities other than the six orbit parameters,
however. For example, improved values of
physical constants, drag coefficients, tracking
station locations or thrust corrections may also
be determined in the orbit computation process.

Whether the goal of a satellite vehicle mission
is gathering of accurate geophysical data or safe
recovery of a manned capsule, accurate orbit
computation is a prime requirement since gravity
field or atmospheric density information is only
as accurate as the satellite position time-
histories from which it is derived. In addition,
there is a requirement for continual precise
knowledge of the position of manned satellites

for the safety of the pilot. The increasing require-

ment for fast, highly accurate determination of
orbits has led to many new developments of
theories, techniques and systems as well as
modifications of existing astronomical methods.
This chapter comprises a general exposition of
some methods and system capabilities for locating
an earth satellite and predicting its future
positions and velocities. Specifically, the areas
considered are tracking networks and their capa-
bilities, tracking techniques, data reduction,
initial determination of the orbit elements and
improvement of the computed orbit.

B. COORDINATE SYSTEMS AND
TRANSFORMATIONS

1. Coordinate System Definition

In the determination of orbits a multitude of
coordinate systems are frequently used. It is
convenient to define these various systems before
considering the principal problem of orbit deter-
mination, so that the definitions will be available
for reference.

Complete specification of a coordinate system
involves three geometric quantities, an origin,
a principal direction and a fundamental plane.
For example, the origin might be an observer on
the earthts surface (a topocentric system), the
center of the earth (a geocentric system), the
center of the moon (selenocentric), the center of
the sun (heliocentric), or any other convenient
point. The principal direction might be the
south point on the horizon, vernal equinox, or
any of a number of such directions; and the
fundamental plane might be one of the customary
planes of reference, i.e., the local horizontal,
equatorial or ecliptic planes, or any other con-
venient plane. In addition, coordinate systems
may be time dependent (rotating systems) or fixed
in spatial orientation (inertial systems). Table 1
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defines the most frequently used systems of
coordinates. A list of definitions of the various
terms involved in this table and subsequent dis-
cussions is presented in Appendix B.

2. Transformation of Coordinates

A rotation £ about a certain axis is considered
positive if counterclockwise as viewed from the
positive end of that axis. The general forms for
rotations of +¢ about the x, y, and z axes are as
follows:

X! 1 0 0 X
yr|= |0 cos¢  sin y (1)
z! 0 -sinf cos z

= Tx, £ ,x, s z%

b g cos¢ O -sing X
yl= 1|0 1 0 y (2)
z!' z
x! cost sing 0 X
y'|= -sing cosg 0 y (3)
z! 0 0 il z

Tz,g ix’ Yo Zz

These general rules may be used to derive
transformations between the various coordinate
systems defined in the preceding subsection.
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Coordinate

System

Geocentric
(geographic)
(rotating)

Geodetic
(rotating)

Topocentric
(horizontal)
(rotating)

Equatorial

(rotating)

Earth centered
inertial (ECI)

General
equatorial
(inertial)

Orbit (inertial)

Ecliptic
(inertial)

Galactic
(inertial)

Basis

Rotation of
earth

Reference
spheroid,
rotation of
earth

Direction of
gravity

Rotation of
earth

Diurnal motion
of celestial
sphere

Diurnal
motion of
celestial
sphere

Orbital motion
of satellite
vehicle

Orbital motion
of earth

Geometry of
visible universe

Origin

Center of
earth

Intersection of

normal to geoid
with major axis
of earth

Observer

Observer or
center of earth

Center of earth

Any convenient
point

Focus

Any convenient
point

Any convenient
point

TABLE 1

Coordinate Systems

Szcondary Transformation
Principal Great Angular Cartesian References
Principal Direction Plane Poles Circles Parallels Coordinates Coordinates (sections)
Intersection of Equatorial North and south Meridians Parallels of Geocentric B. 2. a (geodetic)
greenwich meridian terrestrial latitude latitude L B. 2.d (topocentric)
with equatorial plane poles (or north Geocentric
and south longitude A
celestial poles)
Intersection of Equatorial North and Meridians Parallels Geodetic B. 2.a (geocentric)
greenwich meridian south celestial of latitude latitude L B.2.f (general)
with equatorial plane poles Geodetic
longitude
South point of True Zenith and Vertical Almucantars Azimuth o Xoh B.2.b
horizon horizon nadir circles Elevation e y B.2.c
oh
Zoh
Intersection of Equator North and south Meridians Parallels Declination D X,
observer's meridian of date terrestrial of latitude or geocentric
with equatorial plane poles latitude L Yo
Hour angle H
or relative z,.
longitude Ap
Vernal equinox of Equator North and south Hour circles Parallels Declination D = X B. 2. e (general)
date of date celestial poles of L B. 2. h (orbit)
declination Right Ve
ascension A
e
Intersection of any Equator North and south Meridians Parallels of Declination D X5 B. 2. e (ECI)
convenient secondary of date celestial poles declination Relative right B. 2.f (geodetic)
circle with the ascension A A i B. 2. g (ecliptic)
equatorial plane
%
Orbit major axis Orbit Normal to True anomaly 0 X B. 2.h (ECI)
in direction of plane orbit plane
perifocus Yo
z
w
Vernal Ecliptic Ecliptic Secondaries Parallels Celestial X, B. 2.g. (general)
equinox of date poles to the of latitude latitude ¢
ecliptic Celestial y
longitude 3 <
z
€
Intersection of Galactic Galactic Secondaries Parallels of Galactic
galactic circle circle poles to the latitude latitude
with celestial galactic Galactic

equator

longitude



Transformation of geodetic latitude L' to

: — 3 1 3 - 1
geocentric Tatitude 1. sinD = sin L' sin ¢ - cos L' cos ¢ cos «
: ' ' sin H = - Sina cosce (7)
L =L -695'6635sin 2L, + 11731 sin 4L cos D

Transformation from topocentric

; '
-00026 sin 6L (4) equatorial (xo, Vo zo) rotating axes to
Db fanils = (1 _f)2 tan LVwhere topocentric equatorial inertial axes
1 ) x;, ¥y 2)
f= m = flattenlng e
Transformation from topocentric hori- 2 S98 ts —E ts 2 ¥o
zontal (Xoh’ yoh’ Zoh) axes to topocentric - I . ()
equatorial (xo, og zo) rotating axes i s s Yo
North Z. 0 0 1 zZ
z i o)
éPole o
= 1 Zoh where
L}
| Local _ 2 ;
¢ eriiaal tS = local sidereal time
----- *o = hour angle of vernal equinox
Xoh = right ascension of local meridian.
1
Ty /XL “o* %i
Center | AT
of earth Equatorial
plane
X sin Lt 0 cos Lt Xoh
Yo'l 0 1 0 Yoh (5)
zZ, -cos L 0 sin Lt Zoh
polar coordinates: The polar coordinates are related as follows:
X,p p COS ¢ COS o S oL (9)
Yop = P COS € sin o (6) D is the same as in subsection b.
Zop = P sine

where ¢ = elevation, ¢ = azimuth

Z

oh
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Transformation from topocentric equator- where
ial inertial axes (Xi’ Viais Zi) to geocentric

i i ;
equatorial inertial axes (xe, Te Ze) Re = equatorial radius.

Center
of earth

e
I

<
1]

N
1

z
e Z.
L

Observer

e
x. + X
3 i Y, (10)
=N 7
i
1
(C+ ho) cos L' cos ts
.
(C+ ho) cos L' sin ts (11)

(S + ho) sin L!

are the coordinates of the observer in the equa-

torial inert

ial system and

Transformation from general equatorial

inertial coordinates (Xi’ Yy zi5 to earth-

centered inertial axes (x_, y,, Ze)

X cos t - sin't 0 X

e X h
Il sin tX cos tX 0 v; (14)
Z 0 0 1 e

e i

te = right ascension of the xi-axis

meridian
A = tX + A (15)

D is the same as in subsection b

tS = local sidereal time
A p = difference in geocentric longitude
L' = geodetic latitude between the xi-axis and the object
h = observer's height above sea level LEthgilaca e
o in units of the equatorial radius of the
e Transformation from general equatorial
inertial coordinates (Xi’ Iy Zi) to geo-
C = 1 detic coordinates
\[1 - (2f - £2) sin? L 2,
8 =lc.-n? ‘
Prime
il . meridian
f = 50874 - flattening of the earth Object
R
(€ and S, as defined by R—g— sinL = S sin L' and
e
!
R——C cos LL = C cos L, are tabulated in the
e
American Ephemeris and Nautical Almanac). VA
g 1 ' A
R, = R,C Yeos®L'+ (1-n%sin® L' (12) 0
X2
R, (1-1) '
= (13) Geodetic or geocentric longitude:
2 Q
1+f(f-2) cos”L -1 Y4
A = Agttan I_Aé (16)
1L
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Geodetic latitude:

1 1 o

(17)
1 -n° e

L' = tan

where

Ag = geodetic longitude of the prime
direction x, at the time of trans-

formation
Qe = rotation rate of the earth,
0.7292115 x 10 % rad/sec
At = time elapsed since the time of
+ transformation
f = flattening = '2'9'81_’2T

Transformation from equatorial inertial
coordinates (Xi’ Vi zi) to ecliptic inertial

coordinates (x_, y_» Ze)

z.
i

X 1 0 0 5
3 i
N 0 cos ¢ sin¢ i (18)
z, 0 - sin¢ cos¢ z;
or, since
X, = r,cos Dcos A
i i
y; = r;cos Dsin A (19)
z. = r.sin D
i i
and
X = r_cos £ cos\
y. = r, cos £ sin A (20)
2= T sin £

XI-6

cos £ cos N =cos D cos A

cos £ sin X =cos ¢ cos D sin A + sin ¢ sin D

sin £ = -sintcos D sin A + cos ¢ sin D @
where
{ = obliquity of the ecliptic
= 23°27' 08!'26 - 0:'4684 (t - 1900)

years

r. © rE = radius vector

= right ascension

= declination
£ = celestial latitude
N = celestial longitude -
Transformation from orbit system coordi-
nates (Xd S0 zw) to earth-centered inertial
coordinates (x_, ¥_» 2.)
z -
z
wWN
Ye
~X
w
X Perigee
e
Rotation routine:
(1) Rotation in the orbit plane about the
z axis through - , T
w w -w
(2) Rotation about the line of nodes through
-i, T .
-i
(3) Rotation in the equatorial plane through
-Q, T
-Q
then
axe' Ve ze% S ’Xw' Ve? Zws
(22)
where
T—Q T i T-w -

cos 2 COSw | ~cos @ sinw |

-sinQ cosi sin w‘ -sinQ cosi cos wl sinQ sini

| sini cosw | cosi

sini sinw




The elements of this transformation matrix
are frequently assigned the following symbols
for convenience:

Py Q By

ST T =P QR
e TG AT

P, Q B,

(23)

3. Data Correction

Various data corrections are usually required
to convert apparent coordinates to true coordi-
nates. Depending on the nature of the measure-
ment, corrections may be required to account
for aberration, refraction, precession, proper
motion, nutation and parallax.

a. Aberration

Since light travels at a finite velocity, the
apparent coordinates of any body in space depend
upon the motion of the body and the motion of the
observer on earth during the time interval re-
quired for light from the body to arrive at the
observer. This apparent displacement of a body
from its actual position due to the finite speed of
light and the motions of the observer and the body
is called aberration. To elaborate, the observer
perceives a ray of light which originated at the
body sometime before the instant of observation
and which traveled toward a position that the
earth would occupy sometime after the ray origi-
nated. Therefore, at the time of observation,
the moving body is no longer located in the
direction from which the light ray is observed.
Also, since the earth is moving, the apparent
direction of the ray differs from the true direc-
tion. Thus the observed direction relative to
the stars is neither the actual direction at the
time of observation nor the direction to the posi-
tion of the body at the time the ray was emitted.

Various types of aberration are distinguished.
Planetary aberration is the displacement of the
observed apparent position from the actual posi-
tion at the instant of observation. Stellar aber-
ration, a part of the planetary aberration, is the
displacement of the observed position from the
actual position of the body at the instant when the
light ray was emitted. The stellar aberration
consists of two parts, diurnal aberration and
annual aberration. Diurnal aberration is that
part due to the rotation of the earth on its axis.
Annual aberration is due to the orbital motion of
the earth about the sun.

Obviously, most corrections for aberration are
significant only for astronomical determinations
on relatively remote bodies. Even for observa-
tions of the sun, only stellar aberration need be
considered. In the case of a satellite, observed
as to its distance and angular position relative to
the earth, the stellar aberration may be neglected
as being essentially the same for the satellite and
the earth. Also, a satellite experiences very
nearly the same heliocentric motion as the earth.
Therefore, aberration corrections for satellites
in practice need include only the effect of motion
of the satellite relative to the earth during the
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time required for light from the satellite to arrive

at the observer. (For example, during the time for

light to pass from the moon to the earth, the moon

moves about 0."7 in geocentric longitude.) Planetary

aberration is larger for artificial satellites. In a
circular satellite orbit, central angle traversed is
proportional to time, i.e.,

29 ='t7’ (A6 in radians).

Since the period is

'T=21|'I‘£',

'u

Ae:t_Ji
ryr

where r is the satellite orbit radius. The time
required for light to travel from an overhead
satellite to the earth is

where R is the radius of the earth and c is the
speed of light. Therefore, the planetary aber-
ration is

N =r'R‘/i.
cr 3 i

.This quantity has a maximum for r = 3R,

n
Aemax ~ 21
The following sections briefly consider
methods used for computing the effect of aber-
ration. A more detailed description is con-

tained in Ref. 1.

(1) Stellar aberration

Planetary
aberration

aberration

In stellar aberration determinations the fol-
lowing notation is used:

¥ = earth's orbital velocity in inertial,
fixed-origin coordinates (x, y, z)

© = velocity vector of the actual light ray

¢! = relative velocity vector of the light ray




instant when an observation is made

=
n

t = earlier time when the ray observed
left the body

ET, Et = actual positions of the earth at the
times T and t, respectively

B.,, B, = actual positions of a body at the
T : A
times T and t, respectively
Ba = apparent position of the body at time
4k

7 =T -t = time for light to travel from the
body to earth

p = 7c = geometric distance ET Bt

Aa’ AT = longitudes of the apparent direction
Ep Ba and the true light path Ep BT’
respectively

La’ LT = latitudes corresponding to Aa’ AT.

Then the direction cosines of Ep B, are

X
= e
cos La cos Aa cos LT cos AT =

(24)

(e] L<<

cos La sin Aa = cos LT sin AT +

2 o z
= 4+ —
sin La sin LT =

where Vx’ Vy’ VZ are the components of v
These direction cosines give
RIS, = Ap) (25)

3§ -sec LT (vx sin AT - vy cos AT)
c + sec I?T (vX cos AT + vy smAT)

tan (La - LT)

v, cos LT - (vX cos A + Vy smAT) sin LT

v sin LT

2Aa-AT>

+0 (sin =
where:

AR
O (sin2 —?Tl> denotes terms of the

order of the quantity in the brackets.

In rectangular coordinates,

Ve P,
Lopd H o
Xa_xt-——c =

= (vX cos AT + vy smAT) cos LT+c

v, Py (26)

where

(Xa, Ya’ Za) are the apparent coordinates
of the body at the instant of observation T

(X.t’ Yt’ Zt) are the true coordinates of
the body at the time the light left the body.

(2) Planetary aberration

The planetary aberration is the stellar aber-
ration corrected for the motion of the body from

Bt to BT during the time for light from the body

to reach earth (see previous sketch). This cor-
rection may be computed from a Taylor series,
€.8:,
B _ . 1 .. 2 1.-- 3
XT Xt -XtT+§Xt T +€Xt T
Then the rectangular components of the
planetary aberration are

e S 1 2 1% 3
Ky " Bp s (Ve - X7 -5 X 77 =X 77 e

- B . -1.. P we 3
Y, - Yp =V - ¥y -5 ¥, .- 5Y, ..

2 3

Za-Z

1y it

(27)
where (Xt' N Zt) are given in the preceding

subsection. The terms of order 72 and higher
can usually be neglected. In terms of right as-
cension and declination the planetary aberration
can then be expressed as

R
M= -A_L
(&}
. Ry (28)
A== Hi———
(&

_ 2 2 2
where RT = \/XT + YT + ZT
(3) Diurnal aberration

Because of the earth's rotation, the observer
moves toward the east at a rate

R

t = 464 Fc_ cos L meters /sec
e (29)
where
Rc = radius of the earth at the observer's
location
Re = equatorial radius of the earth
L = geocentric latitude of the observer.

This motion causes a shift in apparent position

of remote bodies toward the east given by

B » 1.. 1...
_(Vz_zt)T_Q_Z T —B-Zt'r—..




(e
t?smg

where £ is the angular distance from the east
point to the body. Then, in terms of right
ascension and declination, the diurnal aberration
is

LA

R
0'319 T{; cos L cos Hsec D

< (30)

Rc
0V319 =— cos L sin H sin D
Re

AD

where H = hour angle of the body.

The effect of diurnal aberration may be
neglected except where relative positions of
widely separated bodies are being measured.

(4) Annual aberration

The annual aberration, due to the earth's
orbital motion, in terms of right ascension and

declination is

LA =C1 ¢4 +C20

2
: ; (31)
AD —Cl ¢y +C2 C,
where
¢, =cos A sec D
¢, = sin A sec D

c '1 =tan( cos D - sin A sin Dt [L = obliquity |

cé, = cos A sin D

and

€, = -20"47 cos )‘C) cos ¢

[)\O = true longitude of sun]

1

= = " :
C2 20!'47 sin )\O

are tabulated in the American Ephemeris.
b. Precession

Precession is the combination of the slow
change of direction of the earth's axis of rotation
and the slower change of direction of the axis
perpendicular to the ecliptic. The first effect is
due to the action of the sun and the moon (luni-solar
precession), the second is due to the action of the
planets (planetary precession).

As a result of precession the vernal equinox
is slowly regressing at a rate of about 50 sec of
arc per year; therefore,any coordinate system
which has as the principal direction the vernal
equinox must specify a date to which it is referred.

To change from one equatorial system, say
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referred to the mean equinox of date, to another,
say to the mean equinox of some other standard
date (like 1950.0), the following operations
should be performed:

X3 = Xy *1950 ¥ Yx Y1950 * 25 21050
Ya =Xy %1050 ¥ Yy Y1950 * Zy Z1050 )
zg =X, %1950 * Y, Y1950 * 25 Z1950
or

X1950 = Fx g " Y ¥dT 4 %4

Y1950 = <Ky Byt Yo 9+ 2

y %d
Zigso ® T Ha %4 Tz g 1 Ep2,
where the subindex

d = mean equinox of date

1950 = mean equinox of 1950.0

and
X, = 1.000 000 00 - 0.000 296 97 T*
- 0.000 000 13 T3
¥, = - X, = -0.022 349 88 T - 0.000 006 76 T2
+0.000 002 21 TS
Z_=-X, =-0.009 717 11 T + 0.000 002 07 T2
+0.000 000 96 T°
¥, = 1.000 000 00 - 0.000 249 76 72
- 0.000 000 15 T°
Z_ = Y = -0.000 108 59 T2
y VA
- 0.000 000 03 T
Z_ = 1.000 000 00 - 0,000 047 21 T*

+0.000 000 02 T3

where T is measured in Julian centuries from
1950.0.

The Julian Calendar is discussed and a table
presenting Julian Day Numbers presented in
Chapter II.

T _[Julian date number for epoch -

Julian date number for 1950.0] /36525

c. Nutation

Due to the solar and lunar attractions on the
equatorial protuberance of the earth, the celestial
pole travels in a small ellipse around its mean
position on the circular precessional path. The
correction for nutation is very small and may
generally be neglected except in precise astronomical
determinations.




Tables for nutation in longitude and in obliquity
are tabulated in the American Ephemeris and
Nautical Almanac each year. An explanation of
how those tables are obtained is given in Astronomical
Papers of the American Ephemeris, vol. XV,
Part 1T, p. 153, 1953, and in the joint supplement
to the American Ephemeris and Nautical Almanac
entitled "Improved Lunar Ephemeris 1952 - 1959,"
pp. ix-x, 1954,

To obtain rectangular coordinates referred to
the mean equinox of date when those referred to the
true equinox are available, perform the following
computations:

X=Xq%y " Y392 T %4 %
y=—xdxy+ydyz+zdzZ (33)
Z:

-xdxz+ydyz+zdzz

Ay cost sin 1"

1
«
b
n
M
n

S s AV sin b sin 1"

-2z 3 = AL sin 1"
t = obliquity of ecliptic
and

AL and 2 Y are, respectively, the rates of
nutation in obliquity and in longitude (ob-
tained from the tables mentioned above) in
units of seconds of arc.

d. Refraction

Refraction is another source of deviation be-
tween the apparent and true directions of optical
or radio measurements. The curvature of
electromagnetic rays due to refraction is greatest
for measurements of small elevation above the
horizontal plane. From Snell's law, the cor-
rection to be added to the observed elevation is

o
a .
B = 9£=_S__H'V“ ds (34)
b

where the integral along the ray path is taken
from the body observed, b, to the observer, o,
and

Pe = radius of curvature of the ray path
v = refractive index

2 = unit vector normal to the ray path
s = arc length along the ray path

Specification of the variation in v along the path
may be very difficult. One approach is numerical
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integration of the integral expressed as
Z a, tai (21 + l)z

i
where the ai' s are empirical coefficients and

a

éa is the apparent zenith distance. In several

studies of radio wave refraction, two components
of the refractive index are distinguished:

tropospheric refraction:

6 _ 103.49 _ 86. 26
R s Pw"’[—K—
(35)
5748
. (“T) pw]
where

pa = air pressure, mm of mercury
pw =water pressure, mm of mercury

K =temperature in degrees Kelvin
or
v-1=105x 108 0-142 (h -2)
(+15%, h > 9 km)

ionospheric refraction:

_ 411'N52 _J; 3.18 x 109N
= s
w

2
€ mw
o)
(36)
where
N = electron density, electrons /cm3

m
n

charge of the electron
m =mass of an electron

€5 =dielectric constant

w =frequency in radians per second
Electron density is tabulated in Chapter II. Ref
(2) enumerates the phase changes which occur
in propagation for the various radio tracking
techniques:

Range measurement:
29, =§ Svds +§ vds
up down (37)

Doppler measurement:

_w d _w A o v
A“P_E‘ at_ (SVdS) —E (vbtb. o + -aT ds>

(assuming isotropic v) (38)




Interferometer measurement :

W _

A:ps A gvds Svds (39)
1 2

6Aq>=::—’ Ax sine Ae (40)

where the integrals are taken over the ray path
and

p = range

A¢t = temporal phase difference

Aq‘>s = spatial phase difference

Ao = difference in rate of change of phase

W = frequency (rad/sec)

e = speed of light

v = refractive index

b = subscript indicating a value of the

body

% = unit vector tangent to the ray

AX = interferometer baseline length
and Ae = is defined in Eq (34)

4, Data conversions

Transformation between topocentric
coordinates and direction cosine data

*oh
£ =cos € cos a=T

Y
m =cos € sina=-p_02

n=¥1-£% -m” =sine - _©oh (41)

From the differentials of these relations

dXoh *oh
Ta p3 =58 oh " Ton Voh

dat =

(continued)
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)

+ Zoh dzoh

dy v
s ohiivioh
du'y [ _';3_ sk on * Toh Won

+ Zoh dzoh )
dz z
= oh L oh :
amsEteg i Eon o + Yon Won

+ Zoh dzoh)

the correction relationship is

dx
a % - @IS ;’h
d
dm [S= = ma = m2 -mn Yoh
dzp
dn -t -mn 1-nt oh
)
dr (42)
= TI { oh}
)
Transformation between topocentric
coordinates and radar data
Xop =P COSE€cosa
(43)
Yo - PCOSE sin o
Zop " Psine
v *oh Yoh
South
where
p =range
o = azimuth
¢ = elevation
The inverse relationships are
= 2 2 4 2
Ps ‘/xoh *Yon Zoh
(44)
z
sine = _oﬁ
p
Y
tan o = —oll-
*oh




The sensitivities of topocentric coordinates to transmitter spread out over a wide band and are
radar data corrections are obtained from the uncorrelated, great difficulty is encountered in
differentials of the above expressions. attempting to follow any one frequency and meas-
ure its Doppler effect. Only recently has pure
light, with a very narrow bandwidth, been gen-

1 : aETRs :
=1= +
dp 5 (X’Jh dxoh + Yok dyoh Zoh dzoh> erated with high intensity.
Thus optical cameras such as the Baker-Nunn
dzoh Z 5h camera are used to measure the topocentric
cos e de = S (Xoh dx , + Yoh Yon angles of satellites and radars are used for both
P line-of-sight measurements and angles (even
though angles degrade the accuracy).
+ Zoh dzoh)
a. Optical systems
2 _ 87k Yoh Optical systems which may be used are:
sec” ada = — - — dx Baker-Nunn camera, recording optical tracking
oh Xoh instrument (ROTI). Cine theodolite, and ballistic
cameras. A complete description of one, the
4 Baker-Nunn camera, follows:
P
Features: field of view-= 5° x 30°
cose da|= (45) focal length =20 in.= 50.8 cm
e accuracies =2 " (claimed)

limiting magnitude: 17.2
(when tracking object on

cos € cos @ |cos € sina  |sine dxo
celestial equator).

h

0 1 |
-—- sina — cos « |0 dy}1 o e P . :
p [p O Description: Modification basic Schmidt
T o h design which has wider field
i FRISID0S g smalp cose|dz of view than most telescopes

The transformations of the time rates of these correcting system for aber-
variables are as follows: rations.
1 Advantages: Wide field of view, without
p = 5 (xoh . + Yoh Yob T Zoh Zoh) excessive aberration.
5 ~ : Disadvantages: Slow processing; no direct
L § *oh Yoh ~ Yoh *oh (46) range or range rate measure-
% 2 2 ments, sometimes takes a
*oh Yoh week to process a single
9 9 photograph, sometimes the
- Zoh (Xoh Xoh + Tob. yoh) =Z o5 (Xoh + Ion ) star background is too sparse.
_ 2 2 + 2 b. Radio trackers
p *oh Yoh
Various techniques have been developed to
C. ACQUISITION OF DATA obtain the highest accuracy from radar measure-
ments. Three broad classes of techniques are
1. Tracking Techniques discussed:
Orbit data are chiefly acquired by either
optical or radio techniques. Optical trackers (L) ek e
have the advantage of extremely accurate.topo— (2) Interferometer techniques
centric angular measurements, and the dis-
advantage of not being able to measure range (3) Special techniques to reduce measure-

directly (range is found by triangulation). Radar
trackers, using much longer wave lengths (1 in.

to 50 ft), have the advantage of accurate line-of-
sight measurements but the disadvantage of

ment errors.

relatively poor accuracy in angular measure- ) Radar measurements can be classified into
ments. The radar trackers are able to attain line-of-sight measurements and angular measure-
their high accuracy in line-of-sight measure- ments. Line-of-sight measurements are range
ments because radio waves can be generated with anq range rate; an_gular measurements are usually
very narrow bandwidths; hence, the measure- azimuth apd elevation. Since the wave leng‘.chs
ments of single frequencies are practical. Since of the radio waves used by radars are relatively
the velocity of electromagnetic wave propagation large compared with the dimensions of the typ-

is known rather accurately, the range (the ical radar antenna, the angular measurements
velocity of light times the transit time) can be are usually less accurate than the line-of-sight
measured with good accuracy. The other line- measurements. Many systems such as Minitrack
of-sight measurement based on the doppler effect and General Electric Mod II use triangulation
involves a comparison of the transmitter fre- schemes with only range measurements. By using

quency to the received frequency in order to de-
duce range rate. Since the frequencies of a light

XI1-12

or cameras; uses three-element




at least three stations in a coherent manner, the
topocentric angles of the satellite can be com-
puted. Generally, range measurements use
monopulse systems.

(1) Range measurements
There are two types of range radars.

Skin track radars depend on the reflection
properties of the satellite's skin to reflect the
transmitted pulse back to the receiver. Of
course, the reflected pulse is greatly reduced in
amplitude. Since the reflected pulse is weak,
and since it is desirable to send out as many
pulses as possible during a pass, complex gates
must be built into the receiver and usually high
redundancy must be in each pulse to help
separate the signal from the noise.

Beacon track radars can either be monopulse
or continuous wave-single frequency carrier
types. Beacon track radars depend on a trans-
mitter on board the satellite which can be in-
terrogated by a ground transmitter. Since the
return pulse is much stronger than that of the
skin track’radar, beacon track radars are more
accurate in range measurements. However, the
added weight of the onboard transmitter some-
times precludes using beacon track radars.

(2) Doppler systems

Another radar technique is to measure the
change in carrier frequency as the satellite either
recedes or approaches the radar station. One of
the differences between this technique and the
above pulsed systems is that the transmitter and
receiver of the tracking station must be phase
locked onto the satellite in order to obtain ac-
curacy, which means that phase information of
the carrier is retained. The frequency trans-
mitted can be measured by counting its energy
maxima or minima; the received frequency is
measured the same way. The result is a frequency
difference which is proportional to the range rate

of the satellite. Range can sometimes be measured

by integrating the range rate (provided the con-
stant of integration is known).

(3) Angular measurements

Direct angular measurements (that is, not
using triangulation techniques with line-of-sight
measurements) can be made as follows: Suppose
a radar antenna is highly directional so that when
it does not point directly at the satellite (assuming

a satellite beacon and neglecting refraction effects),

the signal strength falls off. The signal strength
is at a maximum when the antenna points directly

at the satellite. When the maximum signal strength

is indicated the orientation of the antenna can be
measured in azimuth and elevation.

(4) Interferometer systems

Interferometer systems measure the difference
in times that a radio wave front from a satellite
strikes differently located tracking stations (see
Fig. 1). By the time that the wave front reaches
the tracking stations it is almost planar; and the
approximation that

bcose = N =c¢ (t2 -tl)
is fairly accurate. The elevation € can be found
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from the above formula.

Minitrack is an example of a tracking system
which uses the above interferometer technique
in modified form. The tracking portion (dis-
tinguished from the acquisition portion) of each
Minitrack '"station' consists of five antennas.
The central antenna transmits and receives;
each of the others only receives. Two of the
receivers form a north-south line with central
included; the other two receivers form an east-
west line with central. The resulting beam
width from the length of the baselines is 100°
(north-south) by 11° (east-west). See Fig. 2.

Notice that, since the antennas are fixed in
direction, the Minitrack station cannot track

unless a satellite passes through its fan-shaped
radio beam.

(5) Special techniques

Noise reduction techniques may be listed as

(1) Low noise receivers
(2) Choice of frequency

(3) Modulation scheme and redundancy
(coding, correlation)

(4) Frequency diversity to avoid multipath
errors

(5) Time standards and synchronization

(6) Search or acquisition techniques

(7) Antenna design

(8) Coherent and noncoherent systems

Low noise receivers. These receivers are the

masers and reactance amplifiers. Masers
(microwave amplification by stimulated emission
of radiation) utilize the high Q properties of the

natural resonance frequencies of certain materials
such as ammonia, cesium vapor and rubidium.

A reactance amplifier increases the signal-
to-noise ratio of the receiver by pumping energy
into the signal in a manner related to the phase
of the incoming signal. In this manner the
phase information redundancy of a carrier is
not thrown away.

Choice of frequency. The atmosphere is
opaque to most radio frequencies; however, there
is a "window' to radiation in the region from
300 to 10,000 Mc. Water vapor absorption limits
the upper frequencies and thermal excitation
limits the lower end of the spectrum.

Modulation schemes and redundancy. One
scheme for using the redundancy of the signal
has already been mentioned. The common
modulation schemes are amplitude modulation,
frequency modulation and pulse time.

Frequency diversity. Frequency diversity
systems use two or more carrier frequencies
to minimize frequency effects in propagation.
One of the major sources of error in propagation




is the ionosphere, which acts as a time varying
dielectric, thus changing the frequency of a
carrier in an unpredictable manner. The
ionosphere also refracts radio beams, thus
changing the direction of the beam. The following
formula shows how the index of refraction is a
function of frequency and ion density:

_/_81N
v-1-f-2—

where

v = index of refraction
N =ion density in par’cicles/cm3
f =carrier frequency in kc

Using two frequencies allows the index of re-
fraction to be estimated, thus minimizing the
error due to bending of the radio wave.

The change in frequency due to the variable

index of refraction has been calculated by
Guier and Weiffenbach to be:

4

_ 0 dy , 1 dr 2 v _ 2
f—fo—vo COSha't_+?d_t r% cos  h
where
Ugi  F equivalent refractive index at earth's
surface
el the geocentric distance of the station

§(t) = angle between the station vector and "
the geocentric distance vector of the

satellite
T = geocentric distance
h = height
: ’ ~ 10
¢ = velocity of light = 3.00 x 10"~ cm/sec

Time standards and synchronization. Some
classes of orbits and some types of orbit com-
putations (determinations) require very tight
synchronization, whereas others need con-
siderably less. If three stations are to take
simultaneous range measurements, then the
simultaneity requirement will generally limit the
three stations to smaller baselines, and com-
plicated synchronization techniques are needed.
On the other hand, overdetermined orbits do not
need such tight synchronization and baselines
as wide as the earth are feasible (satellites could
also be used for tracking stations resulting in
very wide baselines).

One technique for synchronization of preci-
sion radars is to use gas filled wave guides in
which the temperature are pressure can be con-
trolled to the extent that the velocity of propaga-
tion is very precise. Generally, a central sta-
tion is connected via wave guides to outlying
stations; the signals and time are sent to central
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from the other stations via the wave guides. If
line-~of-sight radio beams were to be used instead
of wave guides, then significant errors, such as
multipath errors and variable time delays due to
temperature sensitive dielectric constants of the
propagation medium, would occur.

Another technique used for synchronization
when the time requirements are not quite so
stringent, is to use WWV receivers. WWV trans-
mits very accurate radio pulses on frequencies of
2.5, 5, 10, 15, 20, 25 Mc. Through the use of
new techniques such as parametric amplifiers,
the frequencies are accurate to several parts in

1011. Received frequencies, if by line of sight,
can be nearly as accurate as the frequency trans-
mitted by WWV; if the received frequency is re-
ceived via the ionsphere reflection, then the ac-
curacy varies, sometimes degrading to a few

parts in 106 during solar storms.

2. Station Properties

Table 2 lists some of the existing satellite
tracking stations and their properties. Where the
information is incomplete or changes are antici-
pated, blanks are left so that insertions or modifi-
cations can be made. The information presented
should allow a good first estimate of whether or
not a station might usefully support a given mis-
sion.

Additional information on these and other
stations is available from Goddard Space Flight
Center, Greenbelt, Maryland, attention Code
531. 3.

Explanation of Table 2

Station number--An arbitrarily assigned
serial number for cross referencing within
this handbook.

System--The net of tracking facilities, if
any, to which the particular station is
assigned.

Cognizant agency--This is the activity
responsible for the scheduling and operation
of the station; if should be contacted to ob-
tain support from this station, Abbrevia-

tions are:

AMR Atlantic Missile Range
Cape Canaveral, Florida

APL Applied Physics Laboratory
Johns Hopkins University
Silver Spring, Md.

BRL Ballistics Research Laboratory
Aberdeen Proving Ground
Aberdeen, Md.

GE General Electric Corporation
General Engineering Laboratory
Schenectady, New York

GSFC Goddard Space Flight Center

Anacostia Naval Station
Anacostia, Maryland




JPL

NAA

NERA

NSSC

PMR

RADC

SRI

STL

UILL

USASRDL

VAFB

WRE

WSMR

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

Lincoln Laboratories
Massachusetts Institute of
Technology

Boston, Mass.

Space and Information Systems
Division

North American Aviation, Inc.
Downey, California

Radio Receiving Station NERA
Nederhorstdenberg, Netherlands

National Space Surveillance
Center (Spacetrack)

Code CRRKI, AFCRC

L. G. Hanscom Field
Bedford, Mass.

Pacific Missile Range
Pt. Mugu, California

Rome Air Development Command
Griffiss AFB
Rome, New York

Stanford Research Institute
Menlo Park, California

Space Technology Laboratories
One Space Park
Redondo Beach, California

Electrical Engineering Re-
search Laboratory
University of Illinois
Champaign, Illinois

US Army Astro Scientific
Research and Development
Laboratory

Deal, New Jersey

Vandenberg AFB
Lompoc, California

Weapons Research Establish-
ment
Woomera, Australia

White Stands Missile Range
White Sands, New Mexico

Station name--A designation descriptive of

Tocation and/or equipment.

Installation type--Equipment classification

e.g.,

Several widely distributed

radio systems are described in Table 3.
Where the installation type is unique or at
least not widely used at present, the table
gives the particular antenna configuration.
In this case, generally only the primary
antenna is described, and there may be
others for different frequencies or purposes.

Local designation--A code used by the

cognizant agency to identify the station
within the agency.
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N Lat (deg)--The geodetic north latitude

of the station, measured in degrees.

E Long. (deg)--The geodetic east longitude
of the station, measured in degrees.

Altitude (meters)--The height of the antenna
feed at zero degree elevation above mean
sea level, measured in meters.

Survey reference--The basic survey to
which the station's location is referenced.

Data reported--Advertised and/or known
observations from a given station. More
may be available.

@ azimuth measurement

€ elevation or astronomical altitude
measurement

H hour angle

D declination

P range measurement

p range rate

fnon noncoherent Doppler frequency, the

received frequency from the satellite
being tracked, including Doppler
frequency shifts

i two-way phase coherent Doppler
frequency shift. Range rate can
be accurately and directly extracted
from f in most cases

Tel telemetry, analog or digital coded
information communicated from the
satellite

Units--Basic measurement system in which
the data if reported. Data reported and
units are on the same respective lines in
Table 2.

Coordinate system--Indicates how the
station's antenna is mounted and calibrated.
Antenna steering data (ephemerides) should
be supplied in the system and units specified.
The asterisk means that the units desired
differ from those reported and are artillery
mils for angular measurements.

Accuracy (30)--This is statistical 3o to
which a given measurement is accurate.

Data formats--Indicates the data output
equipment available. Most manual outputs
work into a teletype system. Almost all
automatic outputs work into a teletype sys-
tem. Almost all automatic output systems
may be read manually, so only the higher
order available output is shown.

Data delay--The estimated nominal time
for handling data at the station before it is
transmitted to the user. Abbreviations are
as follows:




RE Real time, which signifies that the
data is transmitted via an on-line
process and will be received by
the user essentially the same time
that the station observes it.

NRT Near real time--less than 1-min
delay--essentially the same as
real time except for slight delays
such as those caused by data going
through teletype tape loops, etc.

Maximum range--The range limit on the
particular installation when tracking a

passive l-m2 target.

Antenna gain/frequency--The advertised
approximate antenna gain in a particular
frequency band.

Table 3 contains descriptions of some of the
more widely used radio tracking systems.

3. Data Acquisition

Mission constraints generally dictate the data
sources and tracking time available to each source
for a given pass. Low altitude earth satellites
are usefully visible from a given station for about
5 to 20 min, and, if the satellite's period is on the
order of 120 min, three to four stations more or
less evenly spaced along the ground track of the
satellite can track and produce data so that data
processing facilities will not be overloaded. Pre-
launch planning must always include the possibility
of a nonnominal orbit, and data handling and orbit
computation operations must be capable of pro-
ducing results under this "worst condition. "

Orbit determination tasks seldom have the prob-
lem of an overload of data, and, when it arises,
it is easily controlled.

The threat of insufficient data is best met by
considered overdesign of the tracking network.
Some redundancy in the tracking systems is
desirable, so that failure of a single system will
not require reliance on optical or skin track
radar methods for further data. Optical methods
are slow and dependent on such uncontrollable
items as weather, and large skin track radars
generally have other commitments. One tracking
station with high acquisition reliability should be
able to track immediately after injection of the
satellite into its free flight orbit, since in many
cases the data is better at shorter ranges and
time-propagating position errors are reduced.
Accurate determination of the time of injection
(orbit epoch) is possible from telemetry or Doppler
data.

The problem of locating tracking stations to
provide maximum certainty in orbit determina-
tion involves three considerations:

(1) Maximizing basic orbital information.

(2) Maximizing the visibility period, con-
sistent with other requirements.

(3) Measuring with maximum certainty.

XI-16

Maximizing the basic orbital information de-
pends strongly on what part of the orbit is being ob-
served. For any given coordinate system, there
exist orbits and locations on the orbit path which
give ambiguous coordinates. For example: (1) it
is very difficult to resolve the line of nodes (in-
tersection of orbit plane and equatorial plane) if
the orbit is equatorial or near equatorial; (2) it
is also extremely difficult to locate perigee when
the orbit is nearly circular; (3) if a station is
located such that it observes perigee passage,
the orbit determination might be very poor be-
cause so few observations would be obtained and
the noise on the observations would obscure such
vital information as time of perigee; (4) in the
least-squares fitting of observations in orbit
determination (described in Section E. 2) the
partial derivatives (of the observation quantities
with respect to the orbital elements) can be
manipulated to indicate the information content
of a pass, orbit, orbits, etc.

Maximizing the visibility period means more
observations for a given situation, but careful
notice must be taken of the information gained
from each observation. This requirement can
be approached by attempting to either adjust the
network to maximize visibility or to adjust orbits
to existing networks. Most system designs are
compromises of the above two approaches.

Measuring with maximum certainty means
measuring in such a manner that most errors
are minimized.

Data rate. To minimize random errors, the
highest data rate possible is desirable in order
to obtain the maximum number of data per pass.
However, the assumptions of independent data
become poorer as the data rate is increased.

If the correlation between measurements falls
off exponentially with time, then there is a pre-
dictable data rate above which greater errors
are given in the orbit determination rather than
less.

Measurement ambiguities. A simple example
of a measurement ambiguity to be avoided follows.

Suppose the tracking station measures range p,
azimuth o and elevation ¢ , of the satellite with
respect to the radar location.

It can be seen that when ¢ equals exactly 90°,
the azimuth measurement is ambiguous; and when
e only approaches 90°, the azimuth measurements
become more uncertain.

Transformation ambiguities. Transformation
ambiguities may result in the trigonometric trans-
formations of the topocentric coordinates into
orbital elements. An example of this is the trans-
formation of the inertial, geocentric spherical
coordinates r, A and D, into the radar quantities
p, @ and e.

One possible transformation equation is

i - = .e
sin (DS D) = (cos € cos @)
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TABLE 2

Tracking Systems

Max
Range Oper
Cognizant| Installation) Local Altitude| Survey Coord Accuracy Data Data |(passive 1-sq| Ant [Freq
No. System| Agency Station Name Type Designation| N Lat E Long (m) Ref Data| Units System 30 Formats| Delay | m target) Gain/ Band Comments
1 | Minitrack|GSFC Coolidge Field, Antigua 17.15 298. 217 e Cycles
Island
2 Antofagasta, Chile -23.6389 |289. 7278 21 db/UHF
3 Blossom Point, Md. B point 38.43045(282. 9134 4.9 1 min 30 db/L Minitrack R&D sta.
4 Cape Canaveral {UHF 28.45866|279. 43095 3 12 db/UHF | cape has vertical
VHF 28. 41186|279, 40935 | 61 @, ¢ |Degrees 10 min VHF baseline for UHF,
5 East Grand Forks, Minn 47,93 262.98 3 cps; provides greater
6 Fairbanks, Alaska 64,73 212.35 [theoretical, coverage than most
7 Fort Meyers, Fla. 26.62 278.15 20" of arc 500 n mi Minitrack stations
8 Fort Stewart, Ga. 31.9806 |278.5083 f Cycles |Azimuth [(0.006°), Manual S
9 Grand Turk Is. Radio 21,52 [288.90 non elevation |1 millisec | variable (14 db )
10 Johannesburg, S. Africalinter- -26.1825 | 28.7356 of time;
11 Lima, Peru (Ancon) ferometer -11.7778 |282. 8444 experi-
12 Mayaguana Is. 22,3750 (286.9917 mental
13 Quito, Ecuador -0.6278 |281.4389 200" of arc »
(Mt. Cotopaxi) (0. 06° )]
14 St Johns, Newfoundland 50. 00 304, 50
15 San Diego, Navy Elect. 32.5806 [243.0278
Lab
16 Santiago, Chile -33.1528 |289. 3277
(Peldehue)
17 South Dakota
18 Spain
19 Woomera, Australia -31.1026 [136.7882 | 160.0 VHF
20 | Atlantic [AMR Cape Canaveral Azusa 28.49137/279. 44104 p,a,e Azimuth 33 db/C-
Missile = elevation ((Range 3 ft; band
21 | Range Cape Canaveral Azusa 28. 41295|279. 40752 o, pdir 6 pts/million 35 db/C-
MK II os dir nonambiguous! band
cos dir cos; 0.75 36.864 mc
22 Cape Canaveral Extradop 28.45 279.43 rates pts/million or
23 Bassett Cove, GBI receiver 26.60 280.68 mbiguous 73.728 mc
24 West End, GBI 26.65 281.08 cos rate
25 Jupiter, Fla. 26.95 279.93
26 Cape Canaveral Mod II Radar 1.3 | 28.49245/279, 42419| 15.7 p.a,e|Ft Azimuth |12 m 33 db/ 2650
deg elevation |1. 5 mils to 33 db/
27 Grand Bahama Is. Radar 3.1 | 26.61645/281.64006 | 16.3 2950 me
28 Eleuthera Is Radar 4.1 | 25.26760|283.68677| 37.5
29 San Salvador Is. Radar 5.1 | 24.06664]285. 46366 | 14.6
30 Grand Turk Is. Radar 7.1 | 21.43328{288.85452| 25.3
31 Antigua Radar 9.1 17.17540{292, 91181 | 408. 2
32 Ascension Is. Radar 12.1| -7.93148/345. 59709 | 275. 2
33 Cape Canaveral FPS-8 28.4 279.4 220 n mi 35 db/L-
band
34 Grand Bahama Is. 26.61 281.64
35 Cape Canaveral FPS-16 116 28.48133]279. 52327 | 13.7 AMS p,ae |[Ft Azimuth |50 ft Auto- INRT [500 stat mi 44.5 db/C-
36 Patrick AFB 216 28.22647|279. 40054 8.3 spheroid deg elevation |0. 012 deg matic band Experimental model
variable XN-1
37 Grand Bahama Is. 316 26.61527/281.65189 | 14.1 Model XN-2 prototype
38 San Salvador 516 24,11837|285,49560 | 13.1 (5000-mi range
39 Ascension Is. 1216 -7.95175|345. 58739 | 94.6 capability proposed
for all FPS-16's
except XN-2)
40 Antigua 916 17.14250{298. 20667 | 45.7 Proposed
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TABLE 2 (continued)

Max
Range Oper
Cognizant| Installation| Local Altitude| Surve, Coord Accuracy Data |Data |(passive l-sq| Ant. Freq
No.| System| Agency Station Name Type Designation| N Lat E Long. (m) Ref | Data | Units System 30 Formats|Delay m target) | Gain Band Comments
41 | Atlantic | AMR Tele-2 60-ft para-|BTM 28.51351)279, 22347 20.9 Tel Deg Azimuth Manual [5 min 28 db/VHF | Primary telemetry
Missile bolic dish a, € elevation variable station at Cape
42 | Range Tele-3 28. 46289(279. 41667 20.7 0.75 deg 32 db/ UHF |Canaveral
VHF
43 AMR mobile 28-ft para- Tel Cycles, |Azimuth* |3 cps Auto- NR UHF |Has autotrack capa-
bolic dish Af,a,¢ | deg elevation¥1.5 deg matic VHF |bility once signal is
fixed acquired
44 | Pacific | PMR South Arguello FPS-16 023001 34,58276(239. 43944 | 661.6 p,a,e Ft, Azimuth [150 ft, Auto- |RT 200 mi 44.5 db/C-|Planned 5000-mi
45 | Missile North Arguello 023002 34, 58305[239. 43989 | 661.6 deg elevation |0, 03 deg matic 500 mi band range part of Mer-
Range variable cury net
46 South Mugu 003001 34.12144/240. 84933 12. 8 200 mi Planned 500-mi range
47 North Mugu 003002 34.12122[240. 84812 12.8 200 mi Planned 500-mi range
(Mugu has a total of
4 FPS-16's)
48 San Nicolas Island No. 15 200 mi 500-mi and 5000-mi
49 Kokee, Kauai, Hawaii No. 30 500 mi range capability is
planned for one of
four FPS-16's on
San Nicolas
50 Point Mugu SCR-584/ 34.121 |240. 848 12. 8 Yd, 100 yd, 440 km S-band Kokee has planned
615 mil 10 mil 5000-mi range
capability
51 San Nicolas There are 6 SCR-
584/615's at Point
Mugu and 4 at San
Nicolas
52 Point Arguello Verlort 34,58 239. 439 661. 6 20 yd, 1800 km Two verlorts being
53 Kauai, Hawaii 1 mil at acquired
3° /sec
54 Point Mugu Microlock 34,121 |239.439 661. 6 f 108 mc
55 South Point, Hawaii 18.94  [204.33 i 70 mc
56 | Transit |APL Howard County 20-ft dish [0.01 39.1635 |283.1010 145.0 |No. Tel Cycles |Azimuth |0.75 cps Automat{ NRT VHF Receiver has para-
Program Amer |f elevation ic fixed 23db/UHF |metric amplifier uses
57 | Net Austin 0.02 30. 28861/262. 26861 | 179.8 |Datum| "°F 1.5 cps 60 min VHF atomichron time
58 Las Cruces 0.03 32,28157|253. 28222 | 1218. 4 VHF standard
59 Seattle 0.04 47.56107)237. 64471 83.5 VHF
60 Argentia 0.05 47.31529|306. 01029 13.8 VHF
61 Sao Paulo 0.08 Manual VHF
variable
62 | Deep JPL Goldstone, Calif. 85-ft para-|GS 35.3895 [243.1518 |1054.6 H;D Deg, Hour 0.15 deg Auto- |NRT UHF 200~ to 250-ft dia ~ _
Space bolic dish fnon Cycles |angle 39 cps matic parabolic antennas
Tel declina- fixed are planned for each
tion DSN site, the first
63 Woomera, Australia w F31.382 |136.886 H, D Deg 0.15 deg for Goldstone in 1965
64 Johannesburg, S. Africa J 125.891 | 27.675 ' goldﬁfone also has
z-Iil antennag
65 | Space- MIT Millstone Hill 84-ft para- 42,617 |288.509 156.1 p,a, € Km, Azimuth [18.3 km Auto- NRT 36 db/UHF |High power skin
track bolic dish deg elevation 1.2 deg matic tracking
Net variable
66 BRL BRL Lab Unihelix 39,4744 |283.9278 18.3 Af, a, ¢ | Cycles, 9 cps Manual |1 min 1.4 db/UHEF
deg 12 deg variable
67 RADC Rome ADC 28-ft para-| 43.2234 |284.5792 164.0 ton Cycles 60 cps 10 min 28 db/ UHF
bolic dish e 15 deg
68 NSSC Sagamore Hill 84-ft para-| 42,6311 1289.1846 4.7 Hy D Hr, min,|Hour 3 deg 15 min| 37 db/ UHF
Telescope bolic dish b¢ sec, degangle 9 cps
P zon mi‘l:q, £ deglina- P
cycles [tion
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TABLE 2 (continued)

Max
Range Oper
Cognizant] Installation Local Altitude| Survey)| Coord Accuracy Data Data |[(passive 1 sq | Ant. | Freq
No.| System | Agency Station Name Type Designation | N Lat E Long. (m) Ref Data Units System 3o Formats|Delay m target) | Gain/ Band Comments
69 | Space- SRI Stanford Research 61-ft para- 37.4031 | 237.8247 | 150.0 fnon Cycles, [Azimuth | 3000 cps Manual 33 db/UHF
track bolic dish ot deg elevation | 5. 25 deg variable
Net 2
70 | White WSMR White Sands, N. Mex. FPS-16 R-113 32.35795| 253.60737 | 1234.2 P,a,€ Yd Azimuth |15 yd Auto- 30 min 44.5 db/ Part of Mercury
71 | Sands Holloman AFB R-123 32.91589( 253.90139 | 1264. 8 deg elevation [ 0.015 deg matic C-band program net
72 | Missile Mid White Sands R-112 32.35795] 253. 62977 | 1234.0 variable
73 | Range East White Sands R-114 32.35795( 253. 63171 | 1233.6
74 South Holloman R-122 32.90222( 253.90139 | 1264.5
75 RE/ Red Lake -30.81931( 136.85847 [ 128.1 Yd 150 ft Auto- 60 min| 500 mi Part of Mercury
GSFC art mils 0.015 deg matic Program net,
fixed Data in octal
.y artillery mils
76 WRE Mirikata -29.87147| 135,241 | 219,1
1] STL GGS Quad 28.44853| 279.41929 3.5 AMS |Af Cycles 0.18 cps Manual |15 min 15 db/UHF
helix spher- auto-
oid matic
fixed
78 | Courier | USASRDL|Fort Monmouth 50-ft para-|Decour 40.1833 | 285.9431 31.7 70 Cycles, [Azimuth |2 cps Manual |NRT 33 db/UHF |Receiver has
Program bolic dish & e" deg Elevation| 0.5 deg variable parametric
79 GE GE 28-it para- 42.84806 285.92917 | 403.9 fron | Cyeles 15 cps 5 min 26 db /UHF [2™Plifier
bolic dish o 12 deg
,
80 GSFC Huntsville 15-ft para- 34.6670 | 273.3564 |181.4 b on Cycles, 30 cps 60 min 19.5 db/
bolic dish e deg 6 deg UHF
81 U 1122 University of Illinois 40,1050 | 271.7731 240.2 ‘ 300 cps 2 min 28 db/UHF
6 deg
82 NERA NERA Tracking 10-m para- 52,233 5.083 0.0 Tel Cycles 0.3 pts/ 8 hr
bolic dish f million cps
83 RADC GE-Trinidad 84-ft para- 10.73923] 298. 3910 | 273.3 Clarke|p,a,€ Km, 18 km 5 min 36 db/UHF |High power skin
bolic dish spher- deg 1.2 deg VHF |tracking
oid
84 NAA NAA Tracking Quad helix 33.92472| 241.87268 | 39.6 £ Cycles, 7.5 cps 15 min 22 db/UHF
Y
non
S deg 15 deg
85 RCA Moorestown FPS-49 PsP, 39 db /UHF |Data smoothing
@,€ interval is 10 sec
High power skin
tracking
86 GSFC Cape Canaveral 6-ft para- |Hangar S 28.48794| 279. 41378 746 fnon Cycles 30 cps 15 min 15 db /UHF
bolic dish
87 NASA Cape Canaveral Microlock 28.41483| 279. 40583 6.1 a Deg 1.5 deg VHF | Uses atom -
ichron time
standard
88 28.41436| 279, 40584 6.1
89 28.41405| 279. 40625 6.1
90 NASA Cape Canaveral Microlock 28.41464(279.40516 10.4 @,€ Deg Azimuth | 15 deg Manual 13 db/VHF
Tel ] Elevation | 3 deg variable 33 db/L-
| band
91 |Dis- VAFB Cook Tracking 60-1t para- 34.82565|.239. 49507 | 306.3 5 min 28 db/ VHF
coverer bolic dish l 0.06 deg UHF
Net
92 |SPANDAR| NASA Wallops Island 60-ft para- 37.8546 |284.4866 29.0 @,€ € S-band
bolic dish 0.03 deg
93 {Relay NASA Andover, Maine Cassegrain 44.6319 |289.3017 0.06 deg
intenna
24 Goonhilly, England 50.0494 |354.8253 6 min of
arc
95 Nutley, N. J. 40.816 285.833 0.15 deg
96 Plemeur-Bodou, 48,7869 |356.4758
France
97 Rio de Janeiro, -22.9525 |316.6314 9.8
Brazil
98 Fucino, Italy 41.9781 |13.6014 640. 1
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TABLE 3

Tracking Facility Characteristics

Name Manufactureér Antenna Type System Type Scan Rate Coverage Beam Width Frequency
Minitrack Navy Fixed array CW-bistatic Stationary Vertical fan 0.3° x 140° 108 and 135 mc
AN/FPS-16 RCA 12-ft parabolic Monopulse; skin or Range: 10,000 yd/sec 360° az; -10° + 85° 1.2 5400 to 5900 mc

44.5-db gain beacon automatic Azimuth: 40°/sec el (raster, cireu-
tracking Elevation: 30°/sec lar and sector
scan)
Verlort Reeves 10-ft parabolic Monopulse; skin or Range: 10,000 yd/sec 360° az; -11.25 2./5° S-band
beacon automatic Az and El: 900 mils/sec to 90° el
tracking
FPS-49 RCA 84-ft parabolic Pulse-doppler, 3° to 15°/sec 330° az 2° x 2° pencil 425 mc
(BMEWS) 39-db gain steerable automatic 0 to 90° el
tracking
FPS-50 RCA 165- x 400-ft torus 88 feed horns and 5°, 6-2/3° and 10°/sec 2 fans--3.5° 1° elev width 425 mc
Surveillance 45-db gain 2 dual organ pipe scan- in azimuth and 7° el angles
(BMEWS) ners
Millstone Lincoln Labs, MIT 84-ft parabolic 2° [sec 360° az 2012 440 mc
FPS-44 37.3-db gain 0 to 90° el
(conical scan)
Trinidad GE 84-~ft parabolic 4.5°[sec (slew) 360° az 24252 425 and 438 mc
FPS-44 37.5-db gain 0 to 90°el
Goldstone NASA 85-ft HA-DEC Deep space 1.0° and 0.03°/sec 360° az 1° at 960 mc 890/960 mc
parabolic 5° to 90° el 0.4° at 2295 mc 2115/2295 mc (1963)
Stanford Research SRI 60-ft parabolic Monostatic pulse 4° [sec (slew) 360° az 129 106.1 mc Calif.
0° to 90° el 200 to 400 mc Alaska]
Doploc Army Tunable CW doppler Stationary 3 fans 82ix:176° 108 mc
BRL-ARPA 16-db gain
Spasur NRL-ARPA 50-dipole receiver Detection only Stationary Vertical fan 0.4° x 160° 108 me
(detection) 400 ft long (1600 ft CW -tristatic fence (0. 3° x 160° (108 and 428 mc
being installed) interferometer proposed) proposed)
ESAR Bendix 90-element linear +45° az Transmit 1.5° 425 me
array +45° el pencil 850 mc
Receive 1.5° 1275 mc

cluster




where

D = declination of the satellite in in-
ertial coordinates

Ds = declination of the station in in-
ertial coordinates

r = geocentric distance of the satel-
lite.

Examination of this equation shows that D in-
formation is lost when the azimuth ¢ measure-
ments approach 90°, that is, when the satellite
heads due east from the station. In a like man-
ner, all coordinate transformations have am-
biguous answers where the inertial orbital ele-
ment cannot be determined at that time. One of
the ways of resolving ambiguities is to have an
overdetermined orbit; another way is to adjust
the orbit or the station location such that the
ambiguities do not occur.

Errors may be minimized by suitable station
calibration techniques and methods.

It is undesirable to attempt an orbit deter-
mination from a single station's data on one
pass. The station's random errors generally
preclude computation or an orbit sufficiently ac -
curate to furnish position predictions which will
enable a narrow beam radar to acquire one orbit
revolution later. Experience dictates that data
from at least one tracking pass from each of
two well spaced stations (preferably through
apogee, and 90° to 180° from apogee) is required
to determine the initial orbit achieved.

Satellites in highly elliptical orbits (perigee
high enough to be free from drag effects) and
space probes present less stringent require-
ments on the tracking system, unless midcourse
guidance is involved, because more stations
have visibility for longer periods of time and
data is plentiful. Midcourse guidance requires
rapid and accurate orbit determination if satel-
lite fuel requirements are to be kept within
reason. As little as an hour may be available
to track the satellite, process data, determine
the orbit, and calculate the time and duration of
the rocket firing for correction of the satellite
trajectory.

Under these conditions, prelaunch planning
must include limitations on the tracking time
and the number of data points, to ensure that
adequate computation time is available. Several
data handling modes should be available so that
last minute equipment failures do not jeopardize
the mission.

4. Data Handling

Communications should be established at
least one hour prior to the earliest scheduled
liftoff to ascertain that complete circuit com-
munication is available. Once liftoff occurs,
data should begin to arrive from the tracking
stations.

Teleprinter circuits are a favored method for
transmitting data because they:
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(1) Are readily available as a leased
service.

(2) Are the most reliable rapid communi-
cation.

(3) Produce punched paper tape and
printed, multicopy output.

(4) May be gauged together on a single
circuit at little extra cost.

The received information may be:

(1) Supplied as electrical impulses in
teletype code to electronic conversion
equipment which writes it on a magnetic
tape in computer code, or enters it
directly into the computer.

(2) Punched onto cards by passing the
paper tape through a tape-to-card
machine. (These cards are checked
for bad points and are then read into
the computer.)

(3) Manually transcribed to load sheets,
keypunched to cards, and then read
into the computer. (This method is
used if the data is irregular in some
respect and cannot be handled as
described in the first two methods.)

The availability of at least two of the above
methods is recommended. Experience has shown
that flexibility is a prime data handling require-
ment. Extremely useful observations may be re-
ceived in an irregular format when previously
coordinated sources have failed to acquire the
satellite, and the orbit determination agency
should be prepared to use them.

Generally, the transmission of information
from tracking stations to a central data gathering
center is over a narrow bandwidth channel such
as a telephone circuit. This means that the in-
formation cannot be fed over the lines very rapidly.
Error checking slows down the rate even more;
to check for all errors would require an extremely
long time. The result is that high probability
error classes are checked automatically or semi-
automatically; low probability errors are not ex-
cluded.

5. Data Filtering

Two extreme cases of how the data could be
processed are: (1) the raw data could be fed into
a central data gathering center and processed
there and (2) the data could be processed at each
station. If each tracking station completely
processes its own data, there is not only a duplica-
tion of computing equipment (one for each station)
but each station is not taking full advantage of
other stations' data. If all data is fed raw from
each tracking station to one central computer,
then far too much bad data gets into the orbit de-
termination routine. The usual compromise is
to have one central computer do the final editing,
smoothing and orbit determination, but have each
tracking station perform its own local calibrations




and some data smoothing and editing for grossly
erroneous data.

When a sufficient number of points have ac-
cumulated, the preliminary precision orbit is
determined. The differential correction tech-
nique using least squared errors is the method
usually used; it is described later.

An optimum filtering scheme has two con-
flicting requirements imposed on it: (1) to use
all the information contained in the observation
and (2) to reject all misinformation contained in
the observations.

Since there are no perfect data, all observa-
tions have varying degrees of noise or unknown
errors associated with them. Using all the in-
formation contained implies accepting all data
points. Rejecting all misinformation implies
rejecting all data points. Filtering schemes
attempt to improve the accuracy of an orbit de-
termination by various compromises with the two
above contradictory requirements. One such
compromise is to reject all "obviously' bad
data. Such data only degrade the curve fits,
since they contain so little information. Another
compromise is to maximize the probability of
the accuracy of the estimates of the orbit
parameters. This compromise is effected by
determining the maximum likelihood estimates
of the orbital parameter. There are two dif-
ferent ways of determining a bad point: (1) by
taking more observations, thus increasing the
probability of obtaining a more accurate fit,
or (2) by a priori knowledge of the true trajectory
or a priori knowledge that a given point is bad.

The best filtering of the data, if random errors
(only) are present, uses a least square fit
(described in Sections E.2 and F) to curves con-
strained by the known (i.e., well determined)
laws of physics. Unfortunately, to use all the
points in the curve fitting procedure would de-
grade the orbit determination so much that the
computation would almost always result in an
ambiguous answer. (In other words, so many
orbits would fit the set of observations that the
estimates would not be consistent.) Additionally,
if much of the bad data had been rejected pre-
viously by quicker methods, fewer computations
would be needed to reject the bad data.

An efficient filtering scheme must divide the
filtering between the tracking stations and the
central computer, such that most of the above
problems are minimized. It is instructive to
contrast the extremes of too much local filtering
at the tracking stations and no local filtering.

Excessive local filtering. If data is rejected
on the basis of simple curve fitting, the curve
being fit would be in error and there would be a
tendency to reject '"good'" data.

If data is fit to curves representing the known
laws of orbital mechanics, then a complex com-
puter is required at each station. However, each
station would have the disadvantage of not using
data from other stations.
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If each station fits all data to curves repre-
senting orbital mechanics, then each is really a
central station and there is inefficiency in that
the same computations are being duplicated in
each station.

No filtering at local station. If no filtering
occurs at each station, the computation center
is swamped with bad data, unknown biases (e.g.,
biases known to local stations but not to central),
increased transmission errors, and less infor-
mation per unit time being fed to central.

D. DETERMINATION OF PRELIMINARY
ORBIT ELEMENTS

Two areas of the problem of orbit determina-
tion are generally distinguished:

(1) Preliminary orbit determination--
more or less approximate calculation
of an orbit which was previously com-
pletely unknown.

(2) Orbit improvement--refinement in ac-
curacy of elements already known
approximately.

This section considers the problem of preliminary
orbit determination; Section F considers orbit
improvement. Many methods of determining
preliminary orbits are available. The best
computation technique to use in a given problem
depends on the types of data available. Table 4
shows the appropriate computation schemes to be
used for the various combinations of observa-
tional data.

Several methods are described briefly below.
Reference 4 considers some techniques in
greater detail.

1. Method of Laplace

The method of Laplace depends on the solu-
tion of the differential equation of motion by
Taylor series. That is, a solution of the equa-
tion

a5 r
—r = T (47)
dt r

will be written in the form

= 2A
= == dr 1d'r 2
I‘—I‘0+H (t—t0)+§——2— (t"to) Tt
0 dt 0
(48)

Evaluation of the derivatives (the series coeffi-
cients) of Eq (48) from Eq (47) and collection of
terms gives

. (t - t0)2 .
r(t) = 1'#—3'—+-- T, + (49)
2 ry
(continued)




TABLE 4*

Observation Requirements for Preliminary Orbit Determination

Observational Data

Assumption

Method

Three 3-dimensional fixes

None

Herrick-Gibbs or Gibbs (with or
without differential correction to
reduce residuals and /or discard
bad data)

Overdetermined system with
more than three fixes

Random error
distribution

Least-square differential cor-
rection of initial orbit

Fifteen range measurements Low eccentricity Gibbs
circular orbit
Eight range measurements rectilinear Gibbs
parabola
Four range measurements Gibbs
One 1-dimensional fix (can be None Laplace, Lagrange
achieved in several ways: one
vector measurement of range
and range rate; three range
and three range-rate meas-
urements)
Two 3-dimensional fixes None Gauss (and variants)
Azimuth, elevation (e, €) None Laplacian
Azimuth, elevation rate (¢, €)
Azimuth, elevation change of
rate (@, €) all at one time
Three elevation None Convertto a, €, &, €, @, € of
for three times middle data (Laplacian)
Three azimuth
Retain o, €
(That is, each € - pair is
taken at three separate times) Lagrange with Herrick-Gibbs
velocity
Gauss
Gibbs expansion method
Three range measurements None Differential correction of pseudo-
Laplacian
Three range-rate measure-
ments
Differential correction of pseudo-
Six range measurements None Laplacian
Six range-rate measurements None Probably only differential correction
Other combinations of six None Needs to be developed

observed quantities for three
or more times

Five observed quantities for
one or two times

Parabolic or one-
condition orbits

Modified Olbers
Laplacian or similar method

Four observed quantities:
for example, @, €, &, € for
one time; 2a, 2¢ for two
times

Four ranges for four times

Two ranges, two range rates
for two times

@, €, range, range rate for
one time

Circular or two-
condition orbits:
for example, two
ranges or two r's
are assumed

Standard circular orbit methods

Three observed quantities

Two observed quantities

Three-condition
orbit

Four-condition
orbit

Needs to be developed

Needs to be developed

*Adapted from Ref. 3

XI-23



(=Rt ) =

8 B 0 dr

+ (t tO) 1 y6—3_+ =
r, 0

(49)

From Eq (49), if the position vector ?O and the

velocity vector r, are known for some time ty,

and if the series s and o converge, the radius
vector at any time, T (t), is determined. But the
radius vector r is related to the observations by

S

B phtE (50)
r
b
—ﬁ‘.
where
R = vector position of the observer
p = magnitude of the observation
vector
N
p = unit vector in the direction of
observation
Successive differentiation of Eq (50) gives
AT A A A iy
r=pp+2pP+ph+R (51)

The acceleration as given by dynamics (Eq (47))
can then be equated to that given by the geometry
(Eq (51))

. oo =S A =
s . o
pf3\+2p6+pﬁ\+R=-—‘i3—R— (52)
r

The dot product of this equation with ('p\ X /B)
gives

—(pxpom) - 2EP "R s
>
Bxp- R) (% S
R r

Dotting Eq (50) into itself provides the additional
relation

AREAS A,
p(pxp- p)

2=p2+R%2+2(G- R o (54)

If only direction data comprise the observations,
p and r are the only unknowns in Egs (53) and

(54). Each of the vector products can be evaluated

from the observations and the known position of
the observer. Three observations, each con-

sisting of two angular coordinates and the cor-
responding time, are sufficient to determine P

and ;3\0 at some time tO (generally the middle of

the three observations), except when f)\x ’B 5 6 =0

= 1 X: =
at t to,orlfp 0att to.

A convenient computation method for determina-

tion of the preliminary orbit of an earth satellite
from three observations of right ascension and
declination,

a a a
tO: AO D0
tb: Ab Db’

proceeds as follows. Four equations in the four
unknowns S+ Spo o and oy, are obtained

- = = A = =y
Ta T BaTg T 9.Tg =8, (PgPg +Ry) + o, 1
- A =
=PyPy TR,
e s N s e
b~ ®pfo T %bFo T ®b *PoPo T R0l T %bF
= A =
PpPp * By
where

A " < N
p, =cos A. cos D.i +sin A, cos D.j
1 1 1 1 1
) A
+ sin Dik

The dot products of these equations with unit
vectors A and ]/Z\),

A A A
A = -sin Ai +cos Aj

(in the direction of

increasing right as-

cension)
A A . N A
D = -sin Dcos Ai - sin D sin Aj + cos Dk

(in the direction of increasing declina-
tion)

A A

ke .
A
A

_J

A

i

give the following equations to be solved:

=

A A A — A
Si(pO'Ai)p0+ciAi' r ——si(RO-A.)"'R.-A.

0

-

A =
s; (b - ﬁi)p0+oiDi' r0=-si(R0- Di)+Ri' D,




where
i=a, b

2. Method of Gauss

If three position vectors, Fl’ F2 and ?3 at
times t;, t, and t,, are coplanar, and if_r\1 is

=

not parallel or anti-parallel to To,

— g -

ry=cyr;+cyrg. (56)
With the notation of the previous subsection

s N A iy S

T, = PP +Ri’ =102, 3

These two equations give,

-

Cy Py~ Pygtegpy=-cy Ry + Ry -cgy Ry

(57)
Also, from Eq (56),

=

[5 5y "Cg ¥y * T3

&
el

el
el

Ty Xrg =cy 1 XTg
so that
e Iy XTg:* k ) Area AOP2P3
1l ?\1 L Fg e ‘Area AOPIP3
s Ty XTy " k i Area AOP1P2
3 2 I—“ i 1? “Area AOP1P3

The c's are known as 'triangle ratios' '"Sector-
triangle ratios' can then be defined as

area of sector OP2P3
area of triangle (5P2153

i

area of sector OP1P3

2 area of triangle OP1P3

area of sector OPle

g area of triangle OP 1P2

By Kepler's law of areas, the areas of the
sectors are proportional to the time. Therefore,

oy = :3—’:—: 2 T2 (58)
S
ts =t M
e (59)

3 ts-tl ng

Additional conditions are imposed by Kepler's
equation,

1 i " o o L ; !
EVE (tj ti)_Ej Ei e(smEj smEi)

(a dynamic condition) (60)

where

E = eccentric anomaly

e = eccentricity of orbit

a = semimajor axis of orbit

u = gravitational constant
and

r, + rj = 2a - ae (cos Ei + cos Ej) (61)

(a geometric condition).

Defining ZEij = Ej = Ei as the change in eccentric
anomaly and Zeij = Gj = Gi as the change in true

anomaly, the last equation gives

2
AP T B Lo F e o e
r, r:| 2a sin ElJ 2‘/1:1 rJ cos 913 cos EIJ

(62)
and Kepler's equation becomes
1 ~ .
a—yﬂ;-_(tj - t) < 2B, - 8in2E,
e TEricesl6r iginih (63)
a 1" ij 1]

The following definitions will prove convenient.

k2 = 4r. r.cos2 0o
i7j ij
QxS g
1+ 24= _L,kJ_
2 _u 2
m —k—g- (tj ti) (64)
E..
>3 Esin2 —21i

Solution of Eq (62) for a gives
ki(Eitm)
2a sin2 B =——1E—J—- -k cos E..
ij 1]
or
£+
k (£ +x) (65)
sin” E..
1]
Substitution of this a, obtained from geometrical

constraints, into Kepler's equation, Eq (63),
gives

~ _ e 312
VI;T(tj ti) (2Eij sin 2E“)a

F ‘/171 rs cos eij sin Eij ‘/a




or

2E.. - sin 2E,.
fa -t = i 5 [k e+ 3/

sin” E..
1]

312 (y 4 9112 _

mk3/2

+k
With the definitions
2

l+xELn2—-
n

2E;-8in2E,
X (x) = J - J (66)
sin” E,.

ij

this equation reduces to

3

?B—X(x)+r:—=m (87)

or

2
m

'q=1+—2— X (x)
n

Differentiation of the above definition of X (x)
with respect to Eij gives

. 3 X _ o .2
sin Eij —51?‘]— = - 3 sin Eij cos Eij X
+48inE..
1]
Then
ax o oax By
dx aEij dx
4 -3cosE..X
- ij ) 1
s 3 sin E

Then expanding X (x) in series gives

oo
X (%) =z Ai x!
i=0

where

_2i+4 -1

ax _ \. i
i “2r+3 Aa-n oM ZlAix

From Eq (66), AO =% .

A

Therefore,

X =d+d 8 aad 8.8 2,

(68)

The solution for a preliminary orbit by Gauss'
method then proceeds as follows:

(1) Select approximate values for Py

Pgs X = % )Ny F Mg F 1, these values
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to be improved by iteration. Take

c, = —t3 -tz and c, ® t2 -tl
1 t3 = tl 3 t3 = fl
(2) Determine ry and rq from ?l =p; 31’.
<5 ﬁ; and determine 91, 93 and k from

Eq (64).

Lot CIRD RS o To

—

Py =Ty ~ Ry
(3) Determine m from tl‘ tz and k by Eq
2

m X2
(64). Revise my=1 + . (iteration
loop). Ny

(4) Derive £ from r;, r, and k by Eq (64).

2
Derive x from x = (%) - £. Revise
2
X from Eq (68) (iteration loop). From
x obtain 6., _ei and a from Eqgs (64) and

(65). From Eij and 6., ej determine £.

(5) Repeat (1) to (4) with p,, p, to get n,,
1 2 3

Xiorte

3
(6) Repeat (1) to (4) with p,, p, to get n,
2 3 1

Xl'
(7) Obtain improved values for ¢y and cq

from Egs (58) and (59).

(8) Obtain improved values of Py and Py

from Eq (57). Note that this is ac-
complished by dotting in turn by

62 X ’p\3 and ;’)‘1 X 62. The values of p;
& P, are then obtained from the follow-

ing equations.

AN TN - S A A
¢y Py - Pyxpg) py =-cy (Ry - 0yxpy)

= N A
2 * Py X P3)

= . &
3 (R3 Py X p3)

AA A = A
cg (py « Py xP3) py=-cy (R« Py %Py

- . /\ /\
+(Ry * Py X 0y)

= A A
~c3(R3 plxoz)

(9) Repeat (1) through (8) with improved
values of P1s Pgs until iteration con-

verges.

3. Gibbs' Modification of Gauss' Method

There is an alternative method of solution for
¢y and cy in Gauss' Method due to Gibbs. If




ol dy 1 ac s = 2 s 3 e
ry =3, .':1.1T3+a.2T3 —-a3T3 +a.4T3
R
Y9 "5
L TR e e e R e 4
Bl ol Ty T3, Ty vag iyt tE,

dzf‘i

Determination of :2— from these series, set-

ting
d2r. T,

1k G . i
R () O
dt r

FANSIciGt ko i

2 il 33
gives
1+B1/r13 W
¢, =m
1- B2/r2 >
il +B3/r32
C, =n
2 (69)
1- B2/r2 J
Here 9
T2
B1 = (mn + n-m) —I5
T22
By st 1) —y
2

T2
B3 = (mn - n+m) —13

where

m+n=1andn=T3/T2,m= T[T

1° 2

4. Method of Olbers

The method of Olbers is a technique for de-
termining preliminary parabolic orbits. As in
Eq (57),

LX - - —
CyPy-Pyteg By =-cy Ry +Ry
=
g g = (70)
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The dot product of this equation and (62 X TI)
where U is coplanarAwith ¥ and p_;,

)
_A = 2
) T = Py X Vi &
is
i Sy
cl Pl (’p\z b SZXU) +03 p3 (83 - HZXU) =
(71)
Then
Py =Mp, (72)
where
c, (p, - % xI_J")
W e il /\1 2 (73)

The computation then proceeds as follows:

(1) Select initial approximate values for

Py and for ¢y and Cg such that

(e]
w

wliis
it

(¢]
=

Obtain P3 from Eq (72).

PR

(2) Obtain Ty, ey and Py from Pys Pg and
s by Eq (70).

(3) Obtain 1_"3 and S = |?2 - Fl | from
the law of cosines

S2 = r12 + r22 - 21‘11'2 cos (62 - 61)_
(4) Obtain
24 (ta=t)
L2 Gy
(ry+ry)

(5) Correct p, in step (1) by iteration until

(r1 +r3)XY =S (74)
where X Y is the term in Euler's
equation,

6 ou (t. - t.)

V/— i (1+XY)3/2
(r; +rj)
+(1-xv°2=3x% (75)

(6) Obtain Nys Ngs Mg from T, =c,T;
F c2?2 and the sector to triangle area

ratios defining the n's.

(7) Determine ¢y and ca from Eqgs (58)

and (59) and iterate until they agree
with step (1).




(8) From the corrected values of cq and

c, calculate 62 and compare with the

2
observed 62' This checks the assum-

tion of Olbers! method that e = 1.

E. THEORY OF OBSERVATION ERROR

After a preliminary orbit has been determined
as described in Section D, the elements thus de-
termined, together with a theory of motion, may
be used to calculate theoretical positions of the
orbiting body at any time. If further observations
of the body are then made, the observed positions
will be found to deviate from the theoretical po-
sitions for the corresponding times. The dif-
ferences in observed and computed positions, or
residuals, may be attributed to three causes:

(1) Approximations involved in the theory.

(2) Inaccuracies in the preliminary orbit
elements.

(3) Errors in the observations.

In the problem of orbit improvement, to be con-
sidered in Section F, these residuals between
observed and computed positions are used to im-
prove the accuracy of the preliminary orbit ele-
ments. Since the methods of orbit improvement
are rather complex in themselves, some benefit
may be derived from a review, preparatory to
considering these methods in Section F, of those
areas of statistics and numerical analysis which
are basic to the orbit improvement theories.

1. Data Errors

Data errors are of three types: systematic
errors, which affect all measurements alike;
mistakes, generally large errors due to carelesk
reading of indicators or incorrect recording,
which do not follow any law, and accidental
errors, causes of which are unknown and inde-
terminate, and which are usually relatively
small and follow the laws of probability. Syste-
matic errors can be corrected to some extent by
calibration of instruments, and large mistakes
can be eliminated from data by use of an appropri-
ate data rejection philosophy. The mathematical
theory of errors to be discussed applies only to
accidental errors, and only these errors will be
considered in the analyses.

All kinds of accidental errors may be de-
scribed by frequency distributions, or probability
density functions, curves which give the relative
frequency of occurrence of the various values in
a set of observations. By far the most useful
frequency distribution is the normal or Gaussian
distribution,

10 e [—_12_ e “)2} (76)
‘1‘2_17 o 20

which is found to describe most random or acci-
dental data errors. A special usefulness of the
normal distribution is also indicated by the math-
ematical theory as expressed in the central-limit
theorem of statistics:

fix) =
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"If a population has a finite variance ot
and mean u, then the distribution of the
sample mean approacheszthe normal dis-

tribution with variance gn— and mean u as

the sample size n increases. "

It is interesting that, regardless of the form of
the population distribution function, the sample
mean will be approximately normally distributed
for large samples.

The parameters of the distribution, as pre-

viously indicated, are the variance 02 and the
mean pu. Sometimes, however, other parameters
are employed:

o

modulus of precision =h = f
2

probable error = 0,67450 (normal distri-
bution only)

In practice, since the actual parameters ¢ and u
of the theoretical population distribution are not
known, they must be estimated from the avail-
able data. Statistical analysis shows that the
maximum-likelihood estimates of these param-
eters for the normal distribution, are

n

A _ 1 =

e X, =X ()
i=1
n

A2 _ 1 =2

c —HZ(xi %) (78)
i=1

where n is the total number of data, x., in a
sample. !

The significance of the distribution function
is further indicated by noting that the area under
the function contained between two arbitrary
limits, Xy and Xo, is the probability that a given

observation will lie between Xy and Xqs i.€.,

X

Probability [Xl <x< x2] =S f(x) dx
=
X 1
20—z w2
1 20

= ( e dx
o © (79)
=1

Viewed from this aspect, the parameters of the
normal distribution can be interpreted as follows:

p = data value corresponding to the maxi-
mum value of the frequency distribution

o = a span of x such that 68.26% of the area
under the distribution curve is con-
tained between the limits u-o and u+o.

f(x)

i

M=-0 M puto




Probability distributions for several variables
(multivariate distributions) may be defined in a
similar manner, i.e.,

Probability [Xl <X <Xy, ¥y <y <y2]

X2 y2
= S ‘g f(x, y) dy dx (80)
£

where f (x, y) is called the joint density function
for x and y. In particular, the bivariate normal
distribution is

iy = exp

21roxoy 1-p

2
1 l(x-u)
2(1-~p") X

(81)

which represents a bell-shaped surface over the
x-y plane. The parameter p is called the cor-
relation between x and y. When the correlation
is zero, f (x, y) becomes the product of two
univariate distributions

fix,3) = g; (x) g2 (y)
and the variates are said to be independently dis-

tributed. It is sometimes convenient to write
Eq (81) in matrix notation:

_ i
f(xl, x2) =—— —  exp

2m Icijl
2 2 B
[% E Z o' G, - ) Ox, - uj>] (82)
i=1 j=1

where

lcij' = determinate of the matrix [Uij]

[o. ] = the variance-co-
1 variance matrix

(o) = 2and =
i 7% 922 " %
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o =] = i
12 0'21 covariliances

The extension to the general multivariate dis-
tribution is obvious:

k
o7
1
fxy, x5, ... X)) = (z_ﬂ) 1 bl
'Gij'
kel -k
_ 1 i b i
5 z Z o (% - u) (xj uj) (83)
i=1 j=1

Error analysis frequently requires consid-
eration not only of random errors in measure -
ments, but of errors in functions of the measure-
ments. That is, the quantity sought is some
known function of several measured quantities.
Of particular interest is the function consisting
of a linear combination of random variables. If
X1, X9, ... X are independently and normally

distributed random variables with means u and

. 2 :
variances o, and if

k
u = z . X (84)
it
i=1

where the ali are arbitrary constants, then u is

normally distributed with mean

k

My = Z 8 M (85)
i=1

and variance
2 2 2
G S z a;” g, (86)
i=1
This case is of special interest because, even
if the function of interest, u, is nonlinear, the

errors in u, £&u, can usually be accurately ap-
proximated by first-order differentials, i.e.,

which can then be treated as Eq (84).




2. The Method of Least Squares n

Fareltax Z 5 3
The method of least squares is a method of Loy %11 %im
finding the best possible values for a set of m i=1
unknowns, X,, X, ..., X__, satisfying n linear
1= m n
equations, where n > m. Z
N all Yy
- i=1
21 T8p Ryt er AL XL Y
= n n
a21x1+a22x2+... +a2mxm y2 Z - Z .
= 82 i1 * X Bjg &g " v
i=1 i=1
an1x1+a2x2+... +anmxm=yn
n n
+x Z a.2a, = Z a.2 VA OO (88)
Since the number of equations exceeds the num- mi ] 12 im =l Lotk
= 1:

ber of unknowns, and since the y; may contain

observation errors, the system of equations is
not solvable exactly, i.e., there is no set X{s

Xy, ... X for which each of the n equations is n 1L
exactly satisfied. Each equation then has a 2S5 Z %im 2il iy z &im 2i2 K
residual of the form i=1 i=1

8, =¥~ 2 X3 ~ 83Xy " eee "By Xy
(i =12, n) (87 +x Z a. a, = 2 a._y
m im "im itina il

The least squares technique attempts to find
values for Xps Xgo ove X which will make

o}
=

n

2 ) o . These equations comprise a system of m linear
z 6, as small as possible. This is the cri- equations in the m unknowns Xis Xg e X, which
i=1 : -

X may be solved in a routine manner, e.g., b
terion for ''best' solutions in the least squares Crgmer 's rule. These equations are cgalledythe
method. If such a set of x, exists, it then sat- normal equations and are sometimes written in
isfies the condition the following shorthand form:

+
. [al al] X, [al a2] Xgt ...
9 2 .
o, 2 Ei
i=1 =+ [al am] X = [aly]
n <
+ +
5 2 15T [alaz] Xy [a2a2:| > S
—3§2 i ’
i=1 (89)
coc t [a2 am] X = [azy]
n . ...
0 2100
X Z & = 0
= il
[al am] Xy + [az am] Xg * ..
This differentiation results in the following m Wi | g 2 = Ta
equations [ m m] m [ my]
n n These equations apply in the case in which the
Yy
. Z T z a A equations of condition, Eq (87), are of equal
1 AL 2 Ll S weight, i.e., all observations are assumed to
i=1 i=1 be made with the same precision. If this is not

true, then each of the residuals éi must be

(continued)

XI-30




assigned an estimated weight pi,and each equation

of condition multiplied by the square root of its
weight. Then the normal equations become

n
z [By3iy By 24y T %3 810 -
i=1
o _ =
*m #im yi)] g

n
Z [P 2i00x; 25 ¥ Xy ;9% .0
=1

+ Xm aim = yi)] =0 (90)

n

+
Z [Pi2im &5 25 ¥ Xy 25 -0
i=1

o = =
Xm 8im " ¥3)] =0

The weights normally utilized in these equations
are inversely proportional to the variances, i.e.,

0_2
pi T ) > (91)
O.

i

where criz is the variance corresponding to weight

p; and o2 is the variance corresponding to unity
weight.

Use of the least squares method is not strictly
limited to sets of linear equations. The method
can be applied directly in the case of certain
functions of an exponential type, but the usual
procedure adopted in dealing with sets of non-
linear equations is to replace the functions by

linear Taylor series approximations. Let the
n observations @ be related to n nonlinear

functions of the unknowns to be determined, i.e.,
fi(xl’ Xgs eoe s X ) =a. - 6.

il AL Glo 0 o 10 el da)

where the x. are the unknowns to be determined
and the 61 are the residuals, or errors in the

observations. The desired solutions may be
represented by sums of approximate solutions,
(x)gr 5)gs oo (x,,),> and corrections to

these approximate solutions,

.= A = AL,
XJ (X])O xJ

Then expansion of the fi in Taylor series gives

fl [(Xl)oa (XZ)O: T (Xm)0]+ *a% ‘ Axl
y 0

E)fi E)fi
+8x2 Ax2+.. i 9z Axm
0 [0
& o= 6., Ax 2 ~ 0
i i j (92)
On setting

o -5 [x)] =3

Eq (92) corresponds to Eq (87), the linear equa-
tions of condition, and may therefore be solved
for the "best'" values of the X in the manner out-

lined previously.
For the present purposes, it is convenient to
formulate the weighted least squares estimate in

matrix notation. Consider the equations of con-
dition, Eq (87)

m
6i = Vi - z aijxj’
=1

the weighted least squares condition is that

2
n m
1
E w2 E Z %3 %
=18 g=1

be minimum. If the 012 do not vary significantly

with xj’ setting the m derivatives

gives the following normal equations,
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n
ey

n
zl_a :

2 %k Yi
=10

: i

In matrix notation, with

oy 0 0
-2
0 oy 0
-2
[w]= [cr._z 5 } = 23
i ij
0 0 0

the normal equations become

g
(=0
.I-I‘MB

=

o

[\
flan
(]

o

=

o

01
0
0
-2
(o3
n JJ

Z val 4 v -Z<Z [val aij> x; =0

i=1 =1

since

n n
[ al 4 z uzazk:z

=1 =1

~

O30 A

where 6i£ is the Kronecker delta and is equal to

1(i=4)or 0(i#4). Thus, [va] o
But
n
Z el g v;= ) vl v,
i=1
and

N

0. 2 a
i ik’

([v a] ty> K

(continued)
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m

=Z ([va]t.'=\>ijJ

=1

3[v 2]t ax { L
Therefore, the normal equations may be written

([va] t.y>k-§ <[va] ta>x£ L= 0

k= 102, eel,

or

[Va]ty—<[va]t a>x=

Finally, the explicit solution for the m-vector of

unknowns is
[fvef o]t vad® gyl

M
1]

or

ixi = [atva] =1 [a] t [v] zy&

(93)

where

a = nx m matrix of the aij

v = nxn diagonal matrix of the inverse

variances
y = n-vector of known data

Several examples of the application of the method
of least squares are given in the following sections
for the cases of equiweighted data.

a. Least squares fit of a straight line
The sum of the squared residuals to be mini-

mized in fitting a straight line by the least squares
technique is

n n
2 _ ? B N 2
/ 8; /, [yi (m X5 k)]
i=1 i=1
n
=Z (y1 -2mx,y ky, + 2 km x;
a=il

which is quadratic in k, i.e.,

iéi = ey ke +2k< En:x Zl >

i=1 1= i=1




where C contains all terms not involving k.

The minimum occurs for
n n n
BN 52 =2nk+2(m ) x,-Yy. |=0
ok i i i
i=1 i=1 i=1

or

n n
Zyi =mz x; +nk (94)
=1 i=1

Similarly, the quadratic in m gives

n n
= 2
inyi—mZXi +k
i

=il =i

n

X, (95)
il

(=

Example: Consider a plot of the inverse of the
nondimensional acceleration versus time. Then

1 o ; = _8
MEL RN time points, y, = a,

From the raw data or specific impulse of an

engine in the table, compute x, y, xy and x2.

Raw Data for Specific Impulse of an Engine

=X Y oL 2L
(120 sec) 0 0. 1765 0 0
0.5 0.1748 0. 0874 0. 25
1.0 0,1731 0. 1731 1. 00
1.5 0.1715 0.25725 2.25
2.0 0.1697 0. 3394 4. 00
2.5 0.1680 0. 4200 6.25
3.0 0. 1663 0. 4989 9.00
3.5 0. 1645 0. 57575 12.25
4.0 0. 1627 0. 6508 16. 00
4.5 0. 1608 0. 7236 20. 25
5.0 0. 1590 0. 7950 25, 00
5.5 0. 1571 0. 86405 30. 25
6.0 0. 1553 0.9318 36.00
6.5 0. 1537 0. 99905 42. 25
7.0 0. 1521 1. 0647 49. 00
7.5 0. 1504 1. 1280 56. 25
8.0 0. 1484 1. 1872 64.00
8.5 0. 1463 1. 24355 72.25
9.0 0. 1444 1. 2996 81.00
9.5 0. 1426 1. 3547 90. 25
(130 sec) 10.0 0. 1409 1. 4090 100. 00
Lx=105.0 Ey=3.3381 Lxy= 16.00285 Ex2=71'7. 50 (120 to 130 sec)
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Then, from
Ly=mXx +tnk

LXy =m Ex2+kEx,

3.:338i10="1105{m =2k
{16. 00285 = 717.5 m + 105 k
Simultaneous solution of these equations gives
m = -0. 003572207

Isp = 279. 938 sec from 120 to 130 sec.

b. Least squares fit of an ellipse

A determination of the "best'' elements of an
ellipse from application of the least squares
criterion to q sets of data (r, A, L, t),

r = radius vector

A = right ascension
L

declination (geocentric latitude)
t = time

may be based upon g sets of equations of the form

. 'a L/ T
tk—tp+a E[cos <—Ea_'
- 2] (96)
2 k
R A ;

cos Ak cos Lk tan i sin 2

- cos Lk sin Ak tan i cos 2 (97)

N

L +sinLk=O
where
18 Sl s Kooy Gy Gl=i bk

Approximate values of the elements are assumed
known. These rough values will be designated

ag, €g» tpO' Then corrections éao, 6eo, 6tp0
must be computed such that
a=ag + 6a0
e=ej+ e, (98)
tp = tpO 2 6tp0

(tp = time of perigee encounter) ‘

are the elements that best satisfy Eq (96). Equa-
tion (96) can be written in residual form as fol-
lows:




iy S

1
i *hag + 6tp0 -t t (a0 + éao) [E (a0

1/2 -1
SF 630) cos (a0 + 6a, - rk) (a0 e,

o e0 6a0 + a, 6e0+ 6a0

2
f 2 "k ]
+ of (e, +8e.) - [1 -—FF—
0 0 ( a, =¥ 6a0>

This equation may be linearized in terms of the
corrections by means of Taylor's expansion,

6e0)-1

ot ot ot

2 k k k
b = 62y g tle g * oty m—p -t
a a,-r
0 -1 0 k
+ agN o [cos <_eO 7, ) (99)

SR e

where terms of order ié( )%2 and higher have
been neglected. This approximation of the Taylor
series terms involving higher powers of the cor-
rections will not affect the accuracy of the final
solutions for which the corrections are very small,
provided that further corrections of the form
Eq (98) are applied, i.e., that the solution is ob-
tained by a convergent iteration of the form

a

= + o
n+l ~ 2n P n

e =e_ + 6e (100)
n n

n+1

t a0 (1
pn+1 pl’l pn

Then the orbit elements which represent a least

squares fit of the (rk, tk) data can be determined
q

by stipulating that z ‘Sk
k=1

uation of the partial derivatives of Eq (99) and
substitution in Eq (100) yields the following final
solutions for the planar elements:

2 -
be a minimum. Eval-

_szé zgk”’kzzk

K = oE
. =a_+1 |[-) # 2 # 2 | (101)
ntl1 " ®n"d ke % K k

K K K

—2 By Z”’k 4

K K
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[¢)

Q =
w1
[r]

o
=
o
1
g
<
P
e
e
=1
<
P

Ny
[1]
w
[\V)
w1
[l
RS
P
2
N
11
w

=e T3 (102)

n+l

=]
[t
o
|
61
-
0

K
= = N
? “k ? Zx Tk 'Z Zk 8
. K
1 2
t =t +3 o) ¥ Sw
P p  d Z kkz k /, Yk & |[(103)
DiEL K K K k
zzk Z"’k AR
K K E
— 2 = =
S Z:kmkz"k
K K
where d =

~N7
[11
=
<
e
J
s
w
[\V]
=]
<
-

=7
I]
e
=]
<
e
Q

2
3 an il 2n rk
2 =>4= (R, -R,) ==
k 2 u 1k 2k RZk Ho\ay
a a a <% [l &7
U Tn<nak 'en>
2k n n
an
g, “ton "tV w Bk By

s}
|

. e
1k O e a
nn

Rzk = sin le

In terms of true anomaly instead of time, the
solution is much simpler:




|
|
k=1 i
k=1 |
Pty
n *n-1"D q q 1 q
P, lz 8, cos ek = Z 8 T cos ok I Pn-1 z “k4 cos ok
k=1 k=1 ! k=1
!
(104)
! q q
2 | 2
i"k zakrk_pn-lzak
L K= [x51 K1
%" %uatH |
q
S 3 2
&k cos % |pn-l Elk cos@k- Sk rkcus Bk
k=1 | k=1 k=1
(105)
where

p = semilatus rectum of ellipse

2 8
N ~Pna1 &y cos Yy
k=1 k=1
D:
2
i 8, cos Ok P 1 iek cos ek
k=1 k=1
e 2 1
k 1+-en_1 cos ek

This routine is suitable for computing ellipses,
parabolas or hyperbolas. There are no dis-
continuities since the denominator of g Kk becomes
= '—1—, i.e., only for infinite

zero only for cos ek =

orbital radius.

The previous routines are concerned with the
computation of the elements which describe
gsatellite posgition in a plane. There remains the
problem of solving for the elements which define
the orientation of the orbital plane in space. The
equation for the orbital plane in spherical
coordinates in Eq (97). Then the q data points
can be used to write q residual equations.

P. cog L. cos Ak - P2 cos Lk sinAk

i k

+sinLk= ‘Sk

The best values of the elements  and i are then
determined as follows

P
e i < 1) (108)
P
2
P
o i | 1
i =tan (wm) (107)

where

- z cos Lk sin chos Ak

2
g cos Lk cos Ak sin Ak
k

2 Al
cos Lk sin Ak

————————pe-

=N |70

z cos Lk sin Lk sin Ak
P, = k

2 2
z cos Lk cos Ak
k

2 -
cos Lk cos Ak sin Ak

2 ui2
cos Lk sin Ak

=

2
- z cos Lk sin Ak cos Ak
k

2
z cos Lk cos2 Ak cos Lk sin Lk cos Ak

k

=]

2
cos Lk sin Ak cos A cos Lk sin Lk sin Ak

k

=]
1]

0052 Lk t:os2 Ak cos2 I..k cos Ak sin .li.k

=N

2
cos Lk sin Ak cos A

2 2
" cos Lk sin Ak

=0 =0

=

Equations (101) through (107) may be used to
investigate the effects of number, accuracy and
spread of data points on the accuracy of compu-
tation.

These equations may be used to show the ef-
fects of spread of data over limited arcs of the
orbit by letting sets of identical data be associated
with various arc lengths. Errors due to limited
sample size are to be precluded as far as possi-
ble; therefore, each set of data was selected to
fit a normal distribution of zero mean and 1000-ft
standard deviation in range and 0. 005° in azimuth
and elevation. The orbit selected for the first
series of computations was the circular 6-hr orbit

(r = 5.488164 x 10" ft). The results of the com-
putations are shown in Figs. 3, 4 and 5. Errors
in computed eccentricity, semiparameter, incli-
nation and nodal longitude are plotted against the
spread of equally spaced data points for sets of
four, nine and twenty-five data. For data spread
over arcs of 40° < are < 90°, the iteration con-
verged very slowly and for arcs less than 40° the
solutions drifted. These figures provide a quali-
tative indication of the improvement of results
with spread of data over wide arcs.

As indicated in the statement of the central-
limit theorem in Section 0. 1, the failure of a
small sample of data to yield the mean of the
true population gives rise to another type of error.
The qualitative effect of this error may also be
investigated with the previously derived solutions
for least squares fit of an ellipse. Limited data
samples of 6, 10, 20, 30 and 40 points were
selected randomly from a normal population of
o = 1000 ft. For the case of Fig. 6, the data were
taken at equal intervals over two 15° arcs at
opposite sides of a 6-hr circular orbit. In Fig. 7
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the results with a limited number of data are
shown for data taken at equal intervals around two
sample orbits, a circular 200-stat mi or 322-km
orbit and an ellipse of e = 0.4 and p = 3. 07425

x 10" £t or 0. 937031 x 10 km. The errors in
computed eccentricity and semilatus rectum are
shown as functions of the number of randomly
selected data.

3. Other Methods of Parameter Estimation

Although the least squares method is most
widely used, it is not the only technique available.
Some other approaches are the minimum variance
technique, the maximum likelihood estimate and
the method of moments.

a. Minimum variance

The minimum variance estimate is that esti-
mate which has a minimum variance-covariance
matrix. When the errors are uncorrelated, i.e.,
when the covariances are zero, the minimum
variance and weighted least squares methods are
identical. However, when the errors are corre-
lated, the minimum variance approach may be
superior because it includes the effects of the cor-
relations. That is, if one data type is highly cor-
related, the least squares technique may overly
weight that data type. However, the least squares
technique is generally used because the minimum
variance computations are more complicated and
require more detailed information about the co-
variances which is frequently not available. The
improvement to be gained by use of the minimum
variance technique is not of great significance.

The basic equations of the minimum variance
approach may be developed as follows. If Xy is

the true value of the unknown parameter x, and
X, is its estimated value,

= +
Y; =8 %t 6 (xt)

where y; are the observed data and 6; (Xt) are the

errors in the true unknowns, and

n
L z bi Vi

i=1

Therefore,

n
IR z by (ai x, + 51)
i=1

is a random variable since X is a function of Gi'

The variance of Xgs from Eq (86), is
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if the 6i's are uncorrelated. If correlation exists,

n 3
20 y 22
oxe = b;” 0% + E bibj Py (108)
i=1 i =il
i#j
where
pij = covariance of 61 and 6j.

The first summation of Eq (108) comprises the
diagonal terms of the variance-covariance matrix,
and the second summation represents the off
diagonal terms. The minimum variance tech-
nique, as the name implies, is based on a mini-

zation of o 2, subject to the condition that the
e

expected value of X is Xy This minimization

results in the following minimum variance esti-
mates.

%Xe" = [at el a]-lalC et gyz (109)
where

¢ = the nxn variance-covariance matrix

This equation is completely analogous to that for
the least squares estimate, Eq (93), and the two
estimates are obviously identical for the case of

. -1 .
zero correlation, ¢ = v. The variance of the
estimates in matrix notation is

ey
o, 2 - l:at at a] . (110)
e

b. Maximum likelihood

The maximum likelihood estimate is the esti-
mate which maximizes the probability distribution
of the data sample. If the errors are normally
distributed, the maximum likelihood estimate re-
duces to that obtained by the minimum variance
technique.

c. Method of moments

As an example of the method of moments, the
problem of fitting a straight line, solved in Sec-
tion D. 2. a by least squares, is presented.

For a set of n values of (Xi’ yi) the rth moment
of y is

Bl
HL\/J:3
»

-
~
ol
-

where
r is zero or a positive integer.

Now obtain two equations in m and k by equating
the zeroth and first moments of the observed y's




to the zeroth and first moments, respectively, of Example.
the y's computed from an assumed y = mx + k line
fit. All moments are taken about the origin of x.

These two equations may then be solved for m and =0 Hrispalnts

1
1 1 S ==
k. Let o be observed y's and oy computed y's. Isp — whenl y; = g/aT (corresponding
Then for observed y's the first moment is to x points).
. Thus
1 2
n }: % o4 - =
1 ny X 2 2 ? X
L, 71 o]
and zeroth moment is I = L :
n n n
n ; Yy E ST z %93
4 S T 1 i
n /[, ovi *
1 When n gees fromi 1, 2, ..., n
Obtain computed y's from oY = mx; + k and get n
moments S‘ . =@ 1)
/, 1 2
0 1
= Z X, (mxi + k) n
1 y 2_n(+1)(2n+1)
X. =
AL 6
and L
n
il F. ORBIT IMPROVEMENT
= mx; sl

It has been noted that the basic problem of
orbit determination is solution for the six defining
Equating as previously indicated, parameters of an orbit from a set of observations.
Orbit improvement, as distinguished from pre-
n n liminary orbit determination, assumes that ap-
1 1 proximate parameters are already known and that
= y vy, == Z (mx, + k) these are to be improved in accuracy. The six
. i B 1 + parameters may be the classical orbit elements
(atel, ianie tp), or the Cartesian position and

n velocity components at a specified time, or any
set of quantities which uniquely determine the
z [x (mx it k)] orbit. Other quantities, in addition to the six
1 orbit parameters, could be refined in the orbit
improvement process. For example, the accuracy
of any geophysical constants which appear in the
equations of motion (of which the six orbit param-
i n eters are constants of integration) may be im-
proved. Examples of these constants are drag
) v,
d
i 1

| =
r—‘L\/]:S

o]
-

S
o

n
Bl

R K (@) coefficients, the various coefficients of the gravi-
tational potential function harmonics, inaccurately
known locations of tracking stations, thrust cor-
rections, etc. The basic method of computing
n n n : .

9 corrections to these constants and orbit parameters
S‘ X.y; = Z Hi ke z T2 (112) is known as the differential correction technique.
o 1 )

1. Differential Correction Technique

These equations are the same as Eqgs (94) and (95)

X The equation of motion can be written, as indi-
in the least squares example.

cated in Chapter IV, as

Solve these for m to get

}IL 0 n dzl"— ,u_%+> (113)
o =2

s RNl
1 1

where the Fi are perturbative forces due, for ex-

1
n 2 n

(; x) -n >‘ x2 ample, to drag, oblateness, thrust, etc. If there
T -i-/ were no errors in the observations or inaccuracies
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in the physical constants of Eq (113), all data
would be exact solutions to this equation. The
six constants of integration (the orbit parameters)
involved in the solution of this equation could then
be evaluated exactly. That is, if there existed an
explicit solution for Eq (113),

fi(xl,xz,...,xm)=yi TRl ., 0

where
¥ the observed data

x. = the unknown orbit parameters and physi-
J cal constants

f. = some nonlinear function,

the m values of x, would be determined if at least
m values of data y; were available. However, no
observation will be exactly correct, and so this
equation becomes
fi(xl, Xgsenes x )=y, -8
1= n e nim

where 61 is the error in the ith item of observed
information i Although the functional relation-

ship expressed in this equation is very compli-
cated, simple linear approximate functions of the
corrections to the unknowns, Ax., can be written
from Taylor series 2

of .
i
f; ®o10 %02° 2 Fom Y 3, | %1
1o
E)fi afi
+8_x2 sz S R ——axm Axm
0 0
AU
or
S ot
oty Ax. = Ay =16
—a')—( 1 1 1
jl O
Js=rl
where X912 X027 2 *om are known approximate

values of Xj Ayi are the differences in observed

and computed or anticipated data and the corrected
values of the parameters to be determined are

o ] .+ AX..
g 20 j

This procedure is useful in the problem of orbit
improvement, where approximate values of the
parameters are assumed known from preliminary
determinations. Then, if an excess of data is
taken, n > m, the 'best' values for the corrections
can then be determined by the method of least
squares as outlined in Section E.2 for
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of.
8= =
ij axj 0
The normal equations corresponding to Eq (90)
are
S r = o, af.
1 Avy. - 1 oAx | L=0
6.2 Vi BX. i| %
i=1 *+ L j=1

j,k=1,2, ..., m (114)

This process of correcting parameters which
are known approximately, is referred to as
differential correction, and is not strictly limited
to orbit improvement. In the case of launch of
an artificial satellite, for example, the nominal
trajectory parameters can be used as the initial
approximate values to be refined. The only
restriction is that the approximate values be
sufficiently accurate to validate neglecting
higher terms in the Taylor series (i.e., assure
convergence of the iteration). The results of
Section E are applicable to this method of esti-
mation of orbit parameters. In particular, the
matrix formulation for the estimated values,
from Eq (93), is

;Axi = [atva]_l[a]t[v] ;Ayf (115)
where

[a]
[v]

nxm matrix of the partial derivative
coefficients

nxn diagonal matrix of the inverse
variances

and the variances of the estimated values are,
from Eq (108) or Eq (110)

n
5 202 )
o, = z b1 o; (no correlation)
¢ i=1
or (116)
2 [ t ] -1
o, = |avVva
e

2. Determination of Partial Derivatives

LY
In the matrix [ata] there are elements of
the form

N LIRS
Z =
i=1 v J

where xj and x, are parameters at initial epoch.

It is convenient, in the calculation of partials

axl , to separate the partial into

J
components which may be determined individ-
ually with greater ease.

of the form




oM om May, g
X X axj Y axj oz §§j
+ % 2.{ + iy_l -a—YY + ?ﬁ g

P)e axj 5% axj 57, axj

where (X, Y, Z) and (X, Y, Z) are the current
position and velocity components. The partials
of the observed quantities,

3Yi ayi
X * axX
etc., are derivable in analytic form from the
definitions of the i The derivatives
8X B
X 9%
J J

etc., are obtained by numerical integration.
From the equation of motion,

X! = B,

d oX\ . 8F 8X . oF 8Y , OF 9Z

at2 Eg BX'“&? HY‘B? ’5ZB§J‘
+ 8F 8X L 8F 98X . OF aZ

ox 9% oY O ez OX;

Equations of this type are doubly integrated
numerically to give

X oYy 0Z
ij 1 axj 9x.
J

and differentiation of these partials yields

8X oYy oz
ox. ox.  ox.
i] J J

3. Analytic Solutions for Partial Derivatives

Corrections in a set of orbit elements may be
related analytically to corrections in the Cartesian
coordinates. One convenient set of -orbit element
corrections is dtx, dwy, dwz, dMO, da, de, where

the d¥'s are rotations about the Cartesian axes,
dx =Zd¢‘y'yd16‘z
dy =xdz]rz —zdufx
dz =yd7jrx - xd dry (117)
and

dM, = correction in mean anomaly

da

correction in semimajor axis

de

correction in eccentricity

The differentials dMO, da, de are obtained from

the equations of Keplerian motion. If P and §
are unit vectors along the X, and v, axes (the

orbit plane coordinates defined in Section B.)

a(cosE-e)p+ avq—e sinEq (118)
dr = |(cosE -e)dat a (-sin E dE-de):I P
+ Vl-e2 (sin E da + a cos E dE)

- " asin =4S q (119)
1-e

']
1

}

The nomenclature is that of Chapter III.

But, from Keplerts equation,
- = “ -
E -esinE =M,+ ~3/2 (t tski (120)

a
= [sin E de + dM0

-3 W % d
2 g/z (¢ 1‘0)7;2]

dE =

Substitution of this equation in Eq (119) and noting
that .
X

sinE = - W

‘/ua
= 1 " A ‘/ 2 A
Vi = -~asinEp+a V1 ~-e cosEq

T
(121)

gives .
X

dx = [x +m 2 ] a8

w w n a

% X
= a -—4_ sinE| de + % dMm
n n

“’ . = 1-=- et
Ju g 22
+ 2l dM, (122)
where
n = —%2- (123)
a
e Bt -t.) (124)
z 0
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It is desirable to write the eccentricity sensiti-
vities in the form

—— = Hx+Kx, X N 7

Solving the simultaneous equations

ox
w - s
P wa + wa
oy .
W _ +
de Hyw Kyw
gives
v ox 9
Y w3 ym
H = W e w o€

xw y(a.) - yw kw

(O w

*» Te Yy Be
x J o=y -
w w

ox oy
Substituting for 59—“’ and Teg from Eq (122) and for

» Y + % , 5 & Eqgs (118) and (121
X » 3,0 % » 3 from gs (118) and (121) gives

H = -1—}22 (cos E + e) (125)
_1 sinE 2
K== I.:.62(2 e e cos E). (126)

Then the final form of the differential correction
equation is

X % X [Ce
dx 0 z -y = Hx-l~Kﬁx+m>ni d¢x
AN ¥ ¥ Y
i =z 08 e N et K d¢y
dz ¥ = 0o Hz K oz Emie iy
dMO
de
da
=
(127)
where m, n, H and K are given by Eqs (123)
through (126). This equation is due to Eckert
and Brouwer, Ref (5). In vector notation,
dT =@ x7)+ pdMy+ (HT +K %) de
i +m D 2 (128)

g -

Eq (127) can be transformed to the satellite oriented
system (Xs, Ys’ Zs) by

dx_ =dr -7
S

dys=dr -4

dz = dr - M.

XI-40

Evaluation for

follows.
(dvxr) -2
(dy xr) » 0

(d:J:xx_:) .

each term of Eq (128) proceeds as

dL_[J" (I‘X'I’:) =0

n

dy» (cx)=dp- rm =

Ak (e )= - o)

o “ A A
If dy = d + d + d o,
Y by, P ¢q q*+dy

-

(dy xr

A
}em

(dlx;)- m

= rdtbs

= - rd -n =d rA-ﬁ
rlppp qu q

=dy bsinE ~-d a (cos E - e)
qu JJq (

Also

Bl<}  Bl<y

Sl<l

(Hr +
(Hr +
(Hr +

(r+ m

(r+m

"

=)

B>
1

)

I‘dLlJm

0
A a2
) ¥ = rH+K -—r—esinE
2
)« R = K2 l-e2
T
) - = 0
aZ
-’f-=r+mTes{nE
2
tf=m -2 1-e2

(;+m J)y.f=0.

n

Then Eq (127) can be written

where

1
BirH+ KBIr+ mB

I IBRER!
0 10 101 B

1 L I | 1

I el homl) | c
0 |0 lrIC\KC | m

i W \
bsinEl - a (cos E - e)! 01010 10

I (I l

2
a
Biag e sin E
2
a 2
c__—r 1-e

(129)




and H, K, and m are defined by Eqs (124) through
(126). The transformations from the rotational
element corrections (the dy's) to the classical
element corrections proceed from a consideration
of the accompanying sketch. From a projection
of all vectors on the nodal line,

di = d o -dy singy. 130
L|Jp CcOoSs lqu w ( )
k
g ayy
d
Yy : :
dw -
po
]
Q w
d
LIJp
> dt

From a projection of all vectors on the line
perpendicular to the nodal line in the orbit
plane,

do sini = dq;q (o7 2 +<:qup sin - (131)

From a projection of all vectors on the normal
to the orbit plane,

dw + dQ cosi= dups- (132)

Eq (129) can be transformed to topocentric
coordinates by means of the transformations of
Section B. 2.

idroi e zdrsg (133)

where T_0 symbolizes the transformation from ECI

to topocentric coordinates.

The final step in formulating the differential
correction equations is the transformation to
the differentials in the data. For example, from
Eqs (42 or (45),

ds

(134)

or

dp
cos € da| =
de

(135)

XI-41

If Doppler data are available, the Eckert
Brouwer equations must be modified, as indicat-
ed in Ref. (6).

The orbit velocity is
el T R T
V: Toecosk Vo (PREP+VI-efcos B,

Since
dE = 2 [sinEde+dM
r 0
-3 B (-t 92 ]
z " 3/2 0 ,
oA _ Xw _ Yua
GY=E l:( 2a mew)da
_ Y 3/2 q
—ra- a xw M0

= ﬁz 33/2 sin E {cos E
r

+

—:—- (cos E - e)} de:l

Y '/
s IR [
ta [ 2a - ym) da

3
3/2
- o302 g am
r
- 2
2
S R
r
e vl--e'2 coszE+-§—£9—s-—E->dej|
= 2

l-e

Then, after a procedure similar to the derivation
of *d?sE' the result, analogous to Eq (129) is

obtained. For example,

_Qas/z?%=d‘/%— @2

)i

-l 3274 .
352

S 323 4.
r

_ _‘/p a e . a
s (——2— sinE +m ——r>




" 3 % % % (d¢p
st =

J o 08, 0O B. 8 e
equS

aM, + dy,
de

da

= a
(136)

-

where

ay <y & (_a_cosm_a____)
’ = ™ 1+¥1 - e?

The velocity of interest is not the total velocity
but the component of relative velocity along the

line of sight, If R 1is the position vector of the
observer in geocentric equatorial inertial
coordinates (x, y, z) and p is the position vector
of the satellite in topocentric coordinates,

- -

r=R+p

XI-42

N

Satellite
Qe 7z
ity
R o
Y
X
Differentiating,

= dR d'é > =
V = +
dt * flg XP

-~

where —g—% is the velocity of the satellite

relative to the observer and Be is the angular

velocity of the earth's rotation, or

(o}
SOy
H
<
]
QD
(0]
e
H

d

The Doppler shift being measured is
=3.dé‘= 2. (¥ =g x1)
dt e

dp
at

where 5 is the unit vector along the line of sight.
Then, considering variations due to changes in
the orbit elements only,

dp_ ~ C TN i
6%—)- p-(86Vv=-q_xsr)

S = r - R‘\
+ - .
(v Qe XT3 I: al
Since §R = 0 (i.e., the observer'sposition

is not a funciicion of the orbit elements) and
6p = 8T . P,

305 4o} - ) -4 2
6(dt R AR A L S e Ty
oA B
tlgr e P 5
fad A dp
3-{6V}"{6r}-<PXQe“3-f—>
where § v and 51-:, as previously given, are the

differential correction expressions involving the
corrections in the elements.
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G. ACCURACY OF DETERMINATIONS

1. Sources of Error

The accuracy of an orbit determination de-
pends on not only the precision of the measure-
ments but on knowledge of the errors and how
the errors can be eliminated. Errors are broadly
divided into two classes: systematic and random.
Random errors can be minimized if the statistical
properties of the noise spectrum are known; sys-
tematic errors, if known, can be removed by
various techniques such as calibrations against
known standards.

Systematic errors. Systematic errors are
errors which occur in the measurements (sensors),
the station location (geodetic), and the description
of the orbit (simulation). Equipment sensor
biases may be due to refraction effects in the
measurement of angles, mechanical misalign-
ment of the electrical axis with the geometrical
axis of a parabolic reflector antenna (boresighting),
drift of d-c reference voltages, surveying errors
of true north or of the local horizon plane in the
measurement of azimuth and elevation, error in
the adopted value for the velocity of light, back-
lash in the servo gears which move the antenna,
and sag in the antenna at different attitudes.

Range measurements, assuming a monopulse
radar, can have systematic delays in propagation,
false signals due to reflections, timing errors
and gating errors. Some of these errors are re-
moved by using a beacon on board the satellite
which changes the frequency of the return with
a known delay.

Range rate errors, using a doppler technique,
can acquire systematic errors due to variable
ion densities which change the frequency of the
carrier to give spurious doppler effects. If a
transponder is used on board, there could be
small systematic retransmission errors. If the
station location is not well known, there will be
systematic errors for example due to errors in
the calculated velocity of the station about the
earth!s axis.

Other geodetic uncertainties, such as in the
figure of the earth, gravity anomalies, and
representation of the potential function may con-
tribute to significant errors in orbit determination.
The degree of completeness of the simulation
model, for example the inclusion of nongravitational
losses (radiation pressure, atmospheric drag
fluctuations, etc.) and perturbations due to, say,
other planets or other bodies, will contribute to
errors.

Noise. Some of the sources of noise which
degrade observational data are atmospheric,
cosmic, man-made, and thermal. Atmospheric
noise is due mostly to electrical storms and
varies widely throughout the year. Cosmic noise
comes from the center of the galactic plane, the
sun, and from a certain number of '"radio' stars
such as Cassiopeia.

Man-made noise comes primarily from ex-
traneous electromagnetic radiation generated by
electrical devices.
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Much of the above noise can be minimized
by modulation techniques which translate the in-
formation band to carrier frequencies that lie
outside the noise bandwidths.

On the other hand, thermal noise covers a very
wide bandwidth of frequencies and can be mini-
mized by using specialized techniques such as
phase-locked loops and cold-temperature re-
ceivers.

One obvious method of minimizing all noise
is to increase the signal power. This can be
accomplished by putting a transmitter on board
the satellite thus eliminating the need for skin
tracking.

The best set of carrier frequencies to use to
minimize cosmic noise lies in the band between
1000 mc and 10, 000 mc. Man-made and atmos-
pheric noise are also extremely low in this band.

Thermal noise power at the receiver of a
tracking antenna is caused by thermal agitation
of electrons in the resistances in the input net-
work. Thermal noise received power can be
expressed by

P.=k-T:- - Af.- NF

N
where

PN = Available noise power at the receiver

(watts)
-32

k = Boltzmann's constant = 1.38 x 10
w-sec/° K

T = Effective input temperature (not neces-
sarily the physical ambient temperature)

(°K)

Af = Effective input noise bandwidth (cps)

NF = Noise figure of input circuit (up to the

demodulator).

Reducing T, Af, or NF will reduce the noise
power. Temperature T can be reduced by bathing
the receiver in a cold environment, using re-
ceivers whose effective temperature is low (such
as reactive amplifiers and masers), and by
"looking" only at cold space. Noise bandwidth can
be reduced by using narrowband filtering but this
also limits the signal bandwidth.

As long as the signal is above a certain thresh-
old, modulation techniques such as frequency
modulation and pulse code modulation can be
utilized which very effectively suppress the noise.
The improvement of signal to noise ratio is
by using an f-m system instead of an a-m system
with identical input bandwidth (for random noise).

Another method of suppressing noise is to use
a phase-locked loop in which a ground transmitter
transmits to the satellite transponder which trans-
mits back down to a ground receiver. The ground
receiver is kept locked in phase to a multiple of
the transmitter frequency by a voltage-controlled-
oscillator which beats against the received fre-
quency and whose frequency is controlled by an




error voltage from a phase detector. The voltage
controlled oscillator ''follows'' the received fre-
quency but with just enough lag to allow a very
narrow band of frequencies to filter through the
~loop. This narrow band is used as the information
band; and the information can be picked off by
filtering. Since the bandwidth is so narrow the
noise content is very small.

2. Examples of Probable Errors

Examples of the probable errors of orbit
determinations based on measured standard de-
viations of radar stations versus various param-
eters follow (see Ref. 7).

Description: The sets of curves are plots of the
lo errors of the classical elements
versus radar errors. Notice that
the correlations between orbital
parameters have not been plotted.

Altitude Observations

370 km Angles and range rate (range rate
held fixed)

Angles and range (range held fixed)
Angles and range (angles held fixed)

650 km Same
930 km Same
3700 km Same

Briefly, the studies produced outputs which
were the standard deviations ( 1 sigma) of the
geocentric spherical coordinates (r, A, D, Vv,
v, M), orbit elements (a, e, i, &, «, M), and
periods (7) of various orbits of earth satellites.

Key to Symbols:

LV A , =latitude, longitude respectively of vehicle
being tracked

Ls A . =latitude, longitude respectively of sta-
tion(s) tracking vehicle

A = right ascension of vehicle

D = declination of vehicle

v = velocity angle with the local geocentric
vertical

n = velocity angle with north on the local

horizontal plane

i = geocentric distance
v = inertial velocity
a = semimajor axis of ellipse of vehicle orbit
& = eccentricity axis of ellipse of vehicle orbit
i = inclination of orbit plane with the equa-
torial plane
e = location of node of ellipse with respect
to vernal equinox 7
w = argument of perigee of ellipse
M = mean anomaly
T = period of orbit
crj = standard deviation of any quantity j (o s O'E)
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N = number of observations

T69 = distance (in degrees) of earth track of
vehicle at closest approach to tracking
station

h = altitude from surface of @

The spherical coordinates, orbital elements

and periods were calculated by the computer
program and were based on least square fits of
observations. The observations were generated
from trajectory tapes with noise added.

The inputs to the curve fitting program were
observations (range, range rate, azimuth and
elevation) of a "satellite'' by a tracking station(s)
versus time, the station location(s), assumed
standard deviations of the observational data, the
nominal orbit of the satellite, and the data rate of
the station(s).

To obtain the tables and graphs included in
this section, many of the input variables were
varied to obtain various outputs.

Quantities varied were: observational sigmas,
station locations, orbit parameters, number of
iterations, earth tracks of satellites and data
rates. The earth track (designated @ track) of
a satellite is the projection of the orbit upon the
surface of the earth; the earth track was speci-
fied by the number of great circle degrees away
from the tracking station at closest approach.

Thus graphs were obtained which were plots
of o o]

o, O
L “p” 7p
> o_,0_ versu
Op» O Ops Oy oy sus
o, crp, Uf')’ @ track, h, 7, A, L
: o versu
0,40 0¢: 035 Oy Os Opp sus
o op, Uls, @ track, h, 7, A, L

Oy Versus o 0, Gb’® track, h, 7, A, L

Only graphs showing the spherical and orbital
errors versus o and op are given in this section;

these result in 36 graphs.
Other pertinent points:

(1) All observations were some combina-
tion of range, range rate, azimuth and
elevation.

(2) All output sigmas are normalized to 16

observations by multiplying by yYN/4
where N is the number of observations
in a given pass of data.

(3) Azimuth and elevation sigmas are al-
ways assumed equal and are usually
plotted as o, (cra = Ge)

(4) For comparison, most runs used only
one iteration.




(5) Asymptotes are drawn on the graphs as
straight lines.

Most of the graphs tend to show diminishing
returns in accuracy of orbit determination in at-
tempting to improve the angular accuracy better
than 0. 5° (if the sigma of range rate is held fixed
at 1 fps (0.3 mps) and no range observations are
taken).

Using only range and range rate observations,
the same accuracies in orbit determination as
above i.e., (ore =80:152, Gb = 1 fps 0.3 mps) can
be obtained if the deviations are 600 ft (183 m) in
range and 1 fps in range rate.

Hence a ''balanced' tracking system could be
defined as one whose measurement standard de-
viations are as follows:

o 1 fps 0.3 mps (range rate observation
error)

Up = 600 ft 183 m (range observation error)

o = 0.5° (azimuth and elevation angular

observation errors)

The word "balanced' used here is not to be
used in the sense of optimum but rather in the
sense that improving the accuracy of one (only)
type of measurement does not produce a propor-
tionate increase in the orbit determination (as-
suming a balanced system).

3. Graphical Display of Observation Errors

Three basic sets of information are presented
for the mission analyst: (1) angular observation
errors for an assumed standard deviation of 1 fps

(0. 3 mps) in range rate measurement o, (2) angular

observation errors for an assumed standard devia-
tion of 600ft (183 m) inrange measurement ob, and

(3) range observation errors for an assumed
standard deviation of 0. 05° in azimuth and ele-
vation angle measurement o,. For each set are

shown the six spherical coordinates (o: A,D,r,v,
n, v) and the six orbital elements (o: a,e, i, 2, w,
M) for orbits of four different altitudes (approxi-
mately 370, 650, 930 and 3700 km).

(1) Figures 8 through 19 (Set 1). These
figures show the standard deviations of
the six geocentric spherical coordinates
and the standard deviations of the six
orbital elements as a function of the
angular observation error for four alti-
tudes, where Gb = 1 fps (0.3 mps).

(2) Figures 20 through 31 (Set 2). These
figures show the same variables where
o 600 ft (180 m).

(3) Figures 32 through 43 (Set 3). These
figures show the standard deviations of
the six spherical coordinates and the
six orbital elements as a function of the
range observation error for four alti-
tudes, where o, = 0.05° .

The initial conditions for both the angular and
range observation error computations are given
in Table 5 as a function only of orbital altitude.

The asymptotic values of the standard devia-
tions of the six spherical coordinates and six or-
bital elements for Sets 1, 2 and 3 are given in
Table 6. These are the limiting values in each
dependent variable as the independent variable
becomes very large. Because the data rate is
the same for each orbital altitude, 18 observa-
tions are contained in the results for the 365-km
orbit, 27 for the 645-km orbit, 33 for the 922-km
orbit and 91 for the 3710-km orbit.

TABLE 5

Initial Conditions for Angular and Range Observations
(see Figures 8 to 43)

Altitude (km)

365 645

t 0 0
Lv 0° [}
I_,S 60° N 60° N
AV 0 o
Ay 353° E 353° E
A 202, 7° 202, 7°
D 0° 0°
v 90° 90°
n 0° 0°
r 6.745 x 105 m
v 7688 m/sec 7534 m/sec
a 6.742 % 10% m
e 0.00069 0.00009
i 90° 90°
Q 202.7° 202. 7°
w -213.2° -180°
M 4.13 3.14
;2 91. 86 min 97.6 min
N 18 27

LT® 3.4 E 3 E

7.01 x 10 m

7.01 x 105 m

]

922 3710
0 0
0° 0°
60° N 60° N
0 0°
353°E 356° E
202, 7° 202.7°
0 0°
90° 90°
0° 0°
7.300 x 10° m 10" m
7389 m/sec 6286 m/sec
7.300 x 10 m 107 m
0.0009 0.00012
90° 90°
202, 7° 202,70
-180° -180°
3.14 3.14
103, 4 min 168. 07 min
33 91
3 E 10° W
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TABLE 6

Asymptotes of Dependent Variable, Figures 8 to 43

365
(height in km)

Setof 1 as o, > « (orp- = 1 fps) (0.3 mps)

3710
(height in km)

op (deg)
) (deg)
g, (deg)
) (deg)
o_ (km)

o. (m/sec)

< B

o. (m)

o

o
o5 (deg)
cﬂ(deg)
o, (deg)
oM (deg)

o

N (deg)
°p (deg)

o, (deg)
cn (deg)

‘ o_ (km)

‘ o (m/sec)

|

ks

<

o (m)

o

o
o5 (deg)

| o, (deg)

’ o, (deg)
o0 (deg)

o

op (deg)
°p (deg)
o, (deg)
oy (deg)
o_ (km)

o (m/sec)

< B

o (m)

(‘DQW

o, (deg)

on(deg)
o, (deg)
oy (deg)

033
041
.018
.018
688
.43
96.0
0.625 x 10
.018
032

o w O O o ©

N NN O O

040
038
.018
022
.658
27
122
6.7x 10
0.021
0.037
25.5
25.6

B W O O © O

2015
NO1T
. 0085
. 0087
. 768
<01
70. 4
3.0x 10"
0.009
0,015
12.2
12.2

N = O ©O O O

645 922
(height in km) (height in km)
0.040 0.015
0.038 0.017
0.018 0.008
0.022 0.009
3.658 1.768
4.217 2.0
122 65. 8
0.063 x 10" 0.030 x 10”7
0.021 0. 009
0.04 0.015
26.0 12. 4
26.0 12.4

Set 2 as o, = w (cp =180 m)
0.031 0.026
0.021 0.016
0.010 0.007
0.016 0.014
2. 377 1.615
2.0 1.6
99. 1 94.5
6.3x 1077 7.6 x 1077
0.017 0.014
0.031 0.026
14.0 21.0
14.0 21.0
Set 3 as g+ (cre = 0.05 deg)

0.014 0.014
0.017 0.018
0.0083 0.0090
0.0082 0.0082
1.798 1. 890
1.92 1. 89
79. 2 88. 4
5.3%10° ¢ 9.0x 10"
0.008 0.006
0.014 0.018
13.0 25.17
13.0 25.17

. 040
. 0036
.0012

.023

048

.30

131

0.870 x 1077
023

041

o w O O O o

N N O O

NNOOOHOAOOOP
w
o

013
. 022
. 0085
. 00717
.012
. 83
131
2.9x 10
0.008
0.013
12.0
12.0

= N O ©O O O
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