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TLLUSTRATTON OF DESIGN METHODS FOR POWER
REDUCTION IN LOGICAL SYSTEMS
by H. Allen Curtis
Lewis Research Centér
SUMMARY

Power consumption in space communications and telemetry systems can be
reduced considerably by the use of micropower transistor logic circuits and the
incorporation of data compression techniques. In this report the additional
importance of the conscientious use of systematic design procedures in the opti-
mization of logic circuitry for such systems is emphasized.

The primary goal of this report is to bring to the attention of logic
designers many of the useful systematic methods developed in recent years. The
medium used to reach this goal is the presentation of a design problem - the
derivation of a comparator unit for a telemetry data system. It is shown that
a Judicilous use of ingenuity and systemmatic methods affords considerable sav-
ings in both components and power over previous designs obtained by ingenuity
alone.

INTRODUCTION

Power requirements are critical in deep-space probes. This criticalness
occurs because available solar power decreases as the distance from the Sun
increases. It has been shown that a substantial reduction of power consumption
for the logic used in aerospace telecommunications systems can be afforded by
the use of micropower transistor logic circuits (ref. 1).

Usually in telecommunications systems continuous measurements are made,
stored, and transmitted back to Earth. There is a considerable waste of power .
in storing and transmitting these data when they are highly redundant. Con-
sequently, a further reduction of power consumption can be obtained whenever a
major portion of the redundancy in the data is removed before transmission.
Data compression has been offered as a means of achieving such a removal of
data redundancy (refs. 2 and 3).

A third means of reducing power consumption is provided by the use of
design procedures that tend to minimize the number of logical components nec-
essary in telecommunications systems. This way, possibly because of its ob-
viousness, has not been stressed enough. Therefore, the investigations of this
report are concerned solely with the use of logical design methods for achieving
reductions in power consumption.



In the summer of 1964, as a part of an investigation of micropower logic
circuits, a data compressor was being designed to illustrate the use of recently
developed micropower logic modules (ref. 4). A request that the author attempt
to optimize the logical design of a portion of the compressor furnished the
motivation for the study comprising this report.

It is hoped that through this report logic designers will be motivated to
investigate more extensively the literature for new systematic procedures for
solving their design problems. A few such procedures that are particularly
suited to the solution of the illustrative problem are exploited in this report.
Besides these procedures, which are cited in the reference section, a small but
basic list of papers and books containing useful design techniques is included
in the form of a bibliocgraphy. No attempt has been made to present rules for
determining which methods are appropriate for any given problems. Such deter-
minations can only be effectively made by the designer through his experience
with the many methods. Investigations on iterative arrays of logical circuits
lend support to the contention that there exists no general set of rules for the
solution of any logic design problem (ref. 5). Example problems presented in
the references and bibliography should give the designer an insight into the
appropriateness of methods to his specific problems.

DESCRIPTION OF TYPICAL DATA COMPRESSCR

In the basic type of telemetry data compressor shown in figure 1 there are
three major units - a predictor, a comparator, and a buffer. In accordance with
past data samples, the predictor predicts the next data sample. The comparator
then compares the latest sample with the predicted value to within an amplitude
tolerance band defining the prediction error allowed for the accuracy specified
by the data user. If the sample data point and the predicted point lie within
the tolerance band, the sample is considered redundant and is consequently
discarded. If, however, the data sample is outside the tolerance band of the
predicted value, it is retained and sent along with a record of the sampling
time to the buffer for later transmission over the data link.

The prediction criterion used in most compressors is a simple one. The

predicted value is chosen to be equal to the last transmitted sample. Hence,
when t, p, and s stand for the

tolerance, the predicted point,
and the sample point, respective-
ly, the prediction criterion
required for transmission is

Predictor

Data
source

criteria it was found that the
more complex criteria did not
tend to yield greater compression
Figure 1. - Block diagram of a data compressor. for any desired accuracy (ref. 2).
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%gﬂﬂ suggested for such a data compressor
(ref. 2) consists of a seven bit
T register D for the data sample s,
Register a serial subtractor, a 2's complemen-
I — - tor, and a tolerance gating network.
Figure 2. - Block diagram of typical predictor and comparator. This comparator, illustrated along
with the predictor in figure 2, works
as follows. Commencing with the low-order bit position of both P and D, the
difference p - s 1is sequentially calculated by the serial subtractor. The
2's complementor derives the difference s - p from the output of the subtrac-
tor. If the final borrow eminating from the subtractor is a O, then the
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r"___—m————ﬁ A comparator unit which has been
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difference p - s is nonnegative and hence equal to |p - sl. However, if
this borrow is a 1, then the difference p - s 1is negative, and
s -p=|p - s|. The quantities t and |p - s| are compared in the tolerance

gating network. If t i1s found to be less than |p - s at the end of the
subtraction process, then the contents of P are sent to the buffer and the
contents of D to P.

It should be noted in figure 2 that an analog-to-digital converter is the
data source for the comparator. The converter, using the successive approxima-
tion technique (ref. 4), works on an eight-clock pulse cycle. The first seven
pulses of the cycle convert bit by bit, high order first, the data sample s
from its analog form to its binary representation. The eighth pulse is used to
read the data sample s out of the converter memory register into the D
register of the comparator. The comparator unit then uses the converter clock
source to perform its functions while the next data sample is being converted.

DEFICIENCIES OF TYPICAL AND ALLIED AITERNATIVE CCOMPARATCOR DESIGNS
If the converter and the comparator were synchronized, it is conceivable
that the data sample s could be taken directly from the converter memory in

the comparison process and the D register could be eliminated. Synchronization
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could be achieved by changing the analog-to-digital converter clock pulse cycle:
The first seven pulses could take care of the analog-to-digital conversion of

s. The converter could be idle during the time of the next seven pulses in
which the comparator performs its duties. A final pulse time would be used to
transfer p +to the buffer and send the contents of the converter memory regis-
ter to P. In order to retain the same sampling rate as before, the clock rate
of the converter would have to be doubled. This, however, makes this synchroni-
zation scheme Impractical since doubling the clock rate appreciably increases

the power consumption.

Synchronization could also be achieved by designing an analog-to-digital
converter to work from low order to high along with the comparator. However,
the complexity of the "look-ahead" circuitry required to allow analog-to-
digital conversion from low order to high is substantially greater than that of
the D register, which could be saved. Thus, 1t is apparent that if synchro-
nization is to be obtained, the comparator design rather than the converter

design must be changed.

The typical comparator was designed by the use of ingenuity in the
assembling of well-known units which are found in computers (serial subtractor,
2's complementor, and two number serial comparison unit). "Ingenuity" methods
as opposed to systematic methods can similarly be used to design alternative
comparators that do permit synchronization and hence do not require a D
register. Two such comparators are described, and their deficiencies are noted.

The first comparator consists of a parallel subtractor in which the differ-
ence t - |p - s is calculated. This calculation is made entirely during the
eighth pulse time of the converter cycle, when s 1is available in the converter
memory. This design does not require a D register in the comparator and also
eliminates the need for circuitry to gate serially the contents of P, D, and
T registers. Each stage or position of such a parallel subtractor is of a
complexity approximately equal to that of a serial subtractor. Therefore, the
preferability of a parallel comparator over that of the serial comparator depends
on the number of stages of P. TFor the typical seven stages, the parallel
comparator unit, even with the aforementioned savings, is more complex than the

serial comparator unit.

The second type of comparator is of the same serial design as the typical
one of figure 2 but works on an eight pulse cycle that occurs entirely during
the final pulse time of the analog-to-digital converter pulse cycle. Because
the complete s Iinformation is available in the converter memory at this time,
the D register is no longer necessary. The D register has been eliminated
at the expense of adding a clock source to the comparator. Just as increasing
the pulse rate of the analog-to-digital converter substantially increased power
consumption, so does the increasing of the pulse rate to the comparator. Hence,
this design offers no possibility for improvement.

ANALYSIS OF REQUIREMENTS FOR AN OPTIMIZED COMPARATOR

There have been developed in recent years many algorithms or systematic
procedures for designing nearly minimal or minimal logical networks. These
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methods for large systems, unless obviously decomposable into a set of simpler
systems, are usually too unwieldy to be practicable. With the present state of
the art, therefore, ingenuity methods are often the only means of designing
large complex systems. Designers, because of working almost entirely with large
systems, frequently overlook the possibility of applying methods other than
those based entirely on ingenuity when faced with smaller sized system con-
figurations.

The comparator unit definitely falls into the category of a small system.
Yet, it appears that until now only ingenuity methods have been applied to
comparator unit design. To apply one or more of the systematic procedures the
logical specifications and requirements for the comparator must be converted
from a verbal to a more tractable form.

This form should ideally be a mathematical model of the comparator. The
model should define the action of the comparator, and through this definition
should reveal the fundamental structure of the comparator. Such a model is
obtained when one represents the comparator as a finite state sequential machine.
This machine has a set of inputs, an initial state, ensuing states, and an
output. The output merely permits the transfer of p +to the buffer and of s
from the converter register to P whenever the relation t < [p - s is
satisfied. The inputs to the machine are the data from the T and P registers
of the predictor and from the memory of the analog-to-digital converter; this
latter memory will henceforth be referred to as the S register. For synchro-
nization of the machine and the converter, these inputs are to be serially
gated, bit position by bit position, high order first. Figure 3 provides a
block diagram of the sequential machine description of the comparator.

Let tyx, Pk, and sy represent the binary information contained in the kth
position (0 <k < 6) of the T, P, and S registers, respectively. The four
high-order positions of T do not exist. However, for uniformity it is con-
venient to consider T as a seven position register with +tz, t,, tg, and tg
understood to be 0. There are clearly eight distinet sequences of inputs
{tx, Pk, sk} that could be gated into the machine: {0,0,0}, {0,0,1}, {0,1,0},
{o0,1,1}, {1,0,0}, {1,0,1}, {1,1,0}, and {1,1,1}.

The binary representations of the tolerance, the predicted value, and the
sample value are given by

6
- i¢.,
t o= 3, 2%y
=0
Inputs
T t 6, .
it ‘ _ i
e — Output p =) 2
Register ————={ Machine (states) |———» p~ buffer 1=0
S S and s~ P
Register ————=
. . o . s = 2is.
Figure 3. - Block diagram of comparator represented as a sequential - 1
machine. i=0



The first pulse of each eight-clock pulse conversion cycle serves both to
derive sg in S and to initialize the machine to its initial state. The
second pulse, besides deriving sg, gates the inputs {tg, pPg, sg} into the
machine which subsequently goes into a new state. Similarly, the (8 - k)th
converter clock pulse gates the inputs {tyx, Pk, sk} into the machine, and the
machine then assumes another new state.

The information that has thus far been gated into the machine is precisely
that held in the high order 7 - k positions of T, P, and S. This information
is given by the partial representations

6 .
Tk = E Zl‘ti

6 .
Mo = 2, 2Py

]

N
.

[O)]

Ok i

from which it is evident that 15 =t, ng = p, and oJp = s. The new state of

the machine carries information about 7y, m, and o and about how they are
related in regard to the eventual satisfaction of the relation t < ,p - s[.

After the eighth pulse the final state of the machine determines the output
condition enabling or inhibiting the transmission of p to the buffer and s

to P. The first pulse of the next cycle, in addition to performing the functions
previously described, provides the time interval for this transmission if it is

enabled.

To transform completely the verbal description of the machine into a
mathematical model of the comparator, the precise nature of each of the possible
states of the machine must be derived. To facilitate the derivation, three
theorems concerning relations of Ty, 7y, and o to t < |[p - s| will now
be presented. These relations are those which the states of the machine are

to convey.
Theorem 1:
If 7 + 28%1 -2 < |m - o, then t < |p - s|.
Proof':
For k = 0, the theorem is trivially true since
Tgt2-2< Iﬂo - GO,
is precisely

t < 'p - sl



According to the hypothesis,
rk+2k+1-2<|nk—ok|
Then
Tk+2k—1<’nk ok|—2k+l

Given 7)., the maximum value that +t can attain is T + 2k 1:

5 6 . k-1 k-1

1 1 1
t = 23 2lty = 25 2hty + ) Mty = + 3 2ty

1=0 i= iZo0 120
k-1 | .
1 _
b = Tk ;;é 2t =g + 2% -1
1=

Likewise given |m - 0|, the minimum value that |p - 8| can attain is

k
M - ok] - 27+ 1:

1l

5 6
lp - 8] =|2 22y - X 2si
iZ0 20

6 5 . k-1
| 22 2'py - 2o 2sy + 3, 2M(py - sy))
=

1=k i=k

k-1
[T = O 7 Egé 2h(p;y - 54|

k-1
i k
'p_s,min: Tfk-ckl - _EOZlZIJTk-_OkI —2 +l
1=

Thus, tpax < |P - S|min, @nd it follows that t < |p - s.
Theorem 2:
If 7 > |m - o + 25 -1, then t> |p - s|.
Proof':
For k = 0, the theorem is trivially true because
>

70 g - 0| +1 -1 is exactly t>|p - sl.

By the hypothesis,



T 2 | - Ox| * 2K .1
Given 7k, the minimum value that +t can attain is 7 since
k-1
t = Tk + Z thi
1=0

or
tmin = Tk

Similarly, given [mg - ox|, the maximum value that |p - s| can attain is

e = O + 2k - 1 as follows:
k-1

|2 - o] = Ime - o v X 2(pg - 8y
1=

k-1
i k
[p-s;max=|nk-ck|+12_jozl=|ﬁk-ck|+z -1
Therefore, tpin > |p - Slmaxi consequently, t > ]p - s’.

THEOREM 3:

If Jm - o] - X2 < < |my - oy + 2K -1,
then either 7w = |m - o] or else 7 = |m - o - 2k,
PROOF':

It was seen that

6, 6, .
T = D, 2ty =2k ), 2t-kg; = 2kg
i=k. i::k_

where o 1is a nonnegative integer. Similarly,

| - ox| = zk'i‘_k 2i-K(p; - s4)] = 2¥B

where B 1s a nonnegative integer. The hypothesis can be rewritten as
2kp - 2k*l + 2 < 2ka < 2kp 4+ 2k - 1

The maximum integer o satisfying the hypothesis is clearly B, and the minimum
integer o 1is B - 1. Therefore, there are only two values of o« possible,
and correspondingly, since 2KB = |m - og| > Tk = |k - og| or

T = |mg - ok| - 2%. For the case k = 0, it should be noted that only one
value is possible: t = |p - sl.
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Theorems 1 and 2 reveal the conditions necessary for the satisfaction of
the relations t < Ip - sl and t > Ip - sl, respectively. With each of these
relations there is associated a distinct state of the machine. In particular,
let the state characterized by the satisfaction of t < |p - sl be referred to
as state 1. Likewise, the state associated with t > |p - s£ will be called
state 2. Theorem 3 provides information about additional relations that must be
satisfied by the machine in its other possible states. Conclusions that can be
drawn by examining the three theorems are the following:

(1) For any clock pulse cycle, once the machine has reached either state 1
or state 2, it cannot change to a different state regardless of further sequences
of inputs.

(2) Since the initial state of the machine is the state occurring before
any sequences of inputs have been gated into the machine, it can convey no in-

formation regarding whether or not +t < [p - SL or t > |p - s|l. Therefore,
the initial state must be one of those associated with the relations treated in
theorem 3.

(3) If, after all of the input sequences have occurred, the machine is not
in state 1 or state 2, then t = lp - s[.

The properties of the states associated with the relations 71 = lﬂk - Ok
and Tk = |m - O - 2k are now investigated. The former relation represents
a class containing three simpler relations:

i

Tk Tl'k - Gk =0
Tk = T[k - Ok >0
Tk = Ok - 7k >0

K represents a class of two simpler relations:

Similarly, 7 = I“k - O ‘ -2
Tk:ﬂk—dk-zk

- ok

n

Ty O - T
Let the state of the machine for which the first of these five simple relations
is satisfied be called state 3. Similarly, associate with the other four
relations the states 4, 5, 6, and 7, respectively. Whether or not the machine
can be described by fewer states will be determined later as part of the design
procedure. ’

If the present relation and state of the machine are T = M - O = 0
and 3, respectively, when the sequence {ty_.1, Px-1, Sk-1} 1s gated into the

machine, then the next relation and state can be determined by the use of the
recursion formulas:

1
Tyro1

— k-1 -
Mol = Op1 = T = O * 25 Py - sy )

Tk—l = Tk + 2



TALLE I. - PRESENT STATE 3 AND PRESENT RELATTON The result of such a determination
is given in table I.
T = Mg -~ O = C

In a like manner tables re-~

Tnput sequence Next relation Next | lating successive states of the
. - state| pachine are derived for states 4, 5,
k-1) Pe-1 | %1 6, and 7. For completeness they are
o 0 O |Tjey = Mg = Opq =0 3 presented in tables II to V.
O | 0 |1 |7y =0 - Hq - 27 7 From these tables and the con-
0 1 0 ftp g =T 1 = O q - ok-1 6 clusions drawn from the three
theorems another table, which relates
o |1 |1 |"k-1= k-1 %-1=0 3 present state, next state, and out-
1|0 [0 |ry> %y - O] * Jk-1 _ 1| 2 put when in_'g.)ut sequences are apl?lied
to the machine, is directly derivable.
1 0 1 |Tg_y = Op_p - Mg >0 5 If, at the time of the final pulse
of the cycle, the machine is in state
L I B S B S5 R S R ‘ 1, 6, or 7, then the transfer of p

+2k-1 _ 1] 2 to the buffer and of s to P is
enabled. The enabling output con-
dition of the machine is indicated

N N L R Y

TABLE II. - PRESENT STATE 4 AND PRESENT RELATION in the table by the presence of a
Tk = T - o > O 1 in the output column. This
table provides the sought for math-
Input sequence Next relation Next ematical representation of the

state| comparator and is a specific example
£ of a flow table representation of a
k-1|Pr-1 |Px-1 . . . .

finite state sequential machine
0 Y O |Tkol = My] - O3 > O 4 (refs. 6 and 7).

k-
0 0 1 |teq > [eoq - Opop] + 2L 1) 2

0 |1 |0 |mq =g - 0 g - 25T 6 SYSTEMATIC DESIGN PROCEDURE
Ot It k1T Tkl %170 ¢ An important step in the design
of sequential machines is the as-

+2kt o) 2
signment of binary variables to rep-

119 |9 w1 ™ Moy - Ok

1 10 |31 Teq ™| = Oq] + e - resent the internal states of the

l 1 o |e - s >0 . machines. The problem of determin-
k-1 7 k-1 = “k-1 ing economical state assigmments for

1 1 1 |meq > |7y - oq] 2L -1 2 sequential machines has been studied

rather extensively (refs. 7 to 9).
These investigations have been
motivated by the fact that different assigmments result in different logical
relations with corresponding variations in the complexity of hardware implementa-
tions. Resulting from these investigations are methods that systematically
produce assignments in which each binary variable describing the new state
depends on as few variables of the old state as possible.

The first step in the systematic design of the comparator consists of
applying the method of Dr. Juris Hartmanis (ref. 7). This method frequently
will not yield variable assigmments in which dependence is reduced to the great-
est extent. However, the method has the advantage that its computation 1s slight
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TABLE IIT.
Tx = 0k =7, > 0
Input sequence Next relation
Bie-1 |Pr-1|5k-1
0 0 O {Tk-1 = Op.1 ~ Tg-l >
0 0 1 Tl = %-1 = k-1
0 |1 O |71 > M1 - Ok-1f
0 1 LTl = Oglq - g1
1 {0 |0 |m-1> ™1 - %-1
1 0 1 Tp-1 = Ok-1 = k-1 >
101 [0 |k %1 - %k
O L g LN W |
TABLE IV.

Input sequence

T = T - Op - ok

- PRESENT STATE 5 AND PRESENT RELATTON

Next
state
0 5
ok-1 7
+ 25t Ll e
0 5
+ 2kl 1] 2
0 5
i
+ 2kl o302

- PRESENT STATE 6 AND PRESENT RELATTON

P =

as given by its flow table representation.

Next relation Next
state
s
k-1
- k
0 |tk-1 < g o gl - 2%+ 2 1
- k-1
1 Tl = Mol = Ok-1 - 2 6
k
0 Tl < |ﬁk_l - k-l| - 2% + 2 1
1 Tk-1 < 'Tfk_l - Gk_l’ - 2k + 2 1
k-1
o] Tl = Mol - ka1 2 6
1 Tk-1 = Ty ~ O 1 > 0 4
> - -2k 2
O |71 ™ IMen 7 T * =
_ k-1
1 Tieol = Mool - ko1 - 2 6

for machines having few states and
that it also determines what states,
if any, are redundant. Furthermore,
one can bypass much of the computa-
tion and still obtain valuable in-
sight into the fundamental structure
of the machine. This latter infor-
mation can then be used to assess
the merits of assigmments obtained
by more complex methods.

The execution of this method
permits one to determine the
existence of assigmments of binary
variables in which a subset of these
variables can be calculated independ-
ently from the remaining variables.
The existence of such assigmments is
closely connected with the existence
of partitions with the substitution
property. Since the partition with
the substitution property is the
main tool of the method, it would be
well to provide a somewhat detailed
definition of this entity. A block
i1s a subset of the set of states of
a sequential machine M. A partition
is a union of blocks such that every
state of M 1s included once and
only once. A partition o on the
set of states of a sequential machine
M 1is said to have the substitution
property with respect to M 1if, for
any two states contained in the same
block of p, their next states will
again be contained in a common block
as long as the same input was applied.
(Hartmanis uses the symbol = in-
stead of p. For purposes of avoid-
ing ambiguity, the choice of p for
this report is preferable.) Note
that the partltlon

Clearly, the states 1 and 2 contained

in block 1 2 are again contained in 1 1 2 with the application of any input

seqguence;

none of the other blocks contains more than one state. The computa-

tional scheme quickly yields the other partitions with the substitution property

pz =

P3

(I2426 357}

(125 77346)
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TABLE V. - PRESENT STATE 7 AND PRESENT RELATTON
Ty = O - T - 2k
Input sequence Next relation Next
state
Te-1{Pk-1 (k-1
0 |0 |0 |fy < |m1-ok-25+2] 1
o |0 |1 |5 <My -0 -2+2| 1
0 |1 |0 |7q =g - Mg - 250 7
0 |1 |1 |5 <|mq -0 -2F+2]| 2
1 {0 |0 |tger = ogoq - g - 2K-1 7
1o |1 |mea<fmeg - opal -25e| 1
L2 |0 |7k-1=%-1- "%-1>0 s
1|1 1 g = opoq - Mg - 25T 7
TABLE VI, - FLOW TABLE REPRESENTATION OF COMPARATOR
Present Input Outpug
state
000|001{010]011|100 101 {110 |111
Next state N
1 S N T A T T O T O O A
2 2lzl2|2alzlza]l2z]2]| o
3 3|76 |3|2|s]|a2]| o
4 alz2|6la|2fz]lalz] o
5 s|7l2{s|2a|s|2alz] o
6 1|61 |1f{efalrfs] 1
7 1y 7)rf7l1]|s 7] 1

dependence require only three

each of these assigmments

@)
|

)
1

py ={1257348)

={1246357)

D
ul
|

pg=11245673)

The fact that no nontrivial
block (more than one state) con-
tained in any of these partitions
is such that all its states have
the same output means the compara-
tor has no superfluous states.
Therefore, the derived set of
states is minimal.

A simple calculation, based
on the properties of the six parti-
tions with the substitution prop-
erty, reveals that the best assign-
ment obtainable by the method is
one requiring four binary variables
to represent each state. If f.
and F, (j = 0,1,2,3) are used J
to represent the old and new state
variables, respectively, then the
0ld and new state variables for the
best such assigmment are related
functionally as follows:

Fo = go(fo:tk:Pk:Sk)

1l

Fp = &1(f0,%1, by, Py, 8%)
F2 = gz(fo:fz:thPk;sk)
Fz = g3(fo:fl:f2:f3)tk;PkJsk)

Assigmments that have no reduced

binary variables to represent each state. For
= gO(fO’fl’fZ’tk’pk’Sk)

= gl(fO’fl’fZ’tK’pk’sk)

Fy = gg(fo;fl;fgytk;Pk:Sk)

The application of a cost estimate procedure to the two sets of switching
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functions (ref. 10) shows that the latter assigmment is preferable. Cost in
this procedure is defined as the number of logical components required. The
fact that there is a close relation between the number of components and the
amount of power consumed justifies the use of such a procedure.

The design procedure in its third step consists of applying a more general
method (ref. 8) to obtain economical state assigmments. Using this method, one
can detect for any machine M all assigmments that have reduced state variable
dependence. Partition pairs, generalizations of partitions with the substitu-
tion property, are the principal instruments used in this method to discover
assigmments with reduced dependency. A partition pair(p,p) on the states of a
sequential machine M 1is an ordered pair of partitions on the set of states
such that if states S; and Sj belong to the same block of p, then for each
input sequence I, IS; and IS; are in the same block of ) (ISi is the state
the machine goes into from S; “when the input I is applied). When p = D,

the definition of a partition pair reduces to that of a partition with the
substitution property. To determine all partition pairs for the comparator
from its flow table is relatively easy, although naturally more difficult than
merely finding the partitions with the substitution property. 1In the set of all
such partition pairs there are four that imply assigmments which have reduced
dependence and require only three variables to represent each state. These four
pairs are as follows:

(o, = ={124635 7))
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(pg = =(1257346))

(g =(1625347)}, pg=(1346257))

(plo = ={135724686})

Each of these pairs implies the existence of an assigmment for which

FO = go(fOJfl)thpk;sk)

s

Il

1. gl(fo:fl:fg)tkypk;sk)

Fo = go(f(,f1,F0, by » P 5k)

il

Moreover, each of two sets of pairs (p7, 57), (p8, 58) and (p9, pg), (plo, plo)
implies that

Fo = go(fg,f2,tx Py >Sk)

Fl gl(flJfZ)tk:pk;sk)
Fp = gp(fq,fy,T2,by Py, Sk)

Such assignments have the sought after maximum reduction of dependency among
the new and old state variables.
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The assignment corresponding to the first set of two partition pairs is
constructed as follows: Associate with the first variable (fo for the old and
Fo for the new) of each state the partition P by letting this variable be
1 for each state in the 1 2 4 6 block and letting it be 0O for each of the
states in 3 5 7. In a similar way the second variable, f; or Fl, of each
state is associated with the partition pg. The values of the third variable,
fo or Fg, are obtained by associating @7 with both the first and third
variable and by associating pg with both second and third variables. The

resulting assigmment in tabular form is as follows:

Iz 1 To F2 F1 Fo
Present state 11 1 1 Next state 1-1 1 1
2-0 1 1 2-0 1 1
3->0 0 O 3-0 0 O
4 -0 0 1 4 -0 0 1
S0 1 O 520 1 O
6 ~1 0 1 6 -1 0O 1
7~-1 1 O 7-1 1 O

Substitution of these binary variables in the flow table representation of the
comparator yields a truth table for the binary functions Fp, Fp, and Fp.

The final step of the design procedure is accomplished when the functions
Fo, F1, and Fp are simplified in their logical forms. Before the last step
is begun, it would be well to mention what kinds of logical switching elements
are to be used in the hardware realization of the comparator. All these
elements, to conserve power, are micropower transistor circuits. The memory
elements are reset-set flip-flops (ref. 11). The basic logic elements are
NAND, WOR, and EXCLUSIVE NOR. The NAND and NOR elements can have one to five
inputs, whereas the EXCLUSIVE NOR element always has no more than two inputs.
In figure 4 are shown the symbolic representations of the four aforementioned
circuits. To each of these circuits is assigned a value reflecting the amount
of power required to operate it (ref. 1). Each flip-flop or EXCLUSIVE NOR
element is given a value of 2, but the NAND and NOR elements, regardless of
the number of inputs, have a value of 1 each.

The flip-flop characteristic
equation is

F:S'l‘ﬁ'f

F _ .. —
I I abcde atbt+c+d+e ab +ab
0

1
F =
Initialize where R and S are the reset and
R 5 abcde abede ab set inputs to the flip-flop, £ 1is
NAND NOR Exclusive NOR  the old state, F 1s the new state,

Reset - set

flip-flop + 1is the OR operation, *+ is the AND

operation, and — is the complementa-

Figure 4. - Symbolic representation of micropower logic elements. i . .
tion operation. Since
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FO = gO(fOJfZ;tk)pk;sk)

it follows that

FO = So(fo,fz,tk,pk,sk) + Eb(fo,fz,tk,pk,sk) . fo

From the truth table for Fg it is a simple matter to determine the functions

Sp and Rg (ref. 11). Because of the many "don't care" conditions for 8

and Rgp, they can both be selected to be independent of fo. Once this selection
is made, then

S0 = fz%kpkgk + fg’tkgkgk + fgtkpkgk + fg'tkpksk
+ Tty Py Sy + by P Sict TotyePyesSit TatyPysy

Rp = O

The use of decomposition techniques (ref. 10) provides the final simplified
form of Sgp:

So = fa@® [pesx + t(px (Hsy)]

where (1) is the BXCLUSIVE OR operation. Similarly, the set and reset functions
for Fy and Fp are found to be

81 = £, (D [mysy + (o + )]
Rl =0
Ry = fofityPisk + TofihePicSk

The hardware realization of the comparator, corresponding to these logical
relations, is shown in figure 5. Tabulated at the right of the circuit are the
power consumption values. The total power consumption value of the optimized
comparator is 23. To indicate the improvements afforded by the use of system-
atic design methods combined with ingenuity, the hardware realization of the
typical comparator unit is shown in figure 6 for comparison. To obtain a power
consumption value as low as 36 required the restriction that the tolerance
could only assume certain values; the permitted values essentially specify the
number of bits of precision desired. Even with this restriction for purposes
of circuit simplification the typical comparator requires about 60 percent more
power than does the optimized comparator. Moreover, if the registers P, D,
and S had been given larger capacities, the savings in power would have been
even more striking. For instance, if each of the aforementioned registers had
had twelve stages instead of seven, the power consumption value of the typical
comparator would have grown to 46 while the value associated with the optimized
comparator would have remained fixed at 23.
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If one were to execute the final step of the design procedure after making
the assigmment of state variables based on the second set of partition pairs,
he would obtain a comparator whose power consumption value is 24. Therefore,
the assigmment which was chosen for illustration does indeed lead to the better
hardware realization.

It is interesting to note that the application of the recently published
method of Drs. T. A. Dolotta and E. J. McCluskey (ref. 12) to the comparator
design problem yields precisely the circult illustrated in figure 5. Their
methods are of especial importance because they can be applied to much larger
systems than could methods previously devised. For small systems this method
does have one definite drawback. Assigmments obtained by this method correspond
to partitions chosen serially. BEach partition is locally the best at each step
of the process. However, sets of partitions chosen to interact the best
globally will always provide the best assigmment. Thus, assignments based on a
serial selection of partitions will only be the best when they coincidentally
interact the best globally.

CONCLUDING REMARKS

By Jjudiciously combining ingenuity and the use of systematic design proce-
dures a comparator whose power consumption is considerably less than any previ-
ously built has been derived. This comparator has an added advantage in that
it permits a greater binary resolution of tolerances specified by the user.

This optimized comparator has the additiohal feature that its power consumption
does not increase for data samples of greater precision. These results, however,
are of secondary importance compared to that of bringing to the attention of
logic designers the many systematic design procedures that have been developed
in recent years.

Lewis Research Center,
National Aeronautics and Space Administration,
Cleveland, Ohio, July 13, 1965.
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