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One of the self-imposed, and sometimes unappreciated, tasks of the mathematician is that of providing a choice of firm bases for the quantitative description of natural processes. Among the several motivations for these Herculean labors, the fact that they are interesting is certainly paramount. The physical world has been and continues to be the primary source of intriguing and significant mathematical problems. Although one would think that the armchair philosopher with his ability to conjure up countless infinities of universes could easily create arbitrarily many fascinating fictitious worlds, historically this has not been the case. The mathematician, from all appearances, needs the constant infusion of ideas from the outside. Without these stimuli the pure breed of axiomatics, as pure breeds are wont to do, becomes sterile and decadent.

The second motivation is pragmatic. The task, if successful, has many important ramifications. Predicted results, derived from mathematical models of physical phenomena, can be compared with experimental data obtained from a study of the actual physical phenomena, and thus used to test the validity of the fundamental assumptions of a physical theory. Mathematics can therefore, if not capable of constructing the actual universe by the critique of pure reason, at least play an essential role in demonstrating what hypotheses should not be put forth.

Finally, there is the perennial hope that with sufficient understanding of a physical system will come the ability to control it. Thus, celestial mechanics leads to improved calendars, or at least to theories capable of constructing improved calendars, to more accurate navigation, and to a very profitable and thriving trade in horoscopes; nuclear physics leads to industrial reactors and cancer cures; and so on.

In view of what has been said, it is perhaps natural to expect that purely descriptive studies would precede a theory of control processes.
Historically, this has indeed been the case to a great extent. Yet, even so, seventeenth-century theology led to the postulation of various economical principles of natural behavior that turned out to be of enormous mathematical and physical significance. We know now that there is no clear-cut line of demarcation between descriptive and control processes. It is to a great extent a matter of analytic convenience as to how we propose to derive the basic equations and to conceive of the various physical images of a particular equation. This “as if” quality of mathematics is one of the most powerful aspects of the scientific method.

One of the most interesting and important classes of optimization problems of contemporary technology is that connected with the determination of optimal trajectories for manned and unmanned flights. Initially, these questions can be formulated in terms of the classical calculus of variations. A fundamental quantity associated with the trajectory can be written as a functional,

$$J(x, y) = \int_{0}^{T} g(x, y) \, dt,$$

where $x = x(t)$ is the position vector and $y = y(t)$ is the control vector, connected by a vector differential equation,

$$\frac{dx}{dt} = h(x, y), \quad x(0) = c,$$

and generally by some local and global constraints of the form

$$k_i(x, y) \leq 0, \quad i = 1, 2, \ldots, M,$$

$$\int_{0}^{T} r_j(x, y) \, dt \leq a_j, \quad j = 1, 2, \ldots, R.$$ 

Even if the constraints of (3) are not present, the problem of determining the analytic structure of the optimal trajectory and of the optimal control policy is a difficult one, and the question of computational solution is even more complex. When the constraints are present, we face the delicate juggling act of balancing a set of differential equations and differential inequalities involving state variables and Lagrange multipliers.

The first three chapters, by Miele, Dergarabedian and Ten Dyke, and Breakwell, present the approaches to these matters by means of the conventional calculus of variations. The fourth chapter, by Dreyfus, combines these techniques, the method of successive approximations,
and the theory of dynamic programming to provide a new approach. Many further references will be found in these chapters.

Another important area of modern life is that concerned with the communication and interpretation of signals, and with their use in various multistage decision processes such as radar detection and equipment replacement. We find a large area of overlap between the by now classical theory of prediction and filtering of Wiener–Kolmogorov and the modern statistical theories of estimation of Wald, Girshick, Blackwell, and others. The fifth and sixth chapters, by Parzen and Kailath, are devoted to prediction and filtering; the seventh, by Middleton, is a comprehensive study of the formidable optimization problems encountered throughout the theory of communication. The eighth chapter, by Hall, discusses questions of the optimal allocation of effort in testing and experimentation. The last chapter of part two, by Derman, presents an application of dynamic programming to the study of a class of replacement processes.

The third part of the book consists of chapters devoted to geometric and combinatorial questions directly or indirectly connected with linear and nonlinear programming, and to applications of these theories. Linear programming is devoted to the study of ways and means of maximizing the linear form

\[ L(x) = \sum_{i=1}^{N} a_i x_i \]  

over all \( x_i \) subject to the constraints

\[ \sum_{j=1}^{N} b_{ij} x_j \leq c_i, \quad i = 1, 2, \ldots, M. \]  

Geometrically, this forces us to examine the vertices of a simplex defined by the inequalities of (5). The chapter by Kruskal is devoted to an aspect of this, and the one by Tucker illustrates the applicability of the simplex method of Dantzig to the systematic exposition of a number of questions in the field of linear inequalities. Thus a method designed primarily as a computational tool turns out to be of fundamental theoretical significance. There is certainly a moral attached to this.

The theory of nonlinear programming is devoted to the study of the maximization of a general function of \( N \) variables,

\[ F(x) = F(x_1, x_2, \ldots, x_N), \]  

over all \( x_i \) subject to the constraints

\[ G_i(x_1, x_2, \ldots, x_N) \leq 0, \quad i = 1, 2, \ldots, M. \]
The chapter by Wolfe contains an expository account of some of the principal analytic and computational results concerning this ubiquitous problem.

In a slightly different vein are the chapters by Elfving and Prager. The first considers a problem related to that discussed by Hall, using the ideas of game theory, and the second considers some optimization problems arising in the design of structures.

The fourth part of the volume contains three chapters on automation and control and the use of digital computers. The first, by LaSalle, is a survey of the modern theory of control processes in the Soviet Union, where some of the leading mathematicians and engineers, such as Pontryagin and Letov, are devoting their energies to a determined attack on the theoretical aspects of control theory. The second chapter, by Kalman, shows how the functional-equation technique of dynamic programming can be established along the lines of Hamilton–Jacobi theory and the work of Carathéodory, and discusses some further results in the theory of optimal control. The last chapter, by Bellman, is devoted to a formulation of mathematical model making as an adaptive control process, and thus as a process that can in part be carried out by digital computers.
PART ONE:

AIRCRAFT, ROCKETS, AND GUIDANCE
1. Introduction

This chapter reviews the problems associated with the optimization of aircraft and missile flight paths. From a physical point of view, these problems are of two types: problems of quasi-steady flight and problems of nonsteady flight. The quasi-steady approach, in which the inertia terms appearing in the dynamical equations are regarded as negligible, is of considerable interest along a large part of the flight path of an aircraft powered by air-breathing engines. On the other hand, the nonsteady approach is indispensable in the analysis of rocket-powered aircraft, guided missiles, skip vehicles, and hypervelocity gliders; it is also of interest in the study of the transient behavior of aircraft powered by air-breathing engines.

Regardless of the steadiness or nonsteadiness of the motion, the determination of optimum flight programs requires the study of functional forms that depend on the flight path in its entirety. Thus, the calculus of variations [1] is of primary importance in flight mechanics, even though there are certain simplified problems of quasi-steady flight in which it is by no means an indispensable tool. As a matter of fact, for these simplified problems, the optimization on an integral basis by the calculus of variations and the optimization on a local basis by the ordinary theory of maxima and minima yield identical results [2], [3], [4].

† This paper was presented also at the semiannual meeting of the American Rocket Society, Los Angeles, California, May 9–12, 1960.
However, since all optimum problems of the mechanics of flight can be handled by means of the calculus of variations, it follows that the most economical and general theory of the flight paths is a variational theory. The results relative to quasi-steady flight can be obtained as a particular case of those relative to nonsteady flight by letting the acceleration terms appearing in the equations of motion decrease, tending to zero in the limit.

**Historical Sketch**

Although the application of the calculus of variations to flight mechanics is quite recent, it is of interest to notice that Goddard [5] recognized that the calculus of variations is an important tool in the performance analysis of rockets in an early paper published about 40 years ago. Hamel [6], on the other hand, formulated the problem of the optimum burning program for vertical flight about 30 years ago.

Despite these sporadic attempts, however, the need for an entirely new approach to the problem of optimum aircraft performance was realized by the Germans only during World War II. Lippisch [7], designer of the Messerschmitt 163, investigated the most economic climb for rocket-powered aircraft and shed considerable light on a new class of problems of the mechanics of flight. In the years following World War II, the optimum climbing program of turbojet aircraft attracted considerable interest and was investigated in a highly simplified form by Lush [8] and Miele [9] using techniques other than the indirect methods of the calculus of variations.

A short time later, a rigorous variational formulation of the problem of the optimum flight paths became possible as a result of the work of Hestenes [10], Garfinkel [11], and Cicala [12], [13] on the formulations of Bolza, Lagrange, and Mayer; subsequently, a general theory of these problems was formulated by Breakwell [14], Leitmann [15], Fried [16], and Miele [17]. Incidentally, while the indirect methods of the calculus of variations are of fundamental importance in solving extremal problems, several other optimization techniques have been employed in recent years—more specifically, the theory of dynamic programming [18], [19], [20], the theory of linear integrals by Green's theorem [21], [22], and the gradient theory of optimum flight paths [23].

Since most of the recent developments are based on indirect variational methods and since the results of the quasi-steady theory can be obtained from the variational procedure, this chapter is organized as follows. First, the problems of Bolza, Mayer, and Lagrange are
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formulated; then, the following problems are reviewed: (a) quasi-steady flight over a flat earth; (b) nonsteady flight over a flat earth; and (c) nonsteady flight over a spherical earth.

2. Techniques of the Calculus of Variations

The calculus of variations is a branch of calculus that investigates minimal problems under more general conditions than those considered by the ordinary theory of maxima and minima. More specifically, the calculus of variations is concerned with the maxima and minima of functional expressions in which entire functions must be determined. Thus, the unknown in this case is not a discrete number of points, but rather the succession or the assembly of an infinite set of points—all those identifying a curve, a surface, or a hypersurface, depending upon the nature of the problem.

Applications of the calculus of variations occur in several fields of science and engineering—for instance, classical geometry, elasticity, aerolasticity, optics, fluid dynamics, and flight mechanics. Nevertheless, this branch of mathematics has thus far received little attention from engineers, the probable reason being that the applications described in almost every known textbook (the classical brachistochronic problem, the curve of minimum distance between two given points, the isoperimetric problem of the ancient Greeks, etc.) are either obsolete or susceptible to obvious answers. In the last 15 years, however, the calculus of variations has experienced a revival in engineering. Two fields of problems are mainly responsible for this: applied aerodynamics and the study of the optimum shapes of aircraft components; flight mechanics and the study of the optimum trajectories of aircraft and missiles.

The Problem of Bolza

The most general problems of the calculus of variations in one dimension are the problems of Bolza, Mayer, and Lagrange. Perhaps the simplest way to approach these problems is to study first the problem of Bolza, and then to derive the other two problems as particular cases. Theoretically, however, these three problems are equivalent, since it is known that any one of them can be transformed into another by a change of coordinates [1].

The problem of Bolza is now stated as follows: "Consider the class of functions

\[ y_k(x), \quad k = 1, \ldots, n, \]  

(2.1)
satisfying the constraints
\[ \phi_j(x, y, \dot{y}) = 0, \quad i = 1, \ldots, p, \]  
(2.2)
and involving
\[ f = n - p > 0 \]
degrees of freedom. Assume that these functions must be consistent with the end-conditions
\[ \omega_r(x_i, y_{ki}, x_f, y_{kf}) = 0, \quad r = 1, \ldots, s < 2n + 2, \]  
(2.3)
where the subscripts \( i \) and \( f \) designate the initial and final point, respectively. Find that special set for which the functional form
\[ \psi = G(x_i, y_{ki}, x_f, y_{kf}) + \int_{x_i}^{x_f} H(x, y, \dot{y}) \, dx \]  
(2.4)
is minimized."

For the particular case \( H = 0 \), the problem of Bolza is reduced to the problem of Mayer. Furthermore, if \( G = 0 \), the problem of Bolza is reduced to the problem of Lagrange.

Euler–Lagrange equations. The problem formulated above can be treated in a simple and elegant manner if a set of variable Lagrange multipliers
\[ \lambda_j(x), \quad j = 1, \ldots, p, \]  
(2.5)
is introduced and if the following expression, called the fundamental function or augmented function, is formed:
\[ F = H + \sum_{j=1}^{p} \lambda_j \phi_j. \]  
(2.6)
It is known [1] that the extremal arc, the special curve extremizing \( \psi \), must satisfy not only the set of equations (2.2) but also the following Euler–Lagrange equations:
\[ \frac{d}{dx} \left( \frac{\partial F}{\partial \dot{y}_k} \right) - \frac{\partial F}{\partial y_k} = 0, \quad k = 1, \ldots, n. \]  
(2.7)
The system composed of the constraining equations and the Euler–Lagrange relations includes \( n + p \) equations and unknowns; consequently, its solution yields the \( n \) dependent variables and the \( p \) Lagrange multipliers simultaneously.

The boundary conditions for this differential system are partly of
the fixed end-point type and partly of the natural type. The latter must be determined from the *transversality condition*
\[ dG + \left( F - \sum_{k=1}^{n} \frac{\partial F}{\partial y_k} y_k \right) dx + \sum_{k=1}^{n} \frac{\partial F}{\partial \dot{y}_k} \dot{y}_k = 0, \] (2.8)
which is to be satisfied identically for all systems of displacements consistent with the prescribed end-conditions.

*Discontinuous solutions.* There are problems of the calculus of variations that are characterized by discontinuous solutions, that is, solutions in which one or more of the derivatives \( \dot{y}_k \) experience a jump at a finite number of points. These points are called *corner points*; the entire solution is still called the *extremal arc*, while each component piece is called a *subarc*.

When discontinuities occur, a mathematical criterion is needed to join the different pieces of the extremal arc. This criterion is supplied by the *Erdmann–Weierstrass corner conditions*, which are written as
\[ \left( \frac{\partial F}{\partial y_k} \right)_- = \left( \frac{\partial F}{\partial y_k} \right)_+, \] (2.9)
\[ \left( F - \sum_{k=1}^{n} \frac{\partial F}{\partial y_k} y_k \right)_- = \left( F - \sum_{k=1}^{n} \frac{\partial F}{\partial y_k} y_k \right)_+, \] (2.10)
where the negative sign denotes conditions immediately before a corner point and the positive sign denotes conditions immediately after such a point.

Incidentally, discontinuous solutions are of particular importance in engineering. In fact, while nature forbids discontinuities on a macroscopic scale, not infrequently the very process of idealization that is intrinsic to all engineering applications leads to a mathematical scheme that forces a discontinuity into the solution.

*First integral.* A mathematical consequence of the Euler equation is
\[ \frac{d}{dx} \left( F - \sum_{k=1}^{n} \frac{\partial F}{\partial y_k} y_k \right) - \frac{\partial F}{\partial x} = 0. \] (2.11)
Consequently, for problems in which the augmented function is formally independent of \( x \), the following first integral occurs:
\[ -F + \sum_{k=1}^{n} \frac{\partial F}{\partial y_k} y_k = C, \] (2.12)
where $C$ is an integration constant. For the case of a discontinuous solution this first integral is valid for each component subarc; furthermore, because of the corner conditions, the constant $C$ has the same value for all the subarcs composing the extremal arc.

**Legendre-Clebsch condition.** After an extremal arc has been determined, it is necessary to investigate whether the function $\psi$ attains a maximum or a minimum value. In this connection, the necessary condition due to Legendre and Clebsch is of considerable assistance. This condition states that the functional $\psi$ attains a minimum if the following inequality is satisfied at all points of the extremal arc:

$$\sum_{k=1}^{n} \sum_{j=1}^{m} \frac{\partial^2 \psi}{\partial \dot{y}_k \partial \dot{y}_j} \delta \dot{y}_k \delta \dot{y}_j > 0,$$

(2.13)

for all systems of variations $\delta \dot{y}_k$ consistent with the constraining equations

$$\sum_{k=1}^{n} \frac{\partial \psi}{\partial \dot{y}_k} \delta \dot{y}_k = 0, \quad j = 1, \ldots, p.$$  

(2.14)

It is emphasized that condition (2.13) is only a necessary condition. The development of a complete sufficiency proof requires that several other conditions be met. For this, the reader is referred to the specialized literature on the subject [1].

**The Problem of Mayer with Separated End-Conditions**

An important subcase of the Mayer problem is that in which the end-conditions are separated. In this particular problem, the functional to be extremized takes the form

$$\psi = \left[ G(x, y_k) \right]'$$  

(2.15)

while the end-conditions appear as

$$\omega_r(x_r, y_{k}) = 0, \quad r = 1, \ldots, q,$$

$$\omega_r(x_r, y_{k}) = 0, \quad r = q + 1, \ldots, s.$$  

It is worth mentioning that, in the general case, the transversality condition reduces to

$$\left[ \left( \frac{\partial G}{\partial x} - \sum_{k=1}^{n} \frac{\partial F}{\partial \dot{y}_k} \right) dx + \sum_{k=1}^{n} \left( \frac{\partial G}{\partial y_k} + \frac{\partial F}{\partial \dot{y}_k} \right) dy_k \right]' = 0,$$

(2.16)
and to

\[
\left[ \frac{\partial G}{\partial x} - C \right] dx + \sum_{k=1}^{n} \left( \frac{\partial G}{\partial y_k} + \frac{\partial F}{\partial y_k} \right) dy_k = 0 \tag{2.17}
\]

if the fundamental function is formally independent of \( x \).

3. Quasi-Steady Flight over a Flat Earth

Consider an aircraft operating over a flat earth, and assume that the inertia terms in the equations of motion are negligible. Denote by \( T \) the thrust, \( D \) the drag, \( L \) the lift, \( m \) the mass, \( g \) the acceleration of gravity, \( X \) the horizontal distance, \( h \) the altitude, \( V \) the velocity, \( \gamma \) the inclination of the velocity with respect to the horizon, and \( \epsilon \) the inclination of the thrust with respect to the velocity. Assume that the drag function has the form

\[
D = D(h, V, L)
\]

and that the thrust and mass flow of fuel are functions of the following type:

\[
T = T(h, V, \alpha), \quad \beta = \beta(h, V, \alpha),
\]

where \( \alpha \) is a variable controlling the engine performance and is called the engine-control parameter, the thrust-control parameter, or the power setting.

With these considerations in mind, we write the equations governing quasi-steady flight in a vertical plane as

\[
\begin{align*}
\phi_1 &= \dot{X} - V \cos \gamma = 0, \\
\phi_2 &= \dot{h} - V \sin \gamma = 0, \\
\phi_3 &= T(h, V, \alpha) \cos \epsilon - D(h, V, L) - mg \sin \gamma = 0, \\
\phi_4 &= T(h, V, \alpha) \sin \epsilon + L - mg \cos \gamma = 0, \\
\phi_5 &= \dot{m} + \beta(h, V, \alpha) = 0,
\end{align*}
\]

where the dot denotes a derivative with respect to time. These equations contain one independent variable, the time \( t \), and eight dependent variables, \( X, h, V, \gamma, m, L, \alpha, \epsilon \). Consequently, three degrees of freedom are left, as is logical in view of the possibility of controlling the time history of the lift, the thrust direction, and the thrust modulus.

Because of the characteristics of the engine, the thrust modulus can-
not have any arbitrary value but only those values that are bounded by lower and upper limits. Assuming that the lower limit is ideally zero, we complete the equations (3.1) through (3.5) by the inequality

\[ 0 \leq T(h, V, \alpha) \leq T_{\text{max}}(h, V), \]

which can be replaced by the constraints

\[ \phi_8 = T(h, V, \alpha) - \xi^2 = 0, \quad (3.6) \]
\[ \phi_7 = T_{\text{max}}(h, V) - T(h, V, \alpha) - \eta^2 = 0, \quad (3.7) \]

where \( \xi \) and \( \eta \) are real variables.

**Additional Constraints**

In many engineering applications it is of interest to study particular solutions of the equations of motion—more specifically, those solutions that simultaneously satisfy either one or two additional constraints having the form

\[ \phi_8 = A(X, h, V, \gamma, m, L, \alpha, \epsilon) = 0, \quad (3.8) \]
\[ \phi_9 = B(X, h, V, \gamma, m, L, \alpha, \epsilon) = 0. \quad (3.9) \]

The effect of these additional constraints is to reduce the number of degrees of freedom of the problem and to modify the Euler-Lagrange equations. Consequently, the solution of the variational problem is altered.

**The Mayer Problem**

In the class of functions \( X(t), h(t), V(t), \gamma(t), m(t), L(t), \alpha(t), \epsilon(t), \xi(t), \eta(t) \), which are solutions of the system composed of (3.1) through (3.9), the Mayer problem seeks the particular set extremizing the difference \( \Delta G \) between the final and the initial values of an arbitrarily specified function \( G = G(X, h, m, t) \).

The Euler-Lagrange equations associated with this variational problem are written as follows:

\[ \lambda_1 = \lambda_8 \frac{\partial A}{\partial X} + \lambda_7 \frac{\partial B}{\partial X}, \quad (3.10) \]
\[ \lambda_2 = \lambda_8 \left( \frac{\partial T}{\partial h} \cos \epsilon - \frac{\partial D}{\partial h} \right) + \lambda_4 \frac{\partial T}{\partial h} \sin \epsilon + \lambda_8 \frac{\partial B}{\partial h} + \lambda_7 \frac{\partial T}{\partial h} \]
\[ + \lambda_1 \frac{\partial}{\partial h} (T_{\text{max}} - T) + \lambda_8 \frac{\partial A}{\partial h} + \lambda_7 \frac{\partial B}{\partial h}, \quad (3.11) \]
Optimizing Flight Paths

\[ 0 = -\lambda_1 \cos \gamma - \lambda_2 \sin \gamma + \lambda_3 \left( \frac{\partial T}{\partial V} \cos \epsilon - \frac{\partial D}{\partial V} \right) + \lambda_4 \frac{\partial T}{\partial V} \sin \epsilon \]

\[ + \lambda_5 \frac{\partial \beta}{\partial V} + \lambda_6 \frac{\partial T}{\partial V} + \lambda_7 \left( T_{\text{max}} - T \right) + \lambda_8 \frac{\partial A}{\partial V} + \lambda_9 \frac{\partial B}{\partial V}, \quad (3.12) \]

\[ 0 = V(\lambda_1 \sin \gamma - \lambda_2 \cos \gamma) + mg(-\lambda_3 \cos \gamma + \lambda_4 \sin \gamma) + \lambda_6 \frac{\partial A}{\partial \gamma} \]

\[ + \lambda_5 \frac{\partial B}{\partial \gamma}, \quad (3.13) \]

\[ \lambda_6 = -g(\lambda_1 \sin \gamma + \lambda_4 \cos \gamma) + \lambda_8 \frac{\partial A}{\partial m} + \lambda_9 \frac{\partial B}{\partial m}, \quad (3.14) \]

\[ 0 = -\lambda_2 \frac{\partial D}{\partial L} + \lambda_4 + \lambda_5 \frac{\partial A}{\partial L} + \lambda_9 \frac{\partial B}{\partial L}, \quad (3.15) \]

\[ 0 = \frac{\partial T}{\partial \alpha} (\lambda_3 \cos \epsilon + \lambda_4 \sin \epsilon) + \lambda_5 \frac{\partial \beta}{\partial \alpha} + \left( \lambda_6 - \lambda_7 \right) \frac{\partial T}{\partial \alpha} + \lambda_8 \frac{\partial A}{\partial \alpha} \]

\[ + \lambda_9 \frac{\partial B}{\partial \alpha}, \quad (3.16) \]

\[ 0 = T(-\lambda_3 \sin \epsilon + \lambda_4 \cos \epsilon) + \lambda_8 \frac{\partial A}{\partial \epsilon} + \lambda_9 \frac{\partial B}{\partial \epsilon}, \quad (3.17) \]

\[ 0 = \lambda_5 \xi, \quad (3.18) \]

\[ 0 = \lambda_7 \eta, \quad (3.19) \]

and admit the first integral

\[ V(\lambda_1 \cos \gamma + \lambda_2 \sin \gamma) - \lambda_6 \beta = C, \]

where \( C \) is an integration constant. Furthermore, these equations must be solved for boundary conditions consistent with the transversality condition, which is rewritten here as

\[ [dG + \lambda_1 dX + \lambda_2 dh + \lambda_6 dm - C \, dt]'_\epsilon = 0. \]

Problems with Three Degrees of Freedom

If there are no additional constraints, that is, if the two functions \( A \) and \( B \) are identically zero, it is possible to obtain several general results by inspection of equations (3.1) through (3.19).

Concerning the optimization of the thrust direction, (3.15) and (3.17)
yield the important result that
\[ \epsilon = \arctan \frac{\partial D}{\partial L}, \] (3.20)

which, for flight at subsonic speeds with a low angle of attack and for a parabolic drag polar, leads to the following conclusion: The flight performance is extremized when the inclination of the thrust axis is equal to twice the downwash angle [14].

Concerning the optimization of the thrust modulus, (3.18) and (3.19) indicate that the extremal arc is discontinuous and is composed of subarcs of three kinds [17]:

a. \( \xi = 0, \quad \lambda_\gamma = 0, \)

b. \( \eta = 0, \quad \lambda_\delta = 0, \)

c. \( \lambda_\delta = 0, \quad \lambda_\gamma = 0. \)

Subarcs of type (a) are flown by coasting \((T = 0);\) subarcs of type (b) are flown with maximum engine output \((T = T_{\text{max}});\) and subarcs of type (c) are flown with continuously varying thrust. The way in which these different subarcs must be combined depends on the nature of the function \(G\) and the boundary conditions of the problem. This problem is not analyzed here, because of space considerations, but must be solved with the combined use of the Euler equations, the corner conditions, the Legendre–Clebsch condition, and the Weierstrass condition (see, for instance, [15]).

Problems with One Degree of Freedom

By specifying the form of the functions \(A\) and \(B\) for particular cases, we can obtain a wide variety of engineering information on the nature of the optimum paths for quasi-steady flight.

Maximum range at a given altitude. Consider the problem of maximizing the range \((G = -X)\) for a given fuel weight, the flight time being free. If we assume that the trajectory is horizontal and the thrust and the velocity are parallel, the two additional constraints take the form

\[ A = \gamma = 0, \quad B = \epsilon = 0, \] (3.22) (3.23)

and the number of degrees of freedom is reduced to one. After laborious manipulations, it is possible to eliminate the Lagrange multipliers and
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to obtain the following result: The optimum path includes subarcs along which $T = T_{\text{max}}$ and subarcs flown with variable thrust along which

$$J \left( \begin{array}{c} V/cT \\ V \\ \alpha \end{array} \right) = 0, \quad (3.24)$$

where $c = \beta g/T$ is the specific fuel consumption and $J$ is the Jacobian determinant of the functions $V/cT$ and $T - D$ with respect to the velocity and the power setting. In an explicit form, (3.24) can be re-written as

$$\frac{\partial}{\partial V} \left( \frac{V/cT}{V} \right) \frac{\partial}{\partial \alpha} \left( \frac{V/cT}{V} \right) = 0.$$

This leads to

$$\frac{\partial}{\partial V} \left( \frac{cD}{V} \right) = 0, \quad (3.25)$$

if the specific fuel consumption is independent of the power setting.

Now, denote the zero-lift drag by $D_0$ and the induced drag by $D_i$. If it is assumed that the drag polar is parabolic with constant coefficients and that the specific fuel consumption is independent of the speed (turbojet aircraft operating at low subsonic speeds), (3.25) leads to the well-known result (see [7]) that $D_i/D_0 = 1/3$. This solution is modified considerably if compressibility effects are considered [4].

**Maximum endurance at a given altitude.** A modification of the previous problem consists of maximizing the flight time ($G = -\tau$), assuming that $\gamma = \epsilon = 0$, that the fuel weight is given, and that the range is free. The optimum path includes subarcs $T = T_{\text{max}}$ and subarcs along which

$$J \left( \begin{array}{c} 1/cT \\ V \\ \alpha \end{array} \right) = 0. \quad (3.26)$$

This expression reduces to

$$\frac{\partial}{\partial V} (cD) = 0, \quad (3.27)$$
if the specific fuel consumption is independent of the power setting. For the particular case in which the specific fuel consumption is independent of the flight speed and the drag polar is parabolic with constant coefficients, (3.27) leads to \( D_i/D_0 = 1 \) (see [24]).

**Maximum range at a given power setting.** Consider the problem of maximizing the range \( (G = -X) \) for a given fuel weight, the flight time being free. If we assume that the power setting is given and that the thrust is tangent to the flight path, the additional constraints take the form

\[
A = \alpha - \text{Const} = 0, \\
B = \epsilon = 0.
\]

If the inclination of the trajectory with respect to the horizon is such that \( \cos \gamma \cong 1 \) and \( mg \sin \gamma \ll T \), the following optimizing condition is obtained [4]:

\[
J \left( \frac{V}{cT} \right) T - D = 0.
\]

Numerical analyses indicate that, as the weight decreases as a result of the consumption of fuel, the flight altitude resulting from equation (3.30) increases continuously. The associated flight technique is called cruise-climb [25] and is characterized by a constant Mach number and a constant lift coefficient in the following cases:

a. A turbojet-powered aircraft operating at constant rotor speed in an isothermal stratosphere.

b. A turbojet-powered aircraft operating at a constant corrected rotor speed in an arbitrary atmosphere.

For the particular case of a turbojet aircraft flying at low subsonic speeds in the stratosphere [25], the optimum ratio of the induced drag to the zero-lift drag is \( D_i/D_0 = 1/2 \). Compressibility effects cause a substantial departure from this result [26].

**Maximum endurance at a given power setting.** A modification of the previous problem consists of maximizing the flight time \( (G = -t) \), assuming that the fuel weight is given and the range is free. Retaining all the foregoing maximum-range hypotheses, we may express the optimizing condition by

\[
J \left( \frac{1/cT}{V} T - D \right) = 0.
\]
In analogy with the maximum-range discussion, numerical analyses indicate that best endurance is obtained by operating along a cruise-climb trajectory. For the particular case of a turbojet aircraft flying at low subsonic speeds in the stratosphere, best endurance is obtained when $D_1/D_0 = 1$. Thus, the optimum operating altitude is the instantaneous ceiling of the aircraft [27].

**Minimum time to climb.** Consider the problem of minimizing the time employed in climbing from one altitude to another ($G = t$), retaining constraints (3.28) and (3.29). If we neglect the variations in the weight of the aircraft due to the fuel consumption and consider the horizontal distance traveled by the aircraft as free, the optimizing condition is given by

$$J \left( \frac{V \sin \gamma}{V} \begin{array}{c} T - D - mg \sin \gamma \\ \gamma \\ \frac{L - mg \cos \gamma}{L} \end{array} \right) = 0 \quad (3.32)$$

and implies that

$$\frac{\partial}{\partial V} (TV - DV) - mg \frac{\sin^2 \gamma}{\cos \gamma} \frac{\partial D}{\partial L} = 0. \quad (3.33)$$

An important particular case occurs when the induced drag is calculated by approximating the lift with the weight, that is,

$$D_i(h, V, L) \approx D_i(h, V, mg). \quad (3.34)$$

In this case, the optimizing condition reduces to subarcs along which $\cos \gamma = 0$ and subarcs along which

$$\frac{\partial}{\partial V} (TV - DV) = 0. \quad (3.35)$$

Equation (3.35) states that the fastest quasi-steady ascent occurs when the net power (difference between the available power and the power required to overcome the aerodynamic drag) is a maximum with respect to the velocity for a constant altitude.

**Most economic climb.** Under the hypotheses of the minimum time-to-climb discussion, the climbing technique for minimum fuel consumption ($G = -m$) can be investigated. The optimizing condition is ex-
pressed by

\[ J \left( \frac{V \sin \gamma}{cT} \right) = 0 \]  

(3.36)

and implies that

\[ \frac{\partial}{\partial V} \left( \frac{TV - DV}{cT} \right) - \frac{mg \sin^2 \gamma}{cT \cos \gamma} \frac{\partial D}{\partial L} \left[ 1 - \frac{\partial \log (cT)}{\partial \log V} \right] = 0. \]

If the induced drag is approximated as in equation (3.34), then the optimizing condition reduces to subarcs along which \( \cos \gamma = 0 \) and subarcs along which

\[ \frac{\partial}{\partial V} \left( \frac{TV - DV}{cT} \right) = 0. \]  

(3.37)

**Maximum range for a glider.** The problem of maximizing the range \( G = -X \) of a glider \( T = 0 \) is now considered, assuming that the flight time is free. Simple manipulations yield the result that

\[ \frac{\partial D}{\partial V} = 0. \]

4. Nonsteady Flight over a Flat Earth

The equations governing the nonsteady flight of an aircraft over a flat earth are written as

\[ \phi_1 = \dot{X} - V \cos \gamma = 0, \]  

(4.1)

\[ \phi_2 = \dot{h} - V \sin \gamma = 0, \]  

(4.2)

\[ \phi_3 = \dot{V} + g \sin \gamma + \frac{D(h, V, L) - T(h, V, \alpha) \cos \epsilon}{m} = 0, \]  

(4.3)

\[ \phi_4 = \dot{\gamma} + \frac{g}{V} \cos \gamma - \frac{L + T(h, V, \alpha) \sin \epsilon}{mV} = 0, \]  

(4.4)

\[ \phi_5 = \dot{m} + \beta(h, V, \alpha) = 0, \]  

(4.5)

and must be completed by the inequality relative to the thrust modulus, which is equivalent to

\[ \phi_6 = T(h, V, \alpha) - \xi^2 = 0, \]  

(4.6)

\[ \phi_7 = T_{\text{max}}(h, V) - T(h, V, \alpha) - \eta^2 = 0. \]  

(4.7)
Considering the possibility of having two additional constraints of the form

\[
\phi_8 = A(X, h, V, \gamma, m, L, \alpha, \epsilon) = 0, \quad (4.8)
\]
\[
\phi_9 = B(X, h, V, \gamma, m, L, \alpha, \epsilon) = 0, \quad (4.9)
\]

we formulate the Mayer problem as follows: In the class of functions \(X(t), h(t), V(t), \gamma(t), m(t), L(t), \alpha(t), \epsilon(t), \xi(t), \eta(t)\) that are solutions of the system composed of equations (4.1) through (4.9), find that particular set that extremizes the difference \(\Delta G = G_f - G_0\), where \(G = G(X, h, V, \gamma, m, t)\).

The optimum path is described by the equations of motion in combination with the following set of Euler-Lagrange equations:

\[
\lambda_1 = \lambda_8 \frac{\partial A}{\partial X} + \lambda_9 \frac{\partial B}{\partial X},
\]

\[
\lambda_2 = \frac{\lambda_3}{m} \left( \frac{\partial D}{\partial h} - \frac{\partial T}{\partial h} \cos \epsilon \right) - \frac{\lambda_4}{mV} \frac{\partial T}{\partial h} \sin \epsilon + \lambda_5 \frac{\partial \beta}{\partial h} + \lambda_6 \frac{\partial T}{\partial h} + \lambda_7 \frac{\partial}{\partial h} (T_{\text{max}} - T) + \lambda_8 \frac{\partial A}{\partial h} + \lambda_9 \frac{\partial B}{\partial h},
\]

\[
\lambda_3 = -\lambda_1 \cos \gamma - \lambda_2 \sin \gamma + \frac{\lambda_3}{m} \left( \frac{\partial D}{\partial V} - \frac{\partial T}{\partial V} \cos \epsilon \right) - \frac{\lambda_4}{mV} \frac{\partial T}{\partial V} \sin \epsilon + \lambda_5 \frac{\partial \beta}{\partial V} + \lambda_7 \frac{\partial}{\partial V} (T_{\text{max}} - T) + \lambda_8 \frac{\partial A}{\partial V} + \lambda_9 \frac{\partial B}{\partial V},
\]

\[
\lambda_4 = V(\lambda_1 \sin \gamma - \lambda_2 \cos \gamma) + g \left( \lambda_3 \cos \gamma - \frac{\lambda_4}{V} \sin \gamma \right)
\]

\[
\lambda_5 = -\lambda_1 \cos \epsilon - D + \frac{\lambda_4}{mV} (L + T \sin \epsilon) + \lambda_8 \frac{\partial A}{\partial m} + \lambda_9 \frac{\partial B}{\partial m},
\]

\[
0 = \frac{1}{m} \left( \lambda_1 \frac{\partial D}{\partial L} - \frac{\lambda_4}{V} \right) + \lambda_8 \frac{\partial A}{\partial L} + \lambda_9 \frac{\partial B}{\partial L},
\]
\[ 0 = -\frac{1}{m} \frac{\partial T}{\partial \alpha} \left( \lambda_3 \cos \epsilon + \frac{\lambda_4}{V} \sin \epsilon \right) + \lambda_3 \frac{\partial \beta}{\partial \alpha} + (\lambda_5 - \lambda_6) \frac{\partial T}{\partial \alpha} \]

\[ + \lambda_8 \frac{\partial A}{\partial \alpha} + \lambda_9 \frac{\partial B}{\partial \alpha}, \]  

(4.16)

\[ 0 = \frac{T}{m} \left( \lambda_2 \sin \epsilon - \frac{\lambda_4}{V} \cos \epsilon \right) + \lambda_4 \frac{\partial A}{\partial \epsilon} + \lambda_5 \frac{\partial B}{\partial \epsilon}, \]  

(4.17)

\[ 0 = \lambda_6 \xi, \]  

(4.18)

\[ 0 = \lambda_7 \eta. \]  

(4.19)

These equations admit the following first integral:

\[ V(\lambda_1 \cos \gamma + \lambda_2 \sin \gamma) + \lambda_3 \left( \frac{T \cos \epsilon - D}{m} - g \sin \gamma \right) \]

\[ + \frac{\lambda_4}{V} \left( \frac{L + T \sin \epsilon}{m} - g \cos \gamma \right) - \lambda_6 \beta = C \]

and must be solved for boundary conditions consistent with

\[ [dG + \lambda_1 dX + \lambda_2 dh + \lambda_3 dV + \lambda_4 d\gamma + \lambda_5 dm - C dt]_{t_i} = 0. \]

If there are no additional constraints, that is, if \( A = 0 \) and \( B = 0 \), the conclusions of Section 3 concerning problems with three degrees of freedom are still valid. Thus, the optimum thrust direction is supplied by (3.20). Furthermore, the optimum thrust program is described by (3.21) and, therefore, is generally composed of coasting subarcs, maximum-thrust subarcs, and variable-thrust subarcs.

On the other hand, if additional constraints are present, the conclusions depend to a large degree on the form of the functions \( A \) and \( B \). In this connection, several particular cases are considered below.

**Vertical Ascent of a Rocket**

For a rocket-powered vehicle in vertical flight with the thrust parallel to the velocity, the additional constraints are written as

\[ A \equiv \gamma - \frac{\pi}{2} = 0, \]  

(4.20)

\[ B \equiv \epsilon = 0. \]  

(4.21)

After choosing the control parameter identical to the mass flow, we
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may represent the engine performance by

\[ T = \alpha V_E, \quad (4.22) \]
\[ \beta = \alpha, \quad (4.23) \]

where \( V_E \) is the equivalent exit velocity (assumed constant). Two particular cases are now considered: minimum propellant consumption and minimum time.

**Minimum propellant consumption.** Consider the problem of minimizing the propellant consumption \( (G = -m) \) for given end-values of the velocity and altitude, the flight time being free. Employing the Euler-Lagrange equations, the equations of motion, and the transversality condition and eliminating the Lagrange multipliers, we obtain the following result: The optimum burning program includes coasting subarcs, maximum-thrust subarcs, and variable-thrust subarcs along which (see [28] and [29])

\[ D \left( \frac{V}{V_E} - 1 \right) + V \frac{\partial D}{\partial V} - mg = 0. \quad (4.24) \]

The way in which these subarcs are to be combined depends on the boundary conditions of the problem. For example, if both the initial and final velocities are zero (case of a sounding rocket), the initial subarc is to be flown with maximum thrust; the intermediate subarc, with variable thrust; and the final subarc, with zero thrust.

**Brachistochronic burning program.** The burning program minimizing the flight time \( (G = t) \) is now considered. Assume that the end values for the velocity, the mass, and the altitude are prescribed; then, the extremal arc is composed of coasting subarcs, maximum-thrust subarcs, and variable-thrust subarcs along which (see [30])

\[ \left[ D \left( \frac{V}{V_E} - 1 \right) + V \frac{\partial D}{\partial V} - mg \right] \exp \left( \frac{V + gt}{V_E} \right) = \text{Const.} \quad (4.25) \]

**Level Flight of a Rocket-Powered Aircraft**

For a rocket-powered aircraft operating in level flight with the thrust tangent to the flight path, the additional constraints are written as

\[ A = \gamma = 0, \quad (4.26) \]
\[ B = \epsilon = 0. \quad (4.27) \]
Two particular problems are now considered: maximum range and maximum endurance.

**Maximum range.** If the range is to be maximized \((G = -X)\) for a given propellant mass and given end-velocities, the flight time being free, then the optimum burning program includes coasting subarcs, maximum-thrust subarcs, and variable-thrust subarcs along which (see [31])

\[
V \left( D + V_e \frac{\partial D}{\partial V} - mg \frac{\partial D}{\partial L} \right) - V_e D = 0.
\]  

(4.28)

For a parabolic polar with constant coefficients, (4.28) yields, as a particular case, the results derived in [32].

**Maximum endurance.** A modification of the previous problem consists of maximizing the flight time \((G = -t)\) for a given propellant mass and given end-velocities, the range being free. The optimum burning program includes coasting subarcs, maximum-thrust subarcs, and variable-thrust subarcs along which (see [33])

\[
D + V_e \frac{\partial D}{\partial V} - mg \frac{\partial D}{\partial L} = 0.
\]  

(4.29)

**Nonlifting Rocket Trajectories**

For the class of nonlifting paths flown with the thrust tangent to the flight path, the additional constraints are written as

\[
A = L = 0, \quad (4.30)
\]

\[
B = \epsilon = 0. \quad (4.31)
\]

The optimum burning program associated with these paths was determined for problems with no time condition imposed in [34] and for problems in which a condition is imposed on the flight time in [17].

**Simplified Analysis of the Climbing Flight of Turbojet Aircraft**

A simplified approach to the problem of the optimum climbing technique for a turbojet-powered aircraft is now presented. It is assumed that the power setting is specified and that the thrust is tangent to the flight path, so that the additional constraints take the form

\[
A = \alpha - \text{Const} = 0, \quad (4.32)
\]

\[
B = \epsilon = 0. \quad (4.33)
\]
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It is also stipulated that the variations in the weight of the aircraft due to the fuel consumption are negligible and that the induced drag is calculated by approximating the lift with the weight, that is,

$$D_i(h, V, L) \cong D_i(h, V, mg).$$ \hspace{1cm} (4.34)

Two particular problems are now considered: minimum time and minimum fuel consumption.

\textit{Brachistochronic climb.} Consider the problem of minimizing the flight time \((G = t)\) for given end-values for the velocity and altitude, the horizontal distance being free. The extremal arc is composed of sub-arcs of three kinds: vertical dives, vertical climbs, and sub-arcs flown with variable path inclination along which (see [8] and [9])

$$\frac{\partial}{\partial V} (TV - DV) - \frac{V}{g} \frac{\partial}{\partial h} (TV - DV) = 0. \hspace{1cm} (4.35)$$

After defining the energy-height as

$$H = h + \frac{V^2}{2g},$$

and transforming (4.35) from the \(Vh\)-domain into the \(VH\)-domain, one obtains the well-known result ([8], [35]) that

$$\left[ \frac{\partial}{\partial V} (TV - DV) \right]_{H=\text{Const}} = 0,$$

which is the basis of the energy-height method commonly used by aircraft manufacturers. This method consists of plotting the net power as a function of the velocity for constant values of the energy-height and of finding the point at which the net power is a maximum.

\textit{Most economic climb.} A modification of the previous problem consists of minimizing the fuel consumed \((G = -m)\) for the case in which the time and the horizontal distance are free. The optimum climbing program includes sub-arcs of three kinds: vertical dives, vertical climbs, and variable path-inclination sub-arcs along which (see [9])

$$\frac{\partial}{\partial V} \left( \frac{TV - DV}{cT} \right) - \frac{V}{g} \frac{\partial}{\partial h} \left( \frac{TV - DV}{cT} \right) = 0. \hspace{1cm} (4.36)$$

If the problem is transformed into the velocity-energy height domain,
this equation can be rewritten as

\[
\left[ \frac{\partial}{\partial V} \left( \frac{TV - DV}{cT} \right) \right]_{H=\text{Const}} = 0.
\]

More General Investigations of Climbing Flight

The preceding investigations were carried out under particular hypotheses, of which the essential analytical objective was to simplify the calculation of the part of the drag that depends on the lift, that is, the induced drag. When we remove the above restrictions, the problem of the optimum climbing program no longer yields analytical solutions (see [36]-[40]).

As an example, consider the problem of extremizing the flight time \( G = t \) for given end-values for the velocity, the altitude, and the path inclination, the horizontal distance being free. If we retain hypotheses (4.32) and (4.33) and neglect the variation in the weight of the aircraft, the optimum path is described by the following equations of motion:

\[
\dot{h} = V \sin \gamma, \quad (4.37)
\]

\[
\dot{V} = \frac{T - D}{m} - g \sin \gamma, \quad (4.38)
\]

\[
\dot{\gamma} = \frac{1}{V} \left( \frac{L}{m} - g \cos \gamma \right), \quad (4.39)
\]

and by the optimum conditions:

\[
\lambda_2 = \frac{\lambda_3}{m} \frac{\partial}{\partial h} (D - T), \quad (4.40)
\]

\[
\lambda_2 = -\lambda_2 \sin \gamma + \lambda_1 \left[ \frac{1}{m} \frac{\partial}{\partial V} (D - T) \right.
\]

\[
+ \frac{1}{V} \frac{\partial D}{\partial L} \left( \frac{L}{m} - g \cos \gamma \right), \quad (4.41)
\]

\[
\lambda_3 V \sin \gamma + \lambda_1 \left[ \frac{T - D}{m} - g \sin \gamma + \frac{\partial D}{\partial L} \left( \frac{L}{m} - g \cos \gamma \right) \right] = 1. \quad (4.42)
\]

The system composed of equations (4.37) through (4.42) involves the six unknown functions \( h(t), V(t), \varphi(t), L(t), \lambda_2(t), \lambda_3(t) \) and must be integrated with the help of digital computing equipment. An important complication arises from the fact that this is a boundary-value problem, that is, a problem with conditions prescribed in part at the initial point.
and in part at the final point. Thus, the use of trial-and-error techniques is an unavoidable necessity. More specifically, the integration of equations (4.47) through (4.52) requires that the following initial values be specified:

\[
\begin{align*}
    h(0) &= h_i, \\
    V(0) &= V_i, \\
    \gamma(0) &= \gamma_i, \\
    L(0) &= L_i, \\
    \lambda_2(0) &= \lambda_{2i}, \\
    \lambda_3(0) &= \lambda_{3i}.
\end{align*}
\]

Of these, three \((h_i, V_i, \gamma_i)\) are known from the initial conditions of the problem, two \((\lambda_{2i}, \lambda_{3i})\) must be guessed, and one \((L_i)\) is to be determined by solving (4.42). As a conclusion, if the multipliers \(\lambda_2\) and \(\lambda_3\) are varied at the initial point, a two-parameter family of extremal solutions can be generated. The boundary-value problem consists of determining the particular member of this family that satisfies all the conditions prescribed at the final point.

**Flight in a Vacuum**

The case of a rocket-powered vehicle operating in a vacuum is now considered. Because of the absence of aerodynamic forces, steering can be accomplished only by varying the direction of thrust. The equations of motion and the Euler-Lagrange equations relevant to this problem are obtained from equations (4.1) through (4.19) by setting \(A = L = 0\) and \(D = 0\).

**Problems with two degrees of freedom.** If the second additional constraint does not exist \((B = 0)\), several general conclusions can be derived. The optimum thrust direction is supplied by

\[
\tan \psi = \frac{C_1 + C_3 t}{C_2 + C_4 t},
\]

where \(\psi = \gamma + \epsilon\) is the inclination of the thrust with respect to the horizon, and \(C_1\) through \(C_4\) are integration constants. Thus, the inclination of the thrust with respect to the horizon is a bilinear function of time [41].

Concerning the thrust modulus, the optimum flight program includes subarcs of only two kinds: coasting subarcs and maximum-thrust subarcs. No variable-thrust subarc may appear in the composition of the extremal arc. While this result was independently surmised for particular cases ([42]–[44]), the conclusive proof can be found in [15]. In [15], it was also concluded that the extremal path may be composed of no more than three subarcs. The way in which these subarcs
must be combined depends on the nature of the function $G$ and the boundary conditions of the problem.

**Maximum range.** Consider the problem of maximizing the range ($G = -X$), assuming that the propellant mass is given, that the initial velocity is zero, and that the final altitude is equal to the initial altitude. Assume, also, that the velocity modulus at the final point, the path inclination at the final point, and the time are free. Under these conditions the extremal arc includes only two subarcs, that is, an initial subarc flown with maximum thrust and a final subarc flown by coasting. During the powered part of the flight trajectory, the thrust is inclined at a constant angle with respect to the horizon and is perpendicular to the velocity at the final point [45], [46].

**Maximum burnout velocity.** Consider the problem of maximizing the burnout velocity ($G = -V$), assuming that the propellant mass is given, the initial velocity is zero, the final altitude is given, the inclination of the final velocity is zero, and the range is free. Concerning the thrust modulus, the trajectory is composed of a maximum-thrust subarc followed by a coasting subarc. Along the maximum-thrust subarc the thrust direction is to be programmed as follows (see [47]):

$$\tan \psi = C_6 + C_4 t. \quad (4.44)$$

**Vertical flight.** If the flight path is vertical, the additional constraint

$$B = \gamma - \frac{\pi}{2} = 0$$

is to be considered. Consequently, one degree of freedom remains—that associated with the optimization of the thrust modulus.

Consider, now, the problem of maximizing the increase in altitude ($G = -h$) for given end-velocities and a given propellant mass, the flight time being free. The extremal arc for this problem is composed of only two subarcs, that is, an initial subarc flown with maximum engine output followed by a final subarc flown by coasting. An interesting case occurs when the flight time is to be extremized ($G = t$) for given end-velocities and a given propellant mass, the increase in altitude being free. This is a degenerate case, insofar as any arbitrary thrust program $\beta(t)$ is a solution of the Euler–Lagrange equations. Consequently, the flight time is independent of the mode of propellant expenditure.
5. Nonsteady Flight over a Spherical Earth

The equations governing the nonsteady flight of an aircraft in a great circle plane are given by

\[ \phi_1 = \dot{X} - \frac{R}{R+h} V \cos \gamma = 0, \]
\[ \phi_2 = \dot{h} - V \sin \gamma = 0, \]
\[ \phi_3 = \ddot{V} + g \frac{R}{(R+h)^2} \sin \gamma + \frac{D(h, V, L) - T(h, V, \alpha) \cos \epsilon}{m} = 0, \]
\[ \phi_4 = \dot{\phi} - \frac{V \cos \gamma}{R+h} + \frac{g}{V(R+h)^2} \cos \gamma - \frac{L + T(h, V, \alpha) \sin \epsilon}{mV} \]
\[ + 2\omega \cos \phi = 0, \]
\[ \phi_5 = \dot{\alpha} + \beta(h, V, \alpha) = 0, \]
\[ \phi_6 = T(h, V, \alpha) - \xi^2 = 0, \]
\[ \phi_7 = T_{\text{max}}(h, V) - T(h, V, \alpha) - \eta^2 = 0 \]
\[ \phi_8 = A(X, h, V, \gamma, m, L, \alpha, \epsilon) = 0, \]
\[ \phi_9 = B(X, h, V, \gamma, \gamma, m, L, \alpha, \epsilon) = 0, \]

where \( g \) denotes the acceleration of gravity at sea level, \( R \) the radius of the earth, \( X \) a curvilinear coordinate measured on the surface of the earth, \( h \) the altitude above sea level, \( \omega \) the angular velocity of the earth, and \( \phi \) the smaller of the two angles that the polar axis forms with the perpendicular to the plane of the motion.

For the problem of extremizing the difference \( \Delta G \) between the end-values of an arbitrarily specified function \( G(X, h, V, \gamma, m, \epsilon) \), the Euler-Lagrange equations are written as follows:

\[ \lambda_1 = \lambda_8 \frac{\partial A}{\partial X} + \lambda_9 \frac{\partial B}{\partial X}, \]
\[ \lambda_2 = \lambda_1 \frac{R}{(R+h)^2} V \cos \gamma \]
\[ + \lambda_4 \left[ \frac{1}{m} \left( \frac{\partial D}{\partial h} - \frac{\partial T}{\partial h} \cos \epsilon \right) - 2g \frac{R^2}{(R+h)^4} \sin \gamma \right] \]
\[ + \lambda_5 \left[ -\frac{\sin \epsilon}{mV} \frac{\partial T}{\partial h} + \frac{\cos \gamma}{(R+h)^2} \left( V - 2g \frac{R^2}{V(R+h)} \right) \right] \]
\[ + \lambda_6 \frac{\partial \beta}{\partial h} + \lambda_9 \frac{\partial T}{\partial h} + \lambda_7 \frac{\partial (T_{\text{max}} - T)}{\partial h} + \lambda_8 \frac{\partial A}{\partial h} + \lambda_8 \frac{\partial B}{\partial h}, \]
\[ \lambda_4 = -\lambda_1 \frac{R}{R + h} \cos \gamma - \lambda_2 \sin \gamma + \frac{\lambda_3}{m} \left( \frac{\partial D}{\partial V} - \frac{\partial T}{\partial V} \cos \epsilon \right) \\
+ \lambda_4 \left[ \frac{L + T \sin \epsilon}{mV^2} - \frac{\sin \epsilon}{mV} \frac{\partial T}{\partial V} - \frac{\cos \gamma}{R + h} \left( 1 + \frac{g}{V^2} \frac{R^2}{R + h} \right) \right] \\
+ \frac{\lambda_4}{V} \frac{\partial \beta}{\partial V} + \lambda_4 \frac{\partial T}{\partial V} + \lambda_3 \frac{\partial A}{\partial V} + \lambda_3 \frac{\partial B}{\partial V}, \quad (5.12) \]

\[ \lambda_4 = \lambda_1 \frac{R}{R + h} V \sin \gamma - \lambda_2 V \cos \gamma + \lambda_3 g \left( \frac{R}{R + h} \right)^2 \cos \gamma \\
+ \lambda_4 \frac{\sin \gamma}{R + h} \left( V - \frac{g}{V} \frac{R^2}{R + h} \right) + \frac{\lambda_4}{\partial V} \frac{\partial A}{\partial \gamma} + \lambda_3 \frac{\partial B}{\partial \gamma}, \quad (5.13) \]

\[ \lambda_5 = \lambda_3 \frac{(T \cos \epsilon - D)}{m^2 V} + \lambda_4 \frac{(L + T \sin \epsilon)}{m^2 V} + \lambda_3 \frac{\partial A}{\partial m} \\
+ \lambda_3 \frac{\partial B}{\partial m}, \quad (5.14) \]

\[ 0 = \frac{1}{m} \left( \lambda_3 \frac{\partial D}{\partial L} - \frac{\lambda_4}{V} \right) + \lambda_3 \frac{\partial A}{\partial L} + \lambda_3 \frac{\partial B}{\partial L}, \quad (5.15) \]

\[ 0 = -\frac{1}{m} \frac{\partial T}{\partial \alpha} \left( \lambda_3 \cos \epsilon + \frac{\lambda_4}{V} \sin \epsilon \right) + \lambda_4 \frac{\partial \beta}{\partial \alpha} \\
+ \lambda_4 (\lambda_4 - \lambda_3) \frac{\partial T}{\partial \alpha} + \lambda_3 \frac{\partial A}{\partial \alpha} + \lambda_3 \frac{\partial B}{\partial \alpha}, \quad (5.16) \]

\[ 0 = \frac{T}{m} \left( \lambda_4 \cos \epsilon - \frac{\lambda_4}{V} \cos \epsilon \right) + \lambda_4 \frac{\partial A}{\partial \epsilon} + \lambda_3 \frac{\partial B}{\partial \epsilon}, \quad (5.17) \]

\[ 0 = \lambda_5 \xi, \quad (5.18) \]

\[ 0 = \lambda_5 m. \quad (5.19) \]

These equations admit the following first integral:

\[ V \left( \lambda_1 \frac{R}{R + h} \cos \gamma + \lambda_2 \sin \gamma \right) + \lambda_3 \left[ \frac{T \cos \epsilon - D}{m} - g \left( \frac{R}{R + h} \right)^2 \sin \gamma \right] \\
+ \lambda_4 \left[ \frac{L + T \sin \epsilon}{mV} - \frac{g}{V} \left( \frac{R}{R + h} \right)^2 \cos \gamma + \frac{V \cos \gamma}{R + h} \right] \\
- \lambda_5 S = C. \]
They must be solved for boundary conditions consistent with

\[ [dG + \lambda_1 dX + \lambda_2 dh + \lambda_3 dV + \lambda_4 dV + \lambda_5 dm - C dl] = 0. \]

For problems with three degrees of freedom \((A = 0, B = 0)\), the general conclusions relative to the optimum thrust direction and the optimum thrust program are identical to those obtained in the flat-earth case.

Generally speaking, the equations of motion and the Euler-Lagrange equations must be integrated with the help of digital computing equipment. In a few particular cases, the optimizing condition can be expressed in an explicit form, that is, in a form not involving multipliers. Some of these particular cases are discussed below.

**Optimum Thrust Program for Vertical Flight**

The additional constraints for a vertically ascending rocket with thrust tangent to the flight path are expressed by (4.20) and (4.21). For the problem of minimizing the propellant consumption \((G = -m)\) for given end-values of the velocity and altitude, the burning program is composed of coasting subarcs, maximum-thrust subarcs, and variable-thrust subarcs. If the effects due to the earth's rotation are neglected, the optimum condition for the variable-thrust subarcs is written as (see [48]):

\[
D \left( \frac{V}{V_E} - 1 \right) + V \frac{\partial D}{\partial V} - mg \left( \frac{R}{R + h} \right)^2 = 0. \quad (5.20)
\]

**Optimum Thrust Program for Level Flight**

For a rocket-powered aircraft in level flight with the thrust tangent to the flight path, the additional constraints are expressed by (4.26) and (4.27). Consider the problem of maximizing the range \((G = -X)\) for a given propellant mass and given end-velocities (free flight time); the burning program includes \(T = 0\) subarcs, \(T = T_{\text{max}}\) subarcs, and variable-thrust subarcs along which (see [46])

\[
(D - L \frac{\partial D}{\partial L}) \left( \frac{V}{V_E} - 1 \right) + V \frac{\partial D}{\partial V} - mg \frac{\partial D}{\partial L} \left[ \frac{V^2}{g(R + h)} + \left( \frac{R}{R + h} \right)^2 \right] = 0. \quad (5.21)
\]
Optimum Flight Program for Equilibrium Paths

A modification of the previous problem consists of eliminating the altitude constraint and of simultaneously optimizing the burning program and the angle-of-attack program. If the thrust is assumed tangent to the flight path, the first additional constraint is written as

\[ A = \epsilon = 0, \quad (5.22) \]

while the second additional constraint is \( B = 0 \). For a hypervelocity glider boosted by rockets, the following simplifications are permissible:

a. The altitude of the vehicle above sea level is such that

\[ \frac{h}{R} \ll 1. \]

b. The slope of the flight path with respect to the local horizon is such that

\[ \cos \gamma \approx 1, \]
\[ \sin \gamma \approx \gamma, \]
\[ mg \sin \gamma \ll D. \]

c. Both the Coriolis acceleration and the part of the centripetal acceleration that is due to the time rate of change of the inclination of the velocity with respect to the horizon are neglected in the equations of motion on the normal to the flight path.†

For the problem of maximizing the range \( (G = -X) \) with a given propellant mass and given end-velocity (free time), the angle-of-attack program is such that [49]

\[ \frac{\partial D}{\partial h} = 0. \quad (5.23) \]

Therefore, for each instantaneous velocity, the flight altitude is to be adjusted in such a way that the over-all drag is a minimum. Concerning the burning program, the optimum path includes only two subarcs, that is, a maximum-thrust subarc followed by a coasting subarc. No variable-thrust subarc appears in the composition of the extremal arc.

† The resulting trajectory is called an equilibrium trajectory, since the weight is balanced by the aerodynamic lift plus the portion of the centrifugal force that is due to the curvature of the earth.
6. Conclusions

It is clear from the present survey that much has been achieved in recent years in the field of terrestrial flight mechanics. Many problems have been conquered. Nevertheless, an even larger domain is still unexplored both from a theoretical standpoint and with regard to practical engineering applications.

There is an immediate need for improved methods for integrating the system of Euler equations and constraining equations and for solving the associated boundary-value problems. An extension of the available closed-form solutions would be of great value for engineering applications. In view of the rather weak character of the maxima and minima of the mechanics of flight, the finding of short cuts and simplifications applicable to particular problems would also be valuable.

At the present time, the work in the area of sufficient conditions for an extremum lags far behind the work accomplished in obtaining necessary conditions. These sufficiency conditions have given rise to questions, some with answers still incomplete or unknown, especially in connection with discontinuous extremal solutions.

In the era of supersonic interceptors, intercontinental missiles, satellites, and interplanetary vehicles, variational methods constitute a much-needed and important step forward in advance performance calculations. It is the opinion of the writer that, as the industry progresses toward faster and faster vehicles, the calculus of variations will become the standard, rather than the specialized, tool for optimum performance analysis of aircraft and missiles.
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Chapter 2

Estimating Performance Capabilities
of Boost Rockets

P. DERGARABEDIAN
AND R. P. TEN DYKE

1. Introduction

Before an optimization problem can be solved, it is necessary to define an objective function, a cost function, and a set of constraints. This chapter reports results of a parametric study of boost rockets. The term boost rocket includes rockets launched from the surface of the earth for the purpose of achieving near-orbital or greater velocities. The significant benefit of this study is the derivation of objective functions for use in problems of ballistic missile preliminary design.

The parameters studied can be divided into two categories: vehicle-design parameters and trajectory parameters. Vehicle-design parameters describe the physical rocket and include such quantities as weights, thrusts, propellant flow rates, drag coefficients, and the like. A set of these parameters would serve as a basic set of specifications with which to design a vehicle. Trajectory parameters include such quantities as impact range, apogee altitude, and burnout velocity. Trajectory parameters can also serve, though not uniquely, as specifications for a missile system. A particular vehicle system can perform many missions, and any one mission can be performed by many vehicles. We usually think of missions in terms of trajectory parameters and vehicles in terms of design parameters, and the problem becomes one of relating the two.

The simplest relation is found in the well-known equation:

\[ V_f = I_g \ln r_0 \]  \hspace{1cm} (1.1)
where $I_i = \text{stage } i \text{ specific impulse (thrust divided by flow rate of fuel)},$

$g = \text{gravitational constant } = \text{32.2 ft/sec}^2,$

$r_i = \text{stage } i \text{ burnout mass ratio (initial mass divided by burnout mass)},$

$V_i = \text{velocity added during stage } i.$

[A list of the symbols used in this chapter is provided in Appendix C.]

If several stages are used, the total velocity is the sum of the velocities added during each stage. Certain assumptions used in the derivation of the rocket equation limit its usefulness for boost rockets. They are (a) no gravitational acceleration, (b) no drag, and (c) constant specific impulse. When it becomes necessary to include these effects, the most frequent technique is to solve the differential equations of motion by use of a computing machine. Since some of the inputs to the problem are not analytic, such as drag coefficient as a function of Mach number, the machine uses an integration technique that virtually "flies" the missile on the computer. In this manner, such variables as impact range, apogee altitude, burnout velocity, and burnout altitude can be determined as functions of vehicle-design parameters.

The same vehicle can be flown on many paths, so it is necessary to provide the machine with some sort of steering program. The most frequently used program for the atmospheric part of flight is the "zero-lift" turn. On the assumption that the rocket-thrust vector is aligned with the vehicle longitudinal axis, the vehicle attitude is programmed to coincide with the rocket-velocity vector. For this reason, the zero-lift trajectory is frequently referred to as the "gravity turn." If a rotating earth is used, the thrust is aligned with the velocity vector as computed in a rotating coordinate system. Since the missile is launched with zero initial velocity, a singularity exists for the velocity angle at the instant of launch. All gravity-turn trajectories, regardless of burnout angle, must initiate vertically. For that reason, a mathematical artifice (an initial "kick" angle) is applied to the velocity vector a few seconds after launching to start the turn.

Most problems can be solved very quickly by the computer, and the accuracy of the results is almost beyond question; but there are also disadvantages. First, the actual computer time consumed may be small, but the time required to prepare the input data and arrange for computer time can be quite long in comparison. Second, the degree of accuracy required of results for preliminary design purposes is quite different from that required for, let us say, targeting purposes; the high accuracy offered by the digital machine frequently goes to waste. Finally, while it may be possible to feed the computer one set of data
and receive a set of answers, it may at times be preferable to be able to view an analytic relation or graph and get a “feel” for the system as a whole. For these reasons, simplified—even if approximate—solutions to the problem of determining trajectory parameters for boost vehicles are quite useful.

Two techniques may be employed to determine approximate solutions to the differential equations of motion. One technique uses approximation before the equations are solved. The original model is transformed into a simpler one for which the solutions are known. In this case one must make a priori guesses as to the accuracy lost in simplification. The digital computer, however, has provided the tool for making approximations after solution. The model to be simplified is the solution of the set of differential equations, not the set itself, and the accuracy of the approximations can be readily observed. The latter technique has been employed in this study.

The differential equations are helpful in showing which are the important variables to consider. A short theoretical analysis (Appendix B) shows that the following missile-design parameters, together with a burnout velocity angle, determine a trajectory:

- $I = \text{vacuum specific impulse, i.e., vacuum thrust divided by flow rate of fuel,}$
- $r = \text{burnout mass ratio,}$
- $N_0 = \text{ratio of initial (launch) thrust to liftoff weight,}$
- $CDM = \text{drag parameter [}CDM\text{ is the maximum value for drag coefficient (function of Mach number), }A\text{ is the reference area, and }W_0\text{ is the liftoff weight of missile],}$
- $I_e = \text{ratio of initial (sea-level) specific impulse to vacuum specific impulse,}$
- $t_b = \text{burning time } = I_e/N_0(1 - 1/r) \text{ for constant-weight flow rate.}$

The trajectory parameters studied are the following:
- $V_b = \text{burnout velocity,}$
- $\beta_b = \text{velocity burnout angle (with respect to local vertical),}$
- $h_b = \text{burnout altitude from the earth's surface,}$
- $x_b = \text{surface range at burnout,}$
- $R = \text{impact range.}$

It is clear from the number of parameters studied that it would be impossible simply to plot the results. Therefore, simplification and codification of the results have been a significant part of the study. Results are presented in two forms: (a) a set of general equations for
determining \( V_b, h_b, \) and \( x_b \) as functions of \( \beta_b \) for selected ranges of missile-design parameters, with necessary "constants" used in the equations presented in graphical form; and (b) a simple equation for maximum impact range as a function of missile parameters, together with many of its derivatives.

In addition, a table of equations of several free-flight trajectory parameters based on the Kepler ellipse is included in Appendix A. These equations are well known but are included for convenience. The formulas, together with burnout conditions determined from the computer study, will aid in the solution of a large variety of the problems frequently encountered in preliminary design.

The free-flight trajectory for a vehicle is defined by the velocity and position vectors at burnout. The velocity vector is defined in terms of its magnitude, \( V_b \), and of the angle, \( \beta_b \), between it and the local vertical. The position vector is defined by an altitude \( h \) and surface range \( x_b \). The quantities \( V_b, h_b, \) and \( x_b \) are determined as functions of \( \beta_b \) and the vehicle-design parameters.

2. Velocity versus Burnout Angle

The "theoretical" burnout velocity for a vehicle may be determined by equation (2.1). We define the quantity \( V_L \) as being the loss in velocity caused by gravitation and atmosphere. Then

\[
V_b = V^\ast - V_L,
\]

where

\[
V^\ast = \sum V_i = \sum I_d g \ln r_i.
\]

The following empirical equation for \( V_L \) in terms of vehicle-design parameters has been derived by comparing results of several hundred machine trajectory calculations, assuming single-stage vehicles, a gravity turn, and a spherical, nonrotating earth:

\[
V_L = (gt_b - K_{\beta e})\left[1 - K_e \left(1 - \frac{1}{r}\right) \left(\frac{\beta_b}{90^\circ}\right)^2\right] + K_B \frac{C_{DMA}}{W_o} + K_{s}.
\]

\( \dagger \) The term velocity will refer to the magnitude of the velocity vector. If the vector is meant, velocity vector will be used.
It will be convenient to discuss this equation term by term, so we shall designate the three components as follows:

\[ V_g = \text{gravitational loss} \]
\[ = (gt_b - K_{ev}) \left[ 1 - K_e \left( 1 - \frac{1}{r} \right) \left( \frac{\beta_b}{90^\circ} \right)^2 \right] \tag{2.4} \]

\[ V_D = \text{drag loss} = K_D \frac{C_{DMA}}{W_0} \tag{2.5} \]

\[ V_a = \text{nozzle-pressure loss} = K_a \tag{2.6} \]

**Gravitational Loss**

The gravitational loss was determined by setting the drag equal to zero and flying the vehicle to several burnout angles. The term \( gt_b \) is the gravitational loss to be expected from a vertical flight in a constant gravitational field. A realistic gravitational field varies as the inverse square of the distance from the earth's center, so the term actually overestimates this loss. For ranges of vehicles using currently available propellants, the differences between the amount \( gt_b \) and the correct gravity loss will be small; and for this equation the difference has been included as the constant \( K_{aa} \).

The term \( K_{ga} \) fits a curve as a function of \( \beta_b \). The constant \( K_a \) was determined by a least-squares curve-fitting technique and usually resulted in a curve fit that was within 30 ft/sec of the machine results. The above form was found to fit actual results better than a more obvious choice, \( K \cos \beta \), which resulted in maximum differences of 300 ft/sec. Curves for \( K_a \) as a function of \( I \) and \( N_0 \) are found in Figure 1, and a curve for \( K_{aa} \) as a function of \( I \) is found in Figure 2.

**Drag Velocity Loss**

The velocity lost to drag is proportional to the quantity \( C_{DMA}/W_0 \), in which \( C_{DMA} \) has been chosen as a single parameter to define all drag curves. The reasons for this choice are that (a) most realistic drag curves have approximately the same form, except for the absolute magnitudes of the values, and (b) the greater portion of the drag loss occurs early in powered flight, where \( C_D \) attains a maximum. The actual drag curve used in the machine trajectory calculation is shown in Figure 3. The empirical constant \( K_D \) was obtained by computing the
difference between burnout velocities for similar vehicles with and without drag. All comparisons were made for identical burnout angles. The constant was found to be a function of $I_o/N_b$, $\beta_b$, and $N_o$. The function $K_D$ was so weakly dependent upon $N_o$, however, that this effect was disregarded for simplicity in presenting the results; $K_D$ is shown in Figure 4 as a function of $I_o/N_o$ and $\beta_b$.

Fig. 1. $K_x$ as a function of vacuum specific impulse, $I$, and initial thrust-to-weight ratio, $N_o$.

Fig. 2. $K_{x\alpha}$ as a function of vacuum specific impulse, $I$. 
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Fig. 3. Drag coefficient, $C_D$, as a function of Mach number.

Nozzle-Pressure Loss

For the same propellant flow rate, the effective thrust at sea-level ambient pressure is less than in a vacuum. This may be thought of as

Fig. 4. $K_D$ as a function of burnout velocity angle, $\beta_b$, and ratio of sea-level specific impulse to initial thrust-to-weight ratio, $I_s/N_0$. 
A change in specific impulse. The ratio of sea-level specific impulse to vacuum specific impulse is dependent upon the chamber pressure, nozzle area-expansion ratio, and ratio of specific heats for the combustion products. Thrust coefficient tables are readily available to provide this information. It was again assumed that the greater portion of the losses would occur early in flight, and all losses were computed for vertical trajectories. The results are given in Figure 5, where $K_a$ is plotted as a function of $I_s/I$.

Fig. 5. $K_a$ as a function of ratio of sea-level to vacuum specific impulse, $I_s/I$.

Accuracy of Results

Accuracies to within 150 ft/sec should be expected with the above results. Occasionally, cases may occur exceeding these limits. First, drag curves may not actually be similar to the one selected for this study. Second, simplification of the results to a form facilitating rapid computation has necessitated several approximations. It is believed that the results as presented will be more useful in preliminary design than extremely accurate results would be. On the assumption that the typical first stage is designed to achieve about 10,000 ft/sec, the accuracy of 150 ft/sec amounts to 1.5 per cent.

Application to More Than One Stage

All computations were performed for single-stage vehicles, but the results may be applied to multistage vehicles. If the first stage can be assumed to burn out at greater than 200,000 ft at a velocity angle less than 75°, the drag losses may be assumed to
have occurred during first stage. It is important to note that the constant $K_D$ is determined on the basis of the velocity burnout angle for the first stage. For multistage vehicles, this angle may be 5° to 15° less than the angle at final-stage burnout; but for $\beta_b$ less than 75°, the drag losses are relatively insensitive to $\beta_b$, and any reasonable estimate will probably be satisfactory.

Under almost any circumstances, the nozzle-pressure loss can be considered to occur during the first stage. Constants applicable to the first stage should be used.

The most significant velocity loss from succeeding stages is gravitational loss. Since the velocity angle is more constant during succeeding stages, it is usually satisfactory to assume a constant value between the assumed burnout of the first stage and the desired final burnout angle. Then the velocity loss for succeeding stages may be computed as

$$V_{L2} = g \left( \frac{R_e}{R_e + h} \right)^2 \theta_2 \cos \beta,$$

where $\beta$ is an intermediate velocity angle, $h$ is an "average" altitude for second-stage powered flight, and the subscript 2 refers to succeeding stages. The difference between burnout angles of the first stage and that for the final burnout will depend on the thrust pitch program selected for succeeding stages. Several authors have discussed the optimum pitch program for a variety of missions assuming powered flight in a vacuum (see [1]-[4]). For a ballistic missile, with impact range the desired result, holding the thrust vector constant with respect to a stationary inertial coordinate system has been found to yield greater ranges than the gravity turn. For this case, the change in $\beta$ from first-stage burnout to final burnout will be comparatively small. In contrast, many satellite missions require that burnout angles approach or equal 90°. Under these circumstances, a gravity turn or one in which the vehicle is pitched downward is a more likely trajectory. The resulting difference in burnout angles between first and final stages will be quite large.

In any trajectory in which thrust is not aligned with velocity, some energy is expended in "turning" the velocity vector. The proportion of the thrust that goes to increasing the velocity varies as the cosine of the angle of the attack; hence for small angles of attack the loss is small.

**Effect of the Earth's Rotation**

The significant parameter in determining performance is the inertial velocity. Thus, the velocity of the launch point must be considered in any realistic calculation. A simple, albeit approximate, correction may
be made by taking the vector sum of the inertial velocity vector of the 
launch point and the vehicle velocity vector at burnout. In several 
comparisons between this approximate technique and that of a 
machine-determined trajectory for an eastward launch on a rotating 
earth, this approximation underestimated the actual burnout velocity. 
It has not been determined whether this is generally true; but the few 
comparisons indicate that the approximation tends toward conserva-
tive results.

3. Burnout Altitude versus Burnout Angle

The burnout altitude is a particularly important parameter in deter-
mining payload capabilities for low-altitude satellites with circular 
orbits. As with the rocket equation, a closed-form expression may be 
derived for the distance traversed by an ideal rocket in vertical flight 
(constant \(g\), no drag, constant specific impulse), namely

\[
h^* = g h_0 \left(1 - \frac{\ln r}{r - 1}\right) - \frac{g h_0^2}{2}.
\]  

(3.1)

It was found that the above form could be modified to account for 
drag, nozzle pressure, and burnout angle as follows:

\[
h_s = \left[ h^* - \frac{(V_D + V_a) h_0}{2} \right] \left[ 1 - \left( \frac{\beta}{K_h} \right)^2 \right],
\]  

(3.2)

where

\[
K_h = 93 + \frac{28}{r} \left[ 1 + 5(2 - N_0)^2 \right], \quad 1 \leq N_0 \leq 2.
\]  

(3.3)

Equation (3.2) assumes that the drag and nozzle-pressure losses are 
averaged over the duration of flight. This is not exactly true, but the 
approximation has proven to be satisfactory because the correction is 
small. The constant \( K_h \) has been determined empirically. Accuracies 
for (3.2) have been found to agree with machine calculations to about 
20,000 ft.

In calculating values for multistage vehicles, (3.2) yields the altitude 
of burnout for the first stage. The additional altitude achieved during 
succeeding stages may be calculated by using the first-stage burnout 
velocity as computed from (2.3) and the following relation, derived by 
integrating \( Ig \ln r - gt \cos \beta \) at a constant, average flight path angle, \( \bar{\beta} \):

\[
h_{s2} = h_{s1} + V_{s1} h_{s2} \cos \bar{\beta}
\]

\[
+ \left( g I_{s2} \left( 1 - \frac{\ln r_2}{r_2 - 1} \right) - \frac{g h_{s2}^2 \cos \bar{\beta}}{2} \right) \cos \bar{\beta},
\]  

(3.4)
where the subscripts 1 and 2 refer to the first and second stage, respectively. The above form may be extended to cover additional stages. Again, an intermediate value for the flight path angle $\beta$ may be selected between the estimated first-stage burnout flight path angle and the desired final burnout angle.

No correction is suggested for use with a rotating earth. In several comparisons with machine trajectories assuming an eastward launch on a rotating earth, the altitude value for the nonrotating earth was approximately equal to that for the rotating earth.

4. Burnout Surface Range

The surface range at burnout may be determined by the following empirical expression:

$$x_b = 1.1h^* \left( \frac{\beta_b}{90^\circ} \right).$$  (4.1)

The surface range is the least important of the trajectory parameters in determining gross vehicle performance. It is important, however, in that it adds to the impact range of a surface-to-surface ballistic missile. Again, no correction is offered for the rotating earth because, for reasonably short flight duration, the increased inertial velocity of the vehicle and the velocity of the launch point may be assumed to cancel. Equation (4.1) has been found to yield surface range at burnout within an accuracy of about 10 per cent.

For multistage vehicles, the same technique used in determining altitude may be applied, thus:

$$x_{b2} = x_{b1} + (h_{b2} - h_{b1}) \tan \beta.$$  (4.2)

5. Free-Flight Trajectory

The calculation of the burnout conditions of a vehicle is only an intermediate step in determining its performance. Performance is usually measured in terms of impact range, apogee altitude, or some other end condition. Since all vehicles in free-flight follow a Kepler ellipse, values for range, apogee altitude, and the like may be determined from the burnout conditions by using equations yielding these values in closed form. A number of these equations are listed in the first part of Appendix A.
6. Range Equation

Experience in the optimization of performance of medium- and long-range missiles at Space Technology Laboratories has shown that the trajectory consisting of a short period of vertical flight, followed by a gravity turn to staging and a constant attitude (thrust angle with respect to launch coordinate system) throughout subsequent stages of flight, yields a near-optimum range trajectory.

In the case of a single-stage missile, the constant-attitude part of the trajectory is initiated at an altitude of approximately 150,000 ft. The velocity angle of the missile at burnout is optimized for maximum range. An examination of the trajectory equations shows that the range of a missile is determined by specifying the same vehicle-design parameters that were investigated in the previous section. (In determining the empirical equation, however, only one value of the ratio \( I_c/I \) was used, based on a chamber pressure of 500 psi, an expansion ratio of 8, and a \( \gamma \) of 1.24.) This study was performed at a different time from that in the preceding section, and a slightly different drag curve was assumed, but it is not expected that the results will be significantly different for this reason.

Machine calculations were performed to determine maximum range of vehicles launched from a spherical, nonrotating earth. Here, impact range is measured from the launch point rather than from the burnout point. Computer data have been used to plot a curve showing the quantity \( V^* \) as a function of missile range. Even with a large variation in vacuum specific impulse, varying from 200 to 1,000 sec, all of the data points fall essentially on a single curve for a given \( N_0 \) and \( C_{DMA}/W_0 \). For any other values of \( N_0 \) and \( C_{DMA}/W_0 \) similar results are obtained. Figure 6 shows the mean curve obtained for \( N_0 = 1.5 \) and \( C_{DMA}/W_0 = 0.000265 \).

The results of Figure 6 have been replotted in Figure 7 on semilog paper, together with a curve given by

\[
R = D(e^{\frac{V^*}{B} - 1}).
\]  

For ranges varying from 400 to 6,000 n mi, it can be seen that (6.1) quite accurately represents the curve obtained from the machine calculations. We have found that the parameter \( B \) is very insensitive to changes in \( N_0 \) and \( C_{DMA}/W_0 \), while the parameter \( D \) is fairly sensitive to such changes. The values of the parameters in Figure 6 are \( D = 80 \) and \( B = 208 \).

The parameter \( B \) determines the slope of the fitted curve, and the parameter \( D \) determines the displacement. The two constants, how-
Fig. 6. Range as a function of theoretical burnout velocity, \( V^* \).

Fig. 7. Range as a function of theoretical burnout velocity, \( V^* \).
ever, must be treated as a pair. Many curves might be fitted to the empirical data, giving better accuracies in some ranges and poorer accuracies in others. We have arbitrarily selected the value of 208 sec for \( B \), and all values of \( D \) have been determined on this basis. If another value for \( B \) is selected, new values for \( D \) must be derived. Figure 8 shows \( D \) as a function of \( N_0 \) for various values of \( C_{DMA/W_0} \).

![Figure 8. D factor as a function of initial thrust-to-weight ratio for various \( C_{DMA/W_0} \).](image)

The results of (6.1) can be extended for use from 400 to 10,800 n mi (halfway around the earth) by the following argument. Burnout angles were selected to maximize range. For ranges beyond 6,000 n mi, the use of maximum-range trajectories results in very large range misses for errors in burnout speed. This can be seen by the slope of the curve in Figure 7. Lofting the trajectories so that the burnout velocity increases as determined by equation (6.1) results in an increase of about 5 per cent above the maximum-range burnout velocity for the 10,800 n mi range. At the same time, the lofting decreases the miss from about 10 n mi to less than 2 n mi for an error in the burnout speed of 1 ft/sec. For design purposes, deviation from the maximum-range trajectory for ranges beyond 6,000 n mi is reasonable and, in fact, desirable.

In the case of two-stage missiles we note that

\[
V^* = I_{tg} \ln r_1 + I_{tg} \ln r_2.
\]
Thus, for two-stage missiles, (6.1) becomes

\[ R = D \left( r_1^{i/n} r_2^{j/n} - 1 \right). \]  

(6.2)

By differentiating (6.2) one may obtain a number of exchange ratios, some of which have been derived and are presented in Appendix A.

Equation (6.2) has been checked many times against results of machine computation. To date, the equation has been accurate to about 5 per cent of the range. It has been found that the equation is useful in two ways. First, if the missile under study has no close counterpart and no machine data are available, a value for \( D \) as found in Figure 8 is used. Frequently, however, a vehicle is studied for which a small amount of machine data is or can be made available. In this case, the value of \( D \) is derived by solving (6.2) "backward." Once a value of \( D \) has been determined for the particular missile system, the calculation of perturbations of this missile system may be made by using (6.2) and the \( D \) value thus derived.

Appendix A: Formulas

**Miscellaneous Formulas for Kepler Ellipse**

\[ \sigma = \frac{R_e + h}{R_e} \quad \epsilon = \sqrt{1 - 2\alpha \sin^2 \beta + \lambda^2 \sin^2 \beta} \]

\[ \lambda = \frac{V_b \sigma_b}{gR_e} \quad R_e = \text{earth radius} = 20.9 \times 10^6 \text{ ft} \]

Conservation of Energy

\[ V^2 = \frac{2gR_e^2}{z} = \text{const} \]

Conservation of Angular Momentum

\[ Vz \sin \beta = \text{const} \]

Impact Range Angle from Burnout

\[ \psi = \pi - \sin^{-1} \left( \frac{1 - \lambda \sigma \sin^2 \beta_b}{\epsilon} \right) - \sin^{-1} \left( \frac{1 - \lambda \sin^2 \beta_b}{\epsilon} \right) \]

Velocity Required To Obtain Impact Range

\[ V_b = \sqrt{\frac{gR_e}{\sigma} \frac{1 - \cos \psi}{\sigma \sin^2 \beta_b + \sin \beta_b \sin (\psi - \beta_b)}} \]
Apogee Altitude

\[ h_a = \frac{\sigma R_e \lambda \sin^2 \beta_b}{1 - e} - R_e \]

Velocity Required To Obtain Apogee Altitude

\[ V_b = \left[ \frac{2gR_e}{\sigma} \left( \frac{1 - \frac{\sigma}{\sigma_a}}{1 - \left( \frac{\sigma}{\sigma_a} \sin \beta_b \right)^2} \right) \right]^{1/2} \]

\[ \sigma_a = \frac{R_e + h_a}{R_e} \]

Period for Complete Elliptic Orbit

\[ T = 2\pi \left( \frac{r_b^{3/2}}{(2 - \lambda)^{1/2} (gR_e)^{1/2}} \right) \]

Time to Apogee from Burnout

\[ t_a = \frac{T}{2\pi} \left[ \sqrt{1 - e^2 \cot \beta_b + \cos^{-1} \left( \frac{1 - \lambda}{e} \right)} \right] \]

Exchange Ratios for Single-Stage Vehicles

\[ R(n \text{ mi}) = D(\sigma^{1/8} - 1) \]

\[ \frac{\partial R}{\partial V_b} = \frac{R + D}{B g} \]

\[ \frac{\partial R}{\partial W_b} \bigg|_{w_b} = - \frac{I(R + D)}{B W_b} \]

\[ \frac{\partial R}{\partial W_o} = \frac{I(R + D)}{B W_o} \]

\[ \frac{\partial R}{\partial I} = \frac{(R + D) \ln r}{B} \]

\[ \frac{\partial W_b}{\partial W_b} \big|_{c_{DMA} / w_b} = r \left[ 1 - \frac{B}{I} \frac{R N_o}{D(R + D)} \frac{\partial D}{\partial N_o} \right]^{-1} \]

\[ \frac{\partial W_o}{\partial W_b} \big|_{N_o, c_{DMA} / w_b} = r \]

\[ \frac{\partial W_a}{\partial W_L} = W_0 \]

\[ \frac{\partial W_a}{\partial W_L} = W_L \]


**Exchange Ratios for Two-Stage Vehicles†**

\[ R(n \text{ mi}) = D(r_1^{1/2} r_2^{1/2} - 1) \]

\[ \frac{\partial R}{\partial V_b} = \frac{(R + D)}{Bq} \]

\[ \frac{\partial R}{\partial W_i} = - \frac{I_1(R + D)}{BW_{b1}} \]

\[ \frac{\partial R}{\partial W_{b2}} = - \frac{I_2(R + D)}{BW_{b2}} + \frac{\partial R}{\partial W_i} \]

\[ \frac{\partial R}{\partial W_{b1}}(r_1/r_2) = - \frac{I_2(R + D)}{BW_{b1}} \]

\[ \frac{\partial R}{\partial W_{b1}}(w_{e1}) = \frac{I_1(R + D)}{BW_{b1}} \]

\[ \frac{\partial R}{\partial W_{b1}}(w_{e1} - w_{e2}) = \frac{I_1(R + D)}{BW_{b1}} \left( 1 - r_1 + \frac{I_2 r_2}{I_1} \right) \]

\[ \frac{\partial R}{\partial I_1} = \frac{(R + D) \ln r_1}{B} \]

\[ \frac{\partial R}{\partial I_2} = \frac{(R + D) \ln r_2}{B} \]

\[ \frac{\partial W_{b1}}{\partial c_{DM/A/w_e}} = r_1 \left[ 1 - \frac{B}{I_1} \frac{RN_0}{D(R + D)} \frac{\partial D}{\partial N_0} \right]^{-1} \]

\[ \frac{\partial W_{b1}}{\partial c_{DM/A/w_e}} = r_2 \left[ 1 - \frac{B}{I_2} \frac{RN_0}{D(R + D)} \frac{\partial D}{\partial N_0} \right]^{-1} \]

\[ \frac{\partial W_{b1}}{\partial c_{DM/A/w_e}} = r_1 \]

\[ \frac{\partial W_{b1}}{\partial c_{DM/A/w_e}} = r_2 \]

\[ \frac{\partial W_{b1}}{\partial W_L} = \frac{W_{b1}}{W_L} \]

† Numerical subscripts refer to stages and are in order of burning period.
Appendix B: Analysis

This appendix describes the theoretical analysis that determined the selection of missile-design parameters for this study. This analysis also suggested the use of the $V_L$ concept in reducing the computer output data to a manageable form.

Equations of Motion

In determining the performance of a rocket, one is confronted with complicated differential equations of motion. Accurate solutions are obtained only by using a digital computer. However, without a computer one can obtain a large amount of information about such factors as gravitational and atmospheric effects on the performance of boost rockets by examining the individual terms in the equations. The basic equation of motion is:

$$\ddot{z} = n[z, t]\kappa[t] + \alpha[z, \dot{z}, m],$$  \hspace{1cm} (B.1)

where $z$ = radius vector from earth center to missile,

$n$ = thrust-to-mass ratio $= \frac{F[z]}{m[t]}$,

$t$ = time,

$m[t]$ = mass of missile,

$\alpha = \alpha[\text{gravitation}] + \alpha[\text{drag}]$.

For $\alpha$, we use

$$\alpha[\text{gravitation}] = -\frac{gR^2}{z^5}z,$$  \hspace{1cm} (B.2)

$$\alpha[\text{drag}] = -\frac{1}{2}\left(\frac{\rho V^2 C_D A}{m}\right)(\frac{V}{V}),$$  \hspace{1cm} (B.3)

where $C_D$ = drag coefficient, a function of Mach number,

$R$ = radius of earth,

$V$ = vehicle velocity vector relative to the atmosphere,

$A$ = reference area,

$\rho$ = air density.

Replacing $\alpha$ with the terms for $\alpha[\text{gravitation}]$ and $\alpha[\text{drag}]$ and dividing
by \( g \), we obtain

\[
\frac{\ddot{z}}{g} = \frac{F}{W} \left[ z \right] - \left( \frac{P_e}{Z^2} \right) \left( \frac{Z}{Z} \right) - \frac{1}{2} \rho V^2 \left( \frac{C_{DA}}{W[t]} \right) \left( \frac{V}{V} \right).
\]  

(B.4)

We assume that thrust in a vacuum is proportional to the weight flow rate. Thrust as a function of altitude is taken as the vacuum thrust corrected for ambient pressure, as follows:

\[
F[z = \infty] = F_\infty = IW,
\]

\[
F(z) = F_\infty \left[ 1 - \frac{p[z]}{p_s} \left( \frac{I_s}{I} \right) \right],
\]

(B.5)

(B.6)

where \( p[z] \) = ambient pressure,

\( p_s \) = ambient pressure at sea level,

\( I_s/I \) = ratio of sea-level thrust to vacuum thrust for identical flow rates.

Values for \( I_s/I \) may be calculated from tables showing thrust coefficient versus expansion-area ratio, ratio of specific heats for exhaust products, and chamber pressure. Defining \( N_0 \) as ratio of initial thrust to initial weight and assuming constant \( W \), we can write the equation of motion in terms of missile-design parameters as follows:

\[
\frac{\ddot{z}}{g} = N_0 \frac{I}{I_e} \frac{1}{1 - N_0 \frac{t}{I_s}} - N_0 \frac{\kappa}{1 - N_0 \frac{t}{I_s}}
\]

\[
- \frac{R_e^2}{z^2} \frac{z}{z} - \frac{1}{2} \rho V^2 \frac{C_{DA}}{W_0 \left( 1 - N_0 \frac{t}{I_s} \right)} \frac{V}{V}.
\]

(B.7)

In some cases, flow rate will not be constant, but we assume it to be so during the first several seconds of flight. Forming the dot product of \( V/V \) with \( \dot{z} \), integrating for a gravity turn (thrust aligned with velocity), and assuming a spherical, nonrotating earth, we obtain

\[
\frac{V_b}{g} = I \ln r - \int_0^{t_b} \frac{N_0 \left( \frac{I}{I_0} - 1 \right) \frac{p}{p_s} \left( 1 - N_0 \frac{t}{I_s} \right)}{1 - N_0 \frac{t}{I_s}} dt - Q,
\]

(B.8)
where

$$Q = \int_0^{t_b} \frac{R_e^2}{z^2} \cos \beta \, dt + \int_0^{t_b} \frac{\frac{1}{2} \rho V^2 C_D A}{W_o \left(1 - \frac{N_0}{I_s} t\right)} \, dt.$$  

We define the velocity lost to gravitation, drag, and atmosphere as:

$$V_g = g \int_0^{t_b} \frac{R_e^2}{z^2} \cos \beta \, dt, \quad (B.9)$$

$$V_D = g \int_0^{t_b} \frac{\frac{1}{2} \rho V^2 C_D A}{W_o \left(1 - \frac{N_0}{I_s} t\right)} \, dt, \quad (B.10)$$

$$V_a = g \int_0^{t_b} \frac{N_0 \left(\frac{I}{I_s} - 1\right) \frac{p}{p_0}}{1 - \frac{N_0}{I_s} t} \, dt. \quad (B.11)$$

The design velocity is given by

$$V^* = I_D \ln r.$$  

Hence the burnout velocity becomes

$$V_b = V^* - V_g - V_D - V_a. \quad (B.12)$$

It is apparent that the velocity lost is intimately tied in with the trajectory itself. Forming the dot product of $\dot{z}/g$ with a unit vector normal to the velocity, and again assuming a gravity turn and nonrotating earth, we obtain

$$\beta = \frac{g \frac{R_e^2}{V}}{V \frac{\sin \beta}{z}} - \frac{V \sin \beta}{z}. \quad (B.13)$$

For low velocity, the turning rate is large, and the greater portion of turning is to be expected early in the trajectory. The amount of turning to be achieved is limited, however, by the desired burnout angle. Therefore, it is frequently necessary to keep $\sin \beta$ (therefore $\beta$) quite small during the early part of the trajectory to prevent too much turning. The trajectory can be thought of as consisting of three segments: (a) a segment during which the vehicle flies steeply, (b) a period
of turning, and (c) a segment in which the velocity angle remains relatively constant.

For the early segment of flight, the velocity can be approximated by

$$ V = (N_0 - 1)gt. \quad (B.14) $$

For a given burnout angle, the start of the period of turning depends primarily on the initial thrust-to-weight ratio, $N_0$. Thus, for low values of $N_0$ (near 1.0), the initial segment of flight is at lower velocity and the turning rate is increased. To achieve the same burnout angle as that for a higher value of $N_0$, the initial segment of the trajectory must be steeper (smaller $\beta$).

The turning rate for a gravity turn is zero when the vehicle velocity equals that required for a circular satellite orbit at the same altitude.

**Gravity Loss**

We can use the foregoing to gain insight into the behavior of the velocity lost to gravitation and atmosphere. In vertical flight the gravity loss should be proportional to $t_b$. For a missile burning out in its trajectory at angle $\beta_b$, the gravity loss is some fraction of that lost in purely vertical flight; and we would expect that fraction to depend on $N_0$ and the proportion of total mass consumed as propellant ($1 - 1/r$).

It is sometimes proposed that the velocity lost to gravitation is not really lost at all but converted into potential energy. It may be observed, however, that a vehicle in powered flight is not a conservative system. A ballistic missile does not burn impulsively (i.e., all the propellant is not burned on the ground). Some of the fuel is used to lift the unburned fuel, so that the vehicle always ends up at some altitude. Energy is imparted to the expended propellant by raising the unburned propellant to some finite altitude.

One way to see what happens is to consider the following comparison of two single-stage vehicles that are identical in all respects except thrust. Figure 9 compares vertical trajectories for the two vehicles. With vehicle (1) we assume an infinite thrust (impulsive burning) and with vehicle (2) a finite thrust. Vehicle (1) burns out all its propellants at the surface of the earth, achieves a theoretical velocity $V_1^*$, rises, returns to earth, and impacts at the same velocity. For vehicle (2), at height $h_b$, we have

$$ V_b = V^* - gt_b, \quad (B.15) $$

$$ V_{\text{impact}} = V^* - gt_b + gt_i \quad (B.16) $$
\[ V_{\text{impact}} = V^* - g t_b \left( 1 - \frac{t_f}{t_b} \right), \]  

(Eq. 17)

where \( t_b \) = burning time for vehicle (2),
\( t_f \) = time from burnout altitude to impact on reentry.

The time \( t_f \) is less than \( t_b \), for it takes a time \( t_b \) to get from a velocity of 0 to \( V_b \), whereas it takes a time \( t_f \) to get from a velocity of \( V_b \) to \( V_{\text{impact}} \), where \( V_{\text{impact}} > V_b \). The kinetic energy of vehicle (1) at impact is essentially proportional to the square of its impact velocity, \( V^* \). The kinetic energy of vehicle (2) is essentially proportional to the square of its impact velocity, and \( V_{\text{impact}} \) is smaller than the theoretical velocity of vehicle (1). As the thrust-to-weight ratio of vehicle (2) increases, \( V_{\text{impact}} \) gets closer to \( V^* \), and hence gravity losses decrease. In actual missiles the thrust-to-weight ratio is closer to 1 than to infinity because the weights of engines and structural components increase with increased thrust. We reach a point where the advantage of higher thrust in terms of velocity losses is offset by increase in burnout weight.

We see that not all of the velocity loss goes into gaining altitude; some is lost to the expended propellants. By substituting the appropriate numerical values for an existing vehicle in these equations, it was
determined that approximately 25 per cent of the velocity loss went into gaining altitude; 75 per cent was lost as equivalent energy to the expended propellants. This calculation presents a good argument for holding the burnout altitude as low as possible. It is true that low burnout altitudes mean larger drag effects, but these are relatively small when compared with gravity losses. Aerodynamic effects, of course, lead to heating, and heating often means an increase in structural weight, but gravitational losses are still a prime concern.

**Drag Loss**

The drag loss (B.10) is dependent on the ratio $C_DA/W$, $\rho$, and $V^2$. The air density $\rho$ is dependent on altitude and, for qualitative purposes, can be considered to decay exponentially with altitude according to the following equation:

$$\rho(z) = \rho_0 e^{-k(z-z_0)}.$$  \hspace{1cm} (B.18)

The dependency of the drag losses on $V^2$ is significant during late segments of flight if the trajectory is flat (low) and if high velocities are achieved below, say, 150,000 ft. The effect of $V^2$ for most “normal” trajectories is not important, because these values occur when the vehicle is beyond the atmosphere. The greatest erosion of velocity occurs when $C_D$ is near its peak and early in flight when $\rho$ is of the same magnitude as $\rho_0$. In a typical trajectory with an initial thrust-to-weight ratio of 1.2, the vehicle achieves Mach 1 in 80 sec at about 30,000 ft, where the density is approximately 0.37 times that at the earth’s surface.

It would be expected that for equivalent trajectories the velocity loss due to drag would be sensitive to $N_0$. There are two effects, however: for high $N_0$, higher velocities are achieved at lower altitudes, and hence the density for Mach 1 velocity is large; but for high $N_0$, the duration of time through which the drag forces are acting is reduced, and the effects tend to cancel. Thus, drag losses are very insensitive to $N_0$.

For the most part, $V_D$ depends on $C_{DMA}/W$, $N_0/I_0$, and $\beta$ at burnout. Because the trajectory changes little with variation in $C_{DMA}/W$, the losses can be expected to be proportional to this quantity. The $C_{DM}$ (the maximum $C_D$) is the single parameter selected to be characteristic of all drag curves, for reasons stated elsewhere in this chapter. The term $I_0/N_0$ is equivalent to $W_0/W$, which determines the change in $C_{DMA}/W[t]$ with time. For the same initial weight, the missile with lower $I_0/N_0$ has less weight at the time when the drag forces become most important. The burnout angle $\beta$ is a measure of the proportion
of the total trajectory contained in the atmosphere. As \( \beta \) is increased, the density associated with each velocity is increased, and the resulting velocity loss is greater.

As the trajectory becomes very flat and high velocities are achieved at low altitudes, the effect of \( V^2 \) and the long duration of the drag force combine to increase the drag loss to very high values. It is not expected that such trajectories are realistic, as aerodynamic heating may preclude extremely flat burnout angles. Flat burnout angles may be achieved if the thrust is reduced to increase the total time of powered flight. Usually, thrust levels that are sufficient to boost the vehicle at launch yield comparatively short over-all burning times. Thrust may be reduced by throttling a single-stage vehicle or, more profitably, by staging. If either of these techniques is not sufficient, and if flat burnout velocities are required, a coasting period may be inserted between burning periods. If restart capabilities are not available or not desirable, the remaining alternative is to fly the vehicle steeply during an early segment of flight and pitch down after sufficient altitude has been achieved, yielding a negative angle of attack. In this type of trajectory, considerable velocity (and payload) is lost in turning the velocity vector when the magnitude of the velocity is high. To date, no approximation has been found to determine these "turning losses"; the only realistic approach has been to use a computing machine.

Nozzle-Pressure Loss

The term \( V_n \) results from the fact that thrust is lost when the nozzle pressure in the exit plane is less than the ambient pressure. This loss is frequently thought of in terms of a reduction in specific impulse. The amount of the thrust loss as a function of trajectory parameters is dependent only on the ambient pressure; hence the total velocity loss occurs early in powered flight.

The integral in equation (B.11) shows that the nozzle-pressure loss should also be proportional to \( N_0 \). An increase in \( N_0 \) increases the rate at which altitude is achieved, however, and reduces the duration of flight time at high ambient pressure by an amount also dependent on \( N_0 \); the two effects tend to cancel. The effect of \( I_s/N_0 \), or the change in vehicle weight with time, is less significant with the nozzle-pressure loss than with the drag loss because the largest percentage of nozzle-pressure loss occurs early in powered flight.

Appendix C: Symbols

\( A \) vehicle reference area for drag calculations
\( B \) empirical parameter in simplified range equation
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_D$</td>
<td>drag coefficient, function of Mach number</td>
</tr>
<tr>
<td>$C_{DM}$</td>
<td>maximum drag coefficient</td>
</tr>
<tr>
<td>$D_E$</td>
<td>empirical parameter in simplified range equation</td>
</tr>
<tr>
<td>$F$</td>
<td>thrust (lb)</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational constant, 32.2 ft/sec$^2$</td>
</tr>
<tr>
<td>$h_b$</td>
<td>burnout altitude measured from earth's surface</td>
</tr>
<tr>
<td>$h$</td>
<td>intermediate altitude between first-stage burnout and final burnout, used in computing velocity loss in succeeding stages</td>
</tr>
<tr>
<td>$h^*$</td>
<td>burnout altitude for vertical trajectory, neglecting atmospheric effects</td>
</tr>
<tr>
<td>$i$</td>
<td>index denoting stage measured from launch</td>
</tr>
<tr>
<td>$I$</td>
<td>vacuum specific impulse, i.e., vacuum thrust divided by flow rate of fuel</td>
</tr>
<tr>
<td>$I_s$</td>
<td>sea-level specific impulse, i.e., sea-level thrust divided by flow rate of fuel</td>
</tr>
<tr>
<td>$K_a$</td>
<td>empirical constant used to determine $V_a$</td>
</tr>
<tr>
<td>$K_D$</td>
<td>empirical constant used to determine $V_D$</td>
</tr>
<tr>
<td>$K_g$</td>
<td>empirical constant used to determine $V_g$</td>
</tr>
<tr>
<td>$K_{gg}$</td>
<td>empirical constant used to determine $V_{gg}$</td>
</tr>
<tr>
<td>$K_{ln}$</td>
<td>natural logarithm</td>
</tr>
<tr>
<td>$m$</td>
<td>mass of vehicle</td>
</tr>
<tr>
<td>$N_0$</td>
<td>initial thrust-to-weight ratio, i.e., launch thrust divided by launch weight</td>
</tr>
<tr>
<td>$n$</td>
<td>thrust-to-mass ratio, a function of time</td>
</tr>
<tr>
<td>$p$</td>
<td>atmospheric pressure, a function of altitude</td>
</tr>
<tr>
<td>$p_o$</td>
<td>atmospheric pressure at sea level</td>
</tr>
<tr>
<td>$R$</td>
<td>impact range</td>
</tr>
<tr>
<td>$R_e$</td>
<td>radius of earth $= 20.9 \times 10^6$ ft</td>
</tr>
<tr>
<td>$r$</td>
<td>burnout mass ratio = stage initial weight (mass) divided by stage burnout weight (mass)</td>
</tr>
<tr>
<td>$T$</td>
<td>total period of elliptic orbit</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$t_a$</td>
<td>time from selected trajectory conditions to apogee</td>
</tr>
<tr>
<td>$t_b$</td>
<td>burning time</td>
</tr>
<tr>
<td>$t_I$</td>
<td>time from reaching burnout altitude to impact on reentry</td>
</tr>
<tr>
<td>$V$</td>
<td>vehicle velocity vector</td>
</tr>
<tr>
<td>$V[t]$</td>
<td>magnitude of velocity as function of time</td>
</tr>
<tr>
<td>$V_a$</td>
<td>velocity lost to nozzle pressure</td>
</tr>
<tr>
<td>$V_b$</td>
<td>magnitude of burnout velocity</td>
</tr>
<tr>
<td>$V_D$</td>
<td>velocity lost to drag</td>
</tr>
<tr>
<td>$V_{impact}$</td>
<td>velocity at impact</td>
</tr>
<tr>
<td>$V_g$</td>
<td>velocity lost to gravitation</td>
</tr>
<tr>
<td>$V_L$</td>
<td>total velocity lost $= V_a + V_D + V_g$</td>
</tr>
</tbody>
</table>
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\( V^* \) theoretical velocity as determined by rocket equation

\( W(t) \) weight of vehicle, a function of time

\( W_0 \) vehicle initial weight

\( W_b \) vehicle final (burnout) weight

\( W_j \) weight jettisoned between stages of two-stage vehicle

\( W_p \) weight of payload (includes guidance and other weights that do not vary with last-stage size)

\( z_b \) surface range at burnout

\( z \) radius vector from earth center to vehicle

\( \beta \) magnitude of \( z \)

\( \beta_s \) angle between vehicle velocity vector at burnout and local vertical

\( \beta \) selected \( \beta \) between those for first-stage and final-stage burnout to be used in determining velocity losses and altitude gains

\( \epsilon \) eccentricity of free-flight ellipse

\( \kappa \) unit vector aligned with thrust

\( \lambda \) nondimensional parameter \( = V_b^2 \sigma / g R \)

\( \gamma \) ratio of specific heats of combustion products

\( \rho \) atmospheric density, function of altitude

\([ \ldots \] \) brackets indicate functional notation

\( \sigma \) nondimensional parameter \( = R_s + h_b / R \)

\( \psi \) impact range angle

\( \frac{\partial u}{\partial w} \) partial derivative of \( u \) with respect to \( v \) with \( w \) held constant

References

Chapter 3

The Optimum Spacing of Corrective Thrusts in Interplanetary Navigation†

J. V. BREAKWELL

1. The Problem of Corrective Thrusts

Suppose that a spaceship is in free (i.e., unpowered) flight on its way from Earth to Mars. Except in the immediate vicinity of Earth and Mars, its trajectory is essentially a heliocentric ellipse. Let us pretend that the orbits of Earth and Mars and the "transfer ellipse" are co-planar. Now, the actual transfer trajectory, if uncorrected beyond some point $P_n$, will miss the destination planet Mars by a distance $D_{n-1}$, to which we may attach a sign (e.g., ±) according to whether the spaceship passes to the left or to the right of Mars (see Fig. 1). Suppose that a corrective velocity impulse $v_n^{(0)}$ is to be applied at the point $P_n$ on the transfer trajectory. This, of course, effectively includes the application of a finite thrust over a duration very much smaller than the flight duration. The amount of velocity correction $v_n^{(0)}$ is computed as follows: (a) Make an estimate $\hat{D}_{n-1}$ of $D_{n-1}$ based on measurements (probably angular) determining present and past positions; (b) Compute $v_n^{(0)}$ so that, in a linearized error theory,

$$\frac{\partial D}{\partial v}(t_n) v_n^{(0)} = - \hat{D}_{n-1}. \tag{1.1}$$

It should be mentioned here that errors in the estimate $\hat{D}_{n-1}$ may include biases in the subsequent trajectory calculation due, for example, to oversimplifying the computation. Our main concern, however, will

† A version of this paper appears as Chapter 12 in George Leitmann (ed.), Optimization Techniques with Applications to Aerospace Systems, Academic Press, New York, 1962.
Fig. 1. Earth-Mars trajectory.

be with random errors in \( \dot{D}_{n-1} \) due to random measurement errors. The "control effectiveness" \( \partial D(t)/\partial v \) certainly decreases toward zero as the spaceship moves from Earth to Mars. Consequently if \( D_{n-1} \) were estimated correctly, the economical practice in terms of fuel expended on velocity correction would be to correct as soon as possible. On the average, however, \( D_{n-1} \) is not estimated correctly. This means that a correction at \( P_n \) still leaves us with a miss-distance \( D_n \) which may have to be reduced by further corrections. This supposedly reduced miss-distance is

\[
D_n = D_{n-1} - \dot{D}_{n-1} + \frac{\partial D}{\partial v} (t_n) \cdot v_n',
\]

where the last term is due to a possible velocity mechanization error \( v_n' \). Moreover, we may expect that the error in estimating \( D_{n-1} \), like the control effectiveness, decreases toward zero as we approach the target planet. The problem we face is that of choosing the correction points \( P_1, P_2, \ldots, P_N \) so as to achieve in some average sense a required terminal accuracy with a minimum total velocity correction and hence a minimum expenditure of fuel for corrective thrusts.

2. Discussion

The problem as we have described it so far is two-dimensional. Actually, the true situation is three-dimensional, even if the "nominal" transfer trajectory is coplanar with the orbit of Mars, since it will be necessary
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...to consider an “out-of-plane” miss-distance component related to out-of-plane position and velocity components. The out-of-plane one-dimensional correction problem is independent of the “in-plane” correction problem, except that both kinds of correction are made simultaneously so as to economize on

\[ \sum_{n=1}^{N} |v_n^{(e)}|. \]

Mention should be made at this point of a related problem treated in one dimension by Arnold Rosenbloom [1]. Instead of considering an average expenditure of fuel, Rosenbloom sets an upper limit on fuel available and inquires as to what to do to minimize some average terminal error. Mathematically this is a more difficult problem and one that will not be discussed further here.

Returning to our two-dimensional problem, we note that the velocity correction \( v_n^{(e)} \) is not uniquely determined by the relation (1.1). Naturally we resolve this choice by minimizing the individual velocity correction magnitude \( |v_n^{(e)}| \). It is easy to see that this amounts to choosing \( v_n^{(e)} \) either parallel or antiparallel to the vector \( \partial D(t)/\partial v \), depending on the sign of \( D_{n-1} \). It then follows that

\[ |v_n^{(e)}| = \left| \frac{\partial D}{\partial v} (t_n) \right|. \]  

(2.1)

The control-effectiveness vector \( \partial D/\partial v(t) \) is to be evaluated along the nominal correction-free transfer orbit. Its magnitude and direction are indicated in Figure 2 for the case of a “Hohmann transfer” from Earth to Mars, that is, a 180° transfer along an ellipse cotangential to the Earth and Mars orbits, treated as coplanar heliocentric circles. The gravitational fields of Earth and Mars themselves were ignored in the calculation of \( \partial D(t)/\partial v \). The abscissa in Figure 2, the so-called mean anomaly, increases uniformly with time from 0° to 180°. It appears, then, that the effectiveness magnitude \( |\partial D(t)/\partial v| \) decreases to zero essentially linearly with time, while the direction of \( \partial D(t)/\partial v \), measured from the “transverse” direction perpendicular to the radius from the Sun, increases essentially linearly with time from 0° to 90°. Thus, as might be anticipated, an early correction is made forward or backward along the transfer orbit and the last correction is made perpendicular to the motion.

We may use (2.1) with \( n \) increased by 1, together with (1.2) to express \( |v_n^{(e)}| \) in terms of errors at \( P_n \) and \( P_{n+1} \). In particular, if we
neglect the mechanization errors \( v' \), we obtain:

\[
|v_{n+1}^{(e)}| = \frac{1}{\frac{\partial D}{\partial \theta}(t_{n+1})} |(\hat{D}_n - D_n) - (\hat{D}_{n-1} - D_{n-1})|.
\]  
(2.2)

This tells us, for example, that if the latest miss-distance is correctly estimated \((\hat{D}_n = D_n)\), the corrective velocity depends only on the last previous error in miss-distance estimation, regardless of how many corrections have been made. On the other hand, if the last previous miss-distance estimate were correct, the new correction would be due only to an incorrect new estimate of a miss-distance that is really zero.

If we now disregard any biases in the estimates \( \hat{D} \), we may assume that the differences \((\hat{D} - D)\) are normally distributed with zero mean and with variances and covariances that may be obtained in a straightforward manner from assumed variances in the various independent angular measurements involved, the errors of which are presumably normal with zero bias. The in-plane velocity correction magnitude \(|v_{n+1}^{(o)}|\) is thus expressed by means of (2.2) as the absolute value of a normal random variable with zero mean and computable variance.

Meanwhile we may use (1.2) to establish a time \( t_N \) for the last cor-
resection such that any earlier time would lead to an expected miss \( E\{|D_N|\} \) in excess of some allowed terminal error. The "launching" error \( D_0 \) before the first correction may be presumed to be, on the average, far greater in absolute value than the allowed terminal error. What we would like to do, given \( t_N \) and a root-mean-square (rms) launching error \( \sigma_{D_0} \), is to choose a sequence of times \( t_1, t_2, \cdots, t_N \), with the integer \( N \) not specified, so that the 90 percentile, say, of the distribution of

\[
\sum_{n=1}^{N} |v_n^{(e)}|
\]

is as small as possible. This, however, is an awkward quantity to compute because of the correlation between successive terms in the sum. A more workable, and closely related, criterion is the minimization of the sum

\[
S_N = \sum_{n=1}^{N} E\{|v_n^{(e)}|\}.
\]  

(2.3)

We may take advantage here of the fact that the expected magnitude \( E\{|x|\} \) of a normal random variable \( x \) with zero mean and variance \( \sigma^2_x \) is just \( \sigma_x \sqrt{2/\pi} \).

3. The Three-Dimensional Problem

The three-dimensional situation has been discussed by the author [2], [3]. If we denote the out-of-plane miss by \( D' \) and choose the \( z \)-direction perpendicular to the plane of motion, the out-of-plane velocity correction at \( P_{n+1} \) is

\[
|\dot{z}^{(e)}_{n+1}| = \left| \frac{\partial D'}{\partial z} \frac{D'_n - D'_0}{(t_{n+1})} - \dot{z}'_{n+1} \right|
\]

\[
\frac{\partial D'}{\partial z} \frac{(t_n)}{(t_{n+1})} \left[ \frac{\partial D'_n}{\partial z} \frac{D'_n - D'_{n-1}}{(t_n)} - \dot{z}'_n \right],
\]  

(3.1)

where small mechanization errors \( \dot{z}' \) are now included. The in-plane
velocity correction becomes

\[
\sqrt{\left(\hat{x}_{n+1}^{(e)}\right)^2 + \left(\hat{y}_{n+1}^{(e)}\right)^2} = \left[ \frac{\hat{D}_n - D_n}{\frac{\partial D}{\partial v}(t_n)} - w_{n+1}' \right]
\]

\[
\frac{\partial D}{\partial v}(t_n) - \frac{\partial D}{\partial v}(t_{n+1}) \left[ \frac{\hat{D}_{n-1} - D_{n-1}}{\frac{\partial D}{\partial v}(t_n)} - w_n' \right],
\]

where \(\frac{\partial D}{\partial v}(t)\) denotes

\[
\sqrt{\left(\frac{\partial D}{\partial x}(t)\right)^2 + \left(\frac{\partial D}{\partial y}(t)\right)^2},
\]

and where \(w'\) denotes the component of the mechanization error \(\mathbf{v}'\) in the direction of the in-plane vector \((\partial D/\partial x, \partial D/\partial y)\). Since

\[
\sqrt{\left(\hat{x}_{n+1}^{(e)}\right)^2 + \left(\hat{y}_{n+1}^{(e)}\right)^2 + \left(\hat{z}_{n+1}^{(e)}\right)^2}
\]

no longer has a simple statistical distribution, in spite of the assumed normality of the mechanization errors as well as the measurement errors, the criterion (2.3) is replaced by a related criterion, namely, that of minimizing

\[
S_N = \sum_{n=1}^{N} \sqrt{\left(\mathbb{E}\left\{\sqrt{\left[\hat{x}_n^{(e)}\right]^2 + \left[\hat{y}_n^{(e)}\right]^2}\right\}\right)^2 + \left(\mathbb{E}\{\mid \hat{z}_n^{(e)}\mid \}\right)^2},
\]

which is more easily computable.

4. Examples

To carry out a minimization of \(S_N\) without a digital computer, we must make some simplifying assumptions relative to the miss-distance estimates \(D\). We shall consider two examples. As our first example, in two dimensions, let us suppose the estimate \(D_{n-1}\) is based on measurements rather close to the position \(P_n\) so that they effectively measure position and velocity at \(P_n\) with an uncertainty in velocity that has a substantially greater effect on miss-distance than has the uncertainty in posi-
tion. In this case, we have

$$\sigma_{D_{n-1}} \equiv \frac{\partial D}{\partial v} (t_n) \sigma_v,$$

(4.1)

where $\sigma_v$ is the rms velocity measurement uncertainty in the direction of $\frac{\partial D}{\partial v}(t_n)$. We shall further suppose that this uncertainty is independent of time, as is the rms value $\sigma'$ of $w'$. The sum $S_N$ now simplifies to

$$S_N = \sqrt{\frac{2}{\pi}} \left[ \frac{\sqrt{\frac{2}{\sigma_v} + \frac{\sigma_{D_v}}{\frac{\partial D}{\partial v} (t_n)}}}{\sqrt{1 + \sum_{n=2}^{N} \frac{\sqrt{\frac{2}{\sigma_v} + \frac{\sigma_{D_v}}{\frac{\partial D}{\partial v} (t_n)}}}} \right]$$

(4.2)

It was shown in [3] that for sufficiently large rms launching error, in fact if

$$\sigma_{D_v} > 3 \left. \frac{\partial D}{\partial v} \right|_{(0)} \sqrt{\frac{2}{\sigma_v} + \frac{\sigma_D^2}{\frac{\partial D}{\partial v} (t_n)}},$$

the optimum choice of correction times $t_n$ must be such that $t_1 = 0$ (or as soon as feasible) and

$$\left. \frac{\partial D}{\partial v} \right|_{(t_{n-1})} \left. \frac{\partial D}{\partial v} \right|_{(t_n)} = \rho,$$

a value independent of $n$, and that the optimum integer $N$ is determined approximately by the condition $\rho = 3.0$. In the case of the Hohmann transfer from Earth to Mars, the approximate linearity of $\frac{\partial D}{\partial v}$ as a function of time leads to the following rough description of the optimum spacing of corrections: Make the first correction as soon as feasible; after any correction proceed two-thirds of the way to the target (i.e., wait for two-thirds of the remaining time) before the next correction. A similar result was given by Lawden [4]. Figure 3 shows
that the behavior of $S_N$ as a function of $\rho$ is not very sensitive to changes in "spacing ratio" from the optimum value 3. This "cascading" of corrections is surprisingly effective in reducing errors. Indeed, it was shown in [2], [5] that if we restrict our terminal error by the stringent requirement that in aiming to "bounce off" Mars in a particular direction (e.g., en route to Venus) along the "other asymptote" (see Fig. 4), our error in the subsequent velocity vector will be no greater than the velocity errors incurred at the correction points on the way to Mars; then 8 corrections suffice for the Earth-Mars leg, the last correction occurring about $3\frac{3}{4}$ hr before passing Mars.

![Figure 4](image-url)  
**Fig. 4.** Trajectory near planet.
The weak assumption in this first example is that $D_{n-1}$ is estimated on the basis of observations close to $P_n$. It is certainly more plausible to assume that $D_{n-1}$ is estimated on measurements at least as far back as $P_{n-1}$, if not all the way back to the start—the estimation in the latter case taking account of the previous corrective velocities.

To see the effect this might have on the optimum spacing, we choose for our second example a rather different “one-dimensional” situation (see Fig. 5). Suppose that a vehicle has a nominal straight-line motion from $A$ to $B$ with constant speed $V$ in unit time, but that its actual position at time $t$ has a small lateral component $z$ perpendicular to $AB$ in a fixed plane. Suppose further that lateral position $z$ at any time is measured by means of the exterior subtended angle $\theta$ of which the standard deviation $\sigma_\theta$ is assumed to be independent of time. It is then easy to show that the standard deviation of lateral position determination $z$ is

$$\sigma_z = Vt(1 - t)\sigma_\theta,$$

which is, of course, largest midway from $A$ to $B$. Perfectly mechanized corrective thrusts are to be applied perpendicular to $AB$. The author has shown [3], [5] that if the miss-distance is estimated at any time from closely spaced measurements of $z$ all the way back to $A$, the optimum choice of correction times $t_n$ is such that

$$\frac{1 - t_{n-1}}{1 - t_n} \to 2.62 \text{ as } t_n \to 1.$$

Figure 6, which is analogous to Figure 3, shows again that the expected fuel consumption for corrections is not very sensitive to a change of the spacing ratio $\rho$ from the optimum value, in this case 2.62. Also included in Figure 6 is a curve representing the relative fuel expenditure, computed for a general constant spacing ratio $\rho$, for the case in which miss-distance is estimated only on the basis of closely spaced measurements since the last correction.

It is interesting to note here that because of the closeness of the last observations, and in spite of the assumed improvement in measurement as we approach $B$, the neglect of position information prior to the
previous correction is costly. It is also interesting that the optimum spacing is not substantially different from that in the first example.
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Chapter 4

The Analysis and Solution of Optimum Trajectory Problems

STUART E. DREYFUS

1. Introduction

There are extremely attractive alternatives to both the customary analytic approach (see [1]) and the method of numerical solution (see [2]) usually adopted in the analysis of trajectory problems. This chapter will indicate the nature of these alternatives and provide some references to fuller discussions.

2. Analytic Approach

Although the conventional variational approach characterizes optimality globally by means of comparison functions, it leads to a local theory consisting of the Euler–Lagrange differential equations and other local conditions.


The fundamental difference in approaches stems from the definition of an optimal solution. In the classical approach an optimal solution is a control function (or set of functions) of an independent variable, usually time, that yields a trajectory starting in a specified initial state configuration and satisfying certain terminal conditions.

In dynamic programming a solution is a mapping from state (that is, configuration, phase) space to a control space, so that each possible
physical state has associated with it an optimal control action. This space of controls is so constructed that the trajectory thus determined from any feasible initial point satisfies any specified terminal conditions.

This new approach also allows a simple characterization of a relative extremal for the synthesis problem when the domain of the solution function is bounded and the solution consists of Euler curves and boundary curves [6].

3. Numerical Solution

An attractive method of numerical solution stems from the technique of successive approximations, where a nominal curve is guessed and then successively improved via a linearized theory. This idea is not new, of course, but it has recently found a number of successful applications [7], [8], [9]. Experimentation seems to indicate that this approach avoids the instabilities inherent in straightforward integration of the Euler equations.

The ordinary differential equations furnished by the Euler equation can be thought of as characteristics of the Hamilton–Jacobi partial differential equation derived directly via dynamic programming. Use of these equations in the approximation method mentioned above is preferable to the direct solution of the partial differential equation, or recurrence relation, of dynamic programming. The dynamic-programming method of solution, however, though time and space consuming, does guarantee the determination of the absolute extremum, and also finds applications in the study of stochastic and adaptive variational problems, where, as yet, no other general methods exist.

4. Optimal Guidance

Deviation from a preprogrammed optimal trajectory often occurs during flight, due to unpredictable forces such as wind, and occasionally as a result of mechanical malfunctions. Much attention has recently been concentrated on this problem. Earlier guidance schemes attempted to return to the old trajectory in the event of deviation, or to match the old terminal conditions. Current research recognizes that after deviation, particularly one of some magnitude, some new trajectory is optimal for the new problem at hand. If the optimal decision were known as a function of the coordinate in state space—rather than as a function of time as in the classical theory—optimal decisions could be easily rendered, despite disturbances, no matter how large.

Theories are currently being developed that determine the optimal
decision in the state-space neighborhood of the optimal trajectory. These involve second-order analyses, including, in the classical case, the second variation [10], [11], and in the dynamic-programming approach, second partial derivatives [12].

5. Stochastic and Adaptive Variational Problems

Optimal guidance theories recognize that deviations may occur, but do not consider the probability of these deviations in advance. Stochastic variational theory seeks an optimal trajectory, usually in an expected-value sense, taking account of probable disturbances, the statistics of which are assumed known. Either the current state or the future forces may be statistical [13], [14].

If, initially, even the statistical description of the unknown forces, or of components of the state vector, is lacking, then the problem is called adaptive [15].

6. Conclusion

New problems, approaches, and results are appearing in the optimal-trajectory and control area. It is becoming obvious that a complete solution of a variational problem should consist of a mapping from state-variable space to the control space, so that each possible physical state has associated with it an optimal control action. If such a mapping can be found, both the optimal guidance and stochastic control problems are solved.

This mapping can generally be characterized as the solution of a partial differential equation. Since computation of the solution is often made prohibitive by the dimension of the state description, successive-approximation techniques are necessary. These schemes, often called gradient techniques, exist for deterministic systems.

While some analytic results exist for special stochastic problems, a practical method of numerical solution for general stochastic problems is yet to be developed.
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Part Two:

COMMUNICATION, PREDICTION, AND DECISION
1. Introduction

This chapter describes a new approach to a wide class of smoothing and prediction problems. The method can be applied to either stationary or nonstationary time series, with discrete or continuous parameters. It can easily be extended to time series observed in space-time and also to multiple time series, that is, those for which the observed value at each point of space-time is not a real number but a vector of real numbers.

Over the past few years I have been studying relationships between the theory of second-order stationary random functions, time series analysis, the theory of optimum design of communications and control systems, and classical regression analysis and analysis of variance. In the spring of 1957 I observed that reproducing-kernel Hilbert spaces provide a unified framework for these varied problems. The results obtained in 1957–1958 were theoretical elaborations of this idea, and were stated in a lengthy Stanford technical report [1] completed in the fall of 1958. Since then I have been concerned with developing examples and applications, well aware that the reproducing-kernel Hilbert space approach would be of no value unless it could provide new answers as well as old ones. It is hoped that the results presented here provide evidence that this approach is of value.

It may be of interest to relate this approach to one that is being

† Prepared with partial support of the Office of Naval Research.
developed in the Soviet Union by V. S. Pugachev (2)—[5]). Pugachev has in recent years advanced a point of view that he calls the method of canonic representations of random functions, for which in a recent article [5] he makes the following claim: "The results of this article, together with the results of [previous] papers, permit us to state that the method of canonic representations of random functions is the foundation of the modern statistical theory of optimum systems." The methods to be presented in this chapter appear to provide a more powerful and elegant means of achieving in a unified manner the results that Pugachev has sought to unify by the method of canonic representations.

It may also be of interest to describe the standard approach to prediction and smoothing problems. The pioneering work of Wiener [6] and Kolmogorov [7] on prediction theory was concerned with a stationary time series observed over a semi-infinite interval of time, and sought predictors having minimum mean square over all possible linear predictors. Wiener showed how the solution of the prediction problem could be reduced to the solution of the so-called Wiener-Hopf integral equation, and gave a method (spectral factorization) for the solution of this integral equation. Simplified methods for solution of this equation in the practically important, special case of rational spectral density functions were given by Zadeh and Ragazzini [8] and Bode and Shannon [9]. Zadeh and Ragazzini [10] also treated the problem of regression analysis of time series with stationary fluctuation function by reducing the problem to one involving the solution of a Wiener-Hopf equation. There then developed an extensive literature treating prediction and smoothing problems involving a finite time of observation and nonstationary time series. The methods employed were either to reduce the solution of the problem to the solution of a suitable integral equation (generalization of the Wiener-Hopf equation) or to employ expansions (of Karhunen-Loève type) of the time series involved. In this chapter, we describe an approach to smoothing and prediction problems that may be called coordinate free, which, by the introduction of suitable coordinate systems, contains these previous approaches as special cases.

Finally, let us briefly outline the class of problems for which we shall give a unified, rigorous, and general treatment. A wide variety of problems concerning communication and control, or both (involving such diverse problems as the automatic tracking of moving objects, the reception of radio signals in the presence of natural and artificial disturbances, the reproduction of sound and images, the design of guidance
systems, the design of control systems for industrial processes, forecasting, the analysis of economic fluctuations, and the analysis of any kind of record representing observation over time), may be regarded as special cases of the following problem:

Let $T$ denote a set of points on a time axis such that at each point $t$ in $T$ an observation has been made of a random variable $X(t)$. Given the observations $\{X(t), t \in T\}$, and a quantity $Z$ related to the observation in a manner to be specified, one desires to form in an optimum manner estimates and tests of hypotheses about $Z$ and various functions $\psi(Z)$.

This imprecisely formulated problem provides the general context in which to pose the following usual problems of communication and control.

**Prediction or extrapolation:** Observe the stochastic process $X(t)$ over the interval $s - T \leq t \leq s$; then predict $X(s + \alpha)$ for any $\alpha > 0$. The length $T$ of interval of observation may be finite or infinite. The optimum system yielding the predicted value of $X(s + \alpha)$ is referred to as an optimum dynamic system if it provides estimates of $X(s + \alpha)$ for all $\alpha > 0$.

**Smoothing or filtering:** Over the interval $s - T \leq t \leq s$, observe the sum $X(t) = S(t) + N(t)$ of two stochastic processes or time series $S(t)$ and $N(t)$, representing signal and noise respectively; then estimate $S(t)$ for any value of $t$ in $s - T \leq t \leq s$. The terminology “smoothing” derives from the fact that often the noise $N(t)$ consists of very high-frequency components compared with the signal $S(t)$; predicting $S(t)$ can then be regarded as attempting to pass a smooth curve through a very wiggly record.

**Smoothing and prediction:** Observe $S(t) + N(t)$ over $s - T \leq t \leq s$; then predict $S(s + \alpha)$ for any $\alpha > 0$.

**Parameter estimation:** Over an interval $0 \leq t \leq T$, observe $S(t) + N(t)$, where $S(t)$ represents the trajectory (given by $S(t) = x_0 + vt + at^2/2$, say) of a moving object and $N(t)$ represents errors of measurement; then estimate the velocity $v$ and acceleration $a$ of the object. More generally, estimate such quantities as $S(t)$ and $dS(t)/dt$ at any time $t$ in $0 \leq t \leq T$, when the signal is of the form $S(t) = \beta_1 w_1(t) + \cdots + \beta_q w_q(t)$.

**Signal extraction and detection:** Observe $X(t) = A \cos(\omega(t - \tau)) + N(t)$ over an interval $0 \leq t \leq T$; then estimate the parameters $A$ and $\tau$, or test the hypothesis that $A = 0$ against the hypothesis that $A > 0$. This problem is not explicitly treated in this chapter, although it could be handled by means of the tools described here.
2. A New Approach to Prediction Problems

Let us consider a stochastic process or time series \( \{ X(t), t \in T \} \), which is a family of random variables indexed by a parameter \( t \) varying in some index set \( T \). Assume that each random variable has a finite second moment. Let

\[
K(s, t) = E[X(s)X(t)] \tag{2.1}
\]

be the covariance kernel of the time series. It might be thought more logical to call the function defined by (2.1) the product moment kernel, and reserve the name covariance kernel for the function defined by

\[
K(s, t) = \text{Cov}[X(s), X(t)] = E[X(s)X(t)] - E[X(s)]E[X(t)]. \tag{2.2}
\]

This terminology seems cumbersome, however, and is not adopted. We shall call the function defined by (2.2) the proper covariance kernel.

Let \( Z \) be a random variable with finite second moment for which one knows the cross-covariance function \( p_Z(\cdot) \), defined by

\[
p_Z(t) = E[ZX(t)], \text{ in } T. \tag{2.3}
\]

A basic problem in statistical communication theory—which, as we shall see, is also basic to the study of the structure of time series—is that of minimum mean-square error linear prediction: Given a random variable \( Z \) with finite second moment, and a time series \( \{ X(t), t \in T \} \), find that random variable, linear in the observations, with smallest mean-square distance from \( Z \). In other words, if we desire to predict the value of \( Z \) on the basis of having observed the values of the time series \( \{ X(t), t \in T \} \), one method might be to take that linear functional in the observations, denoted by \( E^*[Z/X(t), t \in T] \), of which the mean-square error as a predictor is least.\(^\dagger\)

The existence and uniqueness of, and conditions characterizing, the best linear predictor are provided by the projection theorem of abstract Hilbert-space theory. (For proofs of the following assertions concerning Hilbert-space theory, see any suitable text, such as Halmos [13].)

By an abstract Hilbert space is meant a set \( H \) (with members \( u, v, \cdots \), that are usually called vectors or points) that possesses the following properties:

i. \( H \) is a linear space. Roughly speaking, this means that for any vector \( u \) and \( v \) in \( H \), and real numbers \( a \), there exist vectors, denoted by

\(^\dagger\) The symbol \( E^* \) is used to denote a predictor because, in the case of jointly normally distributed random variables, the least linear predictor \( E^*[Z/X(t), t \in T] \) coincides with the conditional expectation \( E[Z/X(t), t \in T] \). For an elementary discussion of this fact, see Parzen [11], p. 387, or [12], Chap. 2.
$u + v$ and $au$, respectively, that satisfy the usual algebraic properties of addition and multiplication; also there exists a zero vector $0$ with the usual properties under addition.

ii. $H$ is an inner product space. That is, to every pair of points, $u$ and $v$, in $H$ there corresponds a real number, written $(u, v)$ and called the inner product of $u$ and $v$, possessing the following properties: for all points $u, v,$ and $w$ in $H$, and for every real number $a$,

- a. $(au, v) = a(u, v)$
- b. $(u + v, w) = (u, w) + (v, w)$,
- c. $(v, u) = (u, v)$,
- d. $(u, u) > 0$ if $u \neq 0$.

iii. $H$ is a complete metric space under the norm $\|u\| = (u, u)^{1/2}$. That is, if $\{u_n\}$ is a sequence of points such that $\|u_n - u_m\| \to 0$ as $m, n \to \infty$, then there is a vector $u$ in $H$ such that $\|u_n - u\|^2 \to 0$ as $n \to \infty$.

The Hilbert space spanned by a time series $\{X(t), t \in T\}$ is denoted by $L_2(X(t), t \in T)$ and is defined as consisting of all random variables $U$ that are either finite linear combinations of the random variables $\{X(t), t \in T\}$, or are limits of such finite linear combinations in the norm corresponding to the inner product defined on the space of square-integrable random variables by

$$\langle U, V \rangle = E[UV]. \tag{2.4}$$

In words, $L_2(X(t), t \in T)$ consists of all linear functionals in the time series.

We next state without proof the projection theorem for an abstract Hilbert space.

**Projection Theorem.** Let $H$ be an abstract Hilbert space, let $M$ be a Hilbert subspace of $H$, let $v$ be a vector in $H$, and let $v^*$ be a vector in $M$. A necessary and sufficient condition that $v^*$ be the unique vector in $M$ satisfying

$$\|v^* - v\| = \min_{u \in M} \|u - v\| \tag{2.5}$$

is that

$$\langle v^*, u \rangle = (v, u) \text{ for every } u \in M. \tag{2.6}$$

The vector $v^*$ satisfying (2.5) is called the projection of $v$ onto $M$, and is also written $E^*[v | M]$. 
In the case that \( M \) is the Hilbert space spanned by a family of vectors \( \{ x(t), t \in T \} \) in \( H \), we write \( E^*[v| x(t), t \in T] \) to denote the projection of \( v \) onto \( M \). In this case, a necessary and sufficient condition that \( v^* \) satisfy (2.5) is that
\[
(v^*, x(t)) = (v, x(t)) \quad \text{for every} \quad t \in T. \tag{2.7}
\]

We are now in a position to solve the problem of obtaining an explicit expression for the minimum mean-square error linear prediction \( E^*[Z| X(t), t \in T] \). From (2.7) it follows that the optimum linear predictor is the unique random variable in \( L_2(X(t), t \in T) \) satisfying, for all \( t \in T \),
\[
E[E^*[Z| X(t), t \in T]| X(t)] = E[Z| X(t)]. \tag{2.8}
\]

Equation (2.8) may look more familiar if we consider the special case of an interval \( T = \{ t : a \leq t \leq b \} \). If one writes, heuristically,
\[
\int_a^b X(s)w(s) \, ds \tag{2.9}
\]
to represent a random variable in \( L_2(X(t), t \in T) \), then (2.8) states that the weighting function \( w^*(t) \) of the best linear predictor
\[
E^*[Z| X(t), t \in T] = \int_a^b w^*(s)X(s) \, ds, \tag{2.10}
\]
must satisfy the generalized Wiener–Hopf equation
\[
\int_a^b w^*(s)K(s, t) \, ds = \rho_Z(t), \quad a \leq t \leq b. \tag{2.11}
\]

There is an extensive literature [14], [15], [16] concerning the solution of the integral equation in (2.11). However, this literature is concerned with an unnecessarily difficult problem—one in which the very formulation of the problem makes it difficult to be rigorous. The integral equation in (2.11) has a solution only if one interprets \( w^*(s) \) as a generalized function including terms that are Dirac delta functions and derivatives of delta functions.

A simple reinterpretation of (2.11) avoids all of these difficulties. Let us not regard (2.11) as an integral equation for the weighting function \( w^*(s) \); rather, let us compare (2.10) and (2.11). These equations say that if one can find a representation for the function \( \rho_Z(t) \) in terms of linear operations on the functions \( \{ K(s, \cdot), s \in T \} \), then the minimum mean-square error linear predictor \( E^*[Z| X(t), t \in T] \) can be written in terms of the corresponding linear operations on the time series.
It should be emphasized that the most important linear operations are integration and differentiation. Consequently, the problem of finding the best linear predictor is not one of solving an integral equation but rather one of hunting for a linear representation of \( \rho(t) \) in terms of the covariance kernel \( K(s, t) \). A general method of finding such representations will be discussed in the following sections. In this section we illustrate the ideas involved by considering several examples.

**Example 2A.** Consider a stationary time series \( X(t) \), with covariance kernel
\[
K(s, t) = C e^{-|t-s|}, \tag{2.12}
\]
which we have observed over a finite interval of time, \( a \leq t \leq b \). Suppose that we desire to predict \( X(b + c) \) for \( c > 0 \). Now, for \( a \leq t \leq b \), we have
\[
\rho(t) = E[X(t)X(b + c)] = C e^{-|b+c-t|} = e^{-c}K(b, t). \tag{2.13}
\]
In view of (2.13), by the interpretation of (2.10) and (2.11) just stated, it follows that
\[
E^*[X(b + c) \mid X(t), a \leq t \leq b] = e^{-c}X(b). \tag{2.14}
\]

The present methods yield a simple proof of a widely quoted fact. Define a stationary time series \( X(t) \) with a continuous covariance function \( R(s - t) = E[X(s)X(t)] \) to be Markov if, for any real numbers \( a < b \) and \( c > 0 \), the least linear predictor of \( X(b + c) \), given \( X(t) \) over the interval \( a \leq t \leq b \), is a linear function of the most recent value \( X(b) \); in symbols, \( X(t) \) is Markov if
\[
E^*[X(b + c) \mid X(t), a \leq t \leq b] = A(c)X(b) \tag{2.15}
\]
for some constant \( A(c) \) depending only on \( c \).

Let us now establish the following result:

**Doob’s Theorem:** Equation (2.15) holds if and only if, for some constants \( C \) and \( \beta \),
\[
R(u) = Ce^{-\beta |u|}. \tag{2.16}
\]

**Proof:** From the fact that
\[
\rho(t) = E[X(b + c)X(t)] = R(b - t + c),
\]
it follows by the projection theorem that (2.15) holds if and only if, for every \( a < b, c > 0 \), and \( t \) in \( a \leq t \leq b \), we have
\[
R(b - t + c) = A(c)R(b - t). \tag{2.17}
\]
By (2.17) it follows that for every $d \geq 0$ and $c \geq 0$ we have
\[ R(d + c) = A(c)R(d). \] (2.18)
Letting $d = 0$, we obtain $A(c) = R(c)$; consequently, for every $c \geq 0$ and $d \geq 0$, $R(u)$ satisfies the equation
\[ R(d + c) = R(d)R(c). \] (2.19)
It is well known (see Parzen [11], p. 263) that a continuous even function $R(u)$ satisfying (2.19) is of the form of (2.16).

Example 2B. (Reinterpretation of the Karhunen-Loève expansion.) Many writers on statistical communication theory (see [17], pp. 96, 244, 338–352, [18], and [19]) have made use of what is often called the Karhunen-Loève representation of a random function $X(t)$ of second order. The results obtained are clarified when looked at from the present point of view.

The fundamental fact underlying the Karhunen-Loève expansion may be stated as follows:

**Mercer’s Theorem.** If \( \{ \varphi_n(t), n = 1, 2, \ldots \} \) denotes the sequence of normalized eigenfunctions and \( \{ \lambda_n, n = 1, 2, \ldots \} \) the sequence of corresponding nonnegative eigenvalues satisfying the relations
\[ \int_a^b K(s, t)\varphi_n(s) \, ds = \lambda_n\varphi_n(t), \quad a \leq t \leq b, \] (2.20)
\[ \int_a^b \varphi_m(t)\varphi_n(t) \, dt = \delta(m, n), \] (2.21)
where \( \delta(m, n) \) is the Kronecker delta function, equal to 1 or 0 depending on whether \( m = n \) or \( m \neq n \), then the kernel \( K(s, t) \) may be represented by the series
\[ K(s, t) = \sum_{n=1}^{\infty} \lambda_n\varphi_n(s)\varphi_n(t), \] (2.22)
and this series converges absolutely and uniformly for \( a \leq s, t \leq b \).

If we wish to predict the value of a random variable $Z$ on the basis of the observed values $X(t)$, $a \leq t \leq b$, we may write an explicit expression for the minimum mean-square error linear predictor as follows:
\[ E^*[Z \mid X(t), a \leq t \leq b] = \sum_{n=1}^{\infty} \frac{1}{\lambda_n} \int_a^b p_z(t)\varphi_n(t) \, dt \times \int_a^b X(s)\varphi_n(s) \, ds. \] (2.23)
In order to prove the validity of (2.23), we need to prove that the infinite series is well defined and that it satisfies (2.8). Now

\[ E \left[ \int_a^b X(s)\varphi_n(s) \, ds \int_a^b X(t)\varphi_n(t) \, dt \right] = \int_a^b \int_a^b K(s, t)\varphi_n(s)\varphi_n(t) \, ds \, dt = \lambda_n \delta(m, n). \]  

(2.24)

Therefore the mean square of the infinite series in (2.23) is equal to

\[ \sum_{n=1}^{\infty} \frac{1}{\lambda_n} \left| \int_a^b \rho_Z(t)\varphi_n(t) \, dt \right|^2. \]  

(2.25)

Consequently, a necessary and sufficient condition that the infinite series in (2.23) be well defined is that the infinite series in (2.25) be finite, which may be shown always to be the case. Next, we can show that (2.8) is satisfied by verifying that, for any \( t \) in \( a \leq t \leq b, \)

\[ E \left[ X(t) \left\{ \sum_{n=1}^{\infty} \frac{1}{\lambda_n} \int_a^b \rho_Z(s)\varphi_n(s) \, ds \int_a^b X(u)\varphi_n(u) \, ds \right\} \right] = \sum_{n=1}^{\infty} \varphi_n(t)^2 \int_a^b \rho_Z(s)\varphi_n(s) \, ds = \rho_Z(t). \]  

(2.26)

If it is permissible to interchange the processes of summation and integration in (2.23), then we may write

\[ E^* [Z \mid X(t), a \leq t \leq b] = \int_a^b w^*(s)X(s) \, ds, \]  

(2.27)

where

\[ w^*(s) = \sum_{n=1}^{\infty} \varphi_n(s)^2 \frac{1}{\lambda_n} \int_a^b \rho_Z(t)\varphi_n(t) \, dt. \]  

(2.28)

The condition for the infinite series in (2.28) to be well defined is that

\[ \sum_{n=1}^{\infty} \frac{1}{\lambda_n^2} \left| \int_a^b \rho_Z(t)\varphi_n(t) \, dt \right|^2 < \infty. \]  

(2.29)

It can be shown that if (2.29) holds, then (2.27) is valid. Although (2.25) is always finite, however, (2.29) rarely holds. The optimal predictor is not usually of the form of (2.27). Thus we again see that it is not desirable to reduce prediction problems to the solution of the integral equation in (2.11).
Example 2C. (The method of shaping filters.) Another technique employed in statistical communication theory is the method of shaping filters (see Lanning and Battin [14]). Let $X(t)$ be a stochastic process with covariance kernel $K(s, t)$. Let $\eta(t)$ be a white-noise process, and let $W(t, s)$ be a weighting function such that for every $t$ we have

$$X(t) = \int_{-\infty}^{t} W(t, s) \eta(s) \, ds. \quad (2.30)$$

In words, the time series $X(t)$ is represented as the response to a white-noise input of a system ("filter") described by a time-varying impulse-response function $W(t, s)$. If (2.30) holds, then $W(t, s)$ is called a shaping filter for the time series $X(t)$. We now show how to use shaping filters to solve the prediction problem, given a time series $X(t)$ that has been observed over a semi-infinite range, $-\infty < t < b$.

If (2.30) holds, and if the cross-covariance function $\rho_Z(t)$ may be written, for a square-integrable function $r(s)$, as

$$\rho_Z(t) = \int_{-\infty}^{t} W(t, s) r(s) \, ds, \quad -\infty < t < b, \quad (2.31)$$

then

$$E^*[Z \mid X(t), -\infty < t \leq b] = \int_{-\infty}^{b} r(s) \eta(s) \, ds. \quad (2.32)$$

To prove (2.32), note that, for $-\infty \leq t \leq b$, we have

$$E \left[ \int_{-\infty}^{t} W(t, s) \eta(s) \, ds \int_{-\infty}^{b} r(s) \eta(s) \, ds \right]$$

$$= \int_{-\infty}^{t} W(t, s) r(s) \, ds = \rho_Z(t). \quad (2.33)$$

The expression given by (2.32) can be further simplified if we make the following reasonable assumptions about the shaping filter. Let $L_t$ and $M_t$ be differential operators of orders $n$ and $m$ respectively:

$$L_t = \sum_{k=0}^{n} a_k(t) \frac{d^{k}}{dt^{k}},$$

$$M_t = \sum_{k=0}^{m} b_k(t) \frac{d^{k}}{dt^{k}}. \quad (2.34)$$

Let $H_L(t, s)$ and $H_M(t, s)$ be the respective one-sided Green's functions characterized by the property that any sufficiently differentiable func-
tion $f$ is given by

$$f(t) = \int_{-\infty}^{t} H_L(t, s)L_f(s) \, ds$$

$$= \int_{-\infty}^{t} H_M(t, s)M_f(s) \, ds. \quad (2.35)$$

Suppose that the covariance kernel of $X(t)$ may be written

$$K(t, s) = \int_{-\infty}^{\min(t, s)} M_LH_L(t, u)M_LH_L(s, u) \, du, \quad (2.36)$$

or, equivalently, that

$$X(t) = \int_{-\infty}^{t} M_LH_L(t, s)\eta(s) \, ds. \quad (2.37)$$

For an interesting discussion of how to find differential operators satisfying (2.36), see Batkov [20]. It may be shown that if (2.36) holds, then the right-hand side of (2.32) may be written in the form

$$\int_{-\infty}^{b} dt \int_{-\infty}^{t} L_H(t, u)\rho_x(u) \, du \int_{-\infty}^{t} L_H(t, u)X(u) \, du. \quad (2.38)$$

In the particular case $M_L = 1$, (2.38) reduces to

$$\int_{-\infty}^{b} dt \{ L_H(t) \} \{ L_x(t) \}. \quad (2.39)$$

For the sake of rigor, it should be noted that in (2.38) and (2.39) the highest-order derivative of the observed time series $X(t)$ may not exist, and we must then write $dX^{(n-1)}(t)$ for $X^{(n)}(t) \, dt$.

3. General Solution of the Problems of Linear Prediction

It is possible to give a treatment of problems of prediction and smoothing that distinguishes between the statistical and analytical aspects of the problem. Such methods as that of expansions in eigenfunctions used in example 2B and that of shaping filters used in example 2C are merely analytical means of evaluating certain abstract quantities that can be defined without reference to these methods. The statistical problems of prediction and smoothing may be solved in terms of these abstract quantities once and for all. Indeed, the theory we shall now describe underlies the solution of many optimization problems; for
example, it includes as a special case the theory of generalized inverses of matrices (see Greville [21] for references to the history of the notion).

The basic tool in our theory is the notion of the reproducing-kernel space corresponding to a covariance kernel $K$.

**Theorem 3.1.** (Existence and uniqueness of the reproducing-kernel Hilbert space corresponding to a covariance function.) Let $\{X(t), t \in T\}$ be a time series with covariance kernel $K(s, t)$ given by (2.1). Let $H(K)$ consist of all functions $h(\cdot)$ defined on $T$ and of the form, for some $U$ in $L_2(X(t), t \in T)$,

$$h(t) = E[X(t)U], \quad \text{for all } t \in T. \tag{3.1}$$

On $H(K)$ define an inner product by

$$(h, h)_K = E |U|^2. \tag{3.2}$$

Then $H(K)$ is a Hilbert space. Further, $H(K)$ possesses the following two properties: (a) for every $t \in T$,

$$K(\cdot, t) \in H(K), \tag{3.3}$$

where $K(\cdot, t)$ is the function defined on $T$ with value at $s$ equal to $K(s, t)$; (b) for every $t$ in $T$ and $h(\cdot)$ in $H(K)$,

$$h(t) = (h, K(\cdot, t))_K. \tag{3.4}$$

One calls (3.4) the reproducing property of the kernel $K(s, t)$. Since (3.4) holds, we call $H(K)$ a reproducing-kernel Hilbert space, with reproducing kernel $K$ (for the theory of such spaces, see [22]). The reproducing-kernel Hilbert space $H(K)$ is uniquely determined by the conditions (3.3) and (3.4).

Intuitively, a reproducing-kernel Hilbert space is a Hilbert space that contains a function playing the role of the Dirac delta function $\delta(t)$. It should be recalled that, for square-integrable functions $f(\cdot)$,

$$\int_{-\infty}^{\infty} f(s)\delta(s - t) \, ds = f(t). \tag{3.5}$$

Consequently, the kernel $K(s, t) = \delta(s - t)$ satisfies (3.4). It does not satisfy (3.3), however, and therefore it is not truly a reproducing kernel.

**Theorem 3.2.** (General solution of the prediction problem.) Let $\{X(t), t \in T\}$ be a time series with covariance kernel $K(s, t)$, and let $H(K)$ be the corresponding reproducing-kernel Hilbert space. Between $L_2(X(t), t \in T)$ and $H(K)$ there exists a one-to-one inner product pro-
serving linear mapping under which \( X(t) \) and \( K(\cdot, t) \) are mapped into one another. Denote by \((h, X)_K\) the random variable in \( L_2(X(t), t \in T) \) that corresponds under the mapping to the function \( h(\cdot) \) in \( H(K) \). Then the general solution to the prediction problem may be written as follows. If \( Z \) is a random variable with finite second moment, and if
\[
\rho(Z(t)) = E[ZX(t)],
\]
then
\[
E^*[Z|X(t), t \in T] = (\rho(Z, X)_K), \tag{3.6}
\]
with mean-square error of prediction given by
\[
E[|Z - E^*[Z|X(t), t \in T]|^2] = E[Z|^2 - (\rho_Z, \rho_Z)_K]. \tag{3.7}
\]

**Proof.** The validity of Theorem 3.2 follows immediately from the definition of the concepts involved. However, it may be instructive to give a proof of the theorem, using the following properties of the mapping \((h, X)_K\). For any functions \( g \) and \( h \) in \( H(K) \) and random variables \( Z \) with finite second moment, we have
\[
E[(h, X)_K(g, X)_K] = (h, g)_K, \tag{3.8}
E[Z(h, X)_K] = (\rho_Z, h)_K, \tag{3.9}
\]
where \( \rho_Z(t) = E[ZX(t)] \). Now a random variable in \( L_2(X(t), t \in T) \) may be written \((h, X)_K\) for some \( h \) in \( H(K) \). Consequently, the mean-square error between any linear functional \((h, X)_K\) and \( Z \) may be written thus:
\[
E[|Z - (h, X)_K|] = E[Z^2] + (h, h)_K - 2E[Z(h, X)_K]
= E[Z^2] + (h, h)_K - 2 \rho_Z(h)_K
= E[Z^2] - (\rho_Z, \rho_Z)_K + (h - \rho_Z, h - \rho_Z)_K. \tag{3.10}
\]
From (3.10) it is immediately seen that \((\rho_Z, X)_K\) is the minimum mean-square error linear predictor of \( Z \), with mean-square prediction error equal to \( E[Z^2] - (\rho_Z, \rho_Z)_K \). The proof of Theorem 3.2 is thus complete.

Theorem 3.2 represents a coordinate-free solution of the prediction problem. The usual methods of explicitly writing optimum predictors, using either eigenfunction expansions, Green's functions (impulse response functions), or (power) spectral density functions, are merely methods of writing down the reproducing-kernel inner product corresponding to the covariance kernel \( K(s, t) \) of the observed time series.

**Example 3A.** (Eigenfunction expansions.) Let \( X(t), a \leq t \leq b \), be a time series of which the covariance kernel \( K(s, t) \) has the eigenfunction
expansion (2.22). The corresponding reproducing-kernel Hilbert space consists of all square-integrable functions \( h(t) \) on the interval \( a \leq t \leq b \) such that

\[
\int_a^b |h(t)|^2 \, dt = \sum_{n=1}^\infty \left| \int_a^b h(t) \varphi_n(t) \, dt \right|^2
\]

and

\[
\sum_{n=1}^\infty \frac{1}{\lambda_n} \left| \int_a^b h(t) \varphi_n(t) \, dt \right|^2 < \infty.
\]  

(3.11)

The reproducing-kernel inner product between two such functions is given by

\[
(h, g)_K = \sum_{n=1}^\infty \frac{1}{\lambda_n} \int_a^b h(t) \varphi_n(t) \, dt \int_a^b g(t) \varphi_n(t) \, dt.
\]  

(3.12)

The random variable \((h, X)_K\) in \( L_2(X(t), a \leq t \leq b) \) corresponding to \( h(\cdot) \) in \( H(K) \) under the mapping described in Theorem 3.2 is given by (3.12) with \( g \) replaced by \( X \).

**Example 3B. (Autoregressive schemes.)** The reproducing-kernel Hilbert space and inner product corresponding to time series of the type described in example 2C can be determined; the reader may easily infer them from (2.32) and (2.38). Here let us consider a stationary time series \( X(t) \), observed over a finite interval \( a \leq t \leq b \), of the type that statisticians call an autoregressive scheme.

A continuous-parameter stationary time series \( X(t) \) is said to be an autoregressive scheme of order \( m \) if its covariance function may be written (see Doob [23], p. 542) as

\[
R(s - t) = E[X(s)X(t)] = \int_{-\infty}^{\infty} \frac{e^{i(s-t)\omega}}{2\pi} \left| \sum_{k=0}^{m} a_k (i\omega)^{m-k} \right|^2 \, d\omega, \tag{3.13}
\]

where the polynomial

\[
\sum_{k=0}^{m} a_k z^{m-k}
\]

has no zeros in the right-hand half of the complex \( z \)-plane. It can be shown that, given observations of such a time series over a finite interval \( a \leq t \leq b \), the corresponding reproducing-kernel Hilbert space contains all functions \( h(t) \) on \( a \leq t \leq b \) that are continuously dif-
ferentiable of order \( n \). The reproducing-kernel inner product is given by

\[
(h, g)_K = \int_a^b (L_fh)(L_rg) \, dt + \sum_{j,k=0}^{n} d_{j,k}h^{(j-1)}(a)g^{(k-1)}(a),
\]  

(3.14)

where

\[
L_fh = \sum_{k=0}^{n} a_k h^{(m-k)}(t),
\]  

(3.15)

\[
\{d_{j,k}\}^{-1} = \left\{ \frac{\partial^{j+k-2}}{\partial t^{j-1} \partial u^{k-1}} R(t-u) \right\}_{t=a,u=a}.
\]  

(3.16)

The first- and second-order autoregressive schemes are of particular importance.

A time series \( X(t) \) is said to satisfy a first-order autoregressive scheme if it is the solution of a first-order linear differential equation with input a white noise \( \eta'(t) \) (the symbolic derivative of a process \( \eta(t) \) with independent stationary increments):

\[
dX(t) + \beta X(t) \, dt = \eta'(t).
\]  

(3.17)

It should be remarked that, from a mathematical point of view, (3.17) should be written as

\[
dX(t) + \beta X(t) \, dt = d\eta(t).
\]  

(3.18)

Even then, in saying that \( X(t) \) satisfies (3.17) or (3.18) we mean that

\[
X(t) = \int_{-\infty}^{t} H(t-s) \, d\eta(s),
\]  

(3.19)

where \( H(t-s) = e^{-\beta(t-s)} \) is the one-sided Green's function of the differential operator

\[
Luf = f'(t) + \beta f(t).
\]

The covariance function of the time series \( X(t) \) is

\[
R(t-u) = \frac{1}{2\beta} e^{-\beta|t-u|}.
\]  

(3.20)

The corresponding reproducing-kernel Hilbert space \( H(K) \) contains all differentiable functions. The inner product is given by

\[
(f, g) = \int_a^b (f' + \beta f)(g' + \beta g) \, dt + 2\beta f(a)g(a).
\]  

(3.21)
More generally, corresponding to the covariance function
\[ K(s, t) = C e^{-\beta |s-t|}, \]  
the reproducing-kernel inner product is
\[ (h, g)_K = \frac{1}{2\beta C} \left\{ \int_a^b (h' + \beta h)(g' + \beta g) \, dt + 2\beta h(a)g(a) \right\} 
= \frac{1}{2\beta C} \int_a^b (h'g' + \beta^2 hg) \, dt + \frac{1}{2C} \{h(a)g(a) + h(b)g(b)\}. \] 
(3.23)
The random variable \((h, X)_K\) in \(L_2(X(t), a \leq t \leq b)\), corresponding to \(h(\cdot)\) in \(H(K)\), may be written as
\[ (h, X)_K = \frac{1}{2\beta C} \left\{ \beta^2 \int_a^b h(t)X(t) \, dt + \int_a^b h'(t) \, dX(t) \right\} 
+ \frac{1}{2C} \{h(a)X(a) + h(b)X(b)\}. \] 
(3.24)
Note that \(X'(t)\) does not exist in any rigorous sense; consequently, we write \(dX(t)\) where \(X'(t) \, dt\) seems to be called for. It can be shown that (3.24) makes sense. In the case that \(h(\cdot)\) is twice differentiable, one may integrate by parts and write
\[ \int_a^b h'(t) \, dX(t) = h'(b)X(b) - h'(a)X(a) - \int_a^b X(t)h''(t) \, dt. \] 
(3.25)
A time series \(X(t)\) is said to satisfy a second-order autoregressive scheme if it is the solution of a second-order linear differential equation with input a white noise \(\eta(t)\):
\[ \frac{d^2X}{dt^2} + 2\alpha \frac{dX}{dt} + \gamma^2 X = \eta(t). \] 
(3.26)
If \(\omega^2 = \gamma^2 - \alpha^2 > 0\), the covariance function of the time series is
\[ R(t - u) = \frac{e^{-\alpha |u-t|}}{4\gamma^2} \left\{ \cos \omega (u - t) + \frac{\alpha}{\omega} \sin \omega | u - t | \right\}. \] 
(3.27)
The corresponding reproducing-kernel Hilbert space contains all twice-differentiable functions on the interval \(a \leq t \leq b\) with inner product
\[ (h, g)_K = \int_a^b (h'' + 2ah' + \gamma^2 h)(g'' + 2ag' + \gamma^2 g) \, dt 
+ 4\alpha \gamma^2 h(a)g(a) + 4ah'(a)g'(a). \] 
(3.28)
To write \((h, X)_K\), we use the same considerations as those in (3.24).

4. General Solution of the Problem of Linear Smoothing (Regression Analysis)

Let \(\{X(t), t \in T\}\) be a time series of which the proper covariance kernel

\[ K(s, t) = \text{Cov}[X(s), X(t)] \]  

is known. The mean-value function,

\[ m(t) = E[X(t)], \]  

is only assumed to belong to a known class \(M\). One case of particular importance is that in which \(M\) consists of all finite linear combinations of \(q\) known functions \(w_1(t), \ldots, w_q(t)\), so that the mean-value function is of the form

\[ m(t) = \beta_1 w_1(t) + \cdots + \beta_q w_q(t) \]  

for unknowns \(\beta_1, \ldots, \beta_q\) that are to be estimated.

In this section we consider the problem of estimating various functionals of the true mean-value function \(m(\cdot)\); in statistical theory, this is known as the problem of regression analysis of time series (see Parzen [24]). We seek estimates that (a) are linear in the observations \(\{X(t), t \in T\}\) in the sense that they belong to \(L^2(X(t), t \in T)\), (b) are unbiased, in a sense to be defined, and (c) have minimum variance among all linear unbiased estimates.

**Theorem 4.1.** (General solution of the problem of minimum variance unbiased linear estimation.) Let \(\{X(t), t \in T\}\) be a time series with known proper covariance kernel \(K(s, t)\), and unknown mean-value function \(m(t)\) belonging to a known class \(M\) of functions. Let \(H(K)\) be the corresponding reproducing-kernel Hilbert space, and assume that \(M\) is a subset of \(H(K)\).

i. Between \(L^2(X(t), t \in T)\) and \(H(K)\) there exists a one-to-one linear mapping with the following properties: for every \(t\) in \(T\), and \(h\) and \(g\) in \(H(K)\),

\[ (K(\cdot, t), X)_K = X(t), \]  
\[ E_m[(h, X)_K] = (h, m)_K \quad \text{for all } m \in M, \]  
\[ \text{Cov}[(h, X)_K, (g, X)_K] = (h, g)_K, \]

where \((h, X)_K\) denotes the random variable in \(L^2(X(t), t \in T)\) that cor-
responds under the mapping to the function \( h(\cdot) \) in \( H(K) \). The subscript \( m \) on an expectation operator is written to indicate that the expectation is computed under the assumption that \( m(\cdot) \) is the true mean-value function.

ii. A random variable \((h, X)_K\) in \( L_2(X(t), t \in T)\) is said to be an unbiased linear estimate of the value \( m(t) \) at a particular time \( t \) of the mean-value function \( m(\cdot) \) if

\[
E_m[(h, X)_K] = (h, m)_K = m(t) \quad \text{for all } m \in M. \tag{4.7}
\]

The uniformly minimum variance unbiased linear estimate \( m^*(t) \) of \( m(t) \) is given by

\[
m^*(t) = (E^*[K(\cdot, t) | M], X)_K, \tag{4.8}
\]

in which \( M \) is the smallest Hilbert subspace of \( H(K) \) containing \( M \), and \( E^*[K(\cdot, t) | M] \) is the projection onto \( M \) of \( K(\cdot, t) \).

iii. In the special case that \( M \) is finite dimensional and is spanned by \( q \) functions \( w_1, \ldots , w_q \) that are linearly independent as functions in \( H(K) \), we can write explicitly

\[
Wm^*(t) = -\begin{pmatrix}
(w_1, w_1)_K & \cdots & (w_1, w_q)_K & (X, w_1)_K \\
\vdots & \ddots & \vdots & \vdots \\
(w_q, w_1)_K & \cdots & (w_q, w_q)_K & (X, w_q)_K \\
w_1(t) & \cdots & w_q(t) & 0
\end{pmatrix}, \tag{4.9}
\]

\[
W \text{Var} [m^*(t)] = -\begin{pmatrix}
(w_1, w_1)_K & \cdots & (w_1, w_q)_K & w_1(t) \\
\vdots & \ddots & \vdots & \vdots \\
(w_q, w_1)_K & \cdots & (w_q, w_q)_K & w_q(t) \\
w_1(t) & \cdots & w_q(t) & 0
\end{pmatrix}, \tag{4.10}
\]

where

\[
W = \begin{pmatrix}
(w_1, w_1)_K & \cdots & (w_1, w_q)_K \\
\vdots & \ddots & \vdots \\
(w_q, w_1)_K & \cdots & (w_q, w_q)_K
\end{pmatrix}. \tag{4.11}
\]

More generally, for any linear function \( \psi(\beta) \) of the parameters \( \beta_1, \ldots , \beta_q \),

\[
\psi(\beta) = \psi_1 \beta_1 + \cdots + \psi_q \beta_q, \tag{4.12}
\]

where the constants \( \psi_1, \ldots , \psi_q \) are known, the minimum variance unbiased linear estimate of \( \psi(\cdot) \) is

\[
\psi^* = \psi_1 \beta_1^* + \cdots + \psi_q \beta_q^*, \tag{4.13}
\]
where \( \beta_1^*, \ldots, \beta_s^* \) are any solution of the set of normal equations
\[
\begin{bmatrix}
(w_{1}, w_{1})_K \\
\vdots \\
(w_{s}, w_{s})_K
\end{bmatrix}
\begin{bmatrix}
\beta_1^* \\
\vdots \\
\beta_s^*
\end{bmatrix} =
\begin{bmatrix}
(w_{1}, X)_K \\
\vdots \\
(w_{s}, X)_K
\end{bmatrix}.
\] (4.14)

In particular, if the true mean-value function \( m(\cdot) \) is of the form
\[
m(t) = \beta w(t),
\] (4.15)
where \( w(\cdot) \) is known and \( \beta \) is a constant to be estimated, then
\[
m^*(t) = \beta^* w(t), \quad \beta^* = \frac{(w, X)_K}{(w, w)_K},
\] (4.16)
\[
\text{Var}[m^*(t)] = \frac{1}{(w, w)_K}.
\] (4.17)

If the true mean-value function is of the form
\[
m(t) = \beta_1 w_1(t) + \beta_2 w_2(t),
\] (4.18)
where \( w_i(\cdot) \) are known functions and \( \beta_1 \) and \( \beta_2 \) are constants to be estimated, then
\[
m^*(t) = \beta_1^* w_1(t) + \beta_2^* w_2(t),
\] (4.19)
\[
\text{Var}[m^*(t)] = W^{11} w_1^2(t) + 2W^{12} w_1(t)w_2(t) + W^{22} w_2^2(t).
\] (4.20)

In (4.19), we have
\[
\beta_1^* = W^{11}(w_1, X)_K + W^{12}(w_2, X)_K,
\]
\[
\beta_2^* = W^{21}(w_1, X)_K + W^{22}(w_2, X)_K,
\] (4.21)
where
\[
W^{11} = \frac{(w_1, w_1)_K}{W},
\]
\[
W^{12} = \frac{(w_1, w_2)_K}{W},
\]
\[
W^{22} = \frac{(w_2, w_2)_K}{W},
\] (4.22)
\[
W = (w_1, w_1)_K(w_2, w_2)_K - |(w_1, w_2)_K|^2.
\]

To establish Theorem 4.1 there is no need to employ the method of Lagrange multipliers as so many writers do (see, for example, Lanning
and Battin [14], pp. 300–302); rather, we use the projection theorem. The minimum-variance unbiased linear estimate of \( m(t) \) may be characterized as the linear functional \( (h, X)_K \) that, among all linear functionals satisfying

\[
E_m[(h, X)_K] = (h, m) = m(t) = (K(\cdot, t), m)_K
\]

for all \( m \) in \( M \), has minimum norm square

\[
\|h\|_K^2 = \text{Var} [(h, X)_K].
\]

By the projection theorem, the function in \( H(K) \) having minimum norm among all functions satisfying the restraints (4.23) is \( E^* [K(\cdot, t)|M] \). Consequently, (4.8) has been proved. For a complete proof of Theorem 4.1, the reader is referred to [24].

**Example 4A.** To illustrate the use of the foregoing formulas, let us consider an example that has been treated by many authors. The statement of this problem is given by Lanning and Battin ([14], pp. 294, 303, 307): “Consider the problem of predicting a future position of a moving target by a system which receives target data, in the presence of noise, starting at \( t = 0 \).” Its position \( S(t) \) is an unknown linear function of time \( t \),

\[
S(t) = \beta_1 + \beta_2 t,
\]

where \( \beta_1 \) and \( \beta_2 \) are unknown constants; in Section 6 we consider the case in which \( \beta_1 \) and \( \beta_2 \) are random variables. The observed \( X(t) \) is assumed to be the sum of \( S(t) \) and a stationary random noise \( N(t) \), with covariance function

\[
R(u) = E[N(\cdot)N(t + u)] = C e^{-\rho |u|}.
\]

It is desired to use observations \( X(t), 0 \leq t \leq T \), to estimate the particle’s position \( S(t) \) at any given time \( t \). Since \( S(t) = E[X(t)] \), the problem of estimating \( S(t) \) is equivalent to the problem of estimating the mean-value function of an observed time series. Consequently, the minimum-variance unbiased linear estimate \( S^*(t) \) of the value of \( S(t) \) at a particular time \( t \) is given by the right-hand side of (4.19), with \( \omega_1(t) = 1 \) and \( \omega_2(t) = t \). The inner products appearing in (4.22) are explicitly given by means of (3.23) as follows:

\[
(l, 1)_K = \frac{\beta T + 2}{2C},
\]

\[
(1, 0)_K = \frac{\beta T^2 + 2\beta T}{4C\beta}.
\]
\[
(t, \ell) = \frac{\beta^2 T^2 + 3\beta^2 T^2 + \beta T}{6C\beta^2}, \quad (4.27)
\]
\[
W = (1, 1) - (1, \ell) = \frac{(\beta T) + 8(\beta T)^2 + 24(\beta T)^3}{48C\beta^2}.
\]

The variance of the estimate \( S^*(t) \) is given by the right-hand side of (4.20).

If the time series \( X(t) \) is assumed to be normal (or Gaussian), or if linear functionals \( (h, X)K \) may be assumed to be approximately normally distributed, then one may state a confidence band for the entire mean-value function \( m(t) \) as follows. Given a confidence level \( \alpha \), let \( K_\alpha(\alpha) \) denote the \( \alpha \) percentile of the \( X^2 \) distribution with \( q \) degrees of freedom; in symbols,
\[
P(X^2 \geq K_\alpha(\alpha)) = \alpha. \quad (4.28)
\]

In particular, for \( q = 2 \) and \( \alpha = 95 \) per cent, \( K_\alpha(\alpha) \) is approximately 6.

It can be shown that if the space \( M \) of possible mean-value functions has finite dimension \( q \), then the interval
\[
m^*(t) - \sqrt{K_\alpha(\alpha)} \sigma[m^*(t)] \leq m(t) \leq m^*(t) + \sqrt{K_\alpha(\alpha)} \sigma[m^*(t)], \quad (4.29)
\]
for all \( t \) in \( -\infty < t < \infty \), is a simultaneous confidence band for all values of the mean-value function with a level of significance not less than \( \alpha \); that is, if \( m(\cdot) \) is the true mean-value function, then (4.29) holds with a probability greater than or equal to \( \alpha \).

5. Iterative Evaluation of Reproducing-Kernel Inner Products

In this section we give an iterative method of evaluating the reproducing-kernel inner product \( (h, h)_K \) and corresponding random variable \( (h, X)_K \) that makes possible the approximate synthesis of an optimum linear communication or control system in the presence of noise for which the covariance kernel \( K \) can be of any form and can be known either analytically or numerically. The method to be described is a gradient method related to the method of steepest descent. For a general discussion of the role of such methods in solving integral equations, see Kantorovich ([25], Chap. III), and in solving partial differential equations and algebraic linear equations, see Forsythe and Wasow ([26], Sec. 2).
Let $K(s, t)$ be a covariance kernel, defined for $a \leq s, t \leq b$. Let $H(K)$ be the corresponding reproducing-kernel Hilbert space. Let $C(a, b)$ be the space of continuous functions on the interval $a$ to $b$.

For a given function $h$ in $H(K)$, it is of interest to develop methods of generating sequences $\{H_n\}$ of functions in $C(a, b)$ having the properties that

$$\lim_{n \to \infty} \mathbb{E}[| (X, h)_K - \int_a^b H_n(t)X(t) \, dt |^2] = 0, \quad (5.1)$$

$$\langle h, h \rangle_K = \lim_{n \to \infty} \int_a^b \int_a^b H_n(s)K(s, t)H_n(t) \, ds \, dt. \quad (5.2)$$

It is easily shown that sequences $\{H_n\}$ satisfying (5.1) and (5.2) exist. As in example 2B, let values $\lambda_n$ be the eigenvalues (arranged in decreasing order, $\lambda_1 \geq \lambda_2 \geq \cdots$) and let $\varphi_n(\cdot)$ be the corresponding eigenfunctions of the kernel $K(s, t)$. Then a function $h$ belongs to $H(K)$ if and only if

$$\int_a^b | h(t) |^2 = \sum_{n=1}^\infty \left| \int_a^b h(t)\varphi_n(t) \, dt \right|^2$$

and

$$\langle h, h \rangle_K = \sum_{n=1}^\infty \frac{1}{\lambda_n} \left| \int_a^b h(t)\varphi_n(t) \, dt \right|^2 < \infty. \quad (5.3)$$

Consequently, define

$$H_n(t) = \sum_{k=1}^n \varphi_k(s) \frac{1}{\lambda_k} \int_a^b h(s)\varphi_k(s) \, ds. \quad (5.4)$$

Clearly $H_n(\cdot)$ belongs to $C(a, b)$.

It may be verified that

$$\int_a^b \int_a^b H_n(s)K(s, t)H_n(t) \, ds \, dt = \sum_{k=1}^n \frac{1}{\lambda_k} \left| \int_a^b h(t)\varphi_k(t) \, dt \right|^2 \quad (5.5)$$

and

$$\int_a^b H_n(t)X(t) \, dt = \sum_{k=1}^n \frac{1}{\lambda_k} \int_a^b h(s)\varphi_k(s) \, ds \int_a^b X(t)\varphi_k(t) \, dt. \quad (5.6)$$

Therefore the sequence defined by (5.4) satisfies (5.1) and (5.2). It is not computationally convenient, however, to use (5.4), inasmuch as it involves the calculation of eigenvalues and eigenfunctions.
Define a transformation $T$ on functions $H$ in $C(a, b)$ as follows:

$$TH(t) = \int_a^b H(s)K(s, t) \, ds, \quad a \leq t \leq b. \quad (5.7)$$

It can be proved that

$$\int_a^b H(t)X(t) \, dt = (TH, X)_K, \quad (5.8)$$

$$\int_a^b \int_a^b H(s)K(s, t)H(t) \, ds \, dt = (TH, TH)_K. \quad (5.9)$$

Next, define a sequence of functions $H_n$ as follows: Let $\alpha$ be a constant to be specified. Let $H_0(t) = 1$, or some other function in $C(a, b)$. For $n \geq 1$, let

$$H_{n+1} = H_n - \alpha(TH_n - h). \quad (5.10)$$

We claim that if $\alpha$ is chosen in an interval specified by (5.18) or (5.21), then the sequence $H_n$ defined by (5.10) satisfies (5.1) and (5.2). To prove this assertion it suffices to show that

$$E[|h, X)_K - (TH_n, X)_K|^2] = \|h - TH_n\|_K^2 \to 0 \quad \text{as } n \to \infty. \quad (5.11)$$

From (5.10) we may write

$$TH_{n+1} - h = (TH_n - h) - \alpha(T(TH_n - h)) = (I - \alpha T) (TH_n - h), \quad (5.12)$$

where $I$ is the identity operator, $Ih(t) = h(t)$. From (5.12) it follows that, for $n \geq 0$,

$$TH_n - h = (I - \alpha T)^n(TH_0 - h). \quad (5.13)$$

We next note that for any function $g$ in $H(K)$,

$$g(t) = \sum_{n=1}^{\infty} \varphi_n(t) \int_a^b \varphi_n(s)g(s) \, ds, \quad (5.14)$$

$$Tg(t) = \sum_{n=1}^{\infty} \lambda_n \varphi_n(t) \int_a^b \varphi_n(s)g(s) \, ds, \quad (5.15)$$

$$\| (I - \alpha T)g \|_K^2 = \sum_{n=1}^{\infty} \frac{1}{\lambda_n} \left\{ \int_a^b \varphi_n(s)g(s) \, ds \right\}^2 \{1 - \alpha \lambda_n\}^2. \quad (5.16)$$

Leonov gives an iterative procedure similar to the one given here in his very interesting paper [27], which he correctly describes as the first application of the methods of functional analysis to the problem of determining the weight function of an optimal system. Although he mentions the problem of establishing the convergence of the procedure, the proof he sketches does not seem to be satisfactory.
Defining \( g = TH_n - h \) and \( \gamma_n = \int_a^b \varphi_n(s)g(s) \, ds \), from (5.13) and (5.16) we have

\[
\|TH_n - h\|_K^2 = \sum_{m=1}^{\infty} \frac{1}{\lambda_m} \gamma_m^2 \{1 - \alpha_m\}^{2n}.
\] (5.17)

Let \( \alpha \) be chosen so that, for every integer \( m \),

\[-1 < 1 - \alpha \lambda_m < 1 \quad \text{or} \quad 0 < \alpha < 2/\lambda_m.\] (5.18)

If (5.18) holds, then for any integer \( M \)

\[
\|TH_n - h\|_K^2 \leq \sum_{m=1}^M \frac{1}{\lambda_m} \gamma_m^2 \{1 - \alpha \lambda_m\}^{2n} + \sum_{m=M+1}^{\infty} \frac{1}{\lambda_m} \gamma_m^2,
\] (5.19)

which tends to 0 as we first let \( n \) tend to \( \infty \), and then let \( M \) tend to \( \infty \) [note that the last term in (5.19) is the remainder term of a convergent series]. We have thus shown that if (5.18) is satisfied, then (5.11) holds. Further, the procedure converges monotonically, in the sense that

\[
\|TH_{n+1} - h\|_K \leq \|TH_n - h\|_K.
\] (5.20)

If \( M \) is a constant such that \( \max_m \lambda_m < M \), then (5.18) is satisfied if we choose \( \alpha \) so that

\[
0 < \alpha \leq 2/M.
\] (5.21)

A convenient choice for \( M \) is

\[
M = \sum_{m=1}^{\infty} \lambda_m = \int_a^b K(t, t) \, dt.
\] (5.22)

It should be remarked that (5.19) implies that

\[
\lim_{n \to \infty} \int_a^b |(TH_n - h)(t)|^2 \, dt = 0,
\] (5.23)

since, for any \( g \in H(K) \),

\[
|g(t)|^2 \leq \|g\|_K^2 K(t, t),
\]

\[
\int_a^b |g(t)|^2 \leq \|g\|_K^2 \int_a^b K(t, t) \, dt.
\] (5.24)

The iterative method given by (5.10) undoubtedly does not converge very quickly. Other iterative methods (such as an analogue of the conjugate gradient method [28]) can be developed and should be studied.
Let $\{X(t), t \in T\}$ be a time series of the form
\begin{equation}
X(t) = m(t) + Y(t).
\end{equation}
(6.1)

It is assumed that $Y(t)$ is a time series with known mean-value and covariance functions:
\begin{equation}
E[Y(t)] = 0, \quad E[Y(s)Y(t)] = R_Y(s, t).
\end{equation}
(6.2)

It is assumed that $m(t)$ is of the form
\begin{equation}
m(t) = \beta_1w_1(t) + \cdots + \beta_qw_q(t),
\end{equation}
(6.3)

where the functions $w_1, \cdots, w_q$ are known, and $\beta_1, \cdots, \beta_q$ are random variables independent of $\{Y(t), t \in T\}$ with known means
\begin{equation}
\mu_j = E[\beta_j], \quad j = 1, \cdots, q,
\end{equation}
(6.4)

and covariance matrix $\Gamma = \{\Gamma_{ij}\}$, where, for $i, j = 1, \cdots, q$,
\begin{equation}
\Gamma_{ij} = \text{Cov}[\beta_i, \beta_j].
\end{equation}
(6.5)

We call the foregoing set of assumptions the case of random regression coefficients.

The problem of estimating (or predicting) the value of $m(t)$ under the assumption of random regression coefficients has been considered by Lanning and Battin ([14], pp. 305–309) and Bendat ([29], Chap. 9). We here consider the more general problem of estimating a parametric function
\begin{equation}
\psi(\beta) = \psi_1\beta_1 + \cdots + \psi_q\beta_q.
\end{equation}
(6.6)

Strictly speaking, the problem before us is one of pure prediction. The minimum mean-square error predictor of the random variable $\psi(\beta)$, given the observations $X(t), t \in T$, is the projection $E^*[\psi(\beta) \mid X(t), t \in T]$. Consequently, our aim in this section is to give an explicit formula for the projection.

One answer to this problem was given in Section 2, namely
\begin{equation}
E^*[\psi(\beta) \mid X(t), t \in T] = (\rho, X)_{\Gamma_X},
\end{equation}
(6.7)

where
\begin{equation}
R_X(s, t) = E[X(s)X(t)], \quad \rho(t) = E[\psi(\beta)X(t)].
\end{equation}
(6.8)
We easily verify that
\[ R_x(s, t) = E[m(s)m(t)] + E[Y(s)Y(t)] \]
\[ = \sum_{i=1}^{q} w_i(s)(\Gamma_{jk} + \mu_j\mu_k)w_k(t) + R_Y(s, t), \tag{6.9} \]
\[ p(t) = E[\psi(\beta)X(t)] = \sum_{i,j=1}^{q} \psi_j(\Gamma_{jk} + \mu_j\mu_k)w_k(t). \tag{6.10} \]

We now propose to obtain an expression for the best estimate of \( \psi(\beta) \) in terms of the reproducing-kernel inner product corresponding to \( R_Y \), and the matrices
\[ \Gamma = \{ \Gamma_{ij} \}, \quad K = \{ K_{ij} \}, \quad K_{ij} = \langle w_i, w_j \rangle_{R_Y}. \tag{6.11} \]

**Theorem 6.1.** The minimum mean-square error linear predictor of
\[ \psi(\beta) = \psi_1\beta_1 + \cdots + \psi_q\beta_q, \tag{6.12} \]
given the observations \( \{ X(t), t \in T \} \), is
\[ \psi(\beta^*) = \psi_1\beta_1^* + \cdots + \psi_q\beta_q^*, \tag{6.13} \]
where
\[ \begin{bmatrix} \beta_1^* \\ \vdots \\ \beta_q^* \end{bmatrix} = (\Gamma^{-1} + K)^{-1} \begin{bmatrix} (w_1, X)_{R_Y} \\ \vdots \\ (w_q, X)_{R_Y} \end{bmatrix} + \Gamma^{-1} \begin{bmatrix} \mu_1 \\ \vdots \\ \mu_q \end{bmatrix}. \tag{6.14} \]

The estimates \( \beta_1^*, \ldots, \beta_q^* \) have covariance matrix
\[ \{ \text{Cov} [\beta_j^*, \beta_k^*] \} = \Gamma K (\Gamma^{-1} + K)^{-1}, \tag{6.15} \]
and mean-square error matrix
\[ \{ E[ (\beta_j^* - \beta_j)(\beta_k^* - \beta_k) ] \} = (\Gamma^{-1} + K)^{-1}. \tag{6.16} \]

**Application.** To understand the meaning of Theorem 6.1, let us consider the case \( q = 1 \). We then observe that \( X(t) = \beta w(t) + Y(t) \), where \( Y(t) \) satisfies (6.2), \( w(t) \) is a known function, and \( \beta \) is a random variable (independent of \( Y(t), t \in T \)) with mean \( \mu \) and variance \( \sigma^2 \).
The minimum mean-square error linear predictor of $\beta$ is

$$
\beta^* = \frac{\mu}{\sigma^2 + (w, X)_R}
\frac{1}{\sigma^2 + (w, w)_R},
$$

(6.17)

$$
\text{Var}[\beta^*] = \frac{\sigma^2 (w, w)_R}{\sigma^2 + (w, w)_R},
$$

(6.18)

$$
E[|\beta^* - \beta|^2] = \text{Var}[\beta] - \text{Var}[\beta^*] = \left\{\frac{1}{\sigma^2 + (w, w)_R}\right\}^{-1}.
$$

(6.19)

On the other hand, if $\beta$ is assumed to be an unknown constant rather than a random variable, then the minimum mean-square error unbiased linear estimate of $\beta$ is

$$
\beta^* = \frac{(w, X)_R}{(w, w)_R},
$$

(6.20)

$$
E_\beta[|\beta^* - \beta|^2] = \text{Var}_\beta[\beta^*] = \frac{1}{(w, w)_R}.
$$

(6.21)

One sees that for $\mu = 0$ and $\sigma$ very large, (6.17) and (6.20) yield approximately the same expression for $\beta^*$. This result was previously obtained by Lanning and Battin ([14], p. 309).

**Proof of Theorem 6.1.** Let us write $\text{tr}$ to denote transpose, and define vectors $\mu, \beta, \beta^*, w(t)$ in the obvious manner; for example, $\psi^\nu = (\psi_1, \cdots, \psi_2)$. To prove (6.13), it suffices to prove that for every $t$ in $T$ we have

$$
E[\beta X(t)] = E[\beta^* X(t)].
$$

(6.22)

Let $A$ be the second-moment matrix of $\beta$, defined by $A = \Gamma + \mu \psi^\nu$. Clearly we have

$$
E[\beta X(t)] = Aw(t).
$$

To evaluate the right-hand side of (6.22), let us write

$$
\beta^* = (\Gamma^{-1} + K)^{-1} V + \mu,
$$
where $V^w = (V_1, \ldots, V_p)$, $V_\tau = (w, X - E[X]_\tau)$, and $E[X]$ is the function of $t$ defined by $E[X](t) = \mu w(t)$. It may be verified that

$$
E[VX(t)] = (K\Gamma + I)w(t) = (\Gamma^{-1} + K)\Gamma w(t),
$$
$$
E[\beta^*X(t)] = \Gamma w(t) + \mu \mu^* w(t) = \Lambda w(t).
$$

The proof of (6.22) is complete. To prove (6.15), verify that

$$
\{\text{Cov} [\beta^*_j, \beta^*_k]\} = (\Gamma^{-1} + K)^{-1}E[VV^w](\Gamma^{-1} + K)^{-1},
$$
$$
E[VV^w] = (K\Gamma + I)K = (\Gamma^{-1} + K)\Gamma K.
$$

To prove (6.16), verify that

$$
\{E[(\beta^*_j \beta^*_k) - (\beta^*_l \beta^*_m)]\} = \{\text{Cov} [\beta^*_j, \beta^*_k]\} - \{\text{Cov} [\beta^*_j, \beta^*_m]\}
= \Gamma - \Gamma K(\Gamma^{-1} + K)^{-1}
= \{\Gamma(\Gamma^{-1} + K) - \Gamma K\}(\Gamma^{-1} + K)^{-1}
= (\Gamma^{-1} + K)^{-1}.
$$

7. Minimum-Variance Linear Unbiased Prediction

Let $\{X(t), t \in T\}$ be a time series of which the proper covariance function,

$$
K(s, t) = \text{Cov} [X(s), X(t)],
$$

is known. The mean-value function $m(t) = E[X(t)]$ is known only to be a member of a class $M$ of possible mean-value functions, where $M$ is a subset of the reproducing-kernel Hilbert space $H(K)$ corresponding to $K$. To make the discussion concrete we assume that $M$ consists of all functions $m(t)$ of the form

$$
m(t) = \beta_1 w_1(t) + \ldots + \beta_p w_p(t),
$$

where the functions $w_1, \ldots, w_p$ are known.

Let $Z$ be a random variable for which we know the variance $\text{Var}[Z]$ and the covariance

$$
\rho_Z(t) = \text{Cov} [Z, X(t)].
$$

The mean of $Z$ depends on the true mean-value function as follows:

$$
E[Z] = (h, m)_K \quad \text{for every } m \in M,
$$

$$
E[\beta^*X(t)] = \Gamma w(t) + \mu \mu^* w(t) = \Lambda w(t).
$$
for some \( h \) in \( H(K) \). If \( M \) consists of all functions of the form (7.2), then
\[
E[Z] = \psi \beta_1 + \cdots + \psi \beta_q
\]
(7.5)
for some known constants \( \psi_1, \cdots, \psi_q \).

One case of particular importance is \( Z = X(t_0) \), where \( t_0 \) does not belong to \( T \); then \( \psi_j = w_j(t_0) \) for \( j = 1, \cdots, q \).

It is desired to predict \( Z \), given the observations \( \{ X(t), t \in T \} \).

Now if the means \( E[X(t)] \) and \( E[Z] \) were known, then the minimum variance linear predictor \( Z^* \) of \( Z \) would satisfy
\[
Z^* - E[Z] = (\rho_Z, X - m)_K
\]
(7.6)
from which it follows that
\[
Z^* = (\rho_Z, X)_K + \sum_{i=1}^q \beta_i \psi_i - \sum_{i=1}^q \beta_i(\rho_Z, w_i)_K.
\]
(7.7)

One might think it plausible in the case of unknown means that the minimum-variance unbiased linear predictor is given by
\[
Z^* = (\rho_Z, X)_K + \sum_{i=1}^q \beta_i^* \psi_i - (\rho_Z, w_i)_K,
\]
(7.8)
where \( \beta_1^*, \cdots, \beta_q^* \) are any solution of the "normal equations" given in (4.14). We now show that this conjecture is correct.

**Theorem 7.1.** Let \( \{ X(t), t \in T \} \) have known proper covariance kernel \( K \), and unknown mean-value function \( m \) belonging to a subspace \( M \) of \( H(K) \). Let \( Z \) be a random variable with cross-covariance function \( \rho_Z(t) = \text{Cov}[Z, X(t)] \) and let its mean, for each \( m \) in \( M \), be given by \( E_m[Z] = (h, m)_K \), where \( h \) belongs to \( H(K) \). The minimum-variance linear unbiased predictor \( Z^* \) of \( Z \), given the observations \( \{ X(t), t \in T \} \), is
\[
Z^* = (X, \rho_Z)_K + (X, E^*[h - \rho_Z | M])_K,
\]
(7.9)
with mean-square error of prediction
\[
\]
(7.10)

**Remark.** A linear estimate \( (X, g)_K \) is said to be an unbiased linear predictor of \( Z \), if for all \( m \) in \( M \) we have
\[
E_m[(X, g)_K] = (m, g)_K = (m, h)_K = E_m[Z].
\]
(7.11)
The notion of unbiased linear prediction was first considered by Dolph and Woodbury [30].
Proof. The mean-square error of prediction of an unbiased linear estimate of $Z$ is given, independently of $m$, by

$$
E \left[ |Z - (X, g)_{K}|^2 \right] = \text{Var}[Z - (X, g)_{K}]
= \text{Var}[Z] + \text{Var}[(X, g)_{K}]
- 2 \text{Cov}[Z, (X, g)_{K}].
$$

(7.12)

It may be shown that $\rho_{Z}$ belongs to $H(K)$ and that

$$
\text{Cov}[Z, (X, g)_{K}] = (\rho_{Z}, g)_{K}.
$$

(7.13)

In view of (7.13), we can write

$$
E \left[ |Z - (X, g)_{K}|^2 \right] = \text{Var}[Z] + (g, g)_{K} - 2(\rho_{Z}, g)_{K}
= \text{Var}[Z] - \|\rho_{Z}\|_{K}^2 + \|g - \rho_{Z}\|_{K}^2.
$$

(7.14)

Letting $g = \rho_{Z} + f$, we see that the best predictor is given by

$$
Z^* = (X, \rho_{Z} + f)_{K},
$$

where $f$ is the function of minimum norm $\|f\|_{K}$ satisfying the constraints

$$(m, f)_{K} = (m, h - \rho_{Z})_{K} \quad \text{for all } m \text{ in } M.
$$

(7.15)

It is clear that $f = E^*[h - \rho_{Z}] M$. The proof of Theorem 7.1 is now complete.

Let us now exhibit an explicit formula for the best predictor $X^*(t)$ of $X(t)$, for $t$ not in $T$. From Theorem 7.1, it follows that if $m(t)$ is of the form of (7.2), then

$$
WX^*(t) = - \left| \begin{array}{cccc}
(w_1, w_1)_{K} & \cdots & (w_1, w_\ell)_{K} & (X, w_1)_{K} \\
(w_\ell, w_1)_{K} & \cdots & (w_\ell, w_\ell)_{K} & (X, w_\ell)_{K} \\
d_1(t) & \cdots & d_\ell(t) & (X, K(\cdot, t)_{K}) \\
\end{array} \right|,
$$

where

$$
d_j(t) = w_j(t) - (w_j, K(\cdot, t))_{K},
$$

(7.18)

$$
d(t) = K(t, t) - (K(\cdot, t), K(\cdot, t))_{K},
$$

(7.19)

$$
W = \left| \begin{array}{cccc}
(w_1, w_1)_{K} & \cdots & (w_1, w_\ell)_{K} \\
(w_\ell, w_1)_{K} & \cdots & (w_\ell, w_\ell)_{K} \\
\end{array} \right|.
$$

(7.20)
8. Decision Theoretic Extensions

The problems considered in the foregoing discussion have all involved linear estimates chosen according to a criterion expressed in terms of mean-square error. Nevertheless the mathematical tools developed continue to play an important role if one desires to develop communication theory from the viewpoint of statistical decision theory or any other theory of statistical inference (see [31], [32], [33]). All modern theories of statistical inference take as their starting point the idea of the probability density function of the observations. Thus in order to apply any principle of statistical inference to communication problems, it is first necessary to develop the notion of the probability density function (or functional) of a stochastic process. In this section we state a result showing how one can write a formula for the probability density functional of a stochastic process that is normal (Gaussian).

Given a normal time series \( \{X(t), t \in T\} \) with known covariance function

\[
K(s, t) = \text{Cov}[X(s), X(t)]
\]  

(8.1)

and mean-value function \( m(t) = E[X(t)] \), let \( P_0 \) be the probability measure induced on the space of sample functions of the time series. Next, let \( m_1 \) and \( m_2 \) be two functions, and let \( P_1 \) and \( P_2 \) be the probability measure induced by normal time series with the same covariance kernel \( K \) and with mean-value functions equal to \( m_1 \) and \( m_2 \), respectively. By the Lebesgue decomposition theorem it follows that there is a set \( N \) of \( P_1 \)-measure 0 and a nonnegative \( P_1 \)-integrable function, denoted by \( dP_2/dP_1 \), such that, for every measurable set \( B \) of sample functions,

\[
P_2(B) = \int_B \frac{dP_2}{dP_1} dP_1 + P_2(BN).
\]  

(8.2)

If \( P_2(N) = 0 \), then \( P_2 \) is absolutely continuous with respect to \( P_1 \), and \( dP_2/dP_1 \) is called the probability density function of \( P_2 \) with respect to \( P_1 \). Two measures that are absolutely continuous with respect to one another are called equivalent. Two measures \( P_1 \) and \( P_2 \) are said to be orthogonal if there is a set \( N \) such that \( P_1(N) = 0 \) and \( P_2(N) = 1 \).

It has been proved, independently by various authors under various hypotheses (for references, see [24], Sec. 6), that two normal probability measures are either equivalent or orthogonal. From the point of view of obtaining an explicit formula for the probability density function, the following formulation of this theorem is useful.
THEOREM (Parzen [24]). Let $P_m$ be the probability measure induced on the space of sample functions of a time series $\{X(t), \ t \in T\}$ with covariance kernel $K$ and mean-value function $m$. Assume that either (a) $T$ is countable or (b) $T$ is a separable metric space, $K$ is continuous, and the stochastic process $\{X(t), \ t \in T\}$ is separable. Let $P_0$ be the probability measure corresponding to the normal process with covariance kernel $K$ and mean-value function $m(t) = 0$. Then $P_m$ and $P_0$ are equivalent or orthogonal, depending on whether $m$ does or does not belong to the reproducing-kernel Hilbert space $H(K)$. If $m \in H(K)$, then the probability density functional of $P_m$ with respect to $P_0$ is given by

$$f(X, m) = \frac{dP_m}{dP_0} = \exp \left\{ \frac{1}{2} (X, m)_K - \frac{1}{2} (m, m)_K \right\}. \quad (8.3)$$

Using the concrete formula for the probability density functional of a normal process provided by (8.3), we have no difficulty in applying the concepts of classical statistical methodology to problems of inference on normal time series.
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Adaptive Matched Filters†

THOMAS KAILATH

1. Introduction

There has been a considerable interest in the field of adaptive systems in the past few years [1], [2]. Since the subject is still relatively new, few optimally adaptive systems have been found. In fact, there is still discussion [3] of the characteristics and properties that entitle a system to be called "adaptive."

We have encountered, as a result of some studies in communication through randomly varying media, an "optimum" receiver that we feel qualifies as an adaptive system. The adaptive features of this system materialized from direct calculation of the optimum receiver and were not inserted on the basis of any intuitive or heuristic arguments. Nevertheless, our directly, if somewhat fortuitously, obtained adaptive receiver enables us to compare some of its characteristics with intuitive ideas and guesses regarding its detailed adaptive and optimal nature. This leads us to some interesting conclusions; not surprisingly, we find that intuitive extrapolations and guesses about optimal adaptive procedures are not always confirmed mathematically.

The problem we shall examine is depicted in Figure 1, where one of a set of known signals $x^{(k)}(t)$ of finite duration is transmitted through a random linear time-variant channel operator, or filter, $A$. The result is a waveform, $z^{(k)}(t)$, which is further corrupted by additive noise, $n(t)$.

† This work was sponsored in part by the U.S. Army Signal Corps, the Air Force Office of Scientific Research, and the Office of Naval Research. The paper is based on work being done in partial fulfillment of the requirements for the degree of Doctor of Science in the Department of Electrical Engineering at the Massachusetts Institute of Technology. The author wishes to express his gratitude to Dr. R. Price of Lincoln Laboratory, M.I.T., and to Professors J. M. Wozencraft and W. M. Siebert of the Department of Electrical Engineering, M.I.T., for helpful discussions.
before becoming available to the receiver. The final received signal is called \( y(t) \). Let \( T \) denote the duration, or the interval of observation, of \( y(t) \). We then define the optimum receiver, in the sense of Woodward [4], as being one that computes the set of a posteriori probabilities \( \{ p(x^{(k)}(t) \mid y(t) \} \} \), or functions that are monotonically related to these probabilities.

The term "optimum" merits some explanation. Woodward has shown that all the information concerning the transmitted signals that is present in the received signal \( y(t) \) is contained in the set of a posteriori probabilities \( \{ p(x^{(k)}(t) \mid y(t) \} \} \). These probabilities can then be weighted and combined according to different criteria [5], [6]—for example, Neyman–Pearson, ideal observer, and minimum average risk—to make the final decision as to which signal \( x^{(k)}(t) \) was actually present. In

![Fig. 1. The communication system.](image)

Figure 1, the box marked \( D \) denotes this latter processing. We shall consider only how to obtain a posteriori probabilities, and this will define our optimum receiver.

Our first task in the following discussion will be to set up a model for the channel and signals. After setting up this model, we are able to state our assumptions more definitely and then to proceed to the computation of the optimum receiver. A discussion of some of the adaptive features of this receiver is given in Section 4. This leads to the derivation of the "Rake" system, which employs a practically demonstrated adaptive receiver that is designed on the basis of the previous mathematical theory, tempered by some heuristic ideas combined with engineering balance and judgment. In Sections 1 through 5, we are concerned only with detection in a single time interval. In Section 6 we shall discuss some questions connected with the step-by-step detection of successive signals transmitted through a channel having a long memory, that is, a channel with statistical dependencies extended in time for periods considerably greater than a single-waveform duration. In the concluding Section 7 we give a detailed summary of the paper. This section may profitably be read before beginning Section 2. Finally, in Appendix A we derive the Wiener minimum-variance esti-
mator, and in Appendix B we give results for a threshold or weak (defined more precisely by Equation (5.4)) signal case.

Because of the general nature of this symposium, most of the participants not being communication theorists, we have included much tutorial material, which has had to be drawn from previously published papers by the author. However, the material in the latter half of Section 4, in Sections 5 and 6, and in Appendix B is largely new.

2. A Model for the Channel

The channel operator $A$ is assumed to be a linear time-variant filter. No restriction is placed on its memory or rate of variation. We shall replace the continuous channel by a discrete approximation, thus converting it into a sampled-data channel. This is done chiefly for convenience in analysis and interpretation; the same results can be obtained by using Grenander's method of observable coordinates [7], [8], as has already been done to some extent by Davis [9] and Helstrom [10]. We might also point out that in these days of increasing digital-computer usage, not only are such sampled-data channels becoming increasingly important but it is often almost mandatory to replace continuous channels by their discrete approximations. The solution for the continuous case, which we shall not discuss here, can usually be found as the limit in the mean, as the sampling density becomes infinite, of the finite discrete solution. A discussion of some of the mathematical problems involved is given in [7] and [8].

In setting up the discrete model, the first step is to obtain a discrete analogue of the convolution integral

$$z(t) = \int_{0}^{t} a(t - \tau, \tau) x(\tau) d\tau,$$

(2.1)

where $a(\tau, \tau)$ is the impulse response of the filter, that is, the response of the filter measured at time $t$ to an impulse input $\tau$ seconds ago. We shall assume that $a(\tau, \tau) = 0$ for $\tau < 0$, so that the filter can be physically realized. The input to the filter is $x(t)$, with $x(t) = 0$ for $t < 0$. A discrete approximation to (2.1) can be written

$$z(m) = \sum_{k=0}^{m} a(m - k, m)x(k),$$

(2.2)

where we choose the samples on a suitable time scale, one unit apart.

A convenient interpretation of (2.2) is given by the sampled-data delay line filter shown in Figure 2. This "multipath" model serves as a convenient discrete approximation to the actual channel. We should note that this model, with its uniform tap arrangement, does not need
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Fig. 2. A simple delay-line channel model.

to bear any direct structural relationship to the actual channel configuration, though in some cases—for example, channels with paths at known delays—it is convenient to make them coincide.

We now introduce matrix notation and rewrite (2.2) in the form

$$ z = Ax, \quad (2.3) $$

where $x$ and $z$ are column matrices of the sample values of $x(t)$ and $z(t)$, and $A$ represents the channel. (Boldface symbols will be used throughout this chapter to denote matrices.) As an illustration, let us consider a three-tap channel. Then we have

$$ \begin{bmatrix} z_0 \\ z_1 \\ z_2 \\ z_3 \end{bmatrix} = \begin{bmatrix} a_0(0) & 0 \\ a_1(1) & a_0(1) \\ a_2(2) & a_1(2) \\ 0 & a_2(3) \end{bmatrix} \begin{bmatrix} x_0 \\ x_1 \\ x_2 \\ x_3 \end{bmatrix}. \quad (2.4) $$

We shall write $a_k(m) = a(m, k)$ as $a_{km}$ for convenience. Notice that the matrix has all zeros above the main diagonal. This reflects the realizability condition: no output before an input.

We can rewrite (2.4) with the roles of channel and signal interchanged [11],

$$ \begin{bmatrix} z_0 \\ z_1 \\ z_2 \\ z_3 \end{bmatrix} = \begin{bmatrix} x_0 & 0 & 0 & 0 & 0 & 0 & \ldots \\ 0 & x_1 & x_2 & 0 & 0 & 0 & \ldots \\ 0 & 0 & 0 & x_1 & x_2 & 0 & \ldots \\ 0 & 0 & 0 & 0 & 0 & x_1 & \ldots \\ \end{bmatrix} \begin{bmatrix} a_{00} \\ a_{01} \\ a_{11} \\ a_{12} \\ a_{22} \\ a_{23} \end{bmatrix}, \quad (2.5) $$
z = Xa,

(2.6)

where X is a matrix in which the elements are sample values of x(t), and z is a matrix in which the sample values belonging to each tap are arranged sequentially in a column. The advantage of rewriting the convolution formula in this way is that it enables us to compute the covariance matrix of z, \( \Phi_{zz} \), in a straightforward fashion. Thus, if we assume that the tap functions are composed of a mean component \( \alpha(t) \) and a zero mean random component \( \alpha'(t) \), then we can write, with an obvious notation,

\[
\begin{align*}
z &= z_r + \tilde{z} = A'x + \tilde{A}x = Xa'r + X\tilde{a}.
\end{align*}
\]

(2.7)

Now the covariance matrix of z is given by

\[
\Phi_{zz} = (z - \bar{z})(z - \bar{z})^t = (z_r)(z_r)^t
\]

(2.8)

\[
= X\bar{a}' a'_r X^t = X\Phi_{AA}X^t.
\]

(2.9)

The bar denotes an ensemble average over the random processes controlling the taps, and \( t \) denotes the transpose of the matrix. To illustrate again, using for notational simplicity only two taps and deleting the superscript \( r \), we have

\[
\Phi_{zz} = \begin{bmatrix}
x_0 & 0 & 0 & 0 \\
0 & x_1 & x_0 & 0 \\
0 & 0 & 0 & x_1 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
a_{00}^2 & a_{00}a_{01} & a_{00}a_{11} & a_{00}a_{12} \\
a_{01}a_{00} & a_{01}^2 & a_{01}a_{11} & a_{01}a_{12} \\
a_{11}a_{00} & a_{11}a_{01} & a_{11}^2 & a_{11}a_{12} \\
a_{12}a_{00} & a_{12}a_{01} & a_{12}a_{11} & a_{12}^2 \\
\end{bmatrix}
\]

(2.10)

Notice that \( \Phi_{AA} \) can be conveniently partitioned, as shown, into blocks representing the self- and crossvariances of the sample values of the different tap functions. Thus, if the tap functions were statistically independent, all “off-diagonal” blocks would be zero. The covariance matrices \( \Phi_{AA} \) and \( \Phi_{zz} \) are either positive semidefinite or positive definite. If they are positive semidefinite, we have singular covariance matrices; examples are provided by random time-invariant channels [11].
A more detailed discussion of the channel model—including a discussion of time-invariant channels, narrow-band channels, multi-link (for example, diversity) and/or multidimensional (for example, optical) channels is given in [11] and [12].

3. Assumptions for the Problem

Using the discrete model and the matrix notation, we can write (see Fig. 1)

\[
y = z^{(k)} + n = \mathbf{A}x^{(k)} + n = \mathbf{A}x^{(k)} + \mathbf{n}, \tag{3.1}
\]

where \(x^{(k)}\) represents the \(k\)th transmitted signal and \(y\) represents the received signal. Our major assumptions will be the following: (a) The output signal \(z^{(k)}\) has a Gaussian distribution for each \(k\). (b) The noise \(n\) is also Gaussian, not necessarily white for the present discussion.† (c) The noise has zero mean and a nonsingular covariance matrix \(\Phi_{nn}\). (d) The noise \(n\) and the output signal \(z^{(k)}\) are statistically independent for all \(k\). (e) The statistics of \(z^{(k)}\) and \(n\) are known a priori.

Under our assumptions, for each \(x^{(k)}\), \(y\) is a Gaussian signal with mean \(\mathbb{E}(z^{(k)}) = \mathbf{A}x^{(k)}\) and covariance matrix \(\Phi_{yy}^{(k)} = \Phi_{xx}^{(k)} + \Phi_{nn}\). Since the sum of a positive definite and a positive semidefinite quadratic form is always positive, the covariance matrix \(\Phi_{yy}^{(k)}\) is nonsingular even when \(\Phi_{xx}^{(k)}\) is singular. We may therefore (see [13]) write

\[
p(y \mid x^{(k)}) = \left(\frac{1}{2\pi}\right)^{N/2} \frac{1}{|\Phi_{yy}^{(k)}|^{1/2}} \cdot \exp \left[ -\frac{1}{2} \left( y - \mathbb{E}(z^{(k)}) \right) \left( \Phi_{yy}^{(k)} \right)^{-1} \left( y - \mathbb{E}(z^{(k)}) \right) \right], \tag{3.2}
\]

where \(N\), the number of samples in the vector \(y\), is related to the duration, say \(T\) seconds, of the observation \(y(t)\). \(|\Phi_{yy}|\) denotes the determinant of \(\Phi_{yy}\). Thus far, no assumptions as to the channel or the noise being stationary are required. These specifications cover a wide variety of channels, particularly in scatter-multipath communications. Of course, our assumptions also exclude several types of channels, especially those with paths for which the delays fluctuate randomly, because then the \(z^{(k)}\) no longer have Gaussian statistics. We can show, however, that for threshold conditions our results hold for arbitrary channel statistics, provided the noise is Gaussian [11], [14]. (See also

† In the present discrete formulation, noise will be called "white" if samples of it have equal variance and are uncorrelated.
Appendix B.) We should also mention that many of the results obtained apply to the detection of Gaussian signals in Gaussian noise.

In fact, for these results the filter A need not be linear as long as it yields a Gaussian random function $z^{(k)}$ when $x^{(k)}$ is the input. However, the assumption of linearity enables us to obtain more explicit results for communication channels (see the following and [11]).

4. The Optimum Receiver

In [11] a fairly comprehensive discussion of optimum receiver structures obtained directly by using (3.2) has been given. Here we are interested only in one particular structure, namely, that having the estimator-correlator property mentioned in Section 1. We shall therefore give the estimator-correlator derivation here only for the restricted case of additive white Gaussian noise,† and for variety we shall use a different method of proof from that given earlier [15].

**Computation of A Posteriori Probabilities**

As stated in Section 1, the optimum receiver essentially computes the set of a posteriori probabilities $p(x^{(k)} | y)$. We shall show how to obtain one of these, say $p(x^{(k)} | y)$. If we use Bayes' rule and assume that the a priori probabilities $p(x^{(k)})$ are known, then what we essentially have to compute is the "forward" probability $p(y | x^{(k)})$. For this we have‡

$$p(y | x) = \int_{-\infty}^{\infty} p(y | xa)p(a) da. \quad (4.1)$$

Since $y = xa + n$, where $a$ has a Gaussian distribution with mean $\bar{a}$ and covariance matrix $\Phi_{AA}$, and where $n$ has zero mean and covariance matrix $N_0I$ ($I$ is the identity matrix), (4.1) can be rewritten

$$p(y | x) = \frac{1}{(2\pi)^{N_0/2}} \frac{1}{\Phi_{AA}^{1/2}} Q(y | x),$$

where

$$Q(y | x) = \int_{-\infty}^{\infty} \exp \left( -\frac{1}{2} \left\{ (y - xa^r - x\bar{a}) N_0^{-1} (y - xa^r - x\bar{a}) \right. \\
+ a^r \Phi_{AA}^{-1} a \right) da. \quad (4.2)$$

† The colored-noise case may be reduced easily to the white-noise case by means of whitening filters [15].
‡ The superscript $k$ has been dropped for convenience but will be restored whenever necessary to avoid confusion.
The letters \( N \) and \( M \) denote the number of samples in the \( y \) and \( a \) vectors, respectively. We have here assumed that \( \Phi_{AA} \) is nonsingular; we shall show later how to handle the situation in which \( \Phi_{AA} \) is singular.

The integral can be evaluated using a result given in Cramér [13], and we finally get

\[
p(y \mid X) = K_1 \exp \left\{ -\frac{1}{N_0} \left( y - X \hat{a} \right)^T \left( X \left( \Phi_{AA}^{-1} + \frac{X^T X}{N_0} \right)^{-1} X (y - X \hat{a}) \right) \right\}
\]

where

\[
K_1 = \exp \left\{ -\frac{y^T y + \hat{a}^T X \hat{a}}{2N_0} - \frac{1}{(2\pi)^{M/2} N_0^{1/2}} \left| \Phi_{AA} \right|^{1/2} \right\}.
\]

This can be further rewritten as

\[
K_1 = \frac{1}{(2\pi)^{M/2} N_0^{1/2}} \exp \left[ -\frac{y^T y}{2N_0} \right] K_2^{(k)},
\]

where the superscript has been reintroduced to show that \( K_2 \) depends on \( k \). Now, restoring superscripts everywhere, we have

\[
p(X^{(k)} \mid y) = \frac{p(y \mid X^{(k)}) p(X^{(k)})}{\sum_k p(y \mid X^{(k)}) p(X^{(k)})}.
\]

In comparing the a posteriori probabilities, it is convenient first to take logarithms of these quantities, so that we have

\[
\Lambda^{(k)} = \frac{1}{2N_0} \left[ \frac{1}{N_0} (y - X^{(k)} \hat{a})^T X^{(k)} \Phi_{AA} \left( I + \frac{X^{(k)} X^{(k)}}{N_0} \Phi_{AA} \right)^{-1} \cdot X^{(k)} (y - X^{(k)} \hat{a}) + 2y X \hat{a} \right] + [\ln K_2^{(k)} + \ln p(X^{(k)})] + \ln \left( \sum \cdots \right).
\]
is, it determines the operations to be performed on the received data in testing the $k$th hypotheses. We shall henceforth denote this term by $\Lambda^{(k)}$. The second term is a "bias," or weighting, term. The last term is the same for all hypotheses and can be omitted in comparisons of the $\Lambda^{(k)}$.

Before proceeding to examine the receiver structure, we must clarify the question of the singularity of $\Phi_{AA}$. Clearly in (4.3) and (4.4) the proof is based on a nonsingularity of $\Phi_{AA}$; in (4.4), however, $\Phi_{AA}^{-1}$ does not appear, and we might therefore suspect that this equation is valid even when $\Phi_{AA}$ is singular. This is in fact so, and can be proved in several ways. Two methods are given in [15] and [16]; here we shall indicate another argument. Since the sum of a positive definite matrix and a positive semidefinite matrix is always a positive definite (and therefore nonsingular) matrix, the matrix $[\Phi_{AA} + \epsilon I]$, where $\epsilon > 0$, is positive definite. We can use this perturbed matrix in all the steps of our preceding proof, and at the end—in (4.4)—we may let $\epsilon \to 0$. This sort of "continuity" argument is often used in matrix analysis [17].

**The Receiver Structure**

Let us now return to the study of the receiver, for which we have

$$\Lambda^{(k)} = \frac{1}{N_0} (y - X^{(k)}a)^T X^{(k)} \Phi_{AA}^{-1} \left( I + \frac{X^{(k)}(X^{(k)})^T \Phi_{AA}}{N_0} \right)$$

$$\cdot X^{(k)}(y - X^{(k)}a)^2 + \frac{2y^T X^{(k)}a}{N_0}. \quad (4.8)$$

It is instructive first to consider the case in which the random component of the channel, $a^*$, is zero and in which the channel is therefore completely known to the receiver as $\hat{a}$. In this case, we have

$$N_0 \Lambda^{(k)} = 2y^T X \hat{a} = 2y^T (\hat{a} x^{(k)}) = 2y^T Z^{(k)}. \quad (4.9)$$

Thus the essential receiver operation is the formation of the dot, or inner, product of $y$ and $Z^{(k)}$; this is equivalent, for continuous signals, to the crosscorrelation of $y$ and $z^{(k)}$, and therefore the $\Lambda^{(k)}$ computer can be represented by the block diagram of Figure 3. This conclusion is of course a trivial extension of the well-known result for the detection of known signals $x^{(k)}$ in white Gaussian noise. The presence of the known channel $\hat{a}$ is taken into account by modifying $x^{(k)}$ by $\hat{a}$ to produce $Z^{(k)}$ at the receiver, which treats the $Z^{(k)}$ as known signals in additive Gaussian noise.
Now, however, suppose that channel A is purely random; in this case, the \( z^{(k)}(= A'x^{(k)}) \) are still signals corrupted by additive noise, but the receiver cannot reconstruct the \( z^{(k)} \) since the channel \( A' \) is random and not completely known at the receiver. It is not easy to say offhand what the optimum operation in such a situation should be. One suggestion might be to use a known sounding signal to estimate the channel, and then, if we assume that the channel is not varying too rapidly, to use this estimate of the channel as the actual channel during the transmission of a succeeding information-bearing signal [18]. Another suggestion might be first to consider the signal being tested as having actually been sent, then to make a maximum-like-likelihood estimate of the unknown channel parameters, and finally to use these estimated values as the actual parameter values in computing the likelihood function [8], [19]. A third suggestion might be to form an “average” estimate of the channel and use this average channel to generate signals \( z^{(k)} \) at the receiver, to be correlated with the received waveform \( y \).

All of these suggestions seem reasonable and in fact are often used in adaptive systems of many kinds [1], [2] that operate in the face of changing and incompletely known system parameters. In our case of Gaussian statistics, however, we can find the ideal receiver explicitly and thereby rigorously test those intuitive notions in at least one concrete case.

For the purely random channel, with \( a = 0 \), from (4.8) we have

\[
N_{\Lambda}^{(k)} = y_{k}x_{k}A_{k}(N_{a}I + x_{k}x_{k}^{T})^{-1}x_{k}y.
\]

(4.10)

This may be rewritten as

\[
N_{\Lambda}^{(k)} = y_{k}h_{k}y = y_{k}z_{k}^{(k)},
\]

(4.11)

† By maximum likelihood estimator, we mean here the value of \( a^{(k)} \) that maximizes \( p(y|x^{(k)}) \); see [13].
where

$$z^{(k)} = H^{(k)}y = X_{AA}(N_0I + XX_{AA})^{-1}Xy.$$  \hspace{1cm} (4.12)

A block diagram for the receiver structure implied by (4.11) is shown in Figure 4.

Equation (4.11) is of the same form as (4.9); that is, the optimum receiver crosscorrelates the received signal $y$ against a waveform $z^{(k)}$. In this case, however, $z^{(k)}$ is not known a priori at the receiver but is computed from the received data $y$ by means of the operations represented by $H^{(k)}$, and $H^{(k)}$ depends on the channel and noise covariances $\Phi_{AA}$ and $N_0I$, and also on the signal $X^{(k)}$. On closer examination it is found that the series of operations (4.12) on $y$ that give $z^{(k)}$ are equivalent to the optimum extraction of $Z^{(k)}$ from $y = Z^{(k)} + n$ on a minimum-error-variance criterion. This is perhaps more easily seen (cf. Appendix A) if we recast (4.12), with the aid of some matrix algebra, in the form

$$\begin{align*}
H^{(k)} &= X^{(k)}\Phi_{AA}X^{(k)}(N_0I + X^{(k)}\Phi_{AA}X^{(k)})^{-1}y \\
&= \Phi_{zz}(N_0I + \Phi_{zz})^{-1}y \\
&= H^{(k)}y.
\end{align*}$$  \hspace{1cm} (4.13)

The expression for $H^{(k)}$ is reminiscent of the formula for the unrealizable Wiener filter in the frequency domain [20], namely,

$$H(\omega) = \phi_u(\omega)[N_0 + \phi_u(\omega)]^{-1}. \hspace{1cm} (4.14)$$

A proof that $H^{(k)}$ is indeed the minimum-variance estimator is given in Appendix A. We should also note that since we are dealing with Gaussian statistics, this estimator is also optimum for a fairly general class of criteria [21]. We should point out that $H^{(k)}$ is a symmetric matrix, and therefore represents an unrealizable filter. By a simple artifice [22], [15], however, it can be replaced by a realizable filter if desired; such a filter is obtained by deleting all terms in $H^{(k)}$ above the main diagonal and by doubling all terms below it. Although $z^{(k)}$ is then

Fig. 4. An element of the optimum receiver for a purely random channel $A$ for white Gaussian noise.
no longer a minimum-variance estimate, receiver output is unchanged.

This interpretation of $z_t^{(k)}$ fits quite happily with our intuition. With the knowledge of the solution in the deterministic case, in which $z^{(k)}$ can be computed exactly at the receiver, it seems eminently reasonable that in the random-channel case, in which $z^{(k)}$ cannot be computed exactly, we should say that $z^{(k)}$ should be estimated from the received data and this estimate $z_{st}^{(k)}$ should be used in place of the unavailable exact $z^{(k)}$. This interpretation was first recognized by Price [22] for the single-path channel and at low signal-to-noise ratios for a more general channel, and was later extended by Kailath [15].

This rather satisfying interpretation of the receiver action leads us to believe that this form of receiver, which may be described as an estimator-correlator receiver (see Fig. 4), is effective even in situations that do not conform exactly to our assumption of Gaussian statistics. This interpretation also enables us to make engineering approximations to the operations demanded by (4.11). Thus the Wiener–Hopf equation for $H^{(k)}$ can be solved only in a few special cases, but in our equipment we may for convenience use simpler estimating filters, for example, narrow-band RC filters, and simpler estimating operations, for example, crosscorrelation. In fact, such simplifications were made in constructing the Rake antimultipath receiver [23] that grew out of the above interpretation.

We should also point out that this estimator-correlator can be regarded as an “adaptive” matched filter. This point of view depends on the fact that the crosscorrelation

$$y_{*t}^{(k)} \lor \int_0^T y(t)z_{*t}^{(k)}(t)\, dt$$

can be alternatively performed by a filter matched to $z_{st}^{(k)}(t)$, that is, by a filter with impulse response $z_{*t}^{(k)}(-t)$. In our case, however, the specification of the matched filter is not completely determined a priori, but its impulse response is calculated from the received data. The receiver may therefore be regarded as adapting, or matching, itself to the state of the channel. Figure 5 is a block diagram reflecting this point of view.

Finally, let us study the receiver for the case where random and deterministic components are both present. For physical reasons, in communication channels the deterministic (or mean value) component is often called the specular component. The receiver formula is (4.8), which through (4.9), (4.11), and (4.12) can be rewritten

$$N_{st}^{(k)} = 2y_{*t}^{(k)} + (y - z^{(k)})z_{st}^{(k)}, \quad (4.15)$$
where $\mathbf{z}_w^D = \mathbf{H}^{(h)} (\mathbf{y} - \mathbf{z}^{(h)})$ = the minimum variance estimate of the random component of $Z$. A block diagram for (4.15) is shown in Figure 6. This receiver will reappear in Section 6, where the specular component will arise by extrapolation from previous data and decisions.

Discussion of the Receiver Operation

Having now determined the general structure of the optimum receiver, we can compare it with our earlier intuitive ideas of what the receiver should do.

We see that the optimum receiver does not first use the received signal to make a maximum-likelihood estimate of $a$ that is then used as if it were exact. This type of operation was suggested by Root and Pitcher [19], [8] for the case in which the statistics of the channel were not known. It is readily shown that this type of test—called a *generalized maximum-likelihood test* by Davenport and Root [8]—also leads to an estimator-correlator receiver. The estimator, however, turns out to be a maximum-likelihood, or least-squares, estimator. Such estimators do not take advantage of any a priori knowledge of the channel statistics and hence lead to a relatively weaker type of receiver than the one we have found. As a matter of fact, we can show that the least-squares estimate of $z$ in our case of additive Gaussian noise is also a minimax [6] estimate. It is therefore based on the most pessimistic view of the channel statistics; if we can obtain any information about the actual channel statistics, it is worth trying to do so.

We might mention, however, that the generalized maximum-likelihood test has often been suggested and has been used to advantage in statistics [10].

Whether we use a minimum-variance or a minimax estimator, however, we see that the receiver does adjust its parameters to take account of the channel conditions as they are reflected in the received signal.

It is important to note that, contrary to intuition, the mathematics shows that the optimum receiver for Gaussian statistics does not di-
rectly estimate the channel; that is, the receiver does not somehow obtain an estimate, say \( a_n \), averaged over all possible transmitted signals, of the channel, from which it obtains the \( z^{(k)}_n \) by the operation \( z^{(k)}_n = X^{(k)}a_n \). Consequently, from (4.11) we see that \( z^{(k)}_n \) may be written

\[
z^{(k)}_n = X^{(k)}a^{(k)}_n,
\]

where

\[
a^{(k)}_n = \Phi_{AA}(N_{dd} + X^{(k)}_d X^{(k)}_d \Phi_{AA})^{-1}X^{(k)}_d y = F^{(k)}X^{(k)}_d y, \quad \text{say}.\]

Therefore \( a^{(k)}_n \) may be regarded as an estimate of the channel vector \( a \) under the hypothesis that the signal \( x^{(k)} \) was sent. The last clause is important: \( a^{(k)}_n \) is not an estimate of the channel \( a \) itself, unless \( x^{(k)} \) was the signal actually transmitted.

Equation (4.14) shows, moreover, that it is impossible to have an optimum receiver consisting of a single filter matched to the channel, followed by a bank of filters matched to the transmitted signals \( X^{(k)} \). Such a receiver is possible (see (4.9)) only when the channel is known to the receiver. We should point out, however, that this does not mean that such receivers should not be considered. Although they do not conform to the a posteriori probability criterion, they might still be valuable in practice and, in fact, in theory also. Thus, using this receiver, Green gives a provocative discussion of a communication system

\[\text{Fig. 6. An element of the optimum receiver for a channel } \mathcal{A} \text{ having a specular and a random component and white Gaussian noise.}\]

We should remark that \( a^{(k)}_n \) as given by (4.15) is the discrete version (for time-variant or time-invariant channels) of Turin's [24] frequency domain estimate of time-invariant channels. We have already noticed such similarity—(4.13) and (4.14)—for the Wiener filter. Our remark suggests, in view of the close relation between \( a_n \) and \( z_n \) that Turin's result can be directly obtained from (4.14).
in which the transmitter, but not the receiver, knows the instantaneous channel behavior [25].

As our last point in this section, let us study more closely the estimator-correlator feature for the receiver of (4.8), where we consider random as well as specular components. We see that (4.15) may be rewritten

\[ N_{6A}^{(k)} = (y - \hat{z}^{(k)}) \hat{z}_{rr}^{(k)} + 2y \hat{z}^{(k)} \]

\[ = y(z_{rr}^{(k)} + \hat{z}^{(k)}) + (y - z_{rr}^{(k)}) \hat{z}^{(k)}. \]  

The first term on the right-hand side may be regarded as the cross-correlation of \( y \) and a total estimate of \( z^{(k)} \), viz., the sum of the known mean component of \( z^{(k)} \) and the estimated random component of \( z^{(k)} \). This term corresponds to an estimator-correlator operation. This, however, does not completely describe the receiver because of the term \( (y - z_{rr}^{(k)}) \hat{z}^{(k)} \). Therefore, in the case of a channel with specular as well as random components, the receiver cannot be considered an estimator-correlator receiver and in this sense is not a natural extension of the deterministic-channel case. The factor 2 for the specular component intervenes and prevents such an interpretation. Hence, care must be exercised in using the estimator-correlator concept. However, even though the general receiver of Equation (4.15) or Figure 6 does not directly correspond to an estimator-correlator receiver, the form shown—which handles specular and random components separately—is in fact entirely satisfactory.

5. The Rake Receiver

We have shown in Section 4 that we cannot have an optimum receiver comprised of a single filter matched in some sense to an “estimated” channel, followed by a bank of filters matched to the signals \( X^{(k)} \). From (4.15) we see that the closest we can approach this type of receiver is to arrange for \( X_j^{(k)} \) to be the same for all \( k \). This condition requires that the \( X^{(k)} \) differ by the orthogonal matrices \( U^{(k)} \); that is, we have \( X^{(k)} = U^{(k)} X \), where \( U^j_k U^{(k)} = I \), so that \( X^{(k)} \) is a constant. For a channel with a single time-variant path, this condition (see Sec. 2) is equivalent to the requirement that all signals have identical envelopes. This condition is met, for example, in frequency-shift keying. For a single time-invariant path, the condition implies that the signals have equal energies. For more general channels, the conditions are more complicated but are of the same nature as those above. With the con-
diction that $X^{(1)}X^{(2)}$ be the same for all $k$, the filter $F^{(k)}$, given (see (4.15)) by

$$F^{(k)} = \Phi_{AA}(N_kI + X^{(k)}X^{(k)}\Phi_{AA})^{-1},$$

will be the same for all hypotheses.

For the binary case, decision is based on the difference of the functions $\Lambda^{(k)}$; that is, the important operation is given by

$$\Lambda = \Lambda^{(1)} - \Lambda^{(2)} = \Lambda^{(1)} - \Lambda^{(2)} + \left(\ln \frac{K_2^{(1)}}{K_2^{(1)}}\right). \quad (5.1)$$

As before, $\Lambda^{(1)} - \Lambda^{(2)}$ determines the receiver operations and the other term is a biasing, or weighting, term. Using (4.10) and (4.15), we have

$$\Lambda^{(1)} - \Lambda^{(2)} = y_iX^{(1)}FX^{(1)}y - y_iX^{(2)}FX^{(2)}y$$
$$= y_iX^{(1)}FX^{(1)}y + (y_iX^{(2)}FX^{(2)}y - y_iX^{(1)}FX^{(2)}y)$$
$$+ y_iX^{(2)}FX^{(2)}y$$
$$= y_i[X^{(1)} + X^{(2)}F[X^{(1)} - X^{(2)}]y]. \quad (5.2)$$

The two terms inside the parentheses in the middle equality are transposes of each other; since they are scalars, they are equal and thus cancel each other out.

A block diagram for the receiver implied by (5.2) is shown in Figure 7. In the single-path channel case, $X^{(k)}$ represents a multiplication operation, and this block diagram of Figure 7 is almost exactly that of the Price-Green Rake receiver (see Fig. 3 of [23]). The difference arises because—except in the case of a single time-invariant channel path—$F$ is an unrealizable operator. To overcome this difficulty, we can either use a delay or break up $F$ into two filters, $F_+$ and $F_-$. $F_+$ ($F_-$) is $F$ with the diagonal elements halved and the elements above (below) the diagonal set equal to zero.

At this point, a host of speculations may be raised by the realization

\[\dagger\] This technique was suggested by some unpublished work of Professor Siebert.
that we can regard the signals $X^{(1)}$ and $X^{(2)}$ as being composed of a common part, $(X^{(1)} + X^{(2)})/2$, and an information-bearing part, $\pm (X^{(1)} - X^{(2)})/2$, for example,

$$
X^{(1)} = \frac{X^{(1)} + X^{(2)}}{2} + \frac{X^{(1)} - X^{(2)}}{2}.
$$

Thus, we might ask whether, in (5.2), $y_t[X^{(1)} + X^{(2)}]F$ provides an estimate of the channel by the known sounding signal $(X^{(1)} + X^{(2)})/2$, which is then multiplied by the information-bearing signal $\pm (X^{(1)} - X^{(2)})/2$ to provide $z_t^{(q)}$. The answer is no. This is disappointing, but, in view of the previous discussions of Section 4, not surprising. This is not to say, however, that receivers constructed on the above philosophy will not work; it just means that they will not be optimum from a decision-theory point of view. In practice, it might even be preferable to build a receiver based on the "erroneous" philosophy. It would be interesting to study how far from optimum such a receiver is.

But one conclusion must be drawn that is of relevance to studies in adaptive and learning systems: The intuitive choice is not always consistent with the requirements of some theoretically powerful concept such as the computation of a posteriori probabilities.

To return to the rake structure, for the multipath case, the filters $X^{(k)}$ perform multiplications of the received signal with shifted replicas of the stored signal $x^{(k)}$. The filter $F^{(k)}$ does not break down in any simple way, except in the threshold case. The threshold case is defined by the condition (see Appendix B) that

$$
\lambda_{\text{max}}(\Phi_{zt}) < N_0,
$$

where $\lambda_{\text{max}}$ is the largest eigenvalue of $\Phi_{zt}$. This is a necessary and sufficient condition [26] for a Neumann series expansion of $F$ in (5.2). If we retain only the first term in the expansion, even though retaining additional terms is not particularly troublesome, we get (see Appendix B)

$$
N_0(\Lambda^{(1)} - \Lambda^{(2)}) = y_t[X^{(1)} + X^{(2)}]\Phi_{AA}[X^{(1)} - X^{(2)}]y.
$$

Let us also assume that the channel tap functions are uncorrelated, so that only the diagonal blocks, say $\Phi_{ii}$ of $\Phi_{AA}$ are nonzero. The covariance matrix for the $i$th tap is $\Phi_i$. Now, closer study of (5.5) shows that it can be implemented as shown in Figure 8. The receiver is a cascade of units, one for each channel tap, strung out on the delay line. Notice that the units are arranged on the receiver delay line in the opposite order to their arrangement on the delay line, thus providing a generalized type of matched filter, matched both to the channel and to the transmitted signals. Figure 8 is identical with the receiver.
originally obtained by Price and Green [23] by a brilliant combination of theoretical and physical ideas. Our derivation above is more compact and leads to the final result much more directly than in [23]. (For those more interested in the details of Rake, we remark that here we obtain the Type II Rake directly as the optimum system.) It shows under what conditions the Price-Green Rake is optimum and also yields the receiver structure (5.2) for the general case. However, this more complete theoretical analysis was only done long after the original Rake had been built and proved successful. It is a tribute to the deep theoretical understanding and fine engineering judgment of Price and Green that they converged exactly on the optimum system. One of the explanations they gave for the action of each unit on the receiver delay line is of interest:

Suppose $x^{(1)}$ was transmitted. The received signal $y$ should be multiplied by $x^{(1)}$ to provide a preliminary weighting against the noise (suppressing portions of $y$ where the signal $x$ is weak and reinforcing portions where $x$ is high). The product should then be smoothed in a filter $\Phi$, whose bandwidth is equal to the fluctuation rate of the corresponding tap to get an approximate estimate of the tap-gain function. This estimate can then be used to perturb the stored signals before the final correlation with $y$. We would not know, of course, whether $x^{(1)}$ was actually transmitted. But since either $x^{(1)}$ or $x^{(2)}$ was transmitted, the sum $y_{t}(x^{(1)} + x^{(2)})$ can be used in lieu of the proper but unknown $y_{t}x^{(1)}$. Thus the structure of each unit in Figure 8 is obtained. However, we should notice again that this intuitively very reasonable explanation of the adaptive features of Rake is not optimal in general from a decision-theoretic point of view.

Price and Green went a step further and took advantage of the fact
that the communication extends over several time intervals in each of which either $x^{(1)}$ or $x^{(2)}$ is transmitted. They allow the filters $\Phi_t$ to ring (that is, have a memory) over several time intervals. This longer ring time provides a more accurate channel estimate than can be obtained by restricting the filter memory to a single interval. This has been a simple and reasonably successful method of accounting for channel memory. However, no attempts seem to have been made to justify it on a decision-theoretic basis. We shall turn now to such an attempt.

6. Sequential Operation

In the preceding pages, we have studied the optimum structure for the reception of signals in just a single time interval, namely, the observation time $T$. In a communication system, however, we would be sending a sequence of signals. For continuous operation, we could operate on an interval-to-interval basis, treating each interval independently of the others. If the channel has a statistical memory that is greater than the duration of the interval, such a procedure clearly throws away information. One method of compensating for this loss of information is to form longer intervals—perhaps sentences or paragraphs long—so that the channel is now essentially independent from interval to interval, though this procedure enlarges the set of possible messages and the bank of receiver filters by a prohibitive factor. Another method is to retain the original interval length but attempt to use information from other intervals in making a decision in any particular interval. We shall discuss some aspects of this latter procedure, particularly those dealing with the learning or adaptive nature of the scheme.

In the rest of this section, we discuss an approach to using interval-to-interval information; we show how to obtain the conditional probabilities required in any sequential scheme and also discuss the physical interpretation of the operations involved; and finally we give a more explicit formula for the computation of the conditional probabilities, which is obtained simply by partitioning the matrix formulas of (4.8) and (4.14). We also show how the formulas simplify in the threshold case and how in a simple case they provide a rationale for the Rake operation mentioned above.

Some Methods of Operation

Numerical subscripts will be used for values of corresponding quantities in the specified time intervals: Zero will refer to the interval about which a decision is being made; the negative integers, to previous inter-
vals; the positive integers, to later intervals. We shall assume a sequential decoding scheme such that when a decision is to be made about a given interval (denoted by the subscript zero), all previous intervals (denoted by negative subscripts) are assumed to have been correctly decoded. Now all the relevant information pertaining to the decision in interval zero is contained in the a posteriori probability

\[ p(x_0 | y_0, y_{-1}, \ldots, y_{-M}, x_1, x_2, \ldots) \]

We leave the parentheses ( ) for \( x_{-1}, x_{-2}, \ldots \) unfilled to indicate that these have been decided upon and are known without error. If we assume that the channel memory extends over \( M \) intervals, clearly the terms \( y_{-M-1}, x_{-M-1}, y_{-M-2}, x_{-M-2}, \ldots \) can be omitted. This is not true, however, for \( y_{M+1}, x_{M+1}, y_{M+2}, x_{M+2}, \ldots \), even though it appears plausible at first glance. Clearly, \( y_1, x_1, \ldots, y_M, x_M \) will also contribute information about the channel behavior in interval zero; if we had better information about \( y_1, x_1 \), we could make a better decision in this interval. But \( y_2, x_2, \ldots, y_{M+1}, x_{M+1} \) all contribute information about interval one, and therefore also aid the decision in interval zero. Similarly, we can argue that \( y_{M+2}, x_{M+2}, \ldots \) all provide useful information about interval zero. Thus, theoretically, an infinite delay is required if we are to conserve all the information. In practice, however, one might be content with looking only \( M \) intervals ahead. In any case, for a decision in interval zero, we would pick on a maximum a posteriori probability criterion (which corresponds to minimum probability of error), say the \( x^{(0)} \) that maximizes the sum

\[ \sum' p(x_0 | y_{-M}, \ldots, y_{-1}, x_M, \ldots, x_1, x_2, \ldots) \]

where the prime denotes the sum over all \( l, m, \ldots \). If we assume that the \( x^{(k)} \) are equally likely and are picked independently in each interval, this reduces to the maximum-likelihood criterion: Pick \( x^{(0)} \) to maximize

\[ \sum' p(y_0 | x_0, y_{-M}, \ldots, x_M, \ldots, x_1, x_2, \ldots) \]

In practice, even when we drop \( y_{M+1}, \ldots, x_{M+1}, \ldots \), these schemes involve too much computation, and it is profitable to search for simpler nonoptimum methods. The convolutional-encoding and sequential-decoding concept developed by J. M. Wozencraft [27] is, as far as we know, the only feasible technique suggested so far. However, we shall not enter upon a discussion of this method here; since we observe that a necessary step in all methods is the computation of a posteriori probabilities and likelihood functions, we shall study this calculation more closely.
Adaptive Matched Filters

Calculation of Probabilities and Interpretation of Receiver

Dropping all superscripts for convenience, let us consider

\[ \Gamma = p(y_0, y_1, \ldots, y_N, x_M, \ldots, x_1, x_0, x_1, \ldots, x_N). \]

Now

\[ \Gamma = K \cdot p(y_0, y_1, \ldots, y_N | y_{-M}, \ldots, y_{-1}, x_M, \ldots, x_1, x_0, \ldots, x_N), \]

where \( K \) is a constant, since we are assuming that a particular set \( x_0 \cdots x_N \) and \( y_0 \cdots y_N \) is given. Now we define two new matrices,

\[ y_u = \begin{bmatrix} y_0, y_1, \ldots, y_N \end{bmatrix} \quad \text{and} \quad y_d = \begin{bmatrix} y_{-M}, \ldots, y_{-1} \end{bmatrix}. \]

Similarly defining \( x_u \) and \( x_d \), we have

\[ \Gamma = K \cdot p(y_u | y_d, x_u). \tag{6.1} \]

The subscripts \( u \) and \( d \) are chosen to represent the undecided intervals and decided intervals, respectively. Thus \( \Gamma \) tells us in what way our knowledge of the previously transmitted symbols affects our impressions of later intervals. We would expect that, from the previous intervals and \( y_d, x_d \), we should be able to form an estimate, reliable to within the factor of uncertainty due to the additive noise, of the channel behavior in the past. Now, since there is a correlation between successive channel values, this knowledge should help to reduce our uncertainty about the present and future behavior of the channel. We would expect that, based on the past, we could make a prediction about the channel behavior in the future, thus reducing the randomness of future values.

For our Gaussian channel, this is in fact so: If the covariance matrix

\[ \Phi_{xy} = \begin{bmatrix} \Phi_{dd} & \Phi_{du} \\ \Phi_{ud} & \Phi_{uu} \end{bmatrix} \tag{6.2} \]

is known (note that this matrix depends on \( x_d \) and the assumed \( x_u \)), and we assume a purely random channel (i.e., \( A = 0 \)),† then we have

\[ \ln \Gamma \sim (y_u - \Phi_{du} \Phi_{dd}^{-1} y_d)(\Phi_{uu} - \Phi_{du} \Phi_{dd}^{-1} \Phi_{ud})^{-1}(y_u - \Phi_{du} \Phi_{dd}^{-1} y_d). \tag{6.3} \]

† To avoid complications, we shall assume for the present discussion that we have no intersymbol interference from interval to interval. This will be the situation if we have a single-path channel or if we allow sufficient "dead-time" between symbols for the channel response to one signal to die out before the next signal is transmitted.

‡ The symbol \( \sim \) is used to denote that \( \ln \Gamma \) is directly related to the right-hand side.
Thus we now have a mean component, \( \hat{y}_u = \Phi_{uv} \Phi_{du}^{-1} d \), which is the minimum-variance prediction, or extrapolation, of \( y_u \) given \( y_d \) for assumed \( x_u \). This is evident because the conditional mean is the optimum predictor for the minimum-variance criterion [13].

The presence of the new mean component, \( \hat{y}_u \), reduces the variance of \( y_u \) from \( \Phi_{uu} = N_o I + \Phi_{x_u x_u} \) to

\[
(y_u - \hat{y}_u)(y_u - \hat{y}_u)^T = \Phi_{uu} - \Phi_{u d} \Phi_{d u} \Phi_{d u}^{-1} = N_o I + \Phi_{x_u x_u} \text{, say.} \quad (6.4)
\]

After some algebra (using the identity 

\[ [N_o I + B]^{-1} = N_o^{-1} - N_o^{-1} B [N_o I + B]^{-1}, \]

an element of a receiver implementing (6.3) can be written

\[
N_o \Lambda^{(k)} = 2y_u \tilde{y}_u^{(k)} + (y_u - \hat{y}_u) \hat{H}^{(k)} (y_u - \tilde{y}_u^{(k)}), \quad (6.5)
\]

\[
N_o \Lambda^{(k)} = 2y_u \tilde{y}_u^{(k)} + (y_u - y_u) \tilde{z}_u^{(k)}, \quad (6.6)
\]

say, where

\[
\tilde{z}_u^{(k)} = \hat{H}^{(k)} (y_u - \tilde{y}_u^{(k)}), \quad (6.7)
\]

\[
\hat{H}^{(k)} = \Phi_{x_u x_u} (N_o I + \Phi_{x_u x_u}^{(k)})^{-1}. \quad (6.8)
\]

We see that (6.6) is similar to (4.15) for the single interval specular plus random component case. The difference is that in sequential operation we replace the single interval mean value \( \bar{y} = \bar{z} \) (assumed to be zero here for convenience) and covariance \( N_o I + \Phi_{u u} \) by the conditional mean and covariance \( \hat{y}_u \) and \( N_o I + \Phi_{x_u x_u} \).

The previous data \( y_d, x_d \) are used to make a minimum-error-variance extrapolation of the observed waveform in the present interval, and this prediction helps reduce the "randomness" in the present interval. Now the usual single interval estimator-correlator receiver can be used. This interesting generalization of the estimator-correlator receiver is what we would intuitively expect and it is satisfying to see the theoretical analysis bear this out.

We should notice that this solution applies not only to communication problems but also to Bayesian learning and pattern recognition problems [28] where the \( y_d \) are completely identified (as to source) observations that are used to classify a new observation \( y_u \). Thus the problem studied in [29] and [30] can be considered a special case of (6.5). We have pointed out there [30] that our interpretation of (6.5) as a generalized estimator-correlator receiver also applies to the pattern recognition problem. In [29] and [30] we have \( y_d = z_d^{(q)} + n \), where the \( z_d^{(q)} \) is drawn from a Gaussian distribution with mean zero and co-
Adaptive Matched Filters

variance $\Phi_{zz}$ and the $z_d^o$, $d = -1, -2, \ldots, -M$, are all identical. That is, the "pattern" $z^{(o)}$ remains invariant during the learning and observation period. With this constancy assumption, the conditional mean and variance simplify to

$$\hat{y}_u = \Phi_{ux} \left[ \Phi_{xx} + \frac{N_0}{M} I \right]^{-1} s, \quad (6.9)$$

$$\Phi_{e_uu} = \Phi_{ux} - \Phi_{ux} \left[ \Phi_{xx} + \frac{N_0}{M} I \right]^{-1} \Phi_{ux}. \quad (6.10)$$

where

$$s = \frac{y_{-1} + y_{-2} + \cdots + y_{-m}}{M}$$

= sample mean of learning observations. \quad (6.11)

(Equations (6.9), (6.10), and (6.11) can be obtained by using the matrix identity

$$[I + aa]^{-1} = I - a[I + a,a]^{-1}a,$$

where $a$ is a column vector whose elements may again be column vectors.)

In this case the sample mean is a simple sufficient statistic \cite{13} for the learning observations. We expect that this result, first obtained in a much different way by Braverman \cite{29}, can be applied to the Rake system as follows. Consider a simple time-invariant single-path channel and let the signalling waveforms $X_1$ and $X_2$ be orthogonal. Then the $y_d (x_1^o + x_2^o)$ provides a completely identified learning observation for the channel tap gains. Averaging of these learning observations to obtain the mean according to (6.11) can be done by a narrow-band (integrating) filter, which is actually what is used in Rake \cite{23}. This simple argument needs to be more completely examined and generalized. We have not yet done this. However, in conclusion we shall present a more explicit solution in terms of the signals $x$ and the channel covariance.

**More Explicit Formulas**

Thus we have

$$\Gamma \sim p(y_u | y_d, x_d, x_u) \sim p(y_u, y_d | x_u, x_d) = p(y | x), \quad (6.12)$$

where

$$y_t = [y, y_1], \quad x_t = [x, x_1].$$

This, however, looks again like the one-shot problem, so we can immediately write, by (4.8),
Moreover, in a threshold situation (see Appendix B), by choosing the first term in the Neumann series expansion for the term in parentheses, we have

\[
\ln \Gamma \sim y_t X \Phi_{AA} \left( I + \frac{X_t X}{N_0} \Phi_{AA} \right)^{-1} X_t y.
\] (6.13)

This expression has also been obtained by Wozencraft [31]. The first term on the right-hand side corresponds to the normal operations in interval \( u \); the second term represents the information contributed by the data and decisions of interval \( d \), and it depends on the correlation of the channel \( \Phi_{ad} \); the last term is a constant that has already been computed in interval \( d \). Equation (6.14) provides a form that is convenient for realization, but we shall not discuss this here, since our chief purpose was to illustrate the adaptive features of this type of receiver.

7. Concluding Remarks

The application of adaptive concepts to the design of a communication system receiver offers attractive possibilities, just as it does in other areas in which random processes are encountered, such as in control systems. The incorporation of adaptive capability into any system is for the most part likely to remain based on intuition and heuristic argument, as well as on trial-and-error procedures, because a strictly mathematical approach usually fails to take proper account of engineering considerations. It is nonetheless important to seek guidelines from mathematical analysis wherever possible, if only to establish standards by which practical systems may be judged and expedient improvement sought.

There is already established a firm mathematical discipline in the field of communications, known as statistical detection (or decision) theory. This theory may be applied to optimize signal reception, virtually without invoking any preconceived notions of receiver structure such as that adaptivity is a "good thing" to have. In the application of this theory to the particular reception problem considered here, an adaptive network has materialized from the mathematics used to specify the optimum receiver, thus giving reassuring confirmation of the basic soundness of the idea of adaptivity. At the same time, however, close examination of this abstractly synthesized adaptive behavior—which can, in such an instance, justifiably be called optimal adaptive
behavior—has provided the opportunity to see where intuition may perhaps go astray. This observation serves to indicate that adaptive system design should not be approached too dogmatically.

This evaluation of adaptivity has been based on a particular reception problem: that of deciding—from observation of a received waveform and complete knowledge of the statistical characteristics of a particular channel—which one of a finite set of possible transmitted waveforms (that are also known to the receiver) has actually been sent over the channel. For simplicity, the waveforms have been considered to be of a sampled-data type and the channel to consist of a time-varying, linear, sampled-data filter, followed by stationary, zero-mean additive Gaussian noise that is independent from sample to sample as well as independent of the transmitted waveform and of the channel-filter variations. The channel filter has been represented as a tapped delay line with tap outputs summed through time-varying gain controls.

From this model it has been shown that if the instantaneous time-varying filter behavior is at all times exactly known to the receiver, then on the basis of detection theory, the optimum receiver operation is to crosscorrelate, or form inner products of, the received data and the various possible waveforms that could exist at the channel-filter output just ahead of the noise. One way of performing the crosscorrelation is to pass the received signal into a set of special time-invariant linear filters called matched filters. Since we lack any direct knowledge, however, of the instantaneous channel-filter behavior, such operations cannot be performed. It would then seem plausible to estimate, from the received data and other available knowledge, the possible waveforms that could exist just ahead of the noise, and then to crosscorrelate the received data against these estimates. Thus the notion of an estimator-correlator has been introduced, or equivalently, an adaptive matched filter that is governed by a prenoise waveform estimate. It has been shown that such a conjectured mode of operation is precisely what detection theory specifies for the optimum receiver (or for its mathematical equivalent, since the structure of the optimum receiver is not unique), provided the set of channel-filter-tap gain variations—which can be negative as well as positive—form a zero mean, multidimensional, Gaussian random process with parameters known to the receiver. More general gain variations are allowed if the noise is large. The prenoise waveform estimates have been shown to be of the minimum-error-variance type.

To serve as a warning that intuition does not necessarily lead to the mathematically best adaptive systems, although it certainly must be used when encountering practical difficulties, two illustrations have been given that use the communication system model already de-
scribed. In the first example, it has been shown that the reasonable
idea of first forming a single estimate of the channel-filter behavior,
using it to modify transmitted waveform replicas in the same way that
the channel filter modifies the actual transmitted waveforms, and then
of crosscorrelating the received signal against the modified replicas, is
nonoptimal, although doubtlessly effective. The second contradiction of
intuition occurs when the apparently slight modification is made of
letting the Gaussian filter gain variations have nonzero mean—the
optimum receiver is then no longer a pure estimator-correlator, al­
though many of its basic features remain unchanged.

The Rake receiver has been cited as an example of a practical com­
munications application of the adaptive-matched-filter concept. This
development is based largely on detection theory but also includes
heuristic concessions to practical requirements. However, some of
the originally heuristic modifications have recently been shown to be sup­
ported by detection theory.

An important problem in communication systems is the proper use
of previously received data and previously made decisions in improving
the reliability of the current decision. This problem has been formu­
lated as a Bayesian learning problem, and thus applies also to Bayesian
pattern recognition schemes. Some general results have been obtained,
but much work still remains to be done.

Appendix A: The Minimum-Variance Estimator

It is a well-known result [13] that for Gaussian signals in Gaussian
noise the conditional mean provides the best estimate of the signal for
a minimum-variance criterion. In fact, for Gaussian signals this esti­
mate is optimum for a wide class of criteria [21]. In our problem,
we have

\[ y = z + n \]

and wish to find an estimate \( z_e \) such that

\[ \epsilon_i = (\hat{z}_i - z_{\text{true}})^2 \quad (A.1) \]

is minimized for each \( i \). Now

\[
p(z \mid y) = p(y \mid z)p(z)/p(y)
= K \exp \left( -\frac{1}{2} \left\{ z_i \left[ \Phi_{ss}^{-1} + \frac{1}{N_0} \right] z - 2z_i y/N_0 \right\} \right), \quad (A.2)
\]

where \( K \) is a constant that is independent of \( z \). From (A.2) we see that
z has a Gaussian distribution. By comparison with the standard equation,

\[ p(x) = K' \exp \left( -\frac{1}{2} \left( x - \bar{x} \right) \Phi_{xx}^{-1} \left( x - \bar{x} \right) \right), \]  

(A.3)

\[ p(x) = K'' \exp \left( -\frac{1}{2} \left( x, \Phi_{yy}^{-1} x - 2x, \Phi_{yy}^{-1} y \right) \right), \]  

(A.4)

we see that

\[ \frac{z'y}{N_0} = z_i \left[ \Phi_{yy}^{-1} + \frac{I}{N_0} \right]^{-1} z_o \]  

(A.5)

and therefore

\[ z' = \frac{1}{N_0} \left[ \Phi_{yy}^{-1} + \frac{I}{N_0} \right]^{-1} y = \Phi_{yy}^{-1}\left[ \Phi_{yy}^{-1} + N_0 I \right]^{-1} y. \]  

(A.6)

This is (4.11) of the text. We have assumed \( \Phi_{yy} \) to be nonsingular in this proof; by a continuity argument similar to that used in Section 4, however, we see that (A.6) is valid also for singular \( \Phi_{yy} \).

We notice also, from (A.2), that the \( z \) that maximizes \( p(z | y) \) is the one making the argument of the exponent zero. Therefore, the maximum a posteriori probability estimate of \( z \) is also given by

\[ z' = \frac{1}{N_0} \left[ \Phi_{yy}^{-1} + \frac{I}{N_0} \right]^{-1} y, \]  

as in (A.6), for the minimum-variance estimate. Other proofs can be found in [15] and [16].

From the identity

\[ [N_0 I + X_i \Phi_{AA} X_i] X_i = X_i [X_i \Phi_{AA}^{-1} X_i + N_0 I], \]

assuming all inverses exist, we would obtain

\[ X_i \Phi_{AA}^{-1} X_i [X_i \Phi_{AA}^{-1} X_i + N_0 I]^{-1} = \Phi_{yy}^{-1} \left[ \Phi_{yy}^{-1} + N_0 I \right]^{-1} \]

\[ = X_i \Phi_{AA}^{-1} \left[ N_0 I + X_i \Phi_{AA} X_i \right]^{-1} X_i, \]  

(A.7)

thus proving the equivalence of (4.12) and (4.13) of the text. Now \( [N_0 I + X_i \Phi_{AA} X_i] = \Phi_{yy} \) is always nonsingular and so is \( [N_0 I + X_i \Phi_{AA} X_i] \). In fact, its inverse is given by

\[ [N_0 I + X_i \Phi_{AA} X_i]^{-1} = N_0^{-1} - N_0^{-1} X_i [N_0 I + X_i \Phi_{AA} X_i]^{-1} X_i \Phi_{AA}. \]

### Appendix B: The Threshold Case; More General Channel Statistics

In the threshold case, the matrix equations can be solved by iteration. Let us consider the formula

\[ \Lambda = y \frac{H}{N_0} y, \]  

(B.1)
where
\[ N_0 \Phi = \Phi_{zz} \left( I + \frac{\Phi_{ss}^*}{N_0} \right)^{-1}. \] (B.2)

We can make a Neumann series expansion [26] for the term in parentheses,
\[ \left( I + \frac{\Phi_{zz}}{N_0} \right)^{-1} = I - \frac{\Phi_{zz}}{N_0} + \frac{(\Phi_{zz})^2}{N_0^2} \cdots. \] (B.3)

This expansion is valid if the norm of \( \Phi_{ss} \), regarded as a linear transformation, is less than \( N_0 \).

The norm \( \| \Phi_{ss} \| \) is defined by \( \| \Phi_{ss} \| = \min K \) such that \( \langle \Phi_{ss} x, \Phi_{ss} x \rangle \leq K(x, x) \), where \( (, ) \) stands for the inner, or scalar, product. This definition is equivalent to
\[ \| \Phi_{ss} \|^2 = \max_x \langle x, \Phi_{ss} x \rangle \cdot \langle x, x \rangle, \quad x x = 1, \]
which is the largest eigenvalue of
\[ [\Phi_{ss}] \Phi_{ss} = [\Phi_{ss}]^2, \]
because \( \Phi_{ss} \) is symmetric. Since an eigenvalue of \( [\Phi_{ss}]^2 \) is the square of an eigenvalue of \( \Phi_{ss} \), we have \( \| \Phi_{ss} \| = \lambda_{\max}(\Phi_{ss}) \), the largest eigenvalue of \( \Phi_{ss} \). Since \( \Phi_{ss} \) is positive semidefinite, \( \lambda_{\max} \) is always positive. Therefore the condition for the validity of (B.3) is that
\[ \lambda_{\max}(\Phi_{ss}) < N_0. \] (B.4)

Using this expansion, we have
\[ \Lambda = \frac{1}{N_0^2} \left[ y \Phi_{ss} y \right] - \frac{1}{N_0^2} \left[ y \Phi_{ss}^* y \right] + \cdots. \] (B.5)

A simple iterative scheme can be set up to compute as many terms of the right-hand side as desired.

There is another instructive way of deriving this result in our particular case. Since \( \Phi_{ss} \) is a positive semidefinite matrix, it can be diagonalized by pre- and postmultiplication by a suitable orthogonal matrix and its transpose. Thus \( \Phi_{ss} = \mathbf{P} \Gamma \mathbf{P}^T \), where \( \mathbf{P} \) is an orthogonal matrix and \( \Gamma \) is a diagonal matrix with the eigenvalues, \( \lambda_i \), of \( \Phi_{ss} \) on the diagonal. Then it is easily seen that
\[ \Phi_{zz}(\Phi_{ss} + N \mathbf{d})^{-1} = \mathbf{P} \Gamma (\Gamma + N \mathbf{d})^{-1} \mathbf{P}^T. \] (B.6)

Now our receiver formula is
\[ N_0 \mathbf{d} = y \Phi_{zz} (\Phi_{ss} + N \mathbf{d})^{-1} y = y \mathbf{P} \Gamma (\Gamma + N \mathbf{d})^{-1} \mathbf{P} y \]
\[ = y' \Gamma (\Gamma + N \mathbf{d})^{-1} y' = \sum_{i=1}^N \frac{\lambda_i}{\lambda_i + N_0} y_i^2, \] (B.7)
where $y'_i$ is the $i$th component of $y' = P_i y$. (We note that $y'_i$ is the inner product of the $i$th eigenvector of $P_*$ and $y$.) If now the largest eigenvalue, say $\lambda_0$, is less than $N_0$, we can expand each term $\lambda_0/\lambda_i + N_0$ in a geometric series. If we do this and collect terms suitably, we get

$$N_0 \Lambda = \sum_i \frac{\lambda_i}{N_0} y'_i^2 - \sum_i \frac{\lambda_i^2}{N_0^2} y'_i^2 + \cdots. \tag{B.8}$$

This can now be rewritten as

$$N_0 \Lambda = y_i \Phi_{1*} y - y_i \left( \frac{\Phi_{1*}}{N_0} \right)^2 y + \cdots \tag{B.9}$$

which is the result we would have got from the Neumann series expansion. (Note that a parallel argument holds in the continuous case in which Mercer's theorem [8] can be directly used to expand the continuous analogue of the kernel $\Phi_{1*}$.)

This method not only gives the same condition as before, $\lambda_{\text{max}}(\Phi_{1*}) < N_0$, but also reveals some other interesting facts. First, we need not appeal to the theory of the Neumann series to obtain the result (B.9) that we desire. Second, from (B.8) we see that since $\lambda_i$ is less than $N_0$ for all $i$, each term on the right-hand side of the equation is smaller in magnitude than all the preceding terms. This method also suggests a very simple means of finding an upper bound on the norm of the error for a truncated Neumann series. Thus the error is

$$E_N = \left( I + \left( \frac{\Phi_{1*}}{N_0} \right)^{-1} - \sum_{i=0}^{N_0} \left( \frac{\Phi_{1*}}{N_0} \right)^i \right) \sum_{i=N_0}^{\infty} \left( \frac{\Phi_{1*}}{N_0} \right)^i, \tag{B.10}$$

and

$$\|E_N\| \leq \sum_{i=0}^{N} \left\| \left( \frac{\Phi_{1*}}{N_0} \right)^i \right\| = \frac{\lambda_{\text{max}}/N_0)^N}{1 - \lambda_{\text{max}}/N_0}. \tag{B.11}$$

In some cases, it is sufficient to take only the first term of the expansion (B.3), so that

$$N_0 \Lambda = y_i \Phi_{1*} y_i. \tag{B.12}$$

This is usually known as the threshold receiver and is a form often used to simplify (error probability) calculations. We repeat, however, that by a simple iterative arrangement—though at the cost of a greater delay in obtaining the final answer—we can compute as many terms of the series for $N_0 \Lambda$ as desired. We should point out that condition
(B.4) is not synonymous with low detectability. The detectability has to do with sums of powers of eigenvalues (often, only squares of eigenvalues) and may be quite large, even if the largest eigenvalue is less than $N_0$.

Various bounds on $\lambda_{\text{max}}$ can be found in the literature [26], [17]. A particularly suggestive one is due to Szegö [32]: If $z$ is stationary, $\lambda_{\text{max}}$ is less than the peak value of the power spectrum of $z$.

**Arbitrary Signal Statistics**

In this situation, we obtain, for large $N_0$, a receiver structure corresponding to (B.12), above. Thus we have

$$y = z^{(k)} + n,$$

where the noise is white Gaussian. Then, for hypothesis $k$, we have

$$\Lambda \sim \int p(y \mid z) p(z) \, dz = p_n(y - z),$$

where the bar denotes averaging over the random variable $z$, whence

$$\Lambda = K \cdot \exp \left\{ \frac{1}{2} (y - z)^t \frac{1}{N_0} (y - z) \right\}$$

$$= K \cdot \exp \left[ \frac{1}{2N_0} y^t \mathbf{y} + \frac{1}{4N_0^2} \frac{1}{N_0} z^t \mathbf{z} \right]$$

$$= K' \left[ 1 + \frac{1}{N_0} z^t \mathbf{z} + \frac{1}{N_0^2} y^t \mathbf{y} + O(2^3) \right].$$

Keeping only the first three terms, we get

$$\ln p(y \mid z) = \frac{1}{N_0} z^t \mathbf{z} + \frac{1}{N_0^2} y^t \mathbf{y} + \text{"bias" term (ln } K'). \quad \text{(B.13)}$$

This agrees with (B.12), where the specular term is not included, as we had set out to show. This result has recently been obtained also by Rudnick [14].
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1. Introduction

The purpose of this chapter is to outline some of the principal optimization problems of current interest in the field of statistical communication theory, to describe briefly their formulation and techniques of treatment, and to emphasize the role and raison d'être of optimality, including such important features as optimum structure and optimum performance. Inasmuch as results achieved to date by these approaches have been described in detail elsewhere [1], the present discussion is intended to be mainly expository, taking as its focal point the concept of optimization and referring the reader to standard works for specific applications [1], [2]. More precisely, our aims are as follows: (a) to discuss optimization procedures in which the dominant physical features of the communication environment are incorporated into the decision process; (b) to point out some of the technical problems involved in their application; and (c) to suggest some continuing problems of importance in this context. Both stochastic and deterministic signals in noise backgrounds are permitted, and while the general formulation quite naturally includes multilink systems (i.e., those with more than one message source and sink), attention is directed here for the most part to the basic single-link cases. These may be compactly described [1] by the relation

\[ \{v\} = T^{(N)}_E T^{(N)}_W T^{(N)}_T \{u\}, \]  

(1.1)

where \{u\} represents a set or ensemble of possible messages at the
source (or transmitting end) that result in a corresponding set \( \{ v \} \) of received messages, or decisions consequent thereto. The \( T \)'s are transformations embodying, respectively, the operations of encoding \((T^{(e)}_v)\), the effects of the channel or medium of propagation \((T^{(m)}_v)\), and the action of the receiver \((T^{(r)}_v)\). The superscripts \((N)\) refer to the possible, and usual, injection of noise into the system at the various stages of transmission and reception. Optimization problems of various types accordingly arise when these transformations \(T^{(N)}_v\), etc., are constrained or left open to adjustment under one or more criteria of expected performance.

In statistical communication theory we may say that the aims of an adequate theory of system performances and design should include the ability to describe optimum systems. Although such systems are never strictly attainable in practice, they provide limits on attainable performance and guides as to suitable suboptimum structures that can be constructed within the "economy" of the desired application. Thus, we seek optimum structure, that is, optimum modes of processing the information-bearing data at our disposal, and the evaluation of the system's operation. The latter is necessarily statistical, since one deals always with the ensemble of possible signals and interfering noise processes in any meaningful communication situation, where the results are necessarily expressed in terms of various appropriate statistical properties (e.g., error probabilities and moments) of these ensembles. In addition, the comparison of suboptimum systems, which are the ones used in practice, with the corresponding optima provides the required link between the theoretical limits and the actual practice—an essential product of an effective theory.

Optimum structure, optimum performance, and the comparison with suboptimum systems for similar purposes are thus the principal aims of the theory. Among the main applications of optimization methods in communication theory are those that lie in the following areas: (a) **signal detection**, in which the basic problem is to determine the presence or absence of a signal in noise; (b) **signal extraction**, in which some information-bearing feature of the signal, including possibly the signal itself, is to be extracted, that is, measured, from signals corrupted by noise; (c) **cost coding**, in which both operations \(T^{(e)}_v\) and \(T^{(r)}_v\) are simultaneously adjusted for possible further optimization of the reception process by the further choice of signal alphabets or waveforms; (d) **data processing**, as nondecision examples of processing techniques required for decision-making systems; (e) **coding techniques**, using the methods of information theory; (f) combinations of the analytical procedures required in (a), (b), and (c), together with
coding methods. We shall consider here mainly the decision-theory approach, as developed by Middleton and Van Meter [2] for problems of types (a), (b), and (c), to illustrate the present questions of optimization. In Section 2 a concise formulation of the basic single-link communication system is given in decision-theoretic terms, and in Section 3 various principal optimization problems are considered in a general way within this framework. In Sections 4 and 5, optimum signal detection and extraction are examined in more detail, and in Section 6 some of the auxiliary results arising in the optimization procedures are considered briefly. Section 7 concludes the chapter with comments on present approaches and some current problems.

2. Formulation

Let us now construct a concise model of the communication process in the single-link case in which definite decisions in the face of uncertainty are required. The model is naturally based on the methods of statistical decision theory as noted above.†

We begin with abstract signal and data spaces, \( \Omega \) and \( \Gamma \), respectively, and consider sampled signal and data processes on a finite interval \((t_0, t_0 + T)\):

\[
S = [S(t_1), \ldots, S(t_n)] = [S_1, \ldots, S_n],
\]

\[
V = [V(t_1), \ldots, V(t_n)] = [V_1, \ldots, V_n]
\]

\((t_0 \leq t_1 \leq t_2 \leq \cdots \leq t_n \leq T + t_0),  \quad (2.1)\)

where \( S \) and \( V \) are accordingly \( n \)-component vectors in \( \Omega \) and \( \Gamma \) space.

![Fig. 1. A signal waveform, with sampled values \( S_k \).](image)

Figures 1 and 2 show typical signal and data waveforms. The times \( t_k \) indicated in Figure 2 refer to instants, usually different from sampling times \( t_k \), at which some estimate of the signal imbedded in the accom-

† See [1], Chap. 18, and [2] for a much fuller discussion.
panying noise is desired. Thus, if $t_0 > t_0 + T$ we have a case of prediction, while if $t_0 < t_0 < t_0 + T$, we speak of interpolation; in general, if $t_0 < t_0$ or $t_0 > t_0 + T$ we have an example of extrapolation. The quantity $\epsilon$ in Figure 1 is an epoch, referring the observer's time scale to that of the signal structure, with $\epsilon$ measured from some distinguishing point on the signal waveform. The degree of the observer's knowledge of $\epsilon$ strongly influences the type of optimum (and suboptimum) structure for both signal detection and extraction.† If $\epsilon$ is known precisely, we have coherent reception with coherent sampling; if $\epsilon$ is not known and in fact is uncertain over a period comparable to, or larger than, an average fluctuation period of the signal, we have incoherent reception with a corresponding sample uncertainty. The former is distinguished in the critical situation of threshold or weak-signal reception by a dependence on the square root of the input signal-to-noise (power) ratio, whereas the latter depends on the first power of this ratio—in both instances quite apart from the structure of the signal itself.

The decision situation, where either a detection or estimation regarding the signal is now required, is illustrated in Figure 3. Besides data and signal spaces, we introduce also a noise space $(N)$ and a decision space $\Delta$. The vector $\gamma = [\gamma_1, \cdots, \gamma_m]$ represents a set of $m$ decisions about $S$, based on $V$, the received data process. Here $\delta(\gamma|V)$ is the decision rule, governing the decisions $\gamma$ and based on the data $V$;  

† See [1], Sec. 19.4-3.
\( \delta \) is either a probability \((0 \leq \delta \leq 1)\), as in detection, where the decisions are of the "yes" or "no" type, or \( \delta \) is a probability density \((0 \leq \delta \leq \infty)\), as in extraction problems, where the decisions are now measured values of an appropriate kind. The quantities \( \sigma(S) \) or \( \sigma(\theta) \), \( F_n(V|S) \), and \( W_n(N) \) are, respectively, the a priori distribution densities of the following variables: \( S \) or the random parameters \( \theta \) of \( S \) when \( S = S(\theta) \) is deterministic; the data process \( V \), given \( S \); and the accompanying noise process \( N \), which is combined with \( S \) according to the operation \( \otimes \) to form \( V \), as indicated in Figure 3. The usual combination of noise with signal is additive, so that \( \otimes = + \), but frequently one encounters multiplicative processes, where \( V = S \times N \) in some suitable sense. Scatter communications, multipath, and ground and sea clutter are important physical examples.

Having constructed the decision situation in terms of the relevant a priori information, as suggested by Figure 3, we must now introduce an evaluation function whereby we can evaluate performance, not only for particular decisions but also for the ensemble of possible decisions consequent upon the ensemble of received data \( V \) and the signal process \( S \). In other words, we seek some statistic of the performance by which to describe the system's behavior. For this purpose we employ the cost or loss function \( \gamma(S, \gamma) \), which assigns to each signal or signal class \( (S) \), and to the decision associated with it, a quantitative value judgment or "cost." Then we can write for the average cost or loss associated with the decision process in our communication model of Section 1,

\[
\mathcal{L}(\sigma, \delta) = E_{\gamma, \delta}\{\tilde{\gamma}(S, \gamma(V))\} \\
= \int dS \sigma(S) \int F_n(V|S) dV \int \tilde{\delta}(\gamma|V)\tilde{\gamma}(S, \gamma) d\gamma \\
= E_{\delta}\left\{ \int F_n(V|S) dV \int \tilde{\delta}(\gamma|V)\gamma(S, \gamma) \right\} \\
= E_{\delta}\{E_V\{\tilde{\gamma}(S, \gamma(V))\}\}, \tag{2.2}
\]

where the expression \( E_V\{\tilde{\gamma}(S, \gamma(V))\} \) is the conditional cost. When \( S = S(\theta) \), (2.2) is modified directly to

\[
\mathcal{L}(\sigma, \delta) = E_{\gamma, \delta}\{\tilde{\gamma}(S, \gamma(V))\} \quad \text{or} \quad E_{\gamma, \delta}\{\tilde{\gamma}(\theta, \gamma(V))\}, \tag{2.3}
\]

which is appropriate in some estimation or signal-extraction cases.

Two cost functions of particular importance in communication appli-
cations are the simple cost or loss function,
\[ \mathcal{F}_1(S, \gamma) = C(S, \gamma), \]  (2.4)
where \( \mathcal{F}_1 \) (that is, \( C \)) is independent of the decision rule \( \delta \) and associates a preassigned set of fixed costs to the various possible decisions about \( S \), and
\[ \mathcal{F}_2(S, \gamma) = - \log p(S \mid \gamma), \]  (2.5)
where \( p \) is the a posteriori probability of \( S \), given \( \gamma \). Unlike \( C(S, \gamma) \), \( \mathcal{F}_2 \) depends (implicitly) on the decision rule \( \delta \) and therefore cannot be preassigned independently of it. For this reason we may expect the theory of optimum and suboptimum systems based on \( \mathcal{F}_2 \) to be more complex than that for \( \mathcal{F}_1 \), which has indeed been found to be the case to date. A motivation for choosing \( \mathcal{F}_2 \) according to (2.5) above follows from the fact that \( -\log p(S \mid \gamma) \) is a measure of uncertainty or equivocation in the information-theory sense.† Accordingly, the average risks for \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \), with (2.4) and (2.5) in (2.3), become
\[ \mathcal{L}_1 = R(\sigma, \delta) = \int_{\Delta} \sigma(S) \int_{\Gamma} F_n(V \mid S) dV \int_{\Delta} \delta(\gamma \mid V) C(S, \gamma) d\gamma \]  (2.6)
= average cost,
\[ \mathcal{L}_2 = H(\sigma, \delta) = - \int_{\Delta} \sigma(S) \int_{\Gamma} F_n(V \mid S) dV \int_{\Delta} \delta(\gamma \mid V) \] 
\[ \cdot \log p(S \mid \gamma) d\gamma \]  (2.7)
= average information loss.

We remark again that the decision rule \( \delta \) in detection situations is a probability and that the integral representation over decision space \( \Delta \) is in effect a sum over the discrete and distinct points that in this abstract space represent the decisions \( \gamma_1, \ldots, \gamma_m \). In extraction problems, which are characteristically measurement operations, the decision rule \( \delta \) takes the form of a probability density, for example,
\[ \delta(\gamma \mid V) = \delta(S - \gamma_e(V)). \]  (2.8)
The right-hand member of (2.8) is the Dirac delta function and \( \gamma_e(V) = \gamma_e(S \mid V) \) is the estimator (here of \( S \)) based on the received data \( V \) and subject to the distribution density (d.d.) \( \sigma \) of \( S \). Prediction and extrapolation, as well as simple estimation \((t_k = t_k, \ k = 1, \ldots, n)\), are readily included in the present formalism. We write for (2.6) the somewhat extended form
\[ R(\sigma, \delta) = \int_{\Delta} \sigma(S, S_k) \int_{\Delta} F_n(V \mid S) C(S, S_k; \gamma_e) dV, \]  (2.9)
† See [1], Sec. 18.4-1.
where, for example, $S_t$ is the predicted value of $S$ at $t_a$—here for all possible ensemble representations.

Thus, with (2.6) and (2.7), for both detection and extraction we have now a measure of performance for the class of single-link systems embodied in (2.1), above. Our next step in the discussion of optimization problems and procedures is to seek appropriate extrema of $\mathcal{L}_1$ and $\mathcal{L}_2$, with and without constraints, by suitable choices of the decision rules, and, where possible, to find the various distribution densities $\sigma$, $F_n$, etc., governing the average cost or information loss.

3. Optimization and Extrema in General Terms

Let us now consider the central subject of the present chapter: the optimization of communication systems in which definite decisions are required, either in the “yes-no” form characteristic of the signal-detection situation, or as measurements characteristic of signal-extraction operations. Here we outline some of the major classes of questions according to the two principal classes of detection and extraction situations noted above. These questions will be described in somewhat greater detail in Sections 4 and 5. For the basic single-link system (2.1), we may state our problem symbolically as

$$\text{op} \{v\} = \text{op} \left\{ T^{(N)}_r T^{(N)}_t T^{(N)}_r \{u\} \right\},$$

where optimization, when possible and meaningful, is to be achieved by selection of the transformations representing reception $(T^{(N)}_r)$, transmission (or encoding) $(T^{(N)}_t)$, or both. Since in physical applications we do not have control of the properties of the medium through which the communication process is propagated, we cannot expect to adjust $T^{(N)}_r$. From the receiver’s viewpoint, often the case in practice, the transmitted processes $y = T^{(N)}_r T^{(N)}_t \{u\}$ are specified, so that the only possibilities of optimizing performance lie in suitable choices of $T^{(N)}_r$. This is, of course, a nontrivial problem because of the inevitable and unavoidable presence of interfering noise, which in effect guarantees that $T^{(N)}_r \neq T^{(N)}_r^{-1}$. From the point of view of decision-theory methods, the question of optimum reception, either as detection or as extraction, is also a natural point of application—in particular, in cases for which the decision itself has primary significance [1], [2]. If, however, the interests of the communication process are more naturally focused on maximum use of channel capacity rather than on the significance of the messages sent and received, that is, on their outcomes, the principal concern in optimization is then with the encoding process, $T^{(N)}_t$, as illustrated in the usual applications of infor-
mation theory. If both interests are naturally combined, we may seek some sort of simultaneous adjustment of $T^{(N)}_R$ and $T^{(N)}_F$. Even when specific encoding procedures over a span of many individual decisions at the receiver concerning transmitted symbols are not themselves directly incorporated into $T^{(N)}_F$, we may still seek simultaneous adjustments of $T^{(N)}_R$ and $T^{(N)}_F$ for possible further optimization of performance, a procedure we have called cost coding.†

Among the first and most important optimization procedures is the minimization of the average risk or cost $R(\sigma, \delta)$ [see (2.6)] by suitable choice of decision rule $\delta$. Thus, we have

$$\min \ R(\sigma, \delta) = R^*(\sigma, \delta^*), \quad \delta \rightarrow \delta^*, \quad (3.1)$$

and $R^*$ is called the Bayes risk, while $\delta^*$ is known as the Bayes decision rule, for which $R$ is a minimum. Accordingly, here

$$\text{op} \ \{v\} = \text{op} \ \{ T^{(N)}_R T^{(N)}_M T^{(N)}_F \{u\} \} \quad (3.2)$$

yields $R^*$ through suitable choice of $T^{(N)}_{R\text{ op}} = \delta^*$. A corresponding situation occurs for the average information loss, $\mathbb{E}_2 = H$, although under more restricted circumstances. We can similarly write

$$\min \ H(\sigma, \delta) = H^*(\sigma, \delta^*_H), \quad \delta \rightarrow \delta^*_H, \quad (3.3)$$

where $\delta^*_H$ in general is different from $\delta^*$ above, as is $H^*$ from $R^*$. Equation (3.2) is still representative, with $T^{(N)}_{R\text{ op}} = \delta^*_H; \ H^*$ is called the Bayes equivocation, or minimum average information loss.

A third class of extremal systems of considerable importance is provided by the so-called minimax systems. These are defined for cost functions of type 1, that is, $\mathbb{E}_1 = C(\Sigma, \gamma)$, as the least unfavorable of the worst average costs, the latter being obtained for the "most unfavorable" a priori d.d. $\sigma_0$ of the signal process $\mathcal{S}$, that is,

$$R_M(\sigma_0, \delta^*_M) = \min \max \ R(\sigma, \delta), \quad (3.4)$$

in which $\delta^*_M = T^{(N)}_{R\text{ op}}$ is the minimax decision rule, $\delta \rightarrow \delta^*_M$. We may symbolically write (3.2) now as

$$\text{op} \ \{v\} = \text{op} \ \text{op}^{-1} \ \{ T^{(N)}_R T^{(N)}_M T^{(N)}_F \{u\} \} = \text{min-max} \ \{v\}, \quad (3.5)$$

† See [1], Sec. 23.2.
with

\[ \text{op} = \delta^*_{M}; \quad \text{op}^{-1} = \max_{T_T} \quad (3.5a) \]

in this case. Minimax systems are, of course, more complicated than the simple Bayes systems \( \delta^* \) that minimize average risk or cost, since a double extremizing process is now required. Under conditions readily met in physical applications, it is also true that

\[ \min \max R(\sigma, \delta) = \max \min R(\sigma, \delta), \quad (3.6) \]

so that in the language of game theory we have a strictly determined, zero-sum, two-person game. Here the game is between the observer (i.e., the receiver) and nature, with the characteristic saddle-point condition represented by (3.6). In a similar way, although under more restricted conditions, we may expect minimax equivocation, that is,

\[ H^*(\sigma_{OH}, \delta^*_{MH}) = \min \max H(\sigma, \delta) = \max \min H(\sigma, \delta), \quad (3.7) \]

this latter in the strictly determined cases. Hence \( \delta \to \delta^*_{MH} \neq \delta^*_{M} \) for the minimax average risk, and also, in general, \( \sigma_{OH} \neq \sigma_{O} \). Equation (3.5) applies once more, but now with

\[ \text{op} = \delta^*_{MH}, \quad \text{op}^{-1} = \max_{T_T} \quad (3.7a) \]

[see (3.5a)], since the cost function here is \( \tau_s = -\log p(S | Y) \) [see (2.5)] instead of the simpler cost assignment (2.4). The criteria of optimization represented by the Bayes risk and minimax average risks, (3.1), (3.4), (3.6), were first proposed and examined in their general forms by Wald [3] in his original construction of statistical decision theory, along with the principal theorems upon which are based the extremal operations formally presented above.

Until recently, attention has been directed principally to optimization on the basis of the simple cost function, \( \delta_s \), and to some examples employing \( \delta_s \)—in both instances without additional constraints other than those necessarily imposed through the probabilistic nature of the decision rules and a priori probabilities \( \sigma, F_N(V | S) \), etc. Other extremal situations of importance to communication theory applications occur,

---

1 See [1], Sec. 18.5-3, for statements of some of the principal theorems and Sec. 18.4-4 for a more detailed discussion.
2 See [1], Sec. 23.3-1; also see [2], Chap. 6, Sec. 1.
however, in which additional constraints naturally arise. Cost coding, mentioned above, is a typical example. Here we seek a possible further minimization of the average risk \( R(\sigma, \delta) \) by suitable choice of waveform \( S \) subject, say, to the constraint of fixed signal power. This can be expressed as

\[
R_c^* = \text{ext} \left\{ R^*(\sigma, \delta^*) \subseteq f(S) \right\} = R_c^*(\sigma, \delta_c^*), \tag{3.8}
\]

where \( \subseteq \) denotes the constraint; for fixed power this is

\[
f(S) = k \int_0^T \frac{S(t)}{S(0)} \, dt.
\]

In terms of the transformations \( T_r^{(N)} \), etc., this becomes alternatively [see (3.2), (3.5)]

\[
\text{op} \left\{ v \right\} = \text{op} \text{op} \left\{ T_r^{(N)} T_M^{(N)} T_r \{ u \} \right\}, \tag{3.9}
\]

where \( \text{op} / T_r = \delta \rightarrow \delta^* \). Then \( \text{op} / T_r \) applied to this, subject to the constraint \( f(S) \), yields \( \delta^* \rightarrow \delta_c^* \), with the “best” receiver for the “best” transmitted waveform. One thus adjusts \( T_r^{(N)} \) and \( T_r^{(B)} \) to achieve \( R_c^* \), a further minimization of an already Bayes risk. In general, this is not unique; nor is it always possible, as some of the results to date indicate.†

Still other, and more elaborate, extremal situations may arise: For instance, we may wish to minimize average risk for a class of sub-optimum systems \((\delta \neq \delta^*)\) by proper choice of waveform, subject to fixed signal power, for example,

\[
R_c = \min_\delta \left\{ R(\sigma, \delta) \subseteq f(S) \right\}. \tag{3.10}
\]

Another possibility is the maximization of Bayes risk by choice of noise statistics, again subject to the constraint of fixed noise power, for example,

\[
R_N^* = \max_{W(N)} \left\{ R^*(\sigma, \delta^*) \subseteq F(N) \right\}. \tag{3.11}
\]

We may also wish to combine cost coding and maximization of Bayes risk; for example,

\[
R_{CN} = \min_\delta \max_{W(N)} \left\{ R^*(\sigma, \delta^*) \subseteq f(S) \subseteq F(N) \right\}, \tag{3.12}
\]

† See the examples in [1], Sec. 23.2-1.
a situation characteristic of communication in the presence of interference, where best operation of the communication link is desired on the one hand in the face of interference on the other. This may be selected to render transmission (or reception) as ineffective as possible—a type of minimax situation in which the constraints on both signal and noise processes now play a key role.

Not much is as yet known about the general solutions to problems of the above kind. The customary attack is that of the calculus of variations—which is not usually sufficient to guarantee a solution in each case, although inspection of the special problem frequently permits us to decide on a maximum or minimum result or to determine whether the extremum in question is the desired maximum or minimum. In the next two sections, we shall illustrate some of these remarks with examples of two classes of optimization situations: Bayes signal detection and Bayes signal extraction.

4. Optimum Detection†

Let us begin by considering the general binary (i.e., two-alternative) situation of detecting the presence of a signal of type $S_2$ in noise versus that of a signal of type $S_1$, also in noise, which may occur alternatively. The hypotheses accordingly are $H_2: S_2 \otimes N$ and $H_1: S_1 \otimes N$. We shall construct the Bayes, that is, minimum average risk, test of $H_2$ versus $H_1$ on the basis of fixed data samples on $(0, T)$. For this purpose, we have

$$\Omega_1 + \Omega_2 = \Omega, \text{ where } \Omega_1 \text{ and } \Omega_2 \text{ are signal spaces appropriate to } S_1 \text{ and } S_2, \text{ and are disjoint, that is, nonoverlapping (see Fig. 3);}$$

$$w_1(S), u_2(S) = \text{d.d.'s of } S = (S_1, S_2), \text{ where } w_1(S) = u_1(S_1), \text{ that is, for } S \in \Omega_1, \text{ and } u_2(S) = u_2(S_2), \text{ S } \in \Omega_2; \text{ S, of course, embodies all signals, as indicated;}$$

$$\int_{\Omega_1} w_1(S) \, dS = \int_{\Omega_1} u_1(S_1) \, dS_1 = 1, \text{ etc.};$$

$p_1, p_2 = \text{ a priori probabilities that the data sample V comes from an ensemble } V = S_1 \otimes N, \text{ or } V = S_2 \otimes N,$

respectively. (4.1d)

† This section presents a generalization of some of the results of Chap. 19 of [1], especially Secs. 19.1–19.3.
Consequently, we have

\[ \sigma(S) = p_1 \omega_1(S_1) + p_2 \omega_2(S_2) \quad \text{and} \quad \int_S \sigma(S) \, dS = 1, \quad (4.2) \]

since \( p_1 + p_2 = 1 \). For the two possible decisions here, that is, \( \gamma_1: H_1 \otimes N, \gamma_2: H_2 \otimes N \), we write

\[ \delta(\gamma_1 \mid V) + \delta(\gamma_2 \mid V) = 1, \quad (4.3) \]
inasmuch as a definite decision is always made, and \( 0 \leq \delta_{1,2} \leq 1 \), since the \( \delta \)'s are probabilities in this case. Finally, let us represent the cost assignments in the form of a cost matrix \( C(S, \gamma) \), with rows representing the hypotheses \( H_1, H_2 \) and columns the decisions \( \gamma_1, \gamma_2 \),

\[ C(S, \gamma) = \begin{bmatrix} C_{11}^{(1)} & C_{12}^{(1)} \\ C_{21}^{(2)} & C_{22}^{(2)} \end{bmatrix}. \quad (4.4) \]
The superscripts refer to the hypothesis state and the subscripts to the decisions actually made. Consistent with the meaning of "success" and "failure," or "correct" and "incorrect," with respect to the possible decisions, we require that

\[ C_{11}^{(1)} < C_{11}^{(2)}; \quad C_{22}^{(2)} < C_{22}^{(1)}; \quad (4.4a) \]
that is, "failure" costs more than "success." Note that the costs are assigned vis-à-vis the possible hypothesis states and not with respect to any one signal in a signal class (which may contain an infinite number of members).

With the above consideration in mind, we compute next the average risk according to (2.6) by integrating over the two points in the decision space \( \Delta \), for \( \gamma_1, \gamma_2 \). The result is

\[ R(\sigma, \delta) = \int_\Delta \left[ \{ F_a(V \mid S_1) \}_{1} p_1 C_{11}^{(1)} + \{ F_a(V \mid S_2) \}_{2} C_{11}^{(2)} p_2 \delta(\gamma_1 \mid V) \right. \]
\[ + \left. \{ F_a(V \mid S_1) \}_{2} p_1 C_{21}^{(1)} + \{ F_a(V \mid S_2) \}_{2} C_{22}^{(2)} p_2 \delta(\gamma_2 \mid V) \} \, dV, \quad (4.5) \]
where

\[ p_1 \{ F_a(V \mid S) \}_{1} = \int_{S_1} \sigma(S) F_a(V \mid S) \, dS \]
\[ = p_1 \int_{S_1} \omega_1(S_1) F_a(V \mid S_1) \, dS_1, \quad \text{etc.} \quad (4.6) \]
If the signal processes owe their statistical character to a set of random parameters $\theta$ alone, that is, are deterministic, then (4.6) is equivalently expressed as

$$p_1(F_n(V \mid S_1))_1 = p_1 \int_{\theta_1} \psi(\theta_1) F_n(V \mid S_1(\theta_1)) \, d\theta_1, \text{ etc. (4.6a)}$$

At this point, it is convenient to introduce the conditional and total error probabilities associated with the decisions $\gamma_1, \gamma_2$. These are

$$\beta_2^{(1)} = \beta_2^{(1)}(H_2 \mid H_1) = \text{conditional probability of incorrectly deciding that a signal of class 2 is present when actually a signal of type 1 occurs},$$

$$\beta_1^{(2)} = \beta_1^{(2)}(H_1 \mid H_2) = \text{the same as (4.7a) except that } S_1 \text{ and } S_2 \text{ are interchanged. (4.7b)}$$

The corresponding total error probabilities are therefore the following:

$$p_1 \beta_2^{(1)} = \text{total probability of incorrectly deciding } H_2 \text{ when } H_1 \text{ is the true state},$$

$$p_1 \beta_1^{(2)} = \text{the same as (4.8a), with } H_2 \text{ and } H_1 \text{ interchanged. (4.8b)}$$

In expanded form, we have

$$\beta_2^{(1)} = \int_r \langle F_n(V \mid S_2) \rangle \delta(\gamma_2 \mid V) \, dV,$$

$$\beta_1^{(2)} = \int_r \langle F_n(V \mid S_2) \rangle \delta(\gamma_1 \mid V) \, dV,$$  (4.9)

so that, alternatively, the conditional probabilities of correct decisions are

$$\beta_1^{(1)} = \beta_1^{(1)}(H_1 \mid H_1) = 1 - \beta_2^{(1)} = \int_r \langle F_n(V \mid S_1) \rangle \delta(\gamma_1 \mid V) \, dV,$$  (4.10a)

$$\beta_2^{(2)} = \beta_2^{(2)}(H_2 \mid H_2) = 1 - \beta_1^{(2)} = \int_r \langle F_n(V \mid S_2) \rangle \delta(\gamma_2 \mid V) \, dV.$$  (4.10b)

Using the above results in (4.5) we can now rewrite the average risk more compactly in terms of the error probabilities as

$$R(\sigma, \delta) = \{p_1C_1^{(1)} + p_2C_2^{(2)}\} + p_1(C_2^{(1)} - C_1^{(1)})\beta_2^{(1)}$$

$$+ p_2(C_1^{(2)} - C_2^{(2)})\beta_1^{(2)}.$$  (4.11)
Optimization is next accomplished, according to (3.2), by suitable choice of decision rule \( \delta \), so as to minimize the average risk \( R(\sigma, \delta) \). Eliminating \( \delta(\gamma_1 | V) \) with the aid of (4.3), we can express (4.5) as
\[
R(\sigma, \delta) = \beta_0 + p_1(C_1^{(1)} - C_2^{(2)}) \int \delta(\gamma_1 | V) [\Lambda_{11}(V) - \mathcal{K}_{12}] 
\cdot \langle F_n(V | S_1) \rangle_{1} dV,
\]
where
\[
\Lambda_{11}(V) = \frac{p_2}{p_1} \langle F_n(V | S_2) \rangle_{2}
\]
is a generalized likelihood ratio, and
\[
\mathcal{K}_{12} = \frac{C_1^{(1)} - C_2^{(1)}}{C_1^{(2)} - C_2^{(2)}} > 0
\]
is a threshold, with \( \beta_0 = p_1C_1^{(1)} + p_2C_2^{(2)} \) the irreducible risk. Since \( \delta(F_n), C_1^{(2)} - C_2^{(2)}, p_1, \) etc., are all positive, it is at once clear that we minimize \( R \) by choosing \( \delta(\gamma_1 | V) \rightarrow \delta^*(\gamma_1 | V) \) to be unity when \( \Lambda_{11} < \mathcal{K}_{12} \) and zero when \( \Lambda_{11} > \mathcal{K}_{12} \). In other words, we decide
\[
\gamma_1 : H_1 \text{ if } \Lambda_{11}(V) < \mathcal{K}_{12}; \text{ that is, we choose } \delta^*(\gamma_1 | V) = 1 \text{ for any } V \text{ such that this inequality applies, and take } \delta^*(\gamma_1 | V) = 0; \tag{4.15}
\]
or
\[
\gamma_2 : H_2 \text{ if } \Lambda_{11}(V) \geq \mathcal{K}_{12}; \text{ that is, we choose } \delta^*(\gamma_2 | V) = 1 \text{ for any } V \text{ satisfying this inequality (and equality), and take } \delta^*(\gamma_2 | V) = 0.
\]
Note that the \( \delta^*_{1,2} \) are nonrandomized decision rules, automatically arrived at here in the minimization process. The error probabilities (4.9) are accordingly
\[
\min_{\delta} \beta_2^{(1)} \rightarrow \beta_2^{(1)*} = \int_{\Gamma} \langle F(V | S_1) \rangle_{2} \delta^*(\gamma_2 | V) dV, \text{ etc.,}
\]
with \( \beta_2^{(1)*} \) obtained explicitly by evaluating the integral above over that portion of the data space \( \Gamma \) for which \( \delta^*(\gamma_2 | V) = 1 \), with a similar procedure for obtaining \( \beta_2^{(2)*} \).

For actual applications, it is much more convenient to use as the representation of the optimum system \( \log \Lambda_{11} \), in place of \( \Lambda_{11} \). This in
no way changes the optimization results because the logarithm is monotonic (and $\Lambda_{21} \geq 0$); (4.15) is simply rewritten as

$$\gamma_1: H_1: \text{if } \log \Lambda_{21} < \log \mathcal{K}_{12},$$

or

$$\gamma_2: H_2: \text{if } \log \Lambda_{21} \geq \log \mathcal{K}_{12}.$$ 

The Bayes risk is now

$$R^* = \phi_e + p_2(C_1^{(2)} - C_2^{(2)}) \left( \frac{3\mathcal{K}}{\mu_{21}} \beta_2^{(1)*} + \beta_1^{(2)*} \right), \quad \mu_{21} = \frac{p_2}{p_1}. \quad (4.18)$$

Besides the optimum system structure embodied in $\log \Lambda_{21}$, we need the error probabilities $\beta_2^{(1)*}, \beta_1^{(2)*}$ to evaluate the system’s performance. Letting

$$x = \log \Lambda_{21}(V),$$

we see that these error probabilities are given by

$$\beta_2^{(1)*} = \int_{\log \mathcal{K}}^{\infty} P_n^{(1)}(x) \, dx, \quad \text{and} \quad \beta_1^{(2)*} = \int_{-\infty}^{\log \mathcal{K}} P_n^{(2)}(x) \, dx, \quad (4.20)$$

where $P_n^{(1,2)}(x)$ are the d.d.’s of $x$, respectively under $H_1, H_2$. For example,

$$P_n^{(1)}(x) = \mathcal{S}^{-1}\left\{ E_{R|H_1}(\xi) \right\}; \quad P_n^{(2)}(x) = \mathcal{S}^{-1}\left\{ E_{R|H_2}(\xi) \right\}, \quad (4.21)$$

in which $\mathcal{S}^{-1}$ denotes the inverse Fourier transform and the expectations are the two characteristic functions of $x$, which are determined from

$$F_2^{(1)}(i\xi) = \int \mathbb{d}\mathbf{V} \langle \mathbf{F}_n(V \mid S) \rangle \mathcal{S}^{4\log \Lambda_{21}(V)}, \quad \text{etc.} \quad (4.22)$$

In terms of these characteristic functions, the error probabilities (4.20) may be alternatively expressed as

$$\beta_2^{(1)*} = \int_{C^{(-)}} e^{-i\xi \log \mathcal{K}} F_2^{(1)}(i\xi) \, d\xi, \quad \beta_1^{(2)*} = \int_{C^{(+)}} e^{-i\xi \log \mathcal{K}} F_2^{(2)}(i\xi) \, d\xi, \quad (4.23)$$

where $C^{(-)}$ and $C^{(+)}, \text{respectively, are contours extending from } -\infty \text{ to } +\infty \text{ along the real axis and indented downward and upward about any singularities on this axis, usually at } \xi = 0. \text{ The optimum detection situ-}
ation of $H_2$ versus $H_1$ is schematically illustrated in Figure 4, while the relationship of the corresponding Bayes error probabilities is sketched in Figure 5. The essential problems at this stage are technical: how to evaluate (4.21)–(4.23). This is by no means a simple task; it requires considerable skill and insight. In the most important and critical case—threshold, or weak signal operation (where the input signal is less than the background noise, power-wise)—a fairly comprehensive binary theory has nevertheless been developed.†

Finally, in the common case of a signal in noise versus noise alone, we have $H_1: N: H_2: S \otimes N$, and the preceding results can be immediately reduced by inspection to the familiar expressions discussed in earlier work.‡

Various special cases of the general Bayes detection systems described above deserve attention. Among those belonging to the optimum class—that is, minimum average risk class in some sense—are the so-called Neyman–Pearson detectors, wherein the average risk associated with one or the other of the error probabilities $\beta_1$ or $\beta_2$ is held fixed, thereby determining a threshold $x'$, while the average risk

† See [1], Chap. 19, and especially Chap. 20, Secs. 20.1–20.3, with illustrative examples in Sec. 20.4.
‡ See in particular [1], Secs. 19.1–19.3.
associated with the other ($\beta^{(2)}_1$ or $\beta^{(1)}_2$) is minimized; for example,

$$R^*(\sigma, \delta^*)_{NP} = C_0 \{ \min_{\delta} (p_2 \beta^{(2)}_1) + \lambda p_1 \beta^{(1)}_1 \}. \quad (4.24)$$

The result is readily shown to be a Bayes, that is, likelihood ratio test of the type (4.15) or (4.17), where

$$\beta^{(1)}_1 = \int_{\log X'} P_n^{(1)}(x) \, dx = \text{constant} \, (<1), \quad (4.25a)$$

with

$$\beta^{(2)*}_1 = \int_{-\infty}^{\log X'} P_n^{(2)}(x) \, dx, \quad (4.25b)$$

for the minimized error probability.

Another optimum class of binary detection systems within the Bayes group is that of the Ideal Observer, where both $\beta^{(1)}_1$ and $\beta^{(2)}_2$ are jointly minimized; for example,

$$R^*(\sigma, \delta^*)_I = C_0 \min_{\delta} (p_1 \beta^{(1)}_2 + p_2 \beta^{(2)}_1), \quad (4.26)$$

for which it is found that the decision procedure requires a threshold $X_I = 1$. \[\text{[See (4.15), (4.17).]}\] Still another class, also Bayes, is the Minimax detector \[\text{[see (3.4) et seq.]}\] where the a priori probabilities $p_1, p_2$ are unknown or unspecified. Again, the optimum system is embodied in a generalized likelihood ratio (4.13). The actual evaluation of such systems, however, may be quite involved, particularly if other a priori probabilities or probability densities are open to adjustment—for example, $\sigma(S)$, $\sigma(\theta)$, $F_n(V|S)$. In Section 19.2 of [1] these three types of systems are discussed in more detail and other possible Bayes situations are presented in which other subcriteria for optimization may be employed to deal with the ever-present question of partially or totally unspecified a priori probabilities.

Finally, we mention extensions of the Bayes theory sketched here. An important case is that of variable sample, or sequential procedures, for signal detection \[\text{[4]}\]. Here sample size is the random variable, and optimization is achieved by minimizing the average cost of experimentation, proportional to sample size. For example, we have

$$R_{\text{seq}}^* = \min_{\delta} R(\sigma, \delta)_{\text{seq}} = C_0 \min_{\delta} f(n, \delta, S), \quad f = n(\delta, S), \quad (4.27)$$

and in the more general cases $f$ is a nonlinear function of sample size $n$, ...
or of $T$, if continuous sampling is employed. Adaptive systems, which adjust themselves on the basis of successive stages of incoming data to be optimal at later stages, provide other more sophisticated examples of optimum systems, of which the general character is still in the process of formulation.

5. Optimum Signal Extraction

As we have noted previously (Sec. 2), the broad class of problems involving the estimation of signal waveform or signal parameters, either in an interpolatory or in a predictive sense, is naturally included within the decision-theory framework. Equally naturally, this class of problems suggests a spectrum of optimization questions wherein minimization of average risk or average equivocation are two important criteria. For our summary discussion here, we shall consider only simple estimation, where $t_s$ coincides with one or more of the sampling instants $t_1, \ldots, t_n$ on a typical interval $(0, T)$. Here, also, suitable classes of cost functions (i.e., convex cost functions) lead to the desirable non-randomized decision rules, which are of the form

$$\delta(\gamma | V) = \delta(\gamma - \gamma_s(V)),$$

where $\gamma_s(V) = T_s(V)$ is the functional operation performed by the receiving system $T_s$ on the received data $V$ and thus embodies the estimation structure. For particular $V$, $\gamma_s(V)$ is an estimate; for the process $V$, $\gamma_s(V)$ is called the estimator, based on the a priori signal information embodied statistically (as well as deterministically) in $\sigma(S)$ or $\sigma(\theta)$, where $\theta = (\theta_1, \ldots, \theta_M)$ is a set of $M$ different parameters. The left-hand member of (5.1) is a probability density for the usual case of continuous values of $V$ and of either $S$ or $\theta$ under estimation; the right-hand member is the Dirac delta function [see (2.8)].

When $\gamma_s$ is given, that is, the system is specified, the average risk may be computed according to (2.9) above, which for simple estimation becomes directly

$$R(\sigma, \delta)\delta = \int \sigma(S) \, dS \int F_s(V | S)C(S, \gamma) \, dV,$$  \hspace{1cm} (5.2a)

or often in deterministic cases for which $S = S(\theta)$,

$$R(\sigma, \delta)\delta = \int \sigma(\theta) \, d\theta \int W_s(V | \theta)C(\theta, \gamma) \, dV.$$  \hspace{1cm} (5.2b)

The average risk depends, of course, on our choice of cost function, and here we may expect a considerably wider range of possibilities, since

† See [1], p. 961.
the number of reasonable and acceptable cost functions is now much expanded, at least potentially, over those available in detection.

As in detection, we may expect a variety of optima, depending on the choice of cost function and on possible constraints. In the unconstrained case—the deterministic case, for example—we seek optima from the solution of

$$\delta R = \int_{\Theta} \sigma(\theta) \, d\theta \, \mathbb{W}_n(V | \theta) \frac{\partial C(\theta, \gamma^*)}{\partial \gamma} = 0, \quad (5.3)$$

whenever \( C \) possesses the required derivatives; the \( \gamma^* \) that is the solution of (5.3) can usually be shown to be the desired optimum, either by inspection or by a direct demonstration that \( \delta^2 R \big|_{\gamma^*} > 0 \), for minimum average risk. The most common and familiar example occurs for a quadratic cost function,

$$C(\theta, \gamma) = C_0 | \theta - \gamma^* |^2, \quad (5.4)$$

for which it is easily shown that the Bayes risk is

$$R^*_B = C_0 \min_{\gamma^*} | \theta - \gamma^* |^2_{S.N} = C_0 | \theta - \gamma^*_B(\theta | V) |^2, \quad (5.5)$$

where the optimum estimator is determined from the set of equations

$$\gamma^*_B(\theta | V) = \int_{\Theta} \theta \sigma(\theta) \mathbb{W}_n(V | \theta) \, d\theta / \int_{\Theta} \sigma(\theta) \mathbb{W}_n(V | \theta) \, d\theta \quad (5.6)$$

$$= \int_{\Theta} \theta \omega_n(V, \theta) \, d\theta / \int_{\Theta} \omega_n(V, \theta) \, d\theta, \quad (5.6a)$$

in which \( \omega_n(V, \theta) \) is the joint d.d. of \( V \) and \( \theta \). Note that in general the Bayes estimator \( \gamma^*_B \) here is a nonlinear operator on the received data \( V \); the optimum receiver for estimating \( \theta \) is a nonlinear system. In fact, for this cost function it is the conditional expectation of \( \theta \), given \( V \)—a well-known result.\(^\dagger\)

As an example in which a direct variational procedure is not possible, that is, in which \( \delta C/\delta \gamma \) does not exist but nonetheless optimum systems may exist and be obtained, we have the important case of the simple cost function (in extraction),

$$C(\theta, \gamma) = \sum_{k=1}^{M} [ C_k A_k^* - (C_k - C_0) \delta(\gamma_k - \theta_k) ]. \quad (5.7)$$

Here the \( A_k^* \) are positive constants, chosen so that the resulting average risk is positive or zero for each \( k \), \( C_k \) is the cost associated with an error,

\(^\dagger\) See [1], Sec. 21.2-2.
and $C_T$ is the cost of a correct estimate of each $\theta_i$. More compactly, (5.7) becomes

$$C(\theta, \gamma) = C_0 \sum_{i=1}^{M} [A_k - \delta(\gamma_k - \theta_k)], \quad (5.7a)$$

with appropriate definitions of $C_0$ and $A_k$. Thus, in this simple cost assignment, errors of all sizes exact the same cost $C_E$, while all correct decisions (i.e., estimates) cost $C_C < C_E$. The average risk, or cost, here is found to be

$$R(\sigma, \delta) = C_0 \sum_{i=1}^{M} \left[ A_k - \int_{\Delta} \mathcal{D}_k(V; \sigma, \delta) \, dV \right], \quad (5.8)$$

where

$$\mathcal{D}_k(V; \sigma, \delta) = \int_{\Delta} \sigma(\gamma_k) W_n(V | \gamma_k) \delta(\gamma_k | V) \, d\gamma_k \quad (5.8a)$$

and $\delta$ is now a probability density. Minimization of average risk leads directly to the condition

$$\delta(\gamma_k | V) = \delta(\gamma_k - \gamma^*_k(\theta | V)), \quad \gamma_k = \theta_k, \quad k = 1, \ldots, M, \quad (5.9)$$

where the components $\gamma^*_k (k = 1, \ldots, M)$ of the Bayes estimator, here $\gamma^*_k$, are determined from the relations

$$\sigma(\gamma_k^*) W_n(V | \gamma_k^*) \geq \sigma(\theta_k) W_n(V | \theta_k), \quad (5.10)$$

for each $k$ and for all $\theta_k$ in $\Omega_k$. But this is precisely the condition that determines the unconditional maximum likelihood estimators (UMLE's) of $\theta_k$, that is, $\gamma_k^*$. Thus, equivalently, the $\gamma_k^*$ are determined by

$$\frac{\partial}{\partial \theta_k} \log \left[ \sigma(\theta_k) W_n(V | \theta_k) \right] |_{\theta_k = \theta_k^*} = 0. \quad (5.10a)$$

For a more detailed discussion, see [1], Sections 21.2-2 and 21.2-1 and equation (21.82).

Although the quadratic cost function (QCF) and simple cost function (SCF) are analytically and historically the most familiar, many other cost functions, more reasonable in special applications, can be constructed. Even if they bear the expected difference form $F(\theta - \gamma)$, however, explicit optimization is not readily achieved for general statistics of $V$ and $\theta$, and little appears to be known as yet in a systematic way about the Bayes extractors in these cases. Under certain conditions, we can escape from the sometimes too restrictive and inappro-
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appropriate nature of the QCF and SCF with the help of the following result:

Let cost functions of the type \( C(\theta - \gamma_c) \) have the property that for \( |\theta - \gamma_c|_1 < |\theta - \gamma_c|_2 \), we have

\[
C(\theta - \gamma_c) = C(\gamma_c - \theta); \quad C[(\theta - \gamma_c)_1] < C[(\theta - \gamma_c)_2]. \tag{5.11}
\]

Then the Bayes estimator \( (\gamma^*_c)_{QCF} \) for the quadratic cost function \( (\theta - \gamma_c)^2 \) also minimizes the average risk for these other cost functions (5.11), provided the conditional d.d. of \( \theta \), given \( V \)—that is, \( \psi(\theta|V) \)—is unimodal and symmetric about this mode \( (\theta = \gamma^*_c) \). Typical cost functions obeying (5.11) and satisfying this condition, and consequently for which \( (\gamma^*_c)_{QCF} \) is the optimum estimator, are

\[
C_1(\theta - \gamma^*_c) = |\theta - \gamma^*_c|; \\
C_2(\theta - \gamma^*_c) = \begin{cases} 0, & |\theta - \gamma^*_c| < A \\ 1, & |\theta - \gamma^*_c| > A \end{cases} \quad (\gamma^*_c = (\gamma^*_c)_{QCF}), \tag{5.12}
\]

The resulting Bayes risks for (5.12) are different from \( (R^*_c)_{QCF} \), of course, although \( \gamma^*_c = (\gamma^*_c)_{QCF} \) here.

Still other cost functions may have desirable properties in applications; when \( \delta(\theta) \) is uniform, \( \gamma^*_c \)QCF may have minimax properties,† and if \( w_n(V, \theta) \) possesses certain symmetry properties, then the Bayes estimator often may be directly determined from the symmetry structure. Not only Bayes extraction, but also those minimizing average equivocation—as in detection—are possible. Also, as in detection, we may consider more sophisticated extraction procedures, for example, sequential estimation and adaptive systems employing dynamic-programming techniques. In all these areas, as far as communication systems are concerned, the search for optimality has just begun. This is particularly so in those cases in which it is meaningful to include constraints. For example, in cost coding it may often be profitable to minimize further the average risk, associated now with signal extraction. Equations (3.8), (3.9) apply here also, as do (3.10)–(3.12), for the more elaborate situations in which the communication link—both transmitter and receiver—is in effect playing a game against the medium, represented by either natural or man-made disturbances.

6. Some Consequences of Optimality

As we have indicated above, a direct and important by-product of each optimization procedure—whether in signal detection or extraction—

† For further comments, see [1], Secs. 21.2-1, 21.2-3, 4, and Sec. 21.2-5.
is optimum structure, which is embodied in the appropriate decision rule $\delta$. In binary detection, this is expressed in terms of the generalized likelihood ratio or its logarithm [see (4.17)],

$$T^{(N)}_{R-\text{op}} \{ V \} = \log \Lambda_n(V).$$

(6.1)

In extraction one has a variety of structures, embodied in the estimators

$$T^{(N)}_{R-\text{op}} \{ V \} = \gamma^*_v(\theta | V).$$

(6.2)

For threshold operation various canonical forms of optimum structure are possible. In detection of a signal in noise—for example, $H_1 : N$ alone, $H_2 : S + N$, the “on-off” case—these can be expressed as

$$\log \Lambda_n = B_0 + B_1 \bar{v} C^{(1)}(s) + B_2 \bar{v} C^{(2)}(v) + O(a_0^3, a_0^2, a_0^1, \ldots),$$

(6.3)

where the constants $B_0, B_1, B_2$ depend of course on the signal and noise statistics and are respectively $O(a_0^0, a_0^1, a_0^2, \ldots)$, $B_1 = O(a_0), B_2 = O(a_0^2)$, with $a_0^2$ defined as an input signal-to-noise power ratio, $s$ is a normalized signal waveform, and $v$ is a normalized data process. In reception processes for which there is sample certainty, for example, in coherent reception (see Sec. 2), $\bar{s}$ does not vanish, and the predominant threshold structure is that of an averaged, generalized cross-correlation† of the received data with a known signal waveform,

$$\log \Lambda_n \big|_{\text{coh}} = B_0 + a_0 B_1 \bar{s} C^{(1)}(s), \quad a_0^2 < 1,$$

(6.4)

dependent on the square root of the input signal-to-noise power ratio. On the other hand, when the observer does not know the epoch $\epsilon$ (see Fig. 1), and $\epsilon$ is so distributed that $\bar{s} = 0$—a usual condition in this state of incoherent observation—we have an example characterized by an averaged, generalized autocorrelation‡ of the received data $(v)$ with itself:

$$\log \Lambda_n \big|_{\text{incoh}} = B_0'' + a_0 B_1'' \bar{v} C^{(2)}(v).$$

(6.5)

Unlike the coherent case, this is now a nonlinear operation on the data. Moreover, the structure depends on the first power of the signal-to-noise power ratio:

---

† See [1], Sec. 19.4.
‡ See [1], Sec. 19.4.
From a design viewpoint, we must next interpret these generalized averaged cross- and autocorrelations in terms of ordered sequences of realizable elements, both linear and nonlinear. This has recently been done [5], and typical structures consist of a linear time-invariant, realizable Bayes matched filter of the first kind, and similar to the older type of matched filter [6] for maximizing $S/N$ in the coherent cases. With incoherent reception the structure may consist of time-varying linear and realizable Bayes matched filters of the second and third kinds, followed by zero-memory quadratic or multiplicative devices and terminating in an ideal (i.e., uniformly weighting) post-rectification filter [5]. The details are considered in [5]. Similar structures may also occur in signal extraction. In addition to a threshold structure similar to and sometimes identical with that arising in detection, one often has a further mathematical operation on data so processed, represented by some transcendental function, for example, a Bessel or hypergeometric function, of which the processed data are the argument.

Finally, it should be pointed out that the above procedures are not confined to such discrete structures, although they are necessarily formulated in a probabilistic sense in discrete terms, that is, with sample values at discrete times $t_1, \cdots, t_n$ on an interval $(0, T)$. One can quite naturally consider continuous sampling on $(0, T)$ in which the various matrix forms above go over into corresponding integral expressions. The generalized likelihood ratios characteristic of optimum binary detection become generalized likelihood ratio functionals, and the various quadratic forms in the threshold development of structure [see (6.3)--(6.5)] likewise become linear or quadratic functionals of $V(t)$, the received data on the interval $(0, T)$. In such instances, also, the technical problems of inverting matrices [the $C^{(1)}$, $C^{(2)}$ in (6.3) et seq. contain one or more inverse matrices] transform into the corresponding problems of solving linear integral equations of the homogeneous and inhomogeneous varieties. In system structure a similar transformation from the discrete sampling filters to the continuous analogue devices occurs without conceptual change, although, of course, the actual realization of the various optimized circuit elements requires different techniques. Section 19.4-2 of [1] considers some of the conditions under which the passage from the discrete to the continuous state of operation may be analytically performed.

† See also [1], Sec. 20.1, 2.
‡ See [1], Sec. 21.3-2, in the case of the incoherent estimation of signal amplitude with a quadratic cost function and narrow-band signal processes. Still other examples may be found in [1], Secs. 21.1 and 21.3, and in [7].
7. Concluding Remarks

In the preceding sections we have described formally and rather in detail some of the roles of optimization in statistical communication theory. The principal applications of optimization techniques here lie in the areas of signal detection, signal extraction, and cost coding, with their concomitant by-products of optimum system structure and comparison with suboptimum systems for these and similar purposes. In its simplest forms, optimization is carried out with respect to the criterion of minimizing an average loss of some sort, whether measured in simple units of cost or in the more intricate units of equivocation, and without constraints. More sophisticated models, appropriate to a variety of special communication situations, introduce one or more constraints, with a resulting increase in the complexity of the analysis. Cost coding offers an important class of such problems. The basic technique for finding solutions is the familiar variational one, which of course is not always adequate for this purpose, since it frequently provides minima when maxima are needed, and vice versa. This difficulty is sometimes overcome by an inspection of the physical model, which often reveals the desired extremum, but in general there appear to be no consistently reliable methods for discovering solutions.

Although our attention has been specifically directed to the single-link communication situations, the fundamental ideas and techniques are by no means restricted to such cases. Frequently a more realistic description of a communication environment requires an extension of fixed-sample models to the variable-sample ones (e.g., sequential detection and estimation). Often, too, simple binary decisions are inadequate: A selection between many alternatives may be required, and we are then confronted with a multiple-alternative detection situation. Moreover, the cost functions in common analytic use (the SCF and QCF of Sec. 5, above) may prove unrealistic, and other, more involved cost assignments must be introduced, with a consequent increase in the technical problems of finding optimum structures (decision rules) in these cases. Extensions to adaptive systems, which in various ways adjust themselves to their changing data environment, put a heavy burden on our optimization methods and require of us new approaches and techniques, as yet only hinted at. One central problem here is that of "reduction of dimensionality," whereby a very large number of raw data elements are to be combined (and in part eliminated) in such a way that nearly all of the pertinent information upon which a decision is to be based may be preserved, with the result that a comparatively small number of effective data elements are then needed to obtain an
efficient decision. Simple examples of this are shown above in binary detection, where for optimum performance an explicit operation on the received data $V$ is indicated by the likelihood ratio function or functional. But when we attempt to extend this procedure to multiple decisions under an over-all optimality program, as in dynamic programming, the dimensionality question rapidly reaches a prohibitive state. Hence, other as yet undiscovered techniques for reducing the computational demands on the system must be introduced. Accordingly, it is clear that new optimization methods are required if we are to extend the basic notions and models of an adequate statistical theory of communication to many of the pressing problems of the present and future. Here, then, we have described a framework of approach, successful in its basic aims. The extensions lie before us, with optimization inevitably a central aim, so that not only can we refer actual achievements to their theoretical limiting forms, but with these results to guide us, approach them more closely in practice.
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1. Introduction

In statistical decision theory—and, in particular, in estimation theory—the criterion of optimization is minimum risk. An estimator is so chosen that the risk when using it is minimized in some sense—for example, the maximum risk or the average (Bayes) risk may be minimized. On the other hand, some other criterion may be imposed prior to minimization of risk. A requirement of unbiasedness frequently plays such a role.

The thesis set forth in the present chapter is that this popular requirement of unbiasedness—more generally, of minimization of the bias—is a completely separate optimization criterion, alternative to minimization of risk, and that optimization by one of these criteria essentially precludes consideration of the other. Because uniqueness of minimum-bias estimators (in particular, unbiased estimators) is so common, secondary consideration of risk is seldom possible, contrary to usual claims.

An advantage of a minimum-bias criterion is that it may enable determination of estimators without complete specification of a probability model, such as in linear estimation theory, much of which is distribution-free—and loss-function-free as well. Here, a minimum-risk criterion may not be feasible. Our attention will be directed, how-
ever, to problems in which a choice between these criteria is possible. Although a theory for obtaining and characterizing minimum-risk estimators has been available since the classic papers of Wald, a theory for minimizing bias has not been explicitly set forth except when uniform minimization is possible (which does cover most applications). It is thus a second purpose of this chapter to present a theory of minimum-bias estimation, completely parallel to the minimum-risk theory and with possible applicability whenever unbiased estimators do not exist.

A third purpose of this exposition is to emphasize how strong and perhaps unreasonable a requirement of minimization of bias may sometimes be. Not only does it usually produce a unique estimator, leaving no opportunity for secondary consideration of risk, but such an estimator may have some unappealing properties unless care is taken to impose additional restrictions. High risk may well accompany low bias, and conversely. These points are made primarily with reference to an example in which minimum-risk and minimum-bias estimators are compared.

Since these two criteria of minimum bias and minimum risk may be at such cross purposes and yet both have strong intuitive appeal, the final conclusion of this chapter is that some new criterion, heeding both bias and risk but minimizing neither, should be pursued. It is suspected that less stringent requirements on bias would satisfactorily meet all practical needs. A minimum-bias theory is presented at some length to provide a background or a basis for some compromise; it may be desirable to know the extent to which bias can be reduced even though we decide to use some other optimization criterion.

We shall first review minimum-risk theory, for the benefit of non-statisticians, and reinterpret the role of bias therein (Sec. 2). We then introduce a minimum-bias theory (Sec. 3), paralleling the risk theory, with the role of risk function replaced by a bias function (absolute, squared, or percentage of absolute bias, for example). We thus introduce estimators that minimize the average or maximum of the bias function. Such estimators are obtained by choosing an unbiased estimator of a suitable approximation to the function to be estimated. Relevant aspects of the theory of approximation, in the Chebyshev and least-squares senses, are therefore reviewed (Sec. 4). Results bearing considerable conceptual similarity to Wald's results on minimax

† It is of interest that Chapter 14 of this book also discusses Chebyshev approximation, used by Kiefer and Wolfowitz in the problem of optimal allocation; to the author's knowledge, Chebyshev approximation has not appeared elsewhere in the statistical literature.
and Bayes estimators are thereby derived (Secs. 4 and 5). Finally, an example is treated (Secs. 6-8), and a variety of minimum-bias and minimum-risk estimators are derived and compared.

2. A Review of Minimum-Risk Estimation

We are concerned with data generated by a probability distribution of which the form is completely known except for specification of a parameter \( \theta \) lying in a space \( \Theta \). We denote the data simply by \( x \), a point in a space \( \mathcal{X} \). It is desired to estimate the value assumed by a numerical function \( \gamma \) of \( \theta \); that is, we are to choose an estimator \( \delta \), a numerical function on \( \mathcal{X} \), and identify the value \( \delta(x) \) of \( \delta \) at the observed value \( x \) with the unknown value \( \gamma(\theta) \) of the parametric function \( \gamma \). We shall not consider here randomized estimators, nonparametric estimation, or sequential experimentation. The Neyman-Pearson theory of testing the null hypothesis that \( \theta \) is in \( \Theta_0 \) versus \( \theta \) in \( \Theta - \Theta_0 \) can be considered as the special case in which \( \gamma(\theta) \) is zero in \( \Theta_0 \) and unity elsewhere, and \( \delta(x) = 0 \) is equivalent to acceptance of the null hypothesis; our primary concern, however, will be genuine estimation problems.

Let \( L(\delta(x), \gamma(\theta)) \) represent the monetary loss incurred by estimating \( \gamma(\theta) \) by \( \delta(x) \). The expression \( L \) is usually taken to be a nonnegative function of the error of estimate \( \delta - \gamma \)—for example, squared error, percentage of absolute error, or simple loss—that is, zero if the error is small and unity otherwise. Since the loss is a function of \( x \), it has a probability distribution, the mean value of which we denote by \( R(\delta, \theta) \). This is called risk when we use the estimator \( \delta \) and when \( \theta \) is the true parameter value.

What we shall refer to as minimum-risk theory consists of those various approaches to estimation theory, developed by A. Wald and his followers (see [1], [2], [3], or [4]), but with foundations in the works of Bayes, Gauss, and Laplace, which evaluate an estimator primarily on the basis of its associated risk, and which consider estimators with small risk (in some sense) to be good estimators. Since the risk is a function of \( \theta \), its minimization must take this into account. Moreover, since uniform minimization is possible only in trivial problems, either some other type of minimization is required, or some conditions must first be imposed to reduce the class of estimators under consideration, or both. In any case, attention is frequently restricted to admissible estimators—estimators that cannot be uniformly improved upon in terms of a small or smaller risk.

The two types of minimization commonly considered are given
below. Either of these criteria frequently yields unique admissible estimators.

Minimization of average risk. This criterion leads to Bayes estimators—estimators chosen so that a weighted average (over the parameter space) of the risk function is a minimum. This is particularly appropriate if the parameter itself is a random variable with a known a priori probability distribution, in which case the expected risk is thereby minimized. Alternatively, justification may be made in terms of rational degrees of belief or concern about the parameter (see [5]).

Minimization of maximum risk. This criterion leads to minimax estimators—estimators chosen so that the maximum (over the parameter space) of the risk function is a minimum. This may be considered a conservative approach whereby, in the absence of specific knowledge about the parameter, one guards against the least favorable eventuality. Minimax estimators frequently are Bayes estimators relative to a least favorable weight function (prior distribution), as proved by an application of the fundamental theorem of the theory of games.

Other possible criteria are these: Subject to the prior distribution belonging to some specified class, minimize the average risk; or, subject perhaps to some global bounds on the risk, minimize the risk in some sense in some particular locality. Neither of these criteria has been developed here to any extent, except for the latter in the case of hypothesis testing.

Four kinds of restrictions, one or more of which are sometimes imposed to reduce the class of estimators under consideration, are given below; subject to such conditions, the risk may be minimized uniformly or otherwise.

a. Restriction to linear estimators, the rationale usually being one of simplicity. Its use is generally restricted to problems of estimating parameters in linear models, in which case a normality assumption further justifies a linearity restriction.

b. Restriction to invariant (or symmetric) estimators. For example, the restriction might be that two statisticians using different units of measurement should obtain equivalent estimates, or that estimators should be symmetric functions of independent and identically distributed observations.

c. Restriction to estimators that are functions only of a sufficient statistic—in fact, a necessary and sufficient statistic (if existent). From the risk point of view, nothing is lost by this restriction provided $L$ is convex in $\delta$ (and this is not required if randomized estimators are
allowed). Restriction to 

**sufficient estimators** is consistent with the Fisherian concept that a sufficient statistic contains all the relevant information.

d. Restriction to 

**unbiased estimators**—estimators for which the expected value of the error of estimate is everywhere zero. Such a restriction is usually offered in the guise of preliminary reduction of the class of estimators under consideration, as here, after which risk is minimized. As was shown by Lehmann and Scheffé [6], however, in a wide class of problems there is a unique unbiased estimator depending only on a necessary and sufficient statistic. (P. R. Halmos [7] showed that a symmetry requirement may also lead to unique unbiased estimators.) This condition prevails whenever there are no nontrivial unbiased estimators of zero depending only on a necessary and sufficient statistic [8], [9], in which case the statistic is said to be **complete** [6]. Apparently, few practical (nonsequential) problems fall outside this class. Thus, the condition of unbiasedness is a strong one; its imposition really implies that risk is not even considered, not merely that it is put in a position of secondary importance. To claim that an unbiased estimator has minimum risk (or minimum variance) is usually an empty claim except in comparison with **insufficient** estimators. Thus, restriction to unbiased estimators can be thought of as being outside the minimum-risk theory.

It may be noted that it is unusual for minimax or Bayes estimators to be unbiased. In particular, for squared-error loss, Bayes estimators necessarily are biased [3]. Sometimes no unbiased estimator is even admissible; for example, this is true in the estimation of the variance of a normal distribution with unknown mean and squared-error loss (dividing the sum of squared deviations by \( n + 1 \) rather than \( n - 1 \) uniformly reduces the risk). Thus the criteria of unbiasedness and minimum risk frequently are incompatible.

### 3. An Introduction to Minimum-Bias Estimation

An approach to estimation theory paralleling the minimum-risk theory, with the role of the risk function filled by a **bias function**, is here developed. The bias function is some nonnegative function of the **bias**, the expected error of estimate. Thus, the operations of taking expected value and of applying a nonnegative function are interchanged: Instead of minimizing the expected value of a nonnegative function of the error of estimate as in risk theory, we minimize some nonnegative function of the expected value of the error of estimate. A number of concepts and theorems completely analogous to those in risk theory can
be stated for the bias theory, but the mechanics of obtaining minimum-bias estimators are quite different.

In minimum-bias theory, in contrast to minimum-risk theory, uniform minimization is frequently possible, leading to unbiased estimators. The theory of unbiased estimation is well established [2], [4], [6]. We shall be concerned with a minimum-bias theory applicable to situations in which no unbiased estimator is available. As one example, in nonsequential binomial problems only polynomials of limited degree in the success probability admit unbiased estimators. As another, if the restriction is made that the range of the estimator be within the range of the function to be estimated, then unbiased estimators are less frequently available (for example, see the second paragraph below and also [2], pp. 3–13). If one desires the simplicity of linear estimators, then some bias may be unavoidable. In the hypothesis-testing case, in which the range of \( \gamma \) is only 0 and 1, unbiased estimators are not available. Thus, four situations can be delineated in which bias is frequently unavoidable: (a) The sample space is finite. (b) The range of the estimator is restricted. (c) The functional form of the estimator is specified. (d) The parametric function to be estimated is discontinuous.

When uniform minimization of bias is not possible, we might look for estimators whose maximum bias (absolute, squared, or relative) or average bias is a minimum, or for estimators with locally small bias in some sense. Such minimum-bias estimators will be considered in the sequel. A. Bhattacharyya [10], in discussing binomial estimation problems, considered estimators with minimum average squared bias and estimators with locally small bias in the sense that all derivatives of the bias vanish at a specified parameter point. A. N. Kolmogorov [11] considered a somewhat different approach to minimum-bias estimation; he suggested finding upper and lower estimators, the bias of the former being everywhere nonnegative and of the latter nonpositive. Thus, one obtains two estimators rather than one, but thereby obtains bounds on the bias of any estimator between the two. No theory was offered, however, for obtaining such estimators in any optimal way. S. H. Sirazdinov [12] treated the problem of estimating a polynomial of degree \( n + 1 \) in the binomial parameter with minimum bias in what we shall call the minimax sense; as noted below, such estimators are unbiased estimators of the Chebyshev approximation of the polynomial to be estimated. Sirazdinov noted also that if a constant (the maximum error of approximation) is added to and subtracted from the estimator, one obtains upper and lower estimators as defined by Kolmogorov.

Why should one be concerned with bias? The connotations of the
words “bias” and “expected error of estimate” certainly make it appear undesirable to the practitioner. In the sense that the distribution of the error of estimate is centered at zero, an unbiased estimator does allow the sample to “speak for itself”; no prior knowledge or opinion of the experimenter is allowed to influence the estimate. (Other definitions of unbiasedness—for example, in terms of medians rather than expectations—would have similar justifications.) In contrast, minimum-risk (Bayes) estimators may be considered as combinations (sometimes linear) of the best a priori guess and the best information based solely on the sample data. Unbiased estimation thus seems to fit more naturally in a theory of statistical inference in which there may be more reason to consider the estimator as a descriptive statistic, than in a theory of statistical decision in which all prior information and the consequences of the decision taken cannot easily be ignored. It is noteworthy in this regard that if the statistician wishes to limit the parameter space to some subset of its natural range and to limit the range of the estimator accordingly, then no unbiased estimator may be available. For example, the success probability in \( n \) Bernoulli trials, if limited to any subset of the unit interval, does not admit an unbiased estimator with range similarly restricted.

When making repeated estimations, another justification for requiring small bias is available; namely, that the average error of estimate should be small, with high probability if repetitions are sufficiently numerous. It may be some consolation to know that the overestimates in some trials tend to be compensated for by underestimates in other trials.† If some consumer loses because of the statistician’s overestimate on one trial, however, he is not likely to be consoled by knowing that his losses are compensated for by some other consumer’s gain on another trial; such consumers might be more concerned with small risk. The justification for requiring small risk is also founded largely on a long-run interpretation of expectation, applied to loss rather than error, and its justification other than in repeated experimentation is not completely satisfactory. The hypothetical example above illustrates the possible inadequacy of a theory based only on the expected error and not on its variability, as is the case with minimum-bias theory. A slight rewording of the illustration would point out the inadequacy of a theory based only on expected loss (risk).

An additional justification for requiring unbiasedness may be that it usually eliminates the need for specifying a loss function, since it frequently leads to unique sufficient estimators; if unbiased estimators

† In a series of election polls, for example, a consistent tendency to overestimate the strength of any one candidate would seem undesirable.
do not exist, however, then specification of some function analogous to loss (a bias function) will be required in the theory developed here.

Whether or not satisfactory justification is available, it is a fact that statisticians frequently spend great efforts in "correcting for bias," and there seems to be only limited acceptance of any minimum-risk estimators with large biases. For example, suppose $x$ denotes the number of successes in $n$ Bernoulli trials. Then the minimax estimator (squared-error loss) of the success probability $\theta$ is $(x + \frac{1}{2} \sqrt{n})/(n + \sqrt{n})$, and although for small samples its risk, $(2\sqrt{n} + 2)^{-1}$, is less than that of the unbiased estimator $x/n$ over a wide range of parameter values, it is apparently difficult to persuade the experimenter of its superiority; this may be due to its large bias, $(1 - 2\theta)/(2\sqrt{n} + 2)$, for probabilities near 0 and 1 (or perhaps to the inappropriateness of squared-error loss).

As another example, division of a sum of squared deviations by $n - 1$ gives an unbiased estimator of $\sigma^2$, but, for normal variables, division by $n + 1$ uniformly reduces the risk (squared-error loss) at the expense of introducing a bias of $-2\sigma^2/(n + 1)$. Yet how many pages in textbooks have been allocated to justifying division by $n - 1$? (Questions of whether one really wishes to estimate $\sigma$ or $\sigma^2$ and of the choice of loss function also need to be considered, of course.)

Perhaps some compromise between the risk and the bias approach would be more readily accepted by the practitioners—estimators with risk minimized subject to the bias being within bounds, or, conversely, with bias minimized subject to the risk being within bounds. Such an approach is not new in sample-survey theory (for example, see [13]), where it is sometimes suggested that a small bias may be tolerable if reduction in the mean-square error (risk) is achieved. The minimum-bias theory developed herein is offered as a preliminary step toward such developments. Only an example of such compromise approaches is offered.

Suppose it is desired to obtain a linear minimum-risk (squared-error loss) estimator in the minimax sense of the binomial success probability $\theta$, subject to the absolute bias being everywhere bounded by $\rho$. We shall assume that $\rho < (2\sqrt{n} + 2)^{-1}$, the maximum absolute bias of the unrestricted minimax estimator. Because of symmetry, it is easy to show that we need only to consider estimators of the form $(x + \alpha)/(n + 2\alpha)$ where $\alpha \geq 0$ (which, incidentally, includes all Bayes estimators relative to a symmetric beta prior distribution). For $\alpha = n\rho/(1 - 2\rho)$, the maximum absolute bias is $\rho$ and the maximum risk is $(1 - 2\rho)^2/4n$, which cannot be further reduced. Thus $\delta = x(1 - 2\rho)/n + \rho$ is the desired estimator.

Before considering minimum-bias estimation in further detail, let us review some relevant aspects of the theory of approximation.
4. Some Aspects of the Theory of Approximation

Let $\Phi$ represent a specified system of $n+1$ (finite or infinite) linearly independent bounded and continuous functions $\phi_0, \phi_1, \ldots, \phi_n$ of $\theta$ where $\theta \in \Theta$, a subset of the real line or of some other metric space. Let $P = P(\Phi)$ denote the class of all linear combinations

$$p = \sum_{i=0}^{n} a_i \phi_i,$$

where the $a_i$s are real constants. We call such functions $p$ generalized polynomials of the system $\Phi$. For example, suppose $\Theta$ is a finite interval and $\phi_i(\theta) = \theta^i$; then $P$ is the class of polynomials of degree $n$ on the interval. Let $\gamma$ be a bounded and continuous function on $\Theta$ but not in $P$, and let $\lambda$ be a nonnegative bounded and continuous function on $\Theta$.

DEFINITION 1. A function $p_0 \in P$ is a best approximation to $\gamma$ in the minimax (Chebyshev or uniform norm) sense if

$$\sup_{\Theta} \lambda \left| p_0 - \gamma \right| = \inf_{p \in P} \sup_{\Theta} \lambda \left| p - \gamma \right|. \quad (4.1)$$

We shall assume in what follows that $\lambda = 1$; if not, transform the problem by multiplying all other functions defined above by $\lambda$ before proceeding.

Suppose now that $\Theta$ is a closed finite or infinite interval and that any generalized polynomial other than the zero polynomial of the system $\Phi$ has at most $n$ roots in $\Theta$ (n finite), where a root at which the polynomial does not change sign is counted twice. Then $\Phi$ is said to be a Chebyshev system of functions. An alternative characterization of a Chebyshev system is that the determinant

$$D(\theta) = \begin{vmatrix} \phi_0(\theta) & \cdots & \phi_n(\theta) \\ \phi_0(\theta_1) & \cdots & \phi_n(\theta_1) \\ \vdots & \ddots & \vdots \\ \phi_0(\theta_n) & \cdots & \phi_n(\theta_n) \end{vmatrix}$$

vanishes only at $n$ distinct points $\theta_0, \ldots, \theta_n$ in $\Theta$ and that $D$ changes sign in passing through successive $\theta_i$'s.

S. Bernstein [14] proved the following result as a generalization of Chebyshev’s original work on polynomial approximation: If $\Phi$ is a Chebyshev system, then there exists a best approximation to $\gamma$ in the minimax sense; moreover, $p_0$ is unique, and a necessary and sufficient

† Some of the above restrictions can be relaxed in certain parts of the sequel.
condition for \( p = p_0 \) is that the number of points where \( p - \gamma \) attains its extremum, with alternating signs, be at least \( n + 2 \).

Various extensions of this result and upper bounds on (4.1) are given by Bernstein, by C. de la Vallée Poussin [15], and by others in more recent publications. Many such results appear in [16], [17], [18], and [19], for example, and in current publications by G. G. Lorentz, J. L. Walsh, and T. S. Motzkin. For the polynomial case, the fundamental theorem of Weierstrass should be mentioned; it states that by choosing \( n \) sufficiently large, (4.1) can be made arbitrarily small.

If the various functions are differentiable, the function \( p_0 \) may be obtained as follows, though this method may be untractable analytically:

Let \( b = p - \gamma \) and let \( \rho = \sup \{ b \} \) when \( p = p_0 \). Let \( \theta_0, \theta_1, \ldots, \theta_{n+1} \) be \( n + 2 \) successive points in \( \Theta \) at which \( \rho \) is achieved with alternating signs by \( b \), and let \( p_0 = \sum a_i \phi_i \). Then with \( b' = db/d\theta \), the system

\[ b(\theta_i) = \pm \rho(-1)^i, \quad b'(\theta_i) = 0, \quad i = 0, 1, \ldots, n + 1, \quad (4.2) \]

gives \( 2n + 4 \) equations in the \( 2n + 4 \) unknowns \( \theta_0, \ldots, \theta_{n+1}, a_0, \ldots, a_n \), and \( \rho \). [If \( \theta_0 \) or \( \theta_{n+1} \) is an endpoint of \( \Theta \), then (4.2) need not hold at \( i = 0 \) or \( n + 1 \); also, more than \( n + 2 \) points may be required.]

In particular, if \( \phi_i(\theta) = \theta^i \), \( (i = 0, 1, \ldots, n) \) and \( \gamma(\theta) = \theta^{n+1} \), it can be shown that Chebyshev polynomials can readily be used to obtain the best approximation to \( \gamma \) in the minimax sense (see, for example, [20]). If, instead, \( \gamma \) is any function with a series expansion throughout \( \Theta \), the expansion of \( \gamma \) in Chebyshev polynomials, truncated after \( n + 1 \) terms, will yield “almost” the best polynomial approximation to \( \gamma \). Even if \( \gamma \) has no valid expansion, the tau-method of C. Lanczos [20] may lead to an approximate solution, again using Chebyshev polynomials.

A generalization of Bernstein’s theorem for more general parameter spaces has been given by J. Bram [21]. He assumes that \( \Theta \) is a locally compact space. Then a necessary and sufficient condition that sup \( \{ b \} \) be a minimum is that, for some \( r \leq n \), there exist \( r + 2 \) points \( \theta_0, \theta_1, \ldots, \theta_{r+1} \) in \( \Theta \) such that the \( (n + 1) \times (r + 2) \) matrix \( [\phi_i(\theta_j)] \) has rank \( r + 1 \) and such that if the subscripts are assigned so that the first \( r + 1 \) rows are independent, and \( a_i \) is the sign of the cofactor of \( a_i \) in

\[
\begin{vmatrix}
a_0 & \cdots & a_{r+1} \\
\phi_0(\theta_0) & \cdots & \phi_0(\theta_{r+1}) \\
\cdots & \cdots & \cdots \\
\phi_r(\theta_0) & \cdots & \phi_r(\theta_{r+1})
\end{vmatrix}
\]

then \( b(\theta_i) = \pm a_i \rho \) for all \( i \) with \( a_i \neq 0 \).
DEFINITION 2. Let $\xi$ be a probability measure on the Borel sets $\{\omega\}$ of $\Omega$ and assume $\gamma$ and the $\phi_i$'s to be square-integrable. A function $p\in P$ is said to be a best approximation to $\gamma$ in the least squares sense relative to $\xi$ if

$$N(\xi) = \int \lambda^2(p_t - \gamma)^2 \, d\xi = \inf\int \lambda^2(p - \gamma)^2 \, d\xi.$$ 

Again, we shall assume for simplicity that $\lambda = 1$. Analogous developments, using powers other than two, are also possible.

Let $p_0, \ldots, p_n$ constitute an orthonormal set in $P$ w.r.t. the measure $\xi$ (see Szegö [22] or Achiesser [16], for example); i.e.,

$$\int p_i p_j \, d\xi = \delta_{ij} \quad \text{(Kronecker \(\delta_{ij}\)).}$$

Such a set always exists and can be constructed from $\phi$. Denoting $c_i = \int p_i \gamma \, d\xi$, then it is well known that $p_t = \sum c_i p_i$ is a best approximation to $\gamma$ in the least-squares sense, and, moreover, that

$$N(\xi) = \int \gamma^2 \, d\xi - \sum c_i^2.$$

As a special case, suppose $\phi_i(\theta) = \theta^i$. Then $p_0, \ldots, p_n$ are the orthonormal polynomials associated with $\xi$, and $p_t$ is the best polynomial approximation to $\gamma$ (in the sense of least squares).

At this point, we note the analogy in Definitions 1 and 2 with the minimax and Bayes solutions to problems in the theory of games, as treated, for example, by Wald [1] and Blackwell and Girshick [3]. We need only to replace the role of the risk function or the expected payoff in decision or game theory by $\lambda|p - \gamma|$ or its square.

DEFINITION 3. A probability measure $\xi_0$ on $\{\omega\}$, the Borel sets of $\Omega$, is said to be least favorable if $N(\xi_0) = \sup N(\xi)$, where the supremum is over all probability measures on $\{\omega\}$.

Moreover, the fundamental theorem of the theory of games is applicable, so that, with suitable compactness assumptions [1], it readily follows that $p_0 = p_{\xi_0}$ that is, that any best approximation in the minimax sense is also a best approximation in the least-squares sense relative to a least favorable distribution. We need only to note that the operations of squaring and taking sup's (or inf's) can be interchanged when applied to the function $\lambda|p - \gamma|$. Thus there exists a norm $\int \lambda^2(p - \gamma)^2 \, d\xi_0$ minimized by the same $p_0$ that minimizes the norm $\sup \lambda|p - \gamma|$.

Other decision-theory or game-theory results also carry over. For example, a sufficient condition for $\xi$ to be least favorable is that it assign probability 1 to a subset of $\Theta$ throughout which
Also, with weaker compactness assumptions, a sequence of least-squares approximations relative, respectively, to a sequence of distributions having certain limit properties will yield a minimax approximation, analogous to Bayes solutions in the wide sense. Precise theorems have not been stated here because of the perfect analogy with those published elsewhere.

The possible relevance of the fundamental theorem here, analogous to its other applications, is that constructive methods for finding best approximations in the least-squares sense are quite generally available whereas approximation in the minimax sense usually is more difficult. There seems, however, to be no constructive, or even intuitive, way of finding least favorable distributions.

As indicated by Bernstein's theorem, \( \xi \) will frequently assign probability 1 to a finite point set. In this case a result somewhat similar to the one given above was stated by De la Vallée Poussin [15] and also by J. L. Walsh [23] for the case of polynomial approximation. Consider a set \( E \) in \( \Theta \) consisting of \( n + 2 \) points and let \( p_E \) denote the minimax polynomial approximation on \( E \) with maximum absolute error \( P_E \). Call \( E_0 \) least favorable if \( P_{E_0} = \max \{ P_E : E \in \Theta \} \), that is, that the minimax approximation is the minimax approximation on a least favorable point set. It is simple to obtain \( P_{E_0} \) once \( E_0 \) has been found. Only some iterative techniques, however, seem to be available for finding \( E_0 \).

Other definitions of best approximation are possible; for example, one might choose \( P \) so that \( \lambda \) \( \left| p - \gamma \right| \) is minimized in some sense in the neighborhood of \( \theta_0 \). For example, if \( \gamma \) possesses a valid series expansion in \( \Theta \) at \( \theta_0 \), and \( P \) is the class of \( n \)th-degree polynomials, then one might approximate \( \gamma \) by a truncated expansion at \( \theta_0 \) lying in \( P \). Alternatively, one may limit consideration to certain classes of polynomials having relevance in the particular problem and look for approximation within this class. Examples of each of these will be mentioned below.

5. Theory of Minimum-Bias Estimation

The problem we consider is that of estimating a numerical function \( \gamma \) of a parameter \( \theta \) that indexes the family of probability distributions assumed to generate the sample point \( x \). Extensions to more general situations are possible.

We say a numerical parametric function is estimable if there exists an unbiased estimator of it. (Since we are concerned with situations
in which no unbiased estimator is available, our subject is the anomalous one of estimating nonestimable functions! Our approach is to approximate $\gamma$ by an estimable function and then estimate $\gamma$ by an unbiased estimator of its approximating function. Bounds on the error of approximation, derived in approximation theory, yield bounds on the bias of estimators. As noted in Section 3, if the maximum error of approximation is added to and subtracted from the estimator, one obtains upper and lower estimators of $\gamma$ in the Kolmogorov sense.

Since all functions that are estimable are also estimable by functions of sufficient statistics, restriction to estimators depending only on sufficient statistics may be made, if desired, with no resultant increase in bias.

We consider a system $\Phi$ of estimable functions generating a class $P(\Phi)$ of functions that clearly are also estimable. Let $\mathcal{D} = \mathcal{D}(\Phi)$ be the class of unbiased estimators of functions $p$ in $P(\Phi)$. For $\delta \in \mathcal{D}$, we denote

$$\mathbb{E}_{\delta} = p_\delta(\theta) \in P.$$ 

Then $p_\delta - \gamma$ is the bias $b$ of $\delta$ as an estimator of $\gamma$.

An estimator $\delta_0$ is said to be a minimum-bias estimator of $\gamma$ in the minimax sense if its expectation $p_\delta$ is the best approximation to $\gamma$ in the minimax sense. For example, with $\lambda$ identically unity, $\delta_0$ minimizes the maximum absolute bias; for $\lambda = |\gamma|^{-1}$, if finite, $\delta_0$ minimizes the maximum relative or percentage bias. The methods of the previous section are available for finding such estimators or approximations to them.

An estimator $\delta$ is said to be a minimum-bias estimator of $\gamma$ in the least-squares sense relative to $\xi$ if $p_\delta$ is the best approximation to $\gamma$ in the least-squares sense relative to $\xi$. Thus, $\delta$ minimizes the expected quadratic bias $\lambda^\lambda(p - \gamma)^2$ relative to a priori distribution over the parameter space. Averaging of other bias functions could be considered analogously.

If $p_0, p_1, \ldots, p_n$ constitute an orthonormal basis for $P$, then $\delta$ is equal to $\sum c_i \delta_i$, where the $c_i$'s were defined previously and the $\delta_i$'s are unbiased estimators of the $p_i$'s. In the case of orthonormal polynomials associated with $\xi$, $\delta$ is an unbiased estimator of the best polynomial approximation to $\gamma$ in the least-squares sense.

As in risk theory, minimum-bias estimators in the minimax sense are also (under appropriate compactness assumptions) minimum-bias estimators in the least-squares sense relative to a least favorable prior distribution. It is yet to be demonstrated, however, that this result is of any practical significance in minimum-bias theory.
As noted previously, best approximations frequently are unique, and—if confined to functions of a necessary and sufficient statistic—the corresponding estimators of these approximations also often are unique (whenever the said statistic is complete). Thus, minimum-bias estimators will frequently be unique, and, as in the case of unbiased estimators, there is no further room for minimization of risk. Again, such estimators need not be admissible in the risk sense.

Estimators with small local bias might also be considered. In binomial estimation problems, Bhattacharyya [10] suggests the unbiased estimation of the truncated Taylor expansion of \( \gamma \) at a point \( \theta_0 \) as such an estimator. Thus \( \gamma \) and the expected values of the estimator coincide at \( \theta_0 \), as do a maximal number of their derivatives at \( \theta_0 \).

C. R. Blyth [24] presented such an estimator for the information measure in a multinomial distribution, though he chose \( \theta_0 \) outside \( \Theta \) except in the binomial case. He expanded about the point with all probabilities equal to \( \frac{1}{2} \), whereas in fact all probabilities should add to unity. He compared this "low bias" estimator with the minimax and maximum-likelihood estimators.

As exemplified in Section 6, fitting so many derivatives at \( \theta_0 \) may lead to a very poor fit elsewhere; perhaps a better criterion would be to fit one or two derivatives at \( \theta_0 \) and use any remaining indeterminacy to ensure a satisfactory fit elsewhere.

For reasons of convenience, one might restrict attention to certain types of polynomial approximations to \( \gamma \) and use unbiased estimators of the approximating function. It is interesting to note that if \( x \) is binomially distributed with parameters \( n \) and \( \theta \), then restriction to Bernstein polynomial approximations (G. G. Lorentz [25]) of the function \( \gamma \) leads to maximum-likelihood estimation of \( \gamma \); that is, the maximum-likelihood estimator of \( \gamma \) is the unbiased estimator of the Bernstein approximation to \( \gamma \). Results concerning the error of approximation by Bernstein polynomials thus apply to the bias of maximum-likelihood estimators.

Admissibility, in terms of bias rather than of risk, could also be considered and various complete class theorems derived just as with corresponding theorems in risk theory. Some asymptotic results also are possible. For example, if for samples of size \( n \), polynomials of degree \( n \) are estimable, then the maximum absolute bias in estimating a continuous function can be made arbitrarily small by choosing \( n \) sufficiently large—a rewording of Weierstrass' theorem. It should be noted, however, that bias is reduced with increasing sample size only if the class of estimable functions is increased correspondingly. If the class of estimable functions remains the class of polynomials of degree \( n \), then no increase in sample size can affect the bias.
6. Estimation of a Root of the Binomial Parameter

To exemplify the foregoing theory, we consider the estimation of an integral root \( r \) of a binomial parameter \( \Theta \); thus, \( \gamma(\theta) = \theta^{1/r} \), \( \Theta \) is the unit interval, and \( r \) is an integer \( > 1 \). Such a problem may arise, for example, in one of the following ways:

(a) Independently, \( r \) shots are fired at a target, each having a probability \( 1 - \gamma \) of hitting it. If one or more shots hit the target, it is destroyed, so all that is observed is whether or not the target is destroyed. Thus the target is destroyed with a probability \( (1 - \gamma^r) \). In \( n \) repetitions, let \( x \) represent the number of targets not destroyed; then \( x \) is binomially distributed with parameters \( n \) and \( \theta = \gamma^r \). It is necessary to estimate \( \gamma = \theta^{1/r} \), which is the probability of an individual miss.

(b) Each of a series of independent specimens has probability \( 1 - \gamma \) of being “positive” (e.g., tests of blood samples for the presence of an antigen). Specimens are pooled into batches and a single test performed for each of \( n \) batches of \( r \) specimens. The number of negative tests is then binomially distributed with parameters \( n \) and \( \theta = \gamma^r \). It is required to estimate \( \gamma = \theta^{1/r} \), the probability of a “negative” specimen. (Such a testing procedure may be recommended if the tests are expensive and \( \gamma \) is close to unity.)

Extensions to cases with varying batch sizes are also of interest, but they are considerably more complicated and therefore will not be considered here.

Only polynomials in \( \theta \) of degree \( n \) or less are estimable.† We thus seek a polynomial approximation to \( \theta^{1/r} \) and use the unique (since the binomial family is complete) unbiased estimator of it. Reference should be made to Bhattacharyya [10], who considered binomial estimation problems in general (also Lehmann [2]).

Any function \( \delta(x) \), defined for \( x = 0, 1, \cdots, n \), can be expressed in the form

\[
\delta(x) = a_0 + a_1 \frac{x}{n} + a_2 \frac{x(x-1)}{n(n-1)} + \cdots + a_n \frac{x(x-1)\cdots(x-r+1)}{n(n-1)\cdots(n-r+1)},
\]

where \( x(i) \) denotes \( x(x-1)\cdots(x-i+1) \), and similarly for \( n(i) \). This form is convenient for finding the expectation of the function, since \( E x(i)/n(i) = \theta^i \) \( (i = 1, 2, \cdots, n) \). By standard finite-difference methods [10], the coefficients in (6.1) may be obtained as

\[
a_i = \binom{n}{i} \Delta^i \delta(0),
\]

where

† The value \( \gamma \) can be estimated without bias by inverse sampling; see [26].
\[ \Delta \delta(0) = \sum_{j=0}^{i} (-1)^{i-j} \binom{i}{j} \delta(j). \]

More conveniently, in matrix form with

\[ \delta = (\delta(0), \delta(1), \ldots, \delta(n))', \]

the coefficient vector \( \mathbf{a} = (a_0, a_1, \ldots, a_n)' \) may be found from

\[ \mathbf{a} = A \delta, \quad (6.2) \]

where \( \mathbf{a} \) has coordinates \( a_i \) and \( A \) is a square matrix of order \( n + 1 \) with elements \( a_{ij} = (-1)^{i-j} \binom{i}{j} \) for \( i \geq j \) and 0 for \( i < j \). Inversely \( A^{-1} = (a^{ij}) \), where \( a^{ij} = (i) \) for \( i \geq j \) and 0 for \( i < j \), so that the values of \( \delta(x) \) corresponding to a specified coefficient vector \( \mathbf{a} \) may be found from

\[ \delta = A^{-1} \mathbf{a}, \quad (6.3) \]

a formula equivalent to (6.1). This relation defines the unbiased estimator of the polynomial

\[ p(\theta) = \sum_{i=0}^{n} a_i \theta^i. \]

Thus, any estimator \( \delta(x) \) is a polynomial in \( x \) of degree at most \( n \). Unless some other convenient functional form is available, as is the case with the maximum-likelihood estimator and certain Bayes estimators, the expression for the estimator will be ponderous if \( n \) is not small. Thus it is of interest to consider polynomial estimators of small degree \( m(\leq n) \) in \( x \); their expectations are then polynomials of degree \( m \) in \( \theta \).

In the following section, we illustrate the techniques of obtaining various kinds of minimum-bias estimators of \( \gamma = \theta^{1/2} \); the maximum-likelihood estimator and various minimum-risk estimators are also considered for comparison. Wherever appropriate and possible, we consider linear, quadratic, and \( n \)th-degree estimation \((m = 1, 2, n)\) for general \( n \) and \( r \)—in particular, for \( r = 2 \) or 5, and \( n = 5 \). The usual approach is to derive \( p(\theta) \), the expectation of the estimator (which frequently is independent of \( n \)); the corresponding \( \delta \) can then be obtained from (6.3). The coefficients in \( p \) and the values of \( \delta \) appear in Tables 1 \((r = 2, n = 5)\) and 2 \((r = n = 5)\).

We thus take \( \Phi \) as the powers of \( \theta \) from 0 through \( m(\leq n) \) and \( P(\Phi) \) as polynomials \( \delta \) in \( x \) of degree \( \leq m \). We restrict attention to absolute bias \(|p - \gamma|\) and quadratic bias \((p - \gamma)^2\) as bias functions, always taking \( \lambda = 1 \).

The variance of estimators \( \delta \) can be found directly by using the values
<table>
<thead>
<tr>
<th>Criterion</th>
<th>Type of estimation</th>
<th>Value of $\hat{\theta}(z)$ at $z$</th>
<th>Value of $a_i$ for $p = \hat{\theta} = Xa_i^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Linear Estimators</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum bias</td>
<td>minimax bias</td>
<td>0.125</td>
<td>0.325</td>
</tr>
<tr>
<td></td>
<td>r-method approximate</td>
<td>0.333</td>
<td>0.467</td>
</tr>
<tr>
<td></td>
<td>least squares (uniform f)</td>
<td>0.207</td>
<td>0.427</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = 1$</td>
<td>0.5</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = \frac{1}{2}$</td>
<td>0.354</td>
<td>0.465</td>
</tr>
<tr>
<td>Minimum risk</td>
<td>minimax risk</td>
<td>0.206</td>
<td>0.372</td>
</tr>
<tr>
<td></td>
<td>Bayes (uniform f)</td>
<td>0.381</td>
<td>0.465</td>
</tr>
<tr>
<td><strong>Quadratic Estimators</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum bias</td>
<td>minimax bias</td>
<td>0.068</td>
<td>0.454</td>
</tr>
<tr>
<td></td>
<td>r-method approximate</td>
<td>0.158</td>
<td>0.411</td>
</tr>
<tr>
<td></td>
<td>least squares (uniform f)</td>
<td>0.171</td>
<td>0.446</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = 1$</td>
<td>0.375</td>
<td>0.525</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = \frac{1}{2}$</td>
<td>0.295</td>
<td>0.477</td>
</tr>
<tr>
<td>Minimum risk</td>
<td>minimax risk</td>
<td>0.347</td>
<td>0.502</td>
</tr>
<tr>
<td></td>
<td>Bayes (uniform f)</td>
<td>0.347</td>
<td>0.502</td>
</tr>
<tr>
<td><strong>nth-Degree Estimators</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum likelihood</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum bias</td>
<td>r-method approximate</td>
<td>0.084</td>
<td>0.371</td>
</tr>
<tr>
<td></td>
<td>least squares (uniform f)</td>
<td>0.084</td>
<td>0.371</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = 1$</td>
<td>0.246</td>
<td>0.492</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = \frac{1}{2}$</td>
<td>0.174</td>
<td>0.222</td>
</tr>
<tr>
<td>Minimum risk</td>
<td>Bayes (uniform f)</td>
<td>0.341</td>
<td>0.541</td>
</tr>
<tr>
<td></td>
<td>Bayes (beta, $\alpha = \beta = 2$)</td>
<td>0.448</td>
<td>0.563</td>
</tr>
</tbody>
</table>

† For the minimum-bias estimators, only the values of $\hat{\theta}(z)$ and the MSE's (mean-square errors) depend on $n$ (RMSE is root-mean-square error).
TABLE 2. ESTIMATION OF $\theta^{1/5}$ FROM A SAMPLE† OF 5 ($r=5$, $n=5$)

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Type of estimation</th>
<th>Value of $t(x)$ at $x$</th>
<th>Value of $a_4$ where $p = \bar{x} = \frac{1}{5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Linear Estimators</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum bias</td>
<td>minimax bias</td>
<td>0.267</td>
<td>0.467</td>
</tr>
<tr>
<td></td>
<td>$r$-method approximate</td>
<td>0.267</td>
<td>0.733</td>
</tr>
<tr>
<td></td>
<td>least squares (uniform $\xi$)</td>
<td>0.409</td>
<td>0.697</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = 1$</td>
<td>0.800</td>
<td>0.840</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = 1$</td>
<td>0.589</td>
<td>0.725</td>
</tr>
<tr>
<td>Minimum risk</td>
<td>minimax risk</td>
<td>0.263</td>
<td>0.493</td>
</tr>
<tr>
<td></td>
<td>Bayes (uniform $\xi$)</td>
<td>0.671</td>
<td>0.738</td>
</tr>
<tr>
<td>Quadratic Estimators</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum bias</td>
<td>minimax bias</td>
<td>0.207</td>
<td>0.783</td>
</tr>
<tr>
<td></td>
<td>$r$-method approximate</td>
<td>0.474</td>
<td>0.663</td>
</tr>
<tr>
<td></td>
<td>least squares (uniform $\xi$)</td>
<td>0.511</td>
<td>0.718</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = 1$</td>
<td>0.729</td>
<td>0.792</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = 1$</td>
<td>0.523</td>
<td>0.783</td>
</tr>
<tr>
<td>Minimum risk</td>
<td>Bayes (uniform $\xi$)</td>
<td>0.637</td>
<td>0.743</td>
</tr>
<tr>
<td>Minimum risk</td>
<td>Bayes (uniform $\xi$)</td>
<td>0.637</td>
<td>0.743</td>
</tr>
<tr>
<td>nth-Degree Estimators</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum likelihood</td>
<td></td>
<td>0</td>
<td>0.725</td>
</tr>
<tr>
<td>Minimum bias</td>
<td>$r$-method approximate</td>
<td>0.331</td>
<td>1.159</td>
</tr>
<tr>
<td></td>
<td>least squares (uniform $\xi$)</td>
<td>0.356</td>
<td>1.061</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = 1$</td>
<td>0.613</td>
<td>0.766</td>
</tr>
<tr>
<td></td>
<td>local at $\theta = 1$</td>
<td>0.444</td>
<td>0.999</td>
</tr>
<tr>
<td>Minimum risk</td>
<td>Bayes (uniform $\xi$)</td>
<td>0.639</td>
<td>0.755</td>
</tr>
<tr>
<td>Minimum risk</td>
<td>Bayes (beta $\xi$, $\alpha = \beta = 2$)</td>
<td>0.716</td>
<td>0.788</td>
</tr>
</tbody>
</table>

† For the minimum-bias estimators, only the values of $\delta(x)$ and the MSE's (mean-square errors) depend on $n$ (RMSE is root-mean-square error).
of $\delta$ and tables of the binomial probability distribution, or alternatively by using a formula given by Bhattacharyya:

$$\sum_{i=1}^{n} \left( \frac{d^i p}{d\theta^i} \right) \frac{\theta^i (i - \theta)^i}{i!} \ln(i),$$

where the $i$th derivative of $p$ is $\sum_{j=1}^{i} j! \alpha_j \theta^{i-j}$. The mean-square error (risk for squared-error loss) is obtained by adding the square of the bias to the variance.

Summary comparisons of the biases and risks of the various estimators can be made from Tables 3 and 4, which show the zeros of the bias $b(\theta)$, the signs of the values assumed by $b$, the maximum absolute bias $\rho$ and the $\theta$-value(s) at which the maximum occurs, the square root of the average squared bias, the maximum value of the root-mean-square error $\sqrt{\mathcal{R}}(\theta)$ and the $\theta$-value(s) at which the maximum occurs, and the square root of the average mean-square error. Figures 1, 2, and 3 present the bias function and the root-mean-square (RMS) error function for some of the estimators.

† The tables and figures were prepared with the assistance of students learning to program the Univac 1105.
<table>
<thead>
<tr>
<th>Criterion</th>
<th>Type of estimation</th>
<th>Bias = 0 at θ =</th>
<th>Sign of bias</th>
<th>ρ = max[bias]</th>
<th>Square root of f (bias) at ρ</th>
<th>Max RMS error</th>
<th>Square root of f (MSE) at ρ</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linear Estimators</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum bias</td>
<td>minimax bias</td>
<td>0.021, 0.729</td>
<td>±</td>
<td>0, 0.25, 1</td>
<td>±0.125</td>
<td>0.085</td>
<td>0.391</td>
</tr>
<tr>
<td></td>
<td>r-method approximate</td>
<td>0.25, 1</td>
<td>±</td>
<td>0</td>
<td>+0.333</td>
<td>0.661</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>least squares</td>
<td>0.149, 0.747</td>
<td>±</td>
<td>0</td>
<td>+0.267</td>
<td>0.047</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>local at θ = 1</td>
<td>1</td>
<td>±</td>
<td>0</td>
<td>+0.300</td>
<td>0.129</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>local at θ = 1</td>
<td>0.5</td>
<td>±</td>
<td>0</td>
<td>+0.364</td>
<td>0.068</td>
<td>0</td>
</tr>
<tr>
<td>Minimum risk</td>
<td>minimax risk</td>
<td>0.070, 0.887</td>
<td>±</td>
<td>0</td>
<td>+0.266</td>
<td>0.066</td>
<td>0.446</td>
</tr>
<tr>
<td></td>
<td>Bayes (uniform μ)</td>
<td>0.314</td>
<td>±</td>
<td>0</td>
<td>+0.341</td>
<td>0.081</td>
<td>0</td>
</tr>
<tr>
<td><strong>Quadratic Estimators</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum bias</td>
<td>minimax bias</td>
<td>0.008, 0.292, 0.866</td>
<td>±</td>
<td>0, 0.081, 0.604, 1</td>
<td>±0.064</td>
<td>0.047</td>
<td>0.236</td>
</tr>
<tr>
<td></td>
<td>r-method approximate</td>
<td>0.047, 0.718, 1</td>
<td>±</td>
<td>0</td>
<td>+0.158</td>
<td>0.031</td>
<td>0.305</td>
</tr>
<tr>
<td></td>
<td>least squares</td>
<td>0.070, 0.432, 0.866</td>
<td>±</td>
<td>0</td>
<td>+0.171</td>
<td>0.202</td>
<td>0.283</td>
</tr>
<tr>
<td></td>
<td>local at θ = 1</td>
<td>1</td>
<td>±</td>
<td>0</td>
<td>+0.375</td>
<td>0.076</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>local at θ = 1</td>
<td>0.5</td>
<td>±</td>
<td>0</td>
<td>+0.266</td>
<td>0.039</td>
<td>0</td>
</tr>
<tr>
<td>Minimum risk</td>
<td>Bayes (uniform μ)</td>
<td>0.258</td>
<td>±</td>
<td>0</td>
<td>+0.347</td>
<td>0.074</td>
<td>0</td>
</tr>
<tr>
<td><strong>nth-Degree Estimators</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum likelihood</td>
<td></td>
<td>0, 1</td>
<td>0, 0.069</td>
<td>0.069</td>
<td>0.120</td>
<td>0.057</td>
<td>0.165</td>
</tr>
<tr>
<td>Minimum bias</td>
<td>r-method approximate</td>
<td>0.008, 0.123, 0.379, 0.669, 0.947, 1</td>
<td>±</td>
<td>0</td>
<td>+0.064</td>
<td>0.007</td>
<td>0.129</td>
</tr>
<tr>
<td></td>
<td>least squares</td>
<td>0.018, 0.127, 0.330, 0.579, 0.810, 0.962</td>
<td>±</td>
<td>0</td>
<td>+0.064</td>
<td>0.006</td>
<td>0.205</td>
</tr>
<tr>
<td></td>
<td>local at θ = 1</td>
<td>1</td>
<td>±</td>
<td>0</td>
<td>+0.246</td>
<td>0.034</td>
<td>0.246</td>
</tr>
<tr>
<td></td>
<td>lower at θ = 1</td>
<td>0.1</td>
<td>±</td>
<td>0.055</td>
<td>-0.109</td>
<td>0.045</td>
<td>0.269</td>
</tr>
<tr>
<td></td>
<td>local at θ = 1</td>
<td>0.5</td>
<td>±</td>
<td>0</td>
<td>+0.174</td>
<td>0.037</td>
<td>0.197</td>
</tr>
<tr>
<td>Minimum risk</td>
<td>Bayes (uniform μ)</td>
<td>0.367</td>
<td>±</td>
<td>0</td>
<td>+0.341</td>
<td>0.074</td>
<td>0.341</td>
</tr>
<tr>
<td></td>
<td>Bayes (beta μ = β = 2)</td>
<td>0.447</td>
<td>±</td>
<td>0</td>
<td>+0.449</td>
<td>0.116</td>
<td>0.449</td>
</tr>
</tbody>
</table>

† For the minimum-bias estimators, only the values of δ(θ) and the MSE's (mean-square errors) depend on β (RMSE is root-mean-square error).
† Minimum value among all estimators of the same degree.
### TABLE 4. ESTIMATION OF $\theta^{1/5}$ FROM A SAMPLE† OF 5 ($r=5$, $n=5$)

| Criterion | Type of estimation | $\text{Bias} = 0 \text{ at } \theta =$ | $\theta = \text{max} | \text{bias}|$ | $\text{Square root of } f(\text{bias})$ | $\text{Max RMS error}$ | $\text{Square root of } f(\text{MSE})$ |
|-----------|--------------------|----------------------------------------|----------------------------------------|----------------------------------------|-------------------------|----------------------------------------|
| Linear Estimators |                      |                                        |                                        |                                        |                         |                                        |
| Minimum bias | minimax bias        | 0.001, 0.650                           | $\pm$ 0.134, 1                         | $\pm 0.297$                           | 0.178 0.188             | 0.314 0.255                           |
|              | least squares (uniform $\xi$) | 0.224, 1                              | $\pm$ 0.667                            | 0.051                                | 0.062 0.055             | 0.067 0.067                           |
|              | local at $\theta = 1$ | 0.150, 0.758                           | $\pm$ 0.658                            | 0.051                                | 0.062 0.055             | 0.067 0.067                           |
|              | local at $\theta = 1$ | 0.2                                    | $\pm$ 0.600                            | 0.112                                | 0.080 0.117             | 0.107 0.107                           |
| Minimum risk | minimax risk        | 0.002, 0.614                           | $\pm$ 0.293                            | 0.170                                | 0.105 0.203             | 0.255 0.255                           |
|              | Bayes (uniform $\xi$) | 0.251                                  | $\pm$ 0.671                            | 0.063                                | 0.061 0.063             | 0.067 0.067                           |
| Quadratic Estimators |                   |                                        |                                        |                                        |                         |                                        |
| Minimum bias | minimax bias        | 0.001, 0.229, 0.672                    | $\pm$ 0.039, 0.558, 1                  | $\pm 0.207$                           | 0.144 0.151             | 0.274 0.270                           |
|              | least squares (uniform $\xi$) | 0.001, 0.707, 1                        | $\pm$ 0.474                            | 0.045                                | 0.071 0.144             | 0.114 0.114                           |
|              | local at $\theta = 1$ | 0.061, 0.420, 0.862                    | $\pm$ 0.511                            | 0.029                                | 0.011 0.309             | 0.105 0.105                           |
|              | local at $\theta = 1$ | 0.2                                    | $\pm$ 0.720                            | 0.079                                | 0.070 0.395             | 0.096 0.096                           |
| Minimum risk | Bayes (uniform $\xi$) | 0.242                                  | $\pm$ 0.637                            | 0.055                                | 0.037 0.037             | 0.083 0.083                           |
| nth-Degree Estimators |                  |                                        |                                        |                                        |                         |                                        |
| Maximum likelihood |                      |                                        | 0.1                                    | $-0.030$                              | $-0.393$ 0.155          | 0.072 0.498                           | 0.271 0.271                           |
| Minimum bias | least squares       | 0.006, 0.115, 0.375, 0.606, 0.947, 1    | $\pm$ 0.039                            | 0                                     | $-0.331$ 0.016          | 0.135 0.389                           | 0.265 0.265                           |
|              | local at $\theta = 1$ | 0.016, 0.123, 0.325, 0.576, 0.808, 0.951 | $\pm$ 0.039                            | 0                                     | 0 $+0.386$ 0.011        | 0 0.386 0.239                         |
|              | lower at $\theta = 1$ | 0.001, 0.028                           | $\pm$ 0.028                            | 0                                     | $-0.387$ 0.146          | 0.072 0.302                           | 0.271 0.271                           |
|              | local at $\theta = 1$ | 0.2                                    | $\pm$ 0.772                            | 1                                     | $-0.613$ 0.046          | 0 0.613 0.095                         |
|              | Bayes (uniform $\xi$) | 0.250                                  | $\pm$ 0.629                            | 0                                     | 0 $+0.629$ 0.054        | 0 0.629 0.093                         |
|              | Bayes (beta $\xi$, $\alpha = \beta = 2$) | 0.409                                  | $\pm$ 0.716                            | 0                                     | 0 $+0.716$ 0.081        | 0 0.716 0.092                         |

† For the minimum-bias estimators, only the values of $\delta(z)$ and the MSE's (mean-square errors) depend on $n$ (RMSE is root-mean-square error).

‡ Minimum value among all estimators of the same degree.
Fig. 2. Bias and risk (RMS error) functions for various nth-degree estimators of $\sqrt{\theta}$ ($n=5$).

Upper (lower) estimators can be obtained from any one of the estimators given by subtracting from it the minimum (maximum) bias, or $- (+) \rho$. For example, the minimax-bias upper linear estimator of $\sqrt{\theta}$ is $x/n + \frac{1}{2}$; and the lower linear estimator is $x/n$ (since $\rho = \frac{1}{4}$); each has maximum absolute bias of $\frac{1}{4}$. Any other upper or lower linear estimator would have a greater maximum absolute bias.

7. Various Estimators of a Root of $p$

**Maximum-Likelihood Estimators**

The maximum-likelihood estimator $\delta(x)$ of $\gamma = \theta^{1/r}$ is $(x/n)^{1/r}$, which, for $r = 2, n = 5$, yields, by (6.2),

$$
\begin{bmatrix}
a_0 \\
a_1/5 \\
a_2/10 \\
a_3/10 \\
a_4/5 \\
a_5
\end{bmatrix}
= 
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 & 0 & \sqrt{2} \\
1 & -2 & 1 & 0 & 0 & \sqrt{4} \\
-1 & 3 & -3 & 1 & 0 & \sqrt{6} \\
1 & -4 & 6 & -4 & 1 & \sqrt{8} \\
-1 & 5 & -10 & 10 & -5 & 1
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
1
\end{bmatrix}.
$$

(7.1)
Therefore $p(\theta) = \varepsilon \delta(x) = \sum a_i \theta^i = 2.24\theta - 2.62\theta^2 + 2.19\theta^3 - 0.99\theta^4 + 0.19\theta^5$. For $r = 5$, $n = 5$, we obtain, substituting $\frac{1}{2}$ powers for square roots in (7.1), $p(\theta) = 3.62\theta - 6.17\theta^2 + 5.80\theta^3 - 2.80\theta^4 + 0.55\theta^5$. It should be borne in mind that these polynomials are Bernstein approximations to $\gamma$.

In all instances, the bias is zero at the extremes and negative elsewhere (see Figs. 2 and 3 and the tables). The absolute bias, of course, would decrease with increasing $n$, as would the RMS error.

Fig. 3. Bias and risk (RMS error) functions for various nth-degree estimators of $\theta^{1/5}$ ($n=5$).
Minimax-Bias Estimators

The minimum-bias estimator in the minimax sense, \( \delta_o(x) \), is the unbiased estimator of the minimax polynomial approximation to \( \theta^{1r} \). As indicated earlier, \( 2m + 2 \) nonlinear equations in \( 2m + 2 \) unknowns (\( \theta_0 = 0 \) and \( \theta_{m+1} = 1 \) in addition) can be written down, the solution of which provides the minimax \( m \)th-degree approximation \( p_o \), as well as the maximum error of approximation and the \( m + 2 \) points at which this error obtains. These equations are amenable to solution, however, only in the simplest cases; other cases would apparently require iterative techniques using a computer.

The minimax linear approximation to \( \theta^{1r} \) is simple enough, since there are but four equations; one finds

\[
p_o = \frac{1}{2}(r-1)r^{-r(r-1)} + \theta,
\]

and the minimax-bias linear estimator is obtained by replacing \( \theta \) by \( x/n \). The maximum absolute bias, or maximum error of approximation \( \rho \) is given by the constant term in \( p_o \), and it is attained at \( \theta = 0, r^{-r(r-1)}, \) and 1.

Minimax quadratic approximation to \( \theta^{1r} \) leads to the following equations, after a considerable amount of algebraic manipulation:

\[
p_o = a_0 + a_1\theta + a_2\theta^2,
\]

where

\[
a_2 = -(r-1)r^{-1}v^{r-1}, \quad a_1 = (2r-1)r^{-1}v^{r-1},
\]

and \( t \) and \( v \) are solutions (readily obtainable by iteration) of

\[
2(r-1)t^{2r} - (2r-1)t^{r} + t = 0,
\]

\[
(r-1)(v^{2r} - t^{2r}) - (2r-1)(v^{r} - t^{r}) + r(v - t) = 0,
\]

satisfying \( 0 < t < 1 < v \). The solutions for \( r = 2 \) and \( r = 5 \) appear in the tables (see Fig. 1).

These approximations, of course, do not depend on \( n(>1) \), and thus the biases of their unbiased estimators do not depend on \( n \), as would be the case if \( n \)th-degree approximations were used. It should be noted that these quadratic approximations are not monotone in \( \theta \) near \( \theta = 1 \); therefore, we cannot expect \( \delta_o \) necessarily to be monotone in \( x \). Moreover, for small \( n \), the range of \( \delta_o \) is not necessarily confined to the unit interval. Thus, these estimators are of questionable use.

Consideration of these estimators as least-squares estimators relative to a least favorable distribution or minimax-bias estimators on a least favorable point set appears in a later section.


**Approximate Minimax-Bias Estimators**

Since \( \gamma \) does not have a valid series expansion throughout \( \Theta \), minimax approximation by expansion in Chebyshev polynomials is not possible; nevertheless, the "\( r \)-method" of Lanczos may be employed, still using Chebyshev polynomials.

We note that the function \( \gamma = \Theta^{1/r} \) satisfies the differential equation 
\[
\Theta \gamma' - \gamma = 0,
\]
where the prime denotes differentiation. Letting \( p_n \) denote an \( n \)th-degree polynomial approximation to \( \gamma \) and \( r \) a real number, we choose \( p_n \) and \( r \) so that
\[
\theta \gamma' p_n - p_n = r T^*_n,
\]
where \( T^*_n \) is the \( n \)th Chebyshev polynomial shifted to \((0, 1)\) (see [20]). Since we cannot require that \( \theta \gamma' - \gamma \) equal zero after substitution of \( p_n \) for \( \gamma \), we set it equal to an \( n \)th-degree approximation to zero. Equating coefficients, we have \( n + 1 \) equations in \( n + 2 \) unknowns (\( r \) and the coefficients in \( p_n \)). An additional equation is obtained by imposing the boundary condition \( p_n(1) = \gamma(1) = 1 \). It follows also that the maximum error of approximation is \(|r|\).

When we introduce the canonical polynomials \( Q_m(\Theta) \), \( m = 0, 1, \ldots, n \), defined by
\[
\Theta Q_m' - Q_m = \Theta^m,
\]
(7.2)
it follows readily that
\[
p_n = r \sum_{m=0}^{n} c_m^m Q_m,
\]
and
\[
\tau^{-1} = \sum_{m=0}^{n} c_m^m (mr - 1)^{-1},
\]
where
\[
T^*_n = \sum_{m=0}^{n} c_m^m \Theta^m.
\]
The \( Q_m \)'s can be found successively from (7.2).

For \( \gamma = \sqrt{\Theta}, r = 2 \), we find from Table 3 of the National Bureau of Standards *Tables of Chebyshev Polynomials* that
\[
p_1 = (1 + 2\Theta)/3, \quad p_2 = (3 + 24\Theta - 8\Theta^2)/19,
\]
and for \( \gamma = \Theta^{1/5}, r = 5 \), that
\[
p_1 = (2 + \Theta)/3, \quad p_2 = (9 + 18\Theta - 8\Theta^2)/19;
\]
the coefficients in \( p_2 \) appear in the tables.

The unbiased estimators of these approximations have zero bias at \( \Theta = 1 \) and maximum absolute bias at \( \Theta = 0 \) (given by the constant
terms in the $p_m(\hat{\theta})$. Again, the estimators are not necessarily monotone in $x$, nor necessarily confined to the unit interval for small $n$. The corresponding bias and RMS error appear in Figure 2 for $r = 2$; for $r = 5$, these functions are similar to those for the least-squares sense estimator shown in Figure 3.

The maximum absolute biases for the quadratic cases are substantially larger than those of the exact minimax quadratic approximations (see tables); higher-order approximations are feasible, however, by the $\tau$-method but not by the exact method. For $m = n = 5$, it is found that, although the maximum absolute bias is not low, the bias is exceedingly close to zero ($< 0.025$ for $r = 5$) for most $\theta$-values ($\theta > 0.1$). An erratic estimator ($\hat{\theta} \approx 1$ at $x = 1, 3, \text{and } 5$) is required to achieve this low bias, however.

**Minimum-Bias Estimators in the Least-Squares Sense**

We shall derive the $m$th-degree approximation of $\gamma = \theta^{1/r}$ in the least-squares sense relative to the uniform distribution $\xi$ on $(0, 1)$. Subsequently, we shall consider a case in which $\xi$ is a three-point distribution. Such approximation relative to other distributions $\xi$ could be derived analogously. Unbiased estimators $\hat{\delta}_m$ of these approximations are readily obtained from (6.3).

The orthogonal polynomials $p_m(\theta)$ relative to the uniform distribution $\xi$ (Legendre polynomials on the unit interval) are readily constructed successively from the relations

$$
\int p_m(\theta)\theta^i \, d\theta = 0, \quad i = 0, 1, \cdots, m - 1,
$$

where $p_m$ is an $m$th-degree polynomial, and then normalized by requiring that $\int p_m^2 \, d\theta = 1$ and that the coefficient of $\theta^m$ in $p_m$ be positive. These polynomials may be expressed as

$$
p_m(\theta) = \sum_{i=0}^{m} c_{m,i} \theta^i
$$

where

$$
c_{m,i} = \sqrt{2m+1} (-1)^{m+i} \binom{m+i}{m} \binom{m}{m-i}.
$$

Then we have

$$
c_m \int \theta^{1/r} p_m(\theta) \, d\theta = \sum_{i} c_{m,i} \int \theta^{(r+i+1)/r} \, d\theta = r \sum_{i} c_{m,i} / (r i + 1 + 1).
$$
The least-squares $m$th-degree approximation to $\theta^{(r)}$ is accordingly

$$p_{1,m} = \sum_{i=0}^{m} c_i p_i(\theta);$$

the average squared error of approximation (squared bias of $\delta_\theta$) is

$$N(\xi) = \frac{r}{(r + 2)} - \sum c_i^2.$$

Using an $(m + 1)$th-order approximation decreases $N(\xi)$ by $c_{m+1}^2$.

Explicitly, the least-squares linear and quadratic approximations are

$$p_{1,1}(\theta) = c_0 p_0(\theta) + c_1 p_1(\theta) = \frac{2r(r - 1 + 3\theta)}{(r + 1)(2r + 1)},$$

$$p_{1,2}(\theta) = \frac{3r[(r - 1)(2r - 1) + 8(2r - 1)\theta - 10(r - 1)\theta^2]}{(r + 1)(2r + 1)(3r + 1)}.$$

See tables and figures for $r = 2, 5$ and $m = 1, 2, 5$; the approximations are similar to those by the $\tau$-method.

Recall that a minimax approximation is a least-squares approximation relative to a least favorable distribution $\xi_\theta$; moreover, $\xi_\theta$ assigns probability 1 to the set of points at which the maximum error of approximation is attained. For the minimax-bias linear estimator given previously, we shall solve for the corresponding least favorable distribution $\xi_\theta$.

The minimax linear approximation attains its maximum error $\rho$ at three points, denoted $(\theta_0, \theta_1, \theta_2)$. Thus, $\xi_\theta$ assigns probability 1 to this set of three points; denote the corresponding probabilities, the components of $\xi_\theta$, by $(\xi_0, \xi_1, \xi_2)$.

The orthogonal polynomials $p_0(\theta)$ and $p_1(\theta)$ relative to any distribution $\xi$ are found to be

$$p_0(\theta) = 1, \quad p_1(\theta) = \frac{\theta - \mathcal{E}\theta}{\sigma_\theta},$$

where $\mathcal{E}$ denotes integration relative to $\xi$ and $\sigma_\theta^2$ is the variance of $\theta$ relative to $\xi$. Thus

$$c_0 = \mathcal{E}\theta^{(r+1)/r}, \quad c_1 = (\mathcal{E}\theta^{(r+1)/r} - \mathcal{E}\theta^{(r+1)/r}\theta_1),$$

and the least-squares linear approximation is

$$p_{1b} = c_0 p_0 + c_1 p_1.$$

Evaluating $p_{1b}$ for a three-point distribution on $(0, r^{-(r+1)/r}, 1)$, that is, for the values of the $\theta_i$'s given previously, and equating it with $p_0$ (the minimax linear approximation given previously), we can solve for the
components of $\xi_0$. We thus find

$$\xi_2 = \frac{1 - r^{r/(r-1)}}{2}, \quad \xi_3 = \frac{1}{2}, \quad \xi_4 = \frac{r^{r/(r-1)}}{2}.$$  

For $r = 2$, we have $\xi_0 = (\frac{3}{2}, \frac{1}{2})$, and for $r = 5$, we have $\xi_0 = (0.4331, 0.5, 0.0669)$.

In addition, $p_0$ is the minimax linear approximation to $\gamma$ on the point set $E$ consisting of the three points $\theta_0, \theta_1, \theta_2$; thus, $E$ is a least favorable point set. To show that $p_0$ is minimax (linear) on $E$, we follow the method given by De la Vallée Poussin [15]:

$$A_0 = \theta_2 - \theta_1 = 1 - r^{-r/(r-1)}, \quad A_1 = \theta_2 - \theta_0 = 1,$$

$$A_2 = \theta_1 - \theta_0 = r^{r/(r-1)}; \quad \gamma(\theta_i) = \gamma_i = 0, r^{-r/(r-1)}, 1,$$

respectively;

$$\rho = \frac{A_0 \gamma_0 - A_1 \gamma_1 + A_2 \gamma_2}{A_0 + A_1 + A_2} = \frac{1}{2} \frac{(r - 1)^{r/(r-1)}}{r^{-r/(r-1)}}.$$

Then, setting $\gamma_i = (-1)^{i+1} p + a_0 + a_i \theta_i$, and solving, we find $a_0 = \rho, a_1 = 1$; that is, the minimax linear approximation on $E$ is $a_0 + a_1 \theta = \rho + \theta = p_0$, obtained earlier.

**Minimum Local-Bias Estimators at $\theta = 1$**

The minimum local-bias estimator of order $m$ at $\theta = 1$ is the unbiased estimator of the truncated Taylor series approximation to $\gamma$ at $\theta = 1$, $p_m^*(\theta) = \sum_{i=0}^{m} a_i \theta^i$; that is, the $a_i$'s are chosen so that $p_m^*(1)$ and $\gamma(1)$ coincide, as to their first $m$ derivatives, at $\theta = 1$.

Using superscripts to denote derivatives and $a_i^* = i!a_i$, we find

$$p_m^{*(i)}(1) = \sum_{j=i}^{m} a_j^*(j-i)!$$

and

$$\gamma^{(i)}(1) = c_i = (-1)^{i-1}(r - 1)(2r - 1) \cdots [(i - 1)r - 1].$$

Define the $(m + 1)$th-order matrix $D = (d_{ij})$ by $d_{ij} = 1/(j-i)!$ if $i \leq j$ and by $d_{ij} = 0$ otherwise; then $D^{-1} = (d^{ij})$, where

$$d^{ij} = (-1)^{i-1}/(j - 1)! \quad \text{if } i \leq j, \quad \text{and } d^{ij} = 0 \text{ otherwise.}$$

The vector of $a_i^*$'s must satisfy $c = Da^*$ or $a^* = D^{-1}c$, from which the coefficients $a_i$ in $p_m^*$ may be obtained.

The unbiased estimators of these approximations turn out to be upper estimators of $\gamma$. Lower estimators can be obtained by fitting only
the first \( m - 1 \) derivatives, rather than \( m \), at \( \theta = 1 \), and imposing the additional restriction that \( p_m(0) = \gamma(0) = 0 \). Analogous equations can be established to solve for the coefficients \( a_{e,0} \) or \( a_i \); the inversion of the analogue of the \( D \) matrix is not so trivial. The estimator obtained for \( m = n = 5 \) is almost identical with the minimum local-bias estimator (see tables and figures).

**Minimum Local-Bias Estimators at** \( \theta = 1/r \)

Let \( p_m^*(\theta) \) be the Taylor expansion of \( \gamma \) at \( \theta = 1/r \), truncated to terms through the \( m \)th power. Using notation analogous to that in the previous section, we find

\[
c_0 = (1/r)^{1/r}, \quad c_i = (-1)^{r-1-r^{-1}}(r - 1)(2r - 1) \cdots [(i - 1)r - 1],
\]

and

\[
d_{ij} = \begin{cases} \frac{r^{i-j}}{(i-j)!} & \text{if } i < j, \\ 0 & \text{otherwise,} \end{cases}
\]

\[
d_{ij} = \begin{cases} \frac{(-r)^{i-j}}{(i-j)!} & \text{if } i \leq j, \\ 0 & \text{otherwise,} \end{cases}
\]

\[
a_e = D^{-1}c \quad \text{and} \quad a_i = a_{ei}/i!.
\]

The solutions for \( r = 2 \) and 5, \( n = m = 5 \), appear in the tables. For the case \( r = n = 5 \), to obtain such a good fit (small bias) near \( \theta = \frac{1}{2} \), the \( \delta \)-values must range from -3.5 to 15.

**Bayes Estimators**

We shall first derive Bayes linear and quadratic estimators relative to a uniform distribution on the unit interval with squared-error loss. We obtain these estimators by finding the average-risk function for an estimator and choosing the coefficients in the estimator to minimize the average risk. We then derive unrestricted (i.e., of \( n \)th-degree) Bayes estimators relative to a beta distribution by standard techniques and consider in particular the special case of a uniform distribution.

For the linear case, we have

\[
\delta(x) = a_0 + a_1x/n \quad \text{and} \quad \mathcal{R}(\delta, \theta) = \mathcal{E}(\delta - \theta^{1/r})^2;
\]

the average minimizing values of \( a_0 \) and \( a_1 \) are found by differentiation:

\[
a_0 = \frac{2r[(r-1)n + 2r + 1]}{(n+2)(r+1)(2r+1)}, \quad a_1 = \frac{6rn}{(n+2)(r+1)(2r+1)}.
\]

Thus, the Bayes linear estimator for \( r = 2, n = 5 \) is the unbiased estimator of \( 4(2 + 3\theta)/21 \) and for \( r = 5, n = 5 \), of \( 5(31 + 15\theta)/231 \).
Analogous results for the case of quadratic estimation were obtained in a similar fashion (see tables).

The maximum bias of these estimators (see tables) is greater than for some of the linear and quadratic minimum-bias estimators, but the average mean-square error is reduced. Note that the expectation of these linear and quadratic estimators depends on \( n \), in contrast to the analogous minimum-bias estimators. The quadratic estimators have the unreasonable property of not being monotone in \( x \).

We now derive Bayes estimators relative to a beta distribution. We let \( \xi \) denote a beta distribution on the unit interval with density

\[
B^{-1}(\alpha, \beta)\theta^{\alpha-1}(1-\theta)^{\beta-1},
\]

where \( B(\alpha, \beta) \) is the beta function and \( \alpha \) and \( \beta \) are positive numbers. For \( \alpha = \beta = 1 \), \( \xi \) is a uniform distribution.

The posterior distribution of \( \theta \) (the conditional distribution of \( \theta \), given \( x \)) when \( x \) is binomial is readily found to be a beta distribution with \( \alpha \) and \( \beta \) replaced by \( x + \alpha \) and \( n - x + \beta \), respectively (see [2], for example). The Bayes estimator of \( \gamma \) with squared-error loss is the expected value of \( \gamma \) relative to the posterior distribution of \( \theta \); this estimator is here found to be

\[
\delta_2(x) = \frac{\Gamma\left(x + \frac{1}{r}\right)\Gamma(n + \alpha + \beta)}{\Gamma(n + \alpha)\Gamma\left(n + \alpha + \beta + \frac{1}{r}\right)},
\]

which, if \( \beta \) is integral, reduces to

\[
\delta_1(x) = \prod_{i=1}^{\alpha+\beta} \frac{n + \alpha + \beta - i}{n + \alpha + \beta + \frac{1}{r} - i}.
\]

Otherwise, tables of the log gamma function or, if \( r = 2 \), the National Bureau of Standards Tables of \( n! \) and \( \Gamma(n + \frac{1}{2}) \) (see [27]) can be used to calculate values of \( \delta_1 \). Alternatively, Stirling's formula could be used to derive adequate approximations to \( \delta_1 \). The range of \( \delta_1 \) (and therefore of its expectation) is confined to the unit interval, and it is monotone in \( \delta_2 \). For the cases \( r = 2 \) and \( 5 \), \( n = 5 \), see the tables and figures. It is noteworthy that use of a fifth-degree Bayes estimator gives very little reduction in average risk compared with a quadratic, and in fact a linear, Bayes estimator (Tables 2 and 4). The average risk is only
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slightly smaller than that for the minimum local-bias estimator at \( \theta = 1 \), but the maximum and average squared bias are increased (considerably so for \( r = 2 \)).

Minimax-Risk Estimators

General expression for minimax-risk estimators could not be obtained. Linear estimators \((m = 1, n = 5, r = 2 \text{ and } 5)\), for which the maximum risk is a minimum, were found by trial and error and then iteration (Newton's method) by means of a Univac 1105; such primitive techniques are not feasible for approximations of higher degree.

As seen in the tables and Figure 1, some reduction in maximum risk was achieved as compared with other linear estimators, with a corresponding increase in maximum bias. Whether this reduction can be considered worth the extensive effort required is a matter of opinion!

8. Conclusion

Maximum-likelihood estimators are readily available, for arbitrary \( r \) and \( n \), but the bias and risk may be large unless \( n \) is large.

Among minimum-risk estimators, Bayes estimators relative to the beta family are readily available, but their biases are large, especially near \( \theta = 0 \) and 1, compared with other methods of estimation, including maximum likelihood. Minimax-risk estimators are not generally available.

Among minimum-bias estimators, a variety are fairly readily available (minimax not so readily). All are expressed, however, as polynomials in \( x \) and are thus ponderous unless the degree is a priori limited. Moreover, efforts to reduce bias may result in (a) \( \delta \)-values greater than unity (and perhaps negative values also), and (b) lack of monotonicity of \( \delta \), as well as increased risk, suggesting that too much emphasis has been placed on the bias. In particular, the use of unbiased estimators of Taylor expansions seems especially perilous without additional restrictions, since negligible bias is achieved locally at the possible expense of all other reasonable properties.
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Chapter 9

On Optimal Replacement Rules When Changes of State Are Markovian†

C. DERMAN

1. Introduction

A common industrial and military activity is the periodic inspection of some system, or one of its components, as part of a procedure for keeping it operative. After each inspection, a decision must be made as to whether or not to alter the system at that time. If the inspection procedure and the ways of modifying the system are fixed, an important problem is that of determining, according to some cost criterion, the optimal rule for making the appropriate decision. This chapter is an outgrowth of a problem considered by Derman and Sacks [1] and is concerned with a problem such that the only possible way to alter the system is to replace it.

Suppose a unit (a system, a component of a system, a piece of operating equipment, etc.) is inspected at equally spaced points in time and that after each inspection it is classified into one of $L + 1$ states, $0, 1, \ldots, L$. A unit is in state $0(L)$ if and only if it is new (inoperative). Let the times of inspection be $t = 0, 1, \ldots$, and let $X_t$ denote the observed state of the unit in use at time $t$. We assume that $\{X_t\}$ is a Markov chain with stationary transition probabilities,

$$q_{ij} = P(X_{t+1} = j | X_t = i),$$

for all $i, j$, and $t$. The actual values of the $q_{ij}$'s are functions of the nature of the unit and the replacement rule in force. For example, if replacement of an inoperative unit is compulsory, then $q_{00} = 1$; otherwise

† Research sponsored by the Office of Naval Research.
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$q_{ij} = 1$, if and only if $j$ is a state at which the unit is also replaced.

We suppose that the costs are as follows: A cost of amount $c(c > 0)$ is incurred if the unit is replaced before it becomes inoperative; a cost of amount $c + A$ ($A > 0$) is incurred if the unit is replaced after becoming inoperative; otherwise, no cost is incurred. The criterion for comparing replacement rules is the average cost per unit time averaged over a large (infinite) interval of time.

The problem is, then, to determine in the sense of the above cost criterion, the optimal replacement rule, that is, an optimal partitioning of the state space into two categories: states at which the unit is replaced and states at which it is not replaced.†

Since there are at most a finite number $(2L - 1)$ of possible partitionings, an optimal one exists. For small values of $L$, it is a matter of enumerating and computing in order to select the optimal partitioning. When $L$ is even moderately large, however, solution by enumeration becomes impracticable. Thus it is of interest to know conditions under which a certain relatively small (small enough for enumeration) subclass of rules contains the optimal one.

Let $p_{ij}$ denote the transition probabilities associated with the rule: Replace only when the unit is inoperative. Since these transition probabilities $\{p_{ij}\}$ usually are not precisely known, it is important that the conditions for reducing the problem to manageable size be relatively indifferent to the precise values of the $p_{ij}$'s. The principal result of this chapter is in this direction; namely, conditions are given on the transition probabilities $\{p_{ij}\}$ guaranteeing that the optimal replacement rule is of the simple form: Replace the item if and only if the observed state is one of the states $i, i + 1, \ldots, L$ for some $i$. Henceforth, such rules will be referred to as control-limit rules and the above state $i$, the control limit.

When the $p_{ij}$'s are not precisely known, empirical methods are necessary in order to arrive at the optimal replacement rule. A method is suggested in Section 4.

2. Statement of Problem

Let $\{p_{ij}\}$ denote the transition probabilities of a Markov chain with states $0, 1, \ldots, L$. The transition probabilities satisfy, in addition to the usual conditions, the further conditions

† We restrict our attention to nonrandomized stationary rules. We have shown in [2] that an optimal rule over all possible rules is a member of this restricted class of rules.
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\[ p_{j0} = 0 \quad \text{for} \quad j < L, \]

\[ p^{(t)}_{jL} > 0 \quad \text{for some} \quad t \geq 1 \quad \text{for each} \quad j < L, \]

and

\[ p_{L0} = 1, \]

where \( p^{(t)}_{jL} \) denotes the \( t \)-step transition probability from \( j \) to \( L \).

We can conceive of modifying the chain by setting \( p_{j0} = 1 \) for one or more (but not all) of the \( j \)'s for \( 0 < j < L \). Such a modification corresponds, in the replacement context, to replacing the item if it is observed to be in state \( j \). Thus there are \( 2^{L-1} - 1 \) such possible modifications, each corresponding to a possible replacement rule. Let \( \mathcal{C} \) denote the class of such rules. For each rule \( R \) in \( \mathcal{C} \), let \( q_{ij} \) (we suppress the letter \( R \) for typographical convenience) denote the resulting set of transition probabilities and consider the cost function

\[ g(j) = 0 \quad \text{if} \quad q_{j0} = 0, \quad j < L; \]

\[ g(j) = c \quad \text{if} \quad q_{j0} = 1, \quad j < L; \]

\[ g(j) = c + A, \quad j = L. \]

That is, \( g(j) \) denotes the cost incurred at any given time \( t \) when the Markov chain is in state \( j \).

It is well known from Markov-chain theory that

\[ \phi_R = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} g(X_t) = \sum_{j=0}^{L} \pi_j g(j), \quad (2.1) \]

with probability one, where the quantities \( \pi_j \) (steady-state probabilities) satisfy the equations

\[ \pi_j = \sum_{i=0}^{L} \pi_i q_{ij}, \quad j = 0, \ldots, L, \]

\[ \sum_{j=0}^{L} \pi_j = 1, \]

and the inequalities

\[ 0 \leq \pi_j \leq 1, \quad j = 0, \ldots, L. \]

The limit \( \phi_R \) is the average cost per unit time, the criterion of interest, using the rule \( R \).

We can evaluate \( \phi_R \) in another way. Let \( N_k \) denote the \( k \)-th recurrence time to state 0 (i.e., the length of the \( k \)-th replacement cycle) and \( C_k \) the cost (either \( c \) or \( c + A \)) associated with the \( k \)-th replacement cycle.
Then \( \{N_k\} \) and \( \{C_k\} \) \((k = 1, 2, \ldots)\) are sequences of independent and identically distributed random variables. It can be shown by a straightforward application of the law of large numbers that

\[
\phi_R = \frac{EC}{EN}.
\]  

Expression (2.1) or (2.2) for \( \phi_R \) can be rewritten, depending on \( R \), as a function of the original transition probabilities \( \{p_{ij}\} \), and can be evaluated, at least theoretically, for each \( R \) in \( \mathcal{E} \). Neither of the representations (2.1) nor (2.2) seems, however, to be informative enough to allow us to arrive at reasonable conditions on the \( p_{ij} \)'s in order to imply that an optimal rule will have a simple structure.†

If the \( p_{ij} \)'s are of the form

\[
p_{ij} = 0 \quad \text{for} \quad |j - i| > 1,
\]

that is, if transitions are possible only to adjacent states, then it is obvious that an optimal rule will be a control-limit rule such that

\[
q_0 = 0, \quad j \leq L - 2,
\]

and

\[
q_{L-1,0} = 1 \quad \text{or} \quad 0,
\]

according to the values of \( c, A \), and the \( p_{ij} \)'s. For more general chains, however, where states can be skipped in the transitions, the situation is not so transparent. To arrive at workable conditions for reducing the problem, we use the method of functional equations [4].

3. Functional Equation Approach

Suppose that \( P(X_0 = i) = 1 \); that is, suppose that at time \( t = 0 \) the unit is in state \( i \) with probability 1. As an intermediate step in our argument, consider the function

\[
\phi_R(i, \alpha) = E \sum_{t=0}^{\infty} \alpha^t g(X_t), \quad 0 < \alpha < 1,
\]

for any \( R \) in \( \mathcal{E} \). Later we shall use, in the way suggested by Arrow, Karlin, and Scarf (see [5], p. 35), the fact that

\[
\lim_{\alpha \to 1} (1 - \alpha)\phi_R(i, \alpha) = \phi_R.
\]

† Linear programming and dynamic programming methods are available [2], [3] for computing an optimal rule.
The factor $\alpha$ can be considered, as in inventory theory, to be a discount factor; $\phi_R(i, \alpha)$ is then a meaningful cost criterion.

Suppose that $R^*_a$ in $C$ is such that for all $i$ we have

$$\phi(i, \alpha) = \phi_{R^*_a}(i, \alpha) = \min_{R \in C} \phi_R(i, \alpha);$$

that is, that $R^*_a$ is the optimal replacement rule when $\phi_R(i, \alpha)$ is the cost criterion. Then by standard arguments it can be shown that $\phi(i, \alpha)$ must satisfy the functional equations,

$$\phi(i, \alpha) = \min \left\{ \alpha \sum_{j=0}^L p_{ij} \phi(j, \alpha), c + \alpha \sum_{j=0}^L p_{0j} \phi(j, \alpha) \right\} \text{ for } i \neq L, \quad (3.1)$$

$$\phi(L, \alpha) = c + A + \alpha \sum_{j=0}^L p_{0j} \phi(j, \alpha),$$

where the relationship between (3.1) and $R^*_a$ is apparent. Also, the recursively defined functions (method of successive approximations),

$$\phi(i, \alpha, 0) = 0 \quad \text{if } i \neq L,$n

$$\phi(i, \alpha, 0) = c + A \quad \text{if } i = L,$$

and

$$\phi(i, \alpha, N) = \min \left\{ \alpha \sum_{j=0}^L p_{ij} \phi(j, \alpha, N - 1), c + \alpha \sum_{j=0}^L p_{0j} \phi(j, \alpha, N - 1) \right\} \text{ if } i \neq L,$$n

$$\phi(i, \alpha, N) = c + A + \alpha \sum_{j=0}^L p_{0j} \phi(j, \alpha, N - 1) \quad \text{if } i = L,$$

for $N \geq 1$, can be shown (see [4]) to converge to $\phi(i, \alpha)$; that is,

$$\lim_{N \to \infty} \phi(i, \alpha, N) = \phi(i, \alpha), \quad i = 0, 1, \ldots, L.$$

We shall impose, to some advantage, the following monotonicity-preserving condition on the transition probabilities $\{p_{ij}\}$.

**Condition A.** For every nondecreasing function $h(j), j = 0, 1, \ldots, L$, the function

$$k(i) = \sum_{j=0}^L p_{ij} h(j), \quad i = 0, 1, \ldots, L - 1,$$

is also nondecreasing.

We now state and prove the following result:
THEOREM 1. If Condition A holds, then there exists a control-limit rule \( R^* \) such that

\[
\phi_R^* = \min_{R \in \mathcal{C}} \phi_R.
\]

Proof: The proof proceeds in three steps. First we prove that, for each \( N \geq 1 \), there is an \( i_N \) such that

\[
\phi(i, \alpha, N) = \alpha \sum_{j=0}^L p_{ij}(j, \alpha, N - 1), \quad i < i_N,
\]

\[
= c + \alpha \sum_{j=0}^L p_{ij}(j, \alpha, N - 1), \quad i_N \leq i < L, \quad (3.2)
\]

\[
= c + A + \alpha \sum_{j=0}^L p_{ij}(j, \alpha, N - 1), \quad i = L.
\]

By definition \( \phi(i, \alpha, 0) \) is a nondecreasing function. From the definition of \( \phi(i, \alpha, 1) \) we can easily deduce, using Condition A, that \( \phi(i, \alpha, 1) \) is of the form (3.2) and that \( \phi(i, \alpha, 1) \) is also nondecreasing. The argument then proceeds by induction, establishing (3.2).

Secondly, since

\[
\phi(i, \alpha) = \lim_{N \to \infty} \phi(i, \alpha, N),
\]

it also follows that \( \phi(i, \alpha) \) is nondecreasing. Hence, using this fact, Condition A, the functional equation (3.1), and its interpretation in terms of \( R^*_\alpha \), we can establish that \( R^*_\alpha \) is a control-limit rule.

Finally, let \( i_* \) denote the control limit of \( R^*_\alpha \). Let \( \{ \alpha_* \} \), with

\[
\lim_{r \to \infty} \alpha_* = 1,
\]

be a sequence such that \( \alpha_* = i^* \) for all \( r \). Since there is at most a finite number of possible states, such a sequence and \( i^* \) exist. Now let \( R \) be any rule that is not a control-limit rule. Let \( R^* \) denote the control-limit rule with \( i^* \) as its control limit (i.e., \( R^* = R^*_{i^*} \) for all \( v \)). Then

\[
\phi_R(i, \alpha) \geq \phi(i, \alpha_*), \quad v = 1, 2, \ldots,
\]

and hence

\[
\phi_R = \lim_{r \to \infty} (1 - \alpha_*) \phi_R(i, \alpha_*) \geq \lim_{r \to \infty} (1 - \alpha_*) \phi(i, \alpha_*) = \phi_R^*,
\]

which proves the theorem.
Condition A as stated is not verifiable. The following condition is more satisfactory from this point of view.

*Condition B:* For each \( k = 0, 1, \ldots, L \), the function

\[
\tau_k(i) = \sum_{j=k}^{L} p_{ij}, \quad i = 0, 1, \ldots, L - 1,
\]

is nondecreasing.

We have the following lemma:

**Lemma.** Conditions A and B are equivalent.

**Proof:** Assume Condition A. Then in particular the function

\[
h_k(j) = \begin{cases} 0, & j < k, \\ 1, & j \geq k, \end{cases}
\]

is nondecreasing. But then we have

\[
k(i) = \sum_{j=0}^{L} p_{ij} h_k(j) = \sum_{j=k}^{L} p_{ij} = \tau_k(i),
\]

and hence Condition B holds.

Assume Condition B. Any nondecreasing function \( h(j) \) can be expressed in the form

\[
h(j) = \sum_{i=0}^{L} c_i h_i(j),
\]

where \( c_i \geq 0 \) for \( i = 0, \ldots, L \), and

\[
h_i(j) = \begin{cases} 0, & j < i, \\ 1, & j \geq i. \end{cases}
\]

Then

\[
K(i) = \sum_{j=0}^{L} p_{ij} h(j) = \sum_{j=0}^{L} p_{ij} \sum_{k=0}^{L} c_k h_k(j) = \sum_{k=0}^{L} c_k \sum_{j=0}^{L} p_{ij} h_k(j) = \sum_{k=0}^{L} c_k \sum_{j=k}^{L} p_{ij}.
\]

Since \( c_k \geq 0 \) and, by Condition B, \( \sum_{j=k}^{L} p_{ij} \) is nondecreasing for each \( k \), it follows that \( K(i) \) is also nondecreasing. This proves the lemma.

The equivalence of the two conditions allows us to restate Theorem 1:
THEOREM 2. If Condition B holds, then the conclusion of Theorem 1 holds.

As an application of Theorem 2, consider the following example in which the transitions from state to state are generated by cumulative sums of identically distributed lattice variables. More precisely, let \( \{a_v\}, v = \cdots -1, 0, 1, \cdots \), be a sequence of nonnegative numbers such that
\[
\sum_{v=0}^{\infty} a_v = 1.
\]
We define
\[
p_{01} = p_{L0} = 1,
\]
and otherwise
\[
p_{ii} = a_{i-1}, \quad 1 < j < L,
\]
\[
p_{1i} = \sum_{v=0}^{1} a_{v-i},
\]
\[
p_{iL} = \sum_{v=L}^{\infty} a_{v-1}.
\]
Then
\[
r_0(i) = 1, \quad i = 0, \cdots, L - 1,
\]
\[
r_1(i) = 1, \quad i = 0, \cdots, L - 1,
\]
\[
r_k(0) = 0, \quad k \geq 2,
\]
\[
r_k(i) = \sum_{v=k-i}^{\infty} a_v, \quad k \geq 2, \quad i = 2, \cdots, L - 1;
\]
therefore, Condition B is satisfied and the conclusion of Theorem 2 holds.

4. Empirical Method

Frequently, when the \( p_{ij} \)'s cannot be assumed to be known, it may still be reasonable to assume that Condition A holds. If so, then we know by Theorem 1 that a control-limit rule is optimal. One approach to obtaining the optimal rule is to estimate the \( p_{ij} \)'s from observations
taken on units in operation and then, using (2.1), compute the optimal rule from these estimates. Because of (2.2), however, it is not necessary to estimate the $p_{i,j}$'s; we need only estimate $\phi_R = EC/EN$ for each $R$ in the class $C'$ of control-limit rules and select the rule that appears to have the smallest $\phi_R$.

We conceive of the process of observation and replacement going on indefinitely and, in fact, the cost criterion is calculated on this basis; this suggests the existence of a rule $\bar{R}$ (not in $C'$) that uses the past history of observations in such a way that it converges rapidly enough to be equivalent (in accordance with the cost criterion) to $R^*$. (See [1] for a similar result.) Many such rules are possible. We mention one as an example of this approach.

Let $R_i$ ($i = 2, \cdots, L$) denote the control-limit rule that has $i$ for its control limit. We now define $\bar{R}$. On the $k$th replacement cycle, $k = 1, \cdots, L - 1$, use $R_{k+1}$ as the replacement rule. Thereafter ($k \geq L$), choose $R_i$ randomly such that

$$P(R_i \text{ is used during the } k\text{th cycle}) = 1 - \frac{1}{k}$$

if

$$\phi_{R_{k+1}} = \min(\phi_{R_{k+2}}, \cdots, \phi_{R_{k+1}}),$$

and otherwise

$$P(R_i \text{ is used during the } k\text{th cycle}) = \frac{1}{(L - 1)k},$$

where

$$\phi_{R_{k+1}} = \frac{\sum_{i=1}^{k+1} C_i}{\sum_{i=1}^{k+1} N_i};$$

the expression

$$\sum_{i=1}^{k+1} C_i \left( \sum_{i=1}^{k+1} N_i \right)$$

is to be interpreted as being the summation of costs (lengths) of those of the first $k$ cycles during which $R_i$ is used.

It is easily seen that each of the $L - 1$ control-limit rules will be

\[\text{† If the minimum is achieved by more than one } R_i, \text{ choose one arbitrarily.}\]
used infinitely often as $k \to \infty$ with probability 1; further, by the strong law of large numbers, we have
\[ \lim_{k \to \infty} \delta_{R,k} = \phi_R \]
with probability 1. Hence, with probability 1,
\[ \lim_{k \to \infty} \min \{ \delta_{R,k}, \cdots, \delta_{R,L} \} = \min \{ \phi_{R,k}, \cdots, \phi_{R,L} \} = \phi^*. \]
It now follows (essentially, as shown in [5]) that $\phi_R = \phi^*$ with probability 1.
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PART THREE:

PROGRAMMING, COMBINATORICS, AND DESIGN
Chapter 10

Simplex Method and Theory

A. W. TUCKER

1. Introduction

The simplex method (1947) of G. B. Dantzig [1] is much more than the basic computational tool of linear programming. It is a combinatorial algorithm that provides constructive means of establishing fundamental theorems of linear programming [2]—as well as like theorems in cognate areas, such as von Neumann’s minimax theorem for matrix games [3] and Farkas’ theorem for linear inequalities. Its characteristic pivot transformations are related in an essential way to Gauss-Jordan elimination [4] and to a combinatorial equivalence of matrices [5].

This chapter discusses the simplex method in a format designed to exhibit over-all structure rather than specific operational details. The various terminal possibilities are represented schematically and geometrically. Also, it is shown that transposition-duality theorems [6], such as the classical ones of Gordan, Farkas, Stiemke, and Motzkin, can be regarded as corollaries of the duality theorem for a “homogeneous linear program.”

The schemata and block-pivot transformations used in this chapter seem to be important methodological devices. They follow closely along lines developed by the author in a previous paper concerned with solutions of matrix games by linear programming [7].

2. Dual Linear Systems

This section and the next develop underlying concepts and format for use in later sections.
The schema

\[
\begin{bmatrix}
-y_1 & -y_2 & \cdots & -y_n \\
\xi_1 \ a_{11} & a_{12} & \cdots & a_{1m} \\
\xi_2 \ a_{21} & a_{22} & \cdots & a_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
\xi_m \ a_{m1} & a_{m2} & \cdots & a_{mn} \\
\end{bmatrix} = \begin{bmatrix} x_1 \\
x_2 \\
\vdots \\
x_m \\
\end{bmatrix}
\]

(2.1)

is a convenient device for the joint presentation of two systems of linear equations: a column system

\[
\begin{align*}
\xi_1 a_{11} + \xi_2 a_{21} + \cdots + \xi_m a_{m1} &= \eta_1 \\
\xi_1 a_{12} + \xi_2 a_{22} + \cdots + \xi_m a_{m2} &= \eta_2 \\
\vdots & \vdots & \ddots & \vdots \\
\xi_1 a_{1n} + \xi_2 a_{2n} + \cdots + \xi_m a_{mn} &= \eta_n
\end{align*}
\] (2.2)

and a row system

\[
\begin{align*}
-a_{11} y_1 - a_{12} y_2 - \cdots - a_{1n} y_n &= x_1 \\
-a_{21} y_1 - a_{22} y_2 - \cdots - a_{2n} y_n &= x_2 \\
\vdots & \vdots & \ddots & \vdots \\
-a_{m1} y_1 - a_{m2} y_2 - \cdots - a_{mn} y_n &= x_m
\end{align*}
\] (2.3)

These two systems are dual in the sense that

\[
[\xi, H] \begin{bmatrix} X \\ Y \end{bmatrix} = \xi X + HY = \xi (-AY) + (ZA) Y = 0
\] (2.4)

for any \( \xi, H \) satisfying the column system (2.2) and any \( X, Y \) satisfying the row system (2.3).

The column system (2.2) consists of \( n \) linear equations in \( m + n \) variables; these \( n \) equations are linearly independent because each \( \eta \) occurs with nonzero coefficient in just one equation. The row system (2.3) consists of \( m \) linear equations in \( n + m \) variables; these \( m \) equations are linearly independent because each \( x \) occurs with nonzero coefficient in just one equation. If the Greek variables \( \xi, H \) are regarded as (row) coordinates in a space of \( m + n \) dimensions and the Latin variables \( X, \)
Y as (column) coordinates in the same space, then the solution sets of (2.2) and (2.3) are linear subspaces of complementary dimensions \( m \) and \( n \), respectively, in the space of \( m + n \) dimensions. Because of (2.4), these are complementary orthogonal linear subspaces. Thus the "duality" of linear systems has the geometric interpretation of "orthogonal complementarity."

3. Block-Pivot Transformation

Let \( A_{11} \) be a nonsingular square submatrix of \( A \), and \( A_{12}, A_{21}, A_{22} \) the remaining submatrices of \( A \). Then the schema (2.1) can be rewritten as

\[
\begin{bmatrix}
-Z_1 & -Y_1 \\
A_{11} & A_{12}
\end{bmatrix}
= X_1
\]

(3.1)

Since \( A_{11}^{-1} \) exists, the subsystems

\[
-Z_1 A_{11} + Z_2 A_{21} = H_1 \quad \text{and} \quad -A_{11} Y_1 - A_{12} Y_2 = X_1
\]

can be solved for \( Z_1 \) and \( Y_1 \) to obtain

\[
Z_1 = H_1 A_{11}^{-1} - Z_2 A_{21} A_{11}^{-1} \quad \text{and} \quad Y_1 = -A_{11}^{-1} X_1 - A_{11}^{-1} A_{12} Y_2.
\]

Substitution for \( Z_1 \) and \( Y_1 \) in the subsystems

\[
Z_1 A_{12} + Z_2 A_{22} = H_2 \quad \text{and} \quad -A_{21} Y_1 - A_{22} Y_2 = X_2
\]

yields

\[
H_1 A_{11}^{-1} A_{12} + Z_2 (A_{22} - A_{21} A_{11}^{-1} A_{12}) = H_2
\]

and

\[
A_{11} A_{11}^{-1} X_1 - (A_{22} - A_{21} A_{11}^{-1} A_{12}) Y_2 = X_2.
\]

These results are exhibited by the column and row systems of the
schema

\[
\begin{array}{c|c|c}
-X_1 & -Y_2 \\
\hline
A_{11}^{-1} & A_{11}^{-1} A_{12} \\
\hline
-Z_2 & A_{22} - A_{21} A_{11}^{-1} A_{12} \\
\hline
& = Z_1 & = H_2
\end{array}
\]

The schema (3.2) is equivalent to the schema (3.1) in the sense that the column equation systems of (3.1) and (3.2) have the same solutions \(Z\), \(H\) and the row equation systems of (3.1) and (3.2) have the same solutions \(X, Y\).

Let \(r\) be the order of the nonsingular square submatrix \(A_{11}\), the choice of which determines uniquely the transformation from the schema (3.1) to the equivalent schema (3.2). Then the transformation from (3.1) to (3.2) is called a block-pivot transformation of order \(r\), the nonsingular square submatrix \(A_{11}\) of order \(r\) being called the block pivot. It can readily be verified that the inverse of the block-pivot transformation from (3.1) to (3.2) is a block-pivot transformation from (3.2) to (3.1), the block pivot being \(A_{11}^{-1}\).

Any nonzero entry of the matrix \(A\) determines a block pivot \(A_{11}\) of order one; the corresponding pivot transformation of order one is called an elementary pivot transformation. Elementary pivoting, utilized so effectively in the simplex method, has its roots in the classical process of Gauss-Jordan (complete) elimination.

Note that the block-pivot transformation of order \(r\) from (3.1) to (3.2) exchanges \(r\) of the individual marginal labels at the left with \(r\) labels at the bottom and \(r\) parallel labels at the right with \(r\) parallel labels at the top, signs being reversed in the latter exchange. Such a block-pivot transformation can always be decomposed into a succession of elementary pivot transformations, exchanging just one label on a margin at a time; conversely, any finite succession of elementary pivot transformations is summarized by a single block-pivot transformation (as explained in [5] and illustrated in [7]).

The \(m\) by \(n\) matrices in (3.1) and (3.2), or any row and/or column permutations thereof, are combinatorially equivalent in a sense discussed by the author in [5]. In fact, the relationship between (3.1) and (3.2) can be taken as defining combinatorial equivalence.
4. Dual Linear Programs

Here the format developed in the two previous sections will be used, with some change of symbols, to discuss dual linear programs.

The schema

\[
\begin{array}{cccc}
-x_1 & -x_2 & \cdots & -x_N & 1 \\
\lambda_1 & a_{11} & a_{12} & \cdots & a_{1N} & b_1 = 0 \\
\lambda_2 & a_{21} & a_{22} & \cdots & a_{2N} & b_2 = 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\lambda_M & a_{M1} & a_{M2} & \cdots & a_{MN} & b_M = 0 \\
1 & c_1 & c_2 & \cdots & c_N & d = w \\
\end{array}
\]

(4.1)

exhibits row and column equation systems

\[
\begin{align*}
-AX + B &= 0 \\
-CX + d &= w
\end{align*}
\]

which pertain to the following pair of linear programs:

**Primal program:** To maximize \( w = d - CX \)
constrained by \( AX = B, \quad X \geq 0. \) (4.2)

**Dual program:** To minimize \( \omega = d + \lambda B \)
constrained by \( \Lambda A + C = \Xi \geq 0. \) (4.3)

(In this chapter only, vector inequalities are used. The inequality \( X \geq 0 \) means that each of the components \( x_1, x_2, \ldots, x_N \) of \( X \) is nonnegative and at least one of them is positive. The inequality \( X \geq 0 \) means merely that each component is nonnegative. For conformity, we shall also use the symbol \( \geq \) rather than \( \geq \) for scalar inequalities.) The "parameters"

\( (\lambda_1, \lambda_2, \cdots, \lambda_M) = \Lambda \)

in the dual program are unrestricted in sign.

Let \( A_{11} \) be a nonsingular square submatrix of the matrix \( A \) above.
Then the schema (4.1) can be recast as

\[
\begin{array}{ccc}
-X_1 & -X_2 & 1 \\
\hline
A_1 & A_{11} & A_{12} & B_1 = 0 \\
A_2 & A_{21} & A_{22} & B_2 = 0 \\
1 & C_1 & C_2 & d = w
\end{array}
\]  

(4.4)

(Of course, the \(A\)-headed row in (4.4) will be vacuous if the submatrix \(A_{11}\) omits no row of \(A\), and the \(X\)-headed column in (4.4) will be vacuous if \(A_{11}\) omits no column of \(A\).) Define

\[
A_{11} = A_{11}^{-1}, \quad \bar{A}_{12} = A_{11}^{-1}A_{12}, \quad \bar{B}_1 = A_{11}^{-1}B_1, \\
\bar{A}_{21} = -A_{21}A_{11}^{-1}, \quad A_{22} = A_{22} - A_{21}A_{11}^{-1}A_{12}, \quad \bar{B}_2 = B_2 - A_{21}A_{11}^{-1}B_1, \\
\bar{C}_1 = -C_1A_{11}^{-1}, \quad \bar{C}_2 = C_2 - C_1A_{11}^{-1}A_{12}, \quad \bar{d} = d - C_1A_{11}^{-1}B_1.
\]

Then the schema

\[
\begin{array}{ccc}
0 & -X_2 & 1 \\
\hline
\bar{A}_1 & \bar{A}_{11} & \bar{A}_{12} & \bar{B}_1 = X_1 \\
\bar{A}_2 & \bar{A}_{21} & \bar{A}_{22} & \bar{B}_2 = 0 \\
1 & \bar{C}_1 & \bar{C}_2 & \bar{d} = w
\end{array}
\]  

(4.5)

results from the schema (4.4) by the block-pivot transformation having \(A_{11}\) as block pivot.

The new schema (4.5) is equivalent to the old schema (4.4). That is, the row equation system of one schema is satisfied by any \(X\), \(w\) satisfying the row equation system of the other schema, and the column equation system of one schema is satisfied by any \(A\), \(\bar{z}\), \(\bar{w}\) satisfying the column equation system of the other schema. Hence the primal program (4.2) calls now for maximizing \(w\) subject to the row equation system of (4.5) and the inequalities

\[
X_1 \geq 0, \quad X_2 \geq 0,
\]

and the dual program (4.3) calls now for minimizing \(\bar{w}\) subject to the column equation system of (4.5) and the inequalities

\[
\bar{z}_1 \geq 0, \quad \bar{z}_2 \geq 0.
\]
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If the schema (4.5) is such that
\[ A_{22} = 0, \quad B_2 = 0 \]  
(or are vacuous) and
\[ B_1 \geq 0, \quad C_1 \geq 0, \]  
then optimal (basic) solutions of the primal and dual programs, (4.2) and (4.3), can be read directly from (4.5) by setting variables at top and left margins equal to zero. These optimal solutions are
\[ X_1 = B_1(\geq 0), \quad X_2 = 0; \quad w = \bar{d} \]
and
\[ \lambda_1 = C_1, \quad \lambda_2 = 0; \quad \varepsilon_1 = 0, \quad \varepsilon_2 = C_2(\geq 0); \quad \omega = \bar{d}. \]
That \( \bar{d} \) is the maximal \( \omega \) follows from \( C_2 \geq 0 \), because
\[ w = \bar{d} - C_2 X_2 \leq \bar{d} \quad \text{for all} \quad X_2 \geq 0; \]
and that \( \bar{d} \) is the minimal \( \omega \) follows from \( B_1 \geq 0 \), because
\[ \omega = \bar{d} + \varepsilon_1 B_1 \geq \bar{d} \quad \text{for all} \quad \varepsilon_1 \geq 0. \]

The Dantzig simplex method, starting from an initial “presentation” of the pair of linear programs (4.2) and (4.3), employs a finite succession of elementary pivot transformations to achieve, if possible, a terminal “re-presentation” corresponding to a schema (4.5) for which (4.6) and (4.7) hold.

5. Canonical Representation

A canonical representation (“re-presentation”) of the pair of linear programs (4.2) and (4.3) is provided by any schema
\[ \begin{array}{c|cc|c}
0 & -X_2 & 1 \\
\hline
\varepsilon_1 & \bar{A}_{11} & \bar{A}_{12} & B_1 \\
\hline
\lambda_2 & \bar{A}_{21} & 0 & 0 \\
\hline
1 & \bar{C}_1 & \bar{C}_2 & \bar{d} \\
\end{array} = X_1 \\
= \lambda_1 = \varepsilon_2 = \omega \]
for which (4.6) holds. To have

\[ \overline{A_{22}} = A_{22} - A_{21}A_{11}^{-1}A_{12} = 0, \]

it is necessary and sufficient that the order of the block pivot \( A_{11} \) be equal to the rank \( m \) of the matrix \( A \), since then

\[ \begin{bmatrix} A_{21} & A_{22} \end{bmatrix} = A_{21}A_{11}^{-1}[A_{11}, A_{11}]. \]

If \( \overline{A_{22}} = 0 \), then \( \overline{B_2} = 0 \) also, unless \( AX = B \) is an inconsistent system of linear equations.

A partly reduced canonical schema

| \( \Xi_1 \) | \( \Xi_2 \) | \( 1 \) |
| \( \overline{A_{11}} \) | \( \overline{A_{12}} \) | \( \overline{B_1} \) |
| \( \overline{C_1} \) | \( \overline{C_2} \) | \( \overline{d} \) |

\[ = \Lambda_1 = \Xi_2 = \omega \]  

(5.2)

results from (5.1) through deletion of the \( A_2 \)-headed row in (5.1). The schema (5.2) contains the same information as (5.1) with redundant parameters \( A_2 \) set equal to zero.

A fully reduced canonical schema

| \( \Xi_1 \) | \( \Xi_2 \) | \( 1 \) |
| \( \overline{A_{11}} \) | \( \overline{A_{12}} \) | \( \overline{B_1} \) |
| \( \overline{C_2} \) | \( \overline{d} \) |

\[ = \Lambda_1 = \Xi_2 = \omega \]  

(5.3)

results through further deletion of the 0-headed column of (5.2). The schema (5.3) contains all the parameter-free information in (5.1) or (5.2). This corresponds to the "canonical form" in which dual linear programs were originally studied.

If \( \overline{B_1} \geq 0 \) in the above schemata, the canonical representation is **primal feasible** with \( X_1 = \overline{B_1}( \geq 0) \), \( X_2 = 0 \) yielding a feasible (basic) solution of the primal program (4.2). If \( \overline{C_2} \geq 0 \) in the above schemata, the canonical representation is **dual feasible** with \( \Lambda_1 = \overline{C_1}, \Lambda_2 = 0 \) and \( \Xi_1 = 0, \Xi_2 = \overline{C_2}( \geq 0) \) yielding a feasible (basic) solution of the dual
program (4.3). If both $\mathbf{B}_i \geq 0$ and $\mathbf{C}_i \geq 0$, the canonical representation is optimal with the above-stated feasible (basic) solutions as optimal (basic) solutions of the primal and dual programs.

6. Geometric Interpretation

Let the matrix $A$ in schema (4.1) have rank $m$ and let the number of columns of $A$ be $N = m + n$. Let $[A, B]$ also have rank $m$, so that $AX = B$ is a consistent system of linear equations. Let $S$ be a space of $N = m + n$ dimensions with a specified coordinate system, so that there is a one-to-one correspondence between points (or vectors) of $S$ and ordered coordinate $N$-tuples, written as $\xi_1, \xi_2, \cdots, \xi_N$ for row usage and as $x_1, x_2, \cdots, x_N$ for column usage. Then the solution sets

$$P = \{ \mathbf{Z} \mid \mathbf{Z} = \Lambda \mathbf{A} + \mathbf{C}, \text{ all } \Lambda \} \quad \text{and} \quad Q = \{ X \mid AX = B \}$$

are linear manifolds of complementary dimensions $m$ and $n$ in the space $S$. Let $\mathbf{Z} = \Lambda \mathbf{A} + \mathbf{C}$ and $\mathbf{Z}' = \Lambda' \mathbf{A} + \mathbf{C}$ be any two points of $P$, and $X$ and $X'$ any two points of $Q$. Then the equation

$$(\mathbf{Z}' - \mathbf{Z})(X' - X) = (\Lambda' \mathbf{A} - \Lambda \mathbf{A})(X' - X)$$

$$= (\Lambda' - \Lambda)(AX' - AX) = 0$$

shows that $P$ and $Q$ are complementary orthogonal linear manifolds in $S$.

Let

$$R = \{ \mathbf{Z} \mid \mathbf{Z} \geq 0 \} = \{ X \mid X \geq 0 \}$$

be the nonnegative orthant in $S$. Then the feasible-solution sets

$$\{ \mathbf{Z} \mid \mathbf{Z} = \Lambda \mathbf{A} + \mathbf{C}, \mathbf{Z} \geq 0 \} \quad \text{and} \quad \{ X \mid AX = B, X \geq 0 \}$$

of the dual and primal programs (4.3) and (4.2) are polyhedral convex sets $P \cap R$ and $Q \cap R$, respectively.

In a canonical schema (5.3), the complementary orthogonal linear manifolds $P$ and $Q$ are represented by equation systems in the "slope-intercept" form,

$$P: \quad \mathbf{Z}_1 = \mathbf{Z}_1 \mathbf{A}_{12} + \mathbf{C}_2 \quad (6.1)$$

and

$$Q: \quad \mathbf{Z}_1 = \mathbf{Z}_1 (-\mathbf{A}_{12}^T) + \mathbf{B}_1^T \quad (6.2)$$

the latter being obtained by transposing

$$X_1 = -\mathbf{A}_{12}X_1 + \mathbf{B}_1$$
and substituting $\Xi_1$ and $\Xi_2$ for $X_1^T$ and $X_2^T$. In (6.1) the $m \times n$ matrix $\bar{A}_2$ is the "$\Xi_2$: $\Xi_1$: slope" of $P$ (with $\Xi_2$ as "rise" and $\Xi_1$ as "run") and $\bar{C}_1$ is the "$\Xi_1$: $\Xi_2$: intercept" of $P$. In (6.2) the negative-transpose matrix $-\bar{A}_2^T$ is the "$\Xi_1$: $\Xi_2$: slope" of $Q$ (with $\Xi_1$ as "rise" and $\Xi_2$ as "run") and $\bar{B}_1^T$ is the "$\Xi_1$: intercept" of $Q$. This canonical "slope-intercept" representation of $P$ and $Q$, introduced by the author in [8], generalizes the relation between the equations $y = mx + b$ and $x = -my + a$ of orthogonal straight lines in plane analytic geometry.

Let $\bar{p}$ and $\bar{q}$ be the intercept points (vectors),

$$\Xi_1 = 0, \quad \Xi_2 = C_2 \quad \text{and} \quad \Xi_1 = B_1^T, \quad \Xi_2 = 0$$
determined by (6.1) and (6.2). Note that the inner (scalar) product of $\bar{p}$ and $\bar{q}$ satisfies the equation

$$\bar{p} \cdot \bar{q} = [0, \bar{C}_2] \begin{bmatrix} B_1 \\ 0 \end{bmatrix} = 0.$$

As canonically represented in schema (5.3), the dual program is to minimize

$$\omega = \bar{d} + \Xi_1 B_1 = \bar{d} + [\Xi_1, \Xi_2] \begin{bmatrix} B_1 \\ 0 \end{bmatrix} = \bar{d} + \bar{p} \cdot \bar{q}$$
for $p$ in $P \cap R$, and the primal program is to maximize

$$w = \bar{d} - C_2 X_2 = \bar{d} - [0, \bar{C}_2] \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} = \bar{d} - \bar{p} \cdot \bar{q}$$
for $q$ in $Q \cap R$. If $\bar{p}$ belongs to $P \cap R$ and $\bar{q}$ belongs to $Q \cap R$, then $\bar{p} \cdot \bar{q} \geq 0$ for every $p$ in $P \cap R$, and $\bar{p} \cdot q \geq 0$ for every $q$ in $Q \cap R$ (since any two vectors in $R$ have a nonnegative inner product). Hence, since $\bar{p} \cdot \bar{q} = 0$, it is clear that

$$\omega = \bar{d} + \bar{p} \cdot \bar{q} \geq \bar{d} + \bar{p} \cdot \bar{q} = \bar{d} \quad \text{for every } p \text{ in } P \cap R,$$
and that

$$w = \bar{d} - \bar{p} \cdot \bar{q} \leq \bar{d} - \bar{p} \cdot \bar{q} = \bar{d} \quad \text{for every } q \text{ in } Q \cap R.$$
That is, the desired minimum and maximum are attained at $p = \bar{p}$ and $q = \bar{q}$ if these points both belong to $R$. (The intercept points $\bar{p}$ or $\bar{q}$ belonging to $R$ are the extreme points of the polyhedral convex set $P \cap R$ or $Q \cap R$.)

In summary, this geometric interpretation of a pair of linear programs (4.2) and (4.3) involves complementary orthogonal linear manifolds $P$ and $Q$ in a space $S$ with nonnegative orthant $R$. If $P \cap R$ is
nonvacuous, the dual program is feasible; if \( Q \cap R \) is nonvacuous, the primal program is feasible. A canonical representation of these programs involves a joint "slope-intercept" representation of \( P \) and \( Q \). The resulting intercept points \( \bar{p} \) and \( \bar{q} \) yield optimal solutions if they both belong to \( R \).

7. Simplex Method; Terminal Possibilities

Let \( AX = B \) have a solution \( X \geq 0 \); that is, suppose \( Q \cap R \) is nonvacuous and the primal program (4.2) is feasible. Then a proof of the validity of the simplex method, such as the one given in [9], demonstrates the existence of a finite succession of elementary pivot transformations that terminates in a canonical representation for which the matrix

\[
\begin{array}{c|c}
A_{11} & \bar{B}_1 \\
\hline
\bar{C}_1 & d
\end{array}
\]

(7.1)

of the schema (5.3) has either the schematic form

\[
\begin{array}{c|c|c|c}
\sum & \sum & \sum & \sum \\
\hline
\sum & \sum & \sum & \sum \\
\hline
\sum & \sum & \sum & \sum \\
\hline
\sum & \sum & \sum & \sum
\end{array}
\]

(7.2)

or the schematic form

\[
\begin{array}{c|c|c|c}
\Theta & \Theta & \Theta & \Theta \\
\hline
\Theta & \Theta & \Theta & \Theta \\
\hline
\Theta & \Theta & \Theta & \Theta \\
\hline
\Theta & \Theta & \Theta & \Theta
\end{array}
\]

(7.3)
where each $\oplus$ denotes a positive or zero entry, each $\Theta$ a negative or zero entry, and $-$ a negative entry. The $\oplus$ row and $\Theta$ column in (7.2) determine optimal extreme points of $P \cap R$ and $Q \cap R$, the corner entry $*$ being the common minimum and maximum value. In (7.3) the $\Theta$ column determines an extreme point $\bar{q}$ of $Q \cap R$ and the $\Theta$ column determines the direction of an extreme ray of $Q \cap R$ issuing from $\bar{q}$, along which the objective function $w$ satisfies $w \rightarrow +\infty$ because of the corresponding minus entry at the bottom. At the same time the $(\Theta, -)$ column in (7.3) shows that $P \cap R$ is vacuous and the dual program is infeasible.

If $AX = B$ is a consistent system having no solution $X \geq 0$, so that $Q$ exists but $Q \cap R$ is vacuous and the primal program (4.2) is infeasible, then it can be shown that there exists a finite succession of elementary pivot transformations terminating in a canonical representation for which the matrix (7.1) of the schema (5.3) has either the form

\[ \begin{array}{c|c}
\oplus & \\
\hline
& \\
\end{array} \]

or the form

\[ \begin{array}{c|c}
\Theta & \\
\hline
& \\
\end{array} \]

In (7.4) the $\Theta$ row at the bottom determines an extreme point $\bar{p}$ of $P \cap R$ and the other $\Theta$ row determines the direction of an extreme ray of $P \cap R$ issuing from $\bar{p}$, along which the objective function $\omega$ satisfies $\omega \rightarrow -\infty$ because of the corresponding minus entry at the right. In (7.5) the nonpositive column with negative entry at bottom shows that $P \cap R$ is vacuous and the dual program is infeasible. The $(\Theta, -)$
row in (7.4) and (7.5) confirms that \( Q \cap R \) is vacuous and the primal program is infeasible.

In summary, the terminal possibilities for the simplex method are, in the format of this chapter:

- Form (7.2)—primal feasible \((Q \cap R \neq \emptyset)\),
  dual feasible \((P \cap R \neq \emptyset)\);
- Form (7.3)—primal feasible \((Q \cap R \neq \emptyset)\),
  dual infeasible \((P \cap R = \emptyset)\);
- Form (7.4)—primal infeasible \((Q \cap R = \emptyset)\),
  dual feasible \((P \cap R \neq \emptyset)\);
- Form (7.5)—primal infeasible \((Q \cap R = \emptyset)\),
  dual infeasible \((P \cap R = \emptyset)\).

From any initial presentation (4.1) of the pair of linear programs (4.2) and (4.3), provided \( AX = B \) is a consistent system of linear equations (so that \( Q \) exists), it is possible through a finite succession of elementary pivot transformations to reach a terminal canonical representation for which the matrix (7.1) of the schema (5.3) has one of the above four forms (7.2), (7.3), (7.4), (7.5).

8. Homogeneous Linear Programs and Transposition-Duality Theorems

In the pair of linear programs (4.2) and (4.3), take \( B = 0 \) and \( d = 0 \) to get a homogeneous linear program,

\[
\text{Minimize } CX \text{ constrained by } AX = 0, \quad (X \geq 0),
\]

and its dual program,

\[
\text{Solve } UA + C \geq 0.
\]

(Here it seems convenient to minimize \( CX = -w \) rather than to maximize \( w = -CX \), to replace the parametric \( \Lambda \) by \( U \), and to omit \( \Xi \).)

The programs (8.1) and (8.2) are jointly exhibited by the schema

\[
\begin{array}{c|c|c}
X & (\geq 0) \\
U & A & = 0 \\
1 & C & = \text{min} \\
& \geq 0
\end{array}
\]

(8.3)
The homogeneous linear program (8.1) is clearly feasible, since \( X = 0 \) satisfies \( AX = 0 \). There are just two possibilities (corresponding to the two cases set forth in the first paragraph of Sec. 7): either \( CX \) has a zero minimum and (8.2) is feasible or \( CX \) is unbounded below for feasible \( X \) and (8.2) is infeasible. These two possibilities establish a "theorem of alternatives" for a homogeneous linear program (8.1) and its dual (8.2):

**Theorem 1.** Either \( UA + C \geq 0 \) for some \( U \) or \( CX < 0 \) for some \( X \geq 0 \) such that \( AX = 0 \) (but not both).

This theorem can be regarded as a fundamental existence theorem for an arbitrary system \( UA + C \geq 0 \) of nonhomogeneous linear inequalities:

**Theorem 2.** The inequality \( UA + C \geq 0 \) holds for some \( U \) if and only if there is no \( X \geq 0 \) for which \( AX = 0 \) and \( CX < 0 \).

Take \( C < 0 \). Then \( UA + C \geq 0 \) implies \( UA \geq -C > 0 \). Also, \( CX < 0 \) for \( X \geq 0 \) if and only if \( X \neq 0 \). Hence Theorem 1 yields the following classical theorem of Gordan (and later Stiemke), which seems to have been the earliest known transposition-duality theorem (see [6]):

**Theorem 3.** The equality \( AX = 0 \) holds for some \( X \geq 0 \) (i.e., \( X \geq 0 \) and \( \neq 0 \)) if and only if \( UA > 0 \) for no \( U \).

Now form the schema

\[
\begin{array}{ccc}
X_0 & X' & (\geq 0) \\
U & -B & A \\
1 & -1 & 0 \\
\geq 0 & \geq 0 \\
\end{array}
\]

where \( A \) is a matrix and \( -B \) an additional column. Clearly the inequality \( -UB - 1 \geq 0 \) implies \( UB \leq -1 < 0 \), and the equality \( -Bx_0 + AX' = 0 \) for \( x_0 > 0 \), \( X' \geq 0 \) implies \( AX = B \) for \( X = (X'/x_0) \geq 0 \). Hence the alternatives of Theorem 1, applied to (8.4), establish the following classical theorem of Farkas concerning "convex-linear dependence":
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Theorem 4. If $UB \geq 0$ for all $U$ such that $UA \geq 0$, then $B = AX$ for some $X \geq 0$ (and conversely).

Next form the schema

$$
\begin{array}{cccc}
X_1 & X_2 & X^+ & X^- \\
\hline
U & A_1 & A_2 & A_3 - A_4 \\
1 & -1 & 0 & 0 & 0 \\
\end{array}
$$

(8.5)

where $-1$ denotes a row of $-1$'s. Observe that $UA_1 \geq 1$ implies $UA_1 > 0$ and that $UA_4 \geq 0$, $-UA_2 \geq 0$ imply $UA_4 = 0$. Let $X_1 = X^+ - X^-$. Then Theorem 1, applied to (8.5), establishes the general transposition theorem of T. S. Motzkin:

Theorem 5. Either $UA_1 > 0$, $UA_4 \geq 0$, $UA_4 = 0$ for some $U$ or $A_1X_1 + A_2X_2 + A_3X_3 = 0$ for some $X_1 \geq 0$, $X_2 \geq 0$, $X_3$ unrestricted.

9. Theorems for Skew and Dual Linear Systems

Let $K$ be a skew-symmetric (square) matrix, that is, let $K^T = -K$, and let $I$ be the identity matrix of equal order. Form the homogeneous linear program and its dual:

$$
\begin{array}{cccc}
X & Y & Z \\
\hline
U & K + I & K & I \\
1 & -1 & 0 & 0 \\
\end{array}
$$

(9.1)

where $-1$ denotes a row of $-1$'s. Premultiply

$$(K + I)X + KY + IZ = 0$$

by $(X + Y)^T$ to get

$$(X + Y)^TK(X + Y) + (X + Y)^TI(X + Z) = 0.$$
Then since
\[(X + Y)^T K (X + Y) = 0,\]
it follows that
\[X^T X + X^T Z + Y^T X + Y^T Z = 0.\]
However, this holds for \(X \geq 0, Y \geq 0, Z \geq 0\) if and only if each term is zero; and \(X^T X = 0\) if and only if \(X = 0\). Hence the homogeneous linear program specified by the rows of (9.1) has a zero minimum, and the dual program specified by the columns of (9.1) is feasible. That is, there exists some \(U^*\) satisfying the column inequalities of (9.1):
\[U(K + I) \geq 1 > 0, \quad UK \geq 0, \quad UI \geq 0.\]
This establishes the following "skew-symmetric matrix theorem" (see [6], Theorem 5):

**Theorem 6.** The system \(UK \geq 0\) of homogeneous linear inequalities, where \(K^T = -K\), possesses a solution \(U^* \geq 0\) such that \(U^* + U^* K \succ 0\).

Apply Theorem 6 to the matrix
\[K = \begin{bmatrix} 0 & A^T \\ -A^T & 0 \end{bmatrix}.\]
Then the inequality
\[
\begin{bmatrix} Z, Y^T \\ -A^T & 0 \end{bmatrix} \geq 0
\]
possesses a solution \(Z^* \geq 0, Y^* \geq 0\) such that
\[
\begin{bmatrix} Z^*, Y^* T \\ -A^T & 0 \end{bmatrix} > 0.
\]
This establishes the following theorem (see [6], Theorem 3) concerning the dual linear systems of schema (2.1) in Section 2:

**Theorem 7.** The column and row equation systems of the schema
\[
\begin{bmatrix} -Y \\ A \end{bmatrix} = X
\]
\[
\begin{bmatrix} H \\ = I \end{bmatrix}
\]
possess solutions
\[ Z^* \geq 0, \quad H^* \geq 0 \quad \text{and} \quad X^* \geq 0, \quad Y^* \geq 0 \]
such that
\[ Z^* + X^*T > 0 \quad \text{and} \quad H^* + Y^*T > 0. \]

Apply Theorem 7 to
\[
\begin{vmatrix}
-Y_1 & -Y_2^+ & -Y_2^-
\end{vmatrix}
\begin{vmatrix}
Z_1^* \\
Z_2^+ \\
Z_2^-
\end{vmatrix}
= X_1
\begin{vmatrix}
A_{11} & A_{12} & -A_{12} \\
A_{21} & A_{22} & -A_{22} \\
-A_{12} & -A_{12} & A_{22}
\end{vmatrix}
= H_1 = H_2^+ = H_2^-
\]

where \( A_{11} \) is an arbitrary submatrix of a matrix \( A \) and \( A_{12}, A_{21}, A_{22} \) are the remaining submatrices. Then there exist nonnegative solutions (starred) of the column and row equation systems of (9.2) such that
\[ [Z_1^*, Z_2^+, Z_2^-] + [X_1^*, X_2^+, X_2^-*_T] > 0 \]
and
\[ [H_1^*, H_2^+, H_2^-*] + [Y_1^*, Y_2^+, Y_2^-*_T] > 0. \]

Since the sum of the last two columns of (9.2) is zero, and also the sum of the last two rows, it follows that
\[ H_2^* = 0 \quad \text{and} \quad X_2^* = 0. \]

Hence \( H_2^*, H_2^-* \) and \( X_2^*, X_2^-* \), being nonnegative, are all zero. Now set
\[ Z_2 = Z_2^+ - Z_2^-, \quad H_2 = H_2^+ - H_2^- \]
and
\[ X_2 = X_2^+ - X_2^-, \quad Y_2 = Y_2^+ - Y_2^- \]
to obtain the following general transposition-duality theorem for dual linear systems (see [6], Theorem 6):
Theorem 8. The column and row equation systems of the schema

\[
\begin{bmatrix}
 -Y_1 & -Y_2 \\
 \mathbf{Z}_1 & A_{11} & A_{12} \\
 \mathbf{Z}_2 & A_{21} & A_{22}
\end{bmatrix}
= \begin{bmatrix}
 X_1 \\
 H_1 = H_2
\end{bmatrix}
\]

possess solutions

\[
Z_1^* \geq 0, \quad Z_2^\ast > 0, \quad H_1^* \geq 0, \quad H_2 = 0
\]

and

\[
X_1^* \geq 0, \quad X_1^\ast = 0, \quad Y_1^* \geq 0, \quad Y_2^\ast > 0
\]

such that

\[
Z_1^* + X_1^\ast > 0 \quad \text{and} \quad H_1^* + Y_1^\ast > 0.
\]
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Chapter 11

The Present Status of Nonlinear Programming†

P. WOLFE

1. Introduction

This chapter is devoted to a survey of certain computational procedures for the solution of the "convex nondiscrete" mathematical programming problem. By a mathematical programming problem we shall mean the problem of minimizing a function $f(x)$ of $n$ variables, $(x_1, \ldots, x_n) = x$, subject to the constraints $g_i(x) \leq 0$ ($i = 1, \ldots, n$). We shall impose the restriction that the function $f$ and all the functions $g_i$ be convex. The point of this restriction, to which we shall later return, is that it seems to define the largest class of functions for which efficient general computational methods can be devised. From now on, when we refer to a nonlinear programming problem, we shall mean one in which the functions involved are so restricted.

In Figure 1 we have illustrated three principal types of computational problems. The functions defining the constraints of the problem—the $g_i$—may be linear or not; and the so-called objective function, $f$, may also be linear or not. If both $f$ and the $g_i$ are linear, we have the most well-known case—that of linear programming. This problem is labeled A in Figure 1. In the next case, which is as close to linear programming as possible, the constraints are linear, while $f$ is not. This case we have labeled B. It is a more difficult type of problem to solve than A, of course; yet, we shall see that some of the techniques used in completely linear problems may be carried over to problems of this type. This does

† An early version of this chapter has appeared as “Computational Techniques for Non-linear Programs,” privately printed for members of the Princeton University Conference on Linear Programming, March 13–15, 1957.
not seem to be the case with the class of problems C, those in which the constraints are not linear. We have not distinguished here between linearity or nonlinearity of the objective function, because if the constraints of a problem are not linear, linearity of the objective function is not of help. Nevertheless there are methods, although less efficient than those for problems A and B, for dealing with problems of this class.

Figure 2 indicates several types of computational methods that can be used for these problems. One basic distinction is that between primal and Lagrangian methods.

A primal computing method uses only the variables \( x \) and directly related quantities, such as the gradient of \( f \), in the course of a computation. A Lagrangian method uses, in addition to these quantities, the generalized Lagrange multipliers to be discussed below.

These various methods may also be distinguished according to the nature of the steps used in proceeding to a solution. The steps may be large ones, with only a finite and possibly small number of them needed to arrive at an exact solution of the problem; such a method we call a “walk.” Another method can be said to “hop”; although it takes fairly large steps most of the way, one does not know how many steps will be required to arrive sufficiently close to a solution. Finally there is the type we call “creep,” which is characteristic of most gradient methods and involves taking a large number of very small steps. Figure 2 shows the type of problem—A, B, or C—to which the indicated computational style seems best suited.

2. Linear Programming

We shall begin our discussion with a primal walking method. As indicated by Figure 2, the class of linear programming problems is nearly the largest that can be tackled by this method. (Actually, the exact class seems to be the one for which the objective function has the
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property that, for any \( k \), the set of \( x \) such that \( f(x) = k \) is a hyperplane. This class includes not only linear functions but also, as pointed out by John Isbell, quotients of linear functions.)

In Figure 3 we have given a geometric visualization of a linear programming problem. There are seven constraints effective in this particular problem: Three constraints, \( x_1 \geq 0 \), \( x_2 \geq 0 \), and \( x_3 \geq 0 \), which we have not written out explicitly in terms of functions of \( x \) (programming problems are conventionally taken to deal with non-negative variables of this kind, although it is a simple matter to transform a problem having unrestricted variables to one having non-negative variables, or vice versa), and the remaining four constraints,

![Figure 3: Linear programming "walking."](image)

illustrated geometrically by the four skew faces of the polyhedron. The whole polyhedron represents the constraint set—the set of all points for which \( x \geq 0 \) and all \( g_i(x) \leq 0 \) \((i = 1, \ldots, 4)\). Since these constraints are linear, the faces of the polyhedron are planes. The planes are as follows: The plane \( i \), associated with the constraint \( g_i(x) \leq 0 \), is the set of points \( x \) for which \( g_i(x) = 0 \). In the diagram the faces have been identified by showing which of the seven functions is equal to zero on each face. The vertices of the polyhedron are identifiable by listing the faces that meet in them; for example, the vertex \( P_2 \) can be identified as lying on the planes \( x_1 = 0 \), \( g_2 = 0 \), and \( g_4 = 0 \). Such a point of the constraint set, for which as many of the \( x \)'s and \( g \)'s vanish as possible, is called a basic feasible point. Actually, it is customary to refer to such a point by specifying the complementary functions as a minimal set of nonvanishing variables.

The linear programming problem, and Dantzig's simplex method for
solving it, can be visualized in this way: Let \( f(x) = \sum_i c_i x_i \). Then the gradient of \( f \), \( \nabla f = c \), is constant. Since the gradient points in the direction of maximum _increase_ of \( f \), a solution to the problem of minimizing \( f \) will be a point located as far in the constraint set as possible in the direction opposite to the vector \( c \). Take any vertex of the constraint set. The direction numbers of all the edges leading out of the point may be calculated, so we can determine which edges make an obtuse angle with \( c \). Following such an edge, we arrive at another extreme point yielding a lower value of \( f \). The process is repeated until we reach a point at which all edges make acute angles with \( c \); that point is the solution of the problem.

The foregoing process is sketched in Figure 3. Beginning at \( 0 \), we find the path \( 0P_1P_2P_3 \) around the constraint set, terminating in a solution point for the problem. The simplex method gives the means of performing the numerical processes corresponding to this description [1].

3. Nonlinear Programming with Linear Constraints

For the problem-type B—the problem of minimizing a nonlinear function subject to linear constraints—a picture can be drawn very much like that of Figure 3. The linear constraints for this problem are the same as for the linear programming problem; see Figure 4. Since the objective function is not linear, however, the gradient vector of the objective function is no longer constant, and at each point a _local_

![Fig. 4. Minimum-distance problem.](image-url)
objective vector must be drawn. The fact that there is no single direction of fastest decrease of \( f(x) \) makes it impossible to use a simple walking method for the problem; indeed, the solution no longer needs to be a vertex of the constraint set. Figure 4 illustrates the problem of finding the closest point in the constraint polyhedron to an outside point \( P \). Suppose that we attempted to use the gradient \( \nabla f(x) \) at each vertex \( x \) to establish a direction of motion; we would eventually just circulate among some set of vertices—say \( P_1 \) and \( P_2 \). To make progress, we must be able to enter a proper face of the constraint set, where the solution point \( Q \) lies.

A difficulty of a more general type is that, at the current stage of development, any efficient computational method for attacking a large-scale problem must work almost entirely in terms of local information: It must be possible to decide whether to stop the computation, or to continue with it, on the basis of knowledge concerning only the immediate vicinity of the point we have reached, because knowledge of conditions everywhere in the constraint set will generally demand more information than can be stored. Hence a condition such as the following must be imposed on the function \( f \): If a point \( x \) gives a minimum of \( f \) in some region—no matter how small—surrounding \( x \) (i.e., \( x \) is a local minimum), then \( x \) is a solution of the entire problem (i.e., \( x \) is a global minimum). The most convenient assumption about \( f \) that will ensure this is that \( f \) must be convex, that is, \( f \) must satisfy the inequality

\[
f(ax + (1 - a)y) \leq af(x) + (1 - a)f(y)
\]

for any \( x, y, \) and \( 0 \leq a \leq 1 \). That this condition is sufficient follows from the fact that if \( x \) is not the minimum sought, all points on the line segment \( ax + (1 - a)y \) joining it to some lower point \( y \) lying in the constraint set give lower values. Figure 5 illustrates the convexity.

![Fig. 5. Convexity.](image-url)
of a function along a line segment; we require similar behavior along every line segment in the constraint set. (Any linear function is convex. The sum of squares of linear functions is also convex, so that the least-distance problem of Fig. 4 can be solved with local information.)

One method for minimizing a convex function under linear constraints is one that hops. It operates as follows [2]: We will generate a sequence \( z^0, z^1, \ldots \) of points of the constraint set that will converge to a solution and, for use in the calculation, an auxiliary sequence \( x^0, x^1, \ldots \) of extreme points. Initially, let \( x^0 \) be any extreme point of the constraint set and let \( z^0 = x^0 \). Now suppose that \( n \) steps have been taken, and a point \( z^n \) and extreme point \( x^n \) are at hand (see Fig. 6). Perform the following operations:

(a) Calculate \( \nabla f(z^n) \).
(b) Using \( \nabla f(z^n) \) as objective vector and \( x^n \) as initial extreme point, take one step of the simplex method in the minimization of \( \nabla f(z^n) \cdot x \), to the extreme point \( x^{n+1} \).
(c) Choose \( z^{n+1} \) so as to minimize \( f \) on the segment joining \( x^{n+1} \) to \( z^n \).
(d) Repeat with \( z^{n+1} \) and \( x^{n+1} \).

The justification of this process lies in the following result:
THEOREM. There is a constant $K$ such that, if $M$ is the minimum of $f$ as constrained, then

$$f(x^n) - M \leq \frac{K}{n}.$$ 

Note that step (c) above amounts to solving a one-dimensional minimization problem, which is easy to do. For modern machine computation, this hopping method has the considerable advantage that the major part of the computational work—that of performing the simplex change of basis from one extreme point to another—is one that is well understood and very likely already coded for the machine one wants to use. The amount of additional routine that has to be written for this method is small.

Another, and very successful, type of hopping method for problems with linear constraints is that of the "projected gradient" [3]. Figure 7 illustrates such a procedure, beginning at the point $x^0$ and generating the sequence of points $x^1, x^2, \ldots$. Starting with the point $x^k$, either one or two successors of $x^k$ are determined by the following steps:

(a) Calculate $\nabla f(x^k)$.

(b) Find the projection of $\nabla f(x^k)$ onto the face of the constraint set on which the point $x^k$ lies. Here "face" is used to denote the intersection of any collection of bounding hyperplane, so that the face for $x^k$ is the

![Fig. 7. Projected-gradient method.](image)
constraint set itself, the projection of $\nabla f(x^k)$ is $\nabla f(x^k)$ itself, and the face for $x^k$ is the line through $x^2$ and $x^3$.

(c) Extend a ray from $x^n$ in the direction of the projection of $\nabla f(x^k)$. Define $x^{k+1}$ to be the farthest point of the constraint set along this ray.

(d) If $f(x^{k+1}) < f(x^k)$, then the cycle is complete. Otherwise, choose $x^{k+2}$ so as to minimize the function $f$ on the segment $x^k x^{k+1}$; this completes the cycle.

As with the gradient-corrected simplex method, it is assumed here that the one-dimensional minimization problem that may have to be solved in step (d) is not a difficult one; this is indeed the case. In Figure 7, the points $x^4$ and $x^6$ have been obtained as the result of minimizing on the segments $x^2 x^3$ and $x^4 x^6$; at these minima, $\nabla f$ is, of course, perpendicular to the segment in question.

Convergence of the procedure to a solution of the nonlinear problem is not difficult to establish. Unlike the previous gradient methods, this procedure does not completely reduce to the simplex method for a linear problem, but it does so reduce if the points $x^k$ are vertices of the constraint set.


Figure 8 adds the final complication we want to introduce into programming problems: Besides a nonlinear objective function, we now have nonlinear constraints $g_i(x) \leq 0$. We have said that in general the $g_i$ must be taken to be convex functions. Actually, it is only in such a case that the constraint set is convex, that is, a set that contains the entire line segment joining any two of its points. The nonplanar faces of this constraint set will bulge outward. The necessity for this requirement is implied in our earlier discussion of the convex objective function: To show that any local minimum was global, we made use of the fact that the segment joining two points was in the set. That argument now applies to this more general case, so that the local methods we discuss will solve the global problem.

Most methods for this type of problem are of the creeping kind (the nonlinear boundaries of the constraint set prevent us from taking any bold steps) and use the following general scheme: At any point $x$ of the constraint set, calculate $\nabla f$. Start moving $x$ in the direction $-\nabla f(x)$, modifying this as necessary as $x$ changes. We shall set up a computational scheme that does this, attempting at the same time to satisfy the constraints of the problem. The gradient method has a continuous flavor that may perhaps best be illustrated by setting up a differential equation. This equation will not be solved explicitly, but it can be used
either to indicate analog methods of solution for the problem or to yield difference equations for digital computation.

By simply proceeding in the direction of fastest decrease, we get

$$\frac{dx}{dt} = -\nabla f(x), \quad \text{i.e.,} \quad \frac{dx}{dt} = -\frac{\partial f(x)}{\partial x_i}.$$ 

If we think of the motion of \( x \) as taking place in time, the velocity of the point \( x \) is the negative of the gradient. This equation, of course, ignores the constraints. Under these differential equations, \( x \) would soon leave the constraint set. To inhibit this, we shall try to send \( x \) back into the constraint set whenever it touches the boundary, that is, whenever one of the functions \( g_i(x) \) becomes positive. In that case, the direction in which to send \( x \) is given by the inward normal to the boundary, \(-\nabla g_i(x)\). Our prescription, then, is as follows: If the point is at \( g_i(x) = 0 \), send it in by adding a vector proportional to \(-\nabla g_i(x)\) at that point. We have done this for each \( g_i \) by means of the second term on the right-hand side of the equation below, in which we define \( \delta_i(x) \) to vanish if \( x \) satisfies the constraint \( g_i(x) \leq 0 \), \( \delta_i(x) = 1 \) other-
wise, and \( K \) is a constant of proportionality:

\[
\frac{dx}{dt} = -Vf(x) - \sum_i K\delta_i(x)\nabla g_i(x),
\]

or

\[
\frac{dx_j}{dt} = -\frac{\partial f(x)}{\partial x_j} - K \sum_i \delta_i(x) \frac{\partial g_i(x)}{\partial x_j}.
\]

One further condition must be noted, however. Since we have the constraints \( x_j \geq 0 \), we must add the following requirement to the differential equations: If the indicated rate of change of \( x_j \) is negative, but \( x_j \) is already zero, we must not change \( x_j \). Thus we have

\[
\frac{dx_j}{dt} = \begin{cases} 
\text{same as above, if the above expression or } x_j \text{ is positive,} \\
0 & \text{otherwise.}
\end{cases}
\]

It can be shown that any trajectory yielded by these differential equations converges to a solution of the minimization problem if \( K \) is so large that at any boundary point \( x \) the sum of the inward-pointing vectors, \( -\nabla g_i(x) \), is greater than \( Vf(x) \). Accordingly, any system we can set up that obeys these differential equations will lead to a solution of this type of problem.

The digital means of handling these equations is very simple. It consists of replacing \( \frac{dx_j}{dt} \) above by \( \frac{\Delta x_j}{\Delta t} \), and choosing \( t \) to be a fixed, sufficiently small number. Then one begins with arbitrary \( x \)'s and uses the equation to calculate the amounts \( \Delta x_j \) by which the \( x \)'s must be increased in each time period. After the solution has been found as well as possible using a given value of \( \Delta t \), it will then be necessary to use a smaller value to obtain more accurate results.

These equations also prompt one to attempt an analog method for solving this problem. It is particularly easy to see how this is done in the linear programming problem. If

\[
f(x) = \sum_j c_j x_j \quad \text{and} \quad g_i(x) = \sum_j a_{ij} x_j - b_i \leq 0,
\]

then the system of differential equations becomes

\[
\frac{dx_j}{dt} = \begin{cases} 
-c_j - K \sum_i \delta_i(x)a_{ij} & \text{if this expression or } x_j \text{ is positive,} \\
0 & \text{otherwise.}
\end{cases}
\]

These equations can be set up in this form on conventional electronic differential-analyzer equipment. This has been done by Pyne [4] for
small-scale problems and works with relatively good accuracy and surprisingly high speed. One can view the trajectories of several $x_i$ on oscilloscopes and see the solution of a linear programming problem traced out from an arbitrary initial point in a matter of seconds. In addition to giving a satisfying graphic account of a solution of the problem, the analog method has the notable feature that the parameters occurring in the problem can be varied with a great deal of ease. One can explore large areas of parameter values quite quickly by this means; thus it provides a good method for rough sensitivity analysis in linear problems. It is also possible to wire nonlinearities into the problem in accordance with the general differential equations, but this is not easy to do with conventional equipment.

5. Nonlinear Programming with Nonlinear Constraints; Lagrange Multipliers

The remaining methods to be described are those that use the "generalized Lagrange multipliers" of Kuhn and Tucker [5], as well as the variables $x_i$, in the computational process. These multipliers $u_i$ are introduced, as in the classical case, through the Lagrange function

$$L(x, u) = f(x) + \sum_i u_i g_i(x).$$

Also as in the classical case, a necessary condition that $x$ solve the given extremum problem is that $x$ and some $u = (u_1, \ldots, u_m)$ solve an extremum problem involving the Lagrangian. In programming, however, the new problem has a novel formulation:

If $x$ solves the programming problem, then there exists $u$ so that $(x, u)$ solves the problem

$$\min_{x \geq 0} \max_{u \geq 0} L(x, u).$$

This says that simultaneously $x$ must minimize $L$ and $u$ maximize it, or that $(x, u)$ is a saddle-point of $L$. (In the classical problem, which involves only setting derivatives equal to zero, it is irrelevant whether the extrema of the Lagrangian are maxima or minima.)

Under the convexity assumptions of our programming problems, the necessary condition given above proves to be sufficient. Hence a method that will enable one to find the saddle-point of a function having nonnegative variables can be used to solve such problems. A method along the lines of the primal method can be devised; namely, differential equations can be set up that will cause $x$ to move so as to
decrease $L$, and cause $u$ to move so as to increase $L$, as follows:

\[
\frac{dx_i}{dt} = \begin{cases} 
- \frac{\partial L}{\partial x_j} & \text{if this or } x_j \text{ is positive,} \\
0 & \text{otherwise;}
\end{cases}
\]

\[
\frac{du_i}{dt} = \begin{cases} 
\frac{\partial L}{\partial u_i} & \text{if this or } u_i \text{ is positive,} \\
0 & \text{otherwise.}
\end{cases}
\]

As before, we interdict the decreasing of a zero variable.

The foregoing approach is associated primarily with the work of Arrow and Hurwicz, which has appeared in a series of papers. Uzawa [6] has shown that if the objective function $f$ is strictly convex, then a solution of the above equations starting from any initial $(x, u)$ exists, and that the $x_j$'s obtained converge to the solution of the program. Kose [7] has also obtained graphical solutions of these equations on an electronic differential analyzer.

An interesting feature of these equations is that, suitably interpreted, they yield a model for the attainment of efficient production in a competitive economy. Let the constraints be linear again:

\[ g_i(x) = \sum_j a_{ij}x_j - b_i \leq 0. \]

The differential equations above then become

\[
\frac{dx_i}{dt} = - \frac{\partial f(x)}{\partial x_j} - \sum_i u_i a_{ij}, \quad \frac{du_i}{dt} = \sum_j a_{ij}x_j - b_i,
\]

with “zero” conditions. As usual, $x_j$ is viewed as the level of some production activity. Then $\partial f(x)/\partial x_j$ is a marginal cost, since we are minimizing. Each $i$ denotes a resource needed in production, and $b_i$ is the average amount of resource $i$ available in the market. The coefficient $a_{ij}$ is the amount of resource $i$ that is consumed by carrying on activity $j$ at unit level. Finally, $u_i$ is the market price the producer must pay per unit of the resource $i$ he uses.

The terms on the right-hand side of the first equation can be interpreted in this way: $-\partial f(x)/\partial x_j$ is the profit accruing to the producer for increasing the $j$th activity level one unit, and the summation is the payment he must make for the additional resources thus consumed. The first equation then says: If a net profit can be made by increasing $x_j$, then do so; if increasing $x_j$ would make a net loss, then decrease it unless it is already zero. The second equation says simply: If the total
amount of resource $i$ consumed in all the activities exceeds the average supply, then its price will rise; and if the amount is less than the supply, then its price will fall unless the price is already zero.

The theorem on the convergence of the solution of the differential equations to a solution of the programming problem thus says, in economic terms, that the behavior of the market prices will force the producer into the optimum production program. It is interesting to note that the usefulness of this kind of interpretation has led to the adoption of the term “price” for “generalized Lagrange multiplier” in the programming literature.

6. Lagrange Multipliers in General

It should be pointed out that these multipliers are present, although concealed, in the primal methods with which we have dealt. For example, a valuable feature of the simplex method for linear programming is that in the last step of the simplex calculation one obtains as a by-product the solution of the “dual problem,” that is, the Lagrange multipliers for the extremum.

The multipliers can also be found in the primal creeping process. After a sufficient length of time, the $x_j$ that solve the equation

$$\frac{dx_j}{dt} = -\frac{\partial f(x)}{\partial x_j} - \sum_i K\delta_i(x) \frac{\partial g_i(x)}{\partial x_j},$$

with nonnegativity condition, will be essentially stationary, and their average value during an extended time period will be zero. The point $x$ will, in fact, be tracing out small loops, being kicked back and forth by the discontinuous terms $\delta_i(x)g_i(x)$. The only quantities on the right-hand side that vary much will be $K\delta_i(x)$. Denoting their time-average values by $u_i$, which is then proportional to the amount of time the constraint $g_i(x) \leq 0$ is called into action, we have

$$0 = -\frac{\partial f(x)}{\partial x_j} - \sum_i u_i \frac{\partial g_i(x)}{\partial x_j},$$

(6.1)

(unless the right-hand side of this equation is negative and $x_j = 0$).

It is easy to see that these $u_i$ are indeed the multipliers, because this is precisely the condition under which the Lagrangian $L(x, u)$ cannot be decreased by changing $x_j$.

The discussion above constitutes the outline of a proof of the Kuhn-Tucker saddle-point theorem. Through another line of ideas we can obtain another type of proof, and also suggestions for another computational scheme. In the above equation (6.1), the right-hand side may
be negative, but never positive; in vector notation, if we let
\[ v = \nabla f(x) + \sum_i u_i \nabla g_i(x), \]
we need
\[ v \geq 0. \]

Now the condition in parentheses following equation (6.1) has a simple paraphrase:

If \( v_j > 0 \), then \( x_j = 0 \).

Since the variables are all nonnegative, this can be written as
\[ vx = \sum_i v_i x_i = 0. \]

We shall now make a (surprisingly slight) modification of our programming problem. Replace the constraints \( g_i(x) \leq 0 \) by equalities,
\[ g_i(x) = 0. \]

The original constraints could be rewritten in this form without loss of generality, if one new variable were added for each constraint, thus:
\[ g_i(x) + y_i = 0, \quad y_i \geq 0. \]

Then the saddle-point problem becomes simply
\[ \min_{x \geq 0} \max_u L(x, u); \]
we no longer require \( u \geq 0 \). The above analysis regarding minimizing \( L \) in \( x \) is unchanged, but maximizing it in \( u \) is now simpler: We need only require that all \( \partial L(x, u)/\partial u_i = 0 \), which is precisely the same as requiring that all \( g_i(x) = 0 \). In other words, \( x \) must satisfy the constraints.

The final result is the following:

The point \( x \) solves the modified programming problem if and only if there exist \( v_j \geq 0 \) and \( u_i \) such that
\[ \nabla f(x) + \sum_i u_i \nabla g_i(x) = v \]
and
\[ vx = 0. \]

This version of the saddle-point theorem can be justified geometrically (Fig. 9). Letting \( e_i \) be the \( j \)th coordinate vector, we have
with $V_f$ expressed as a linear combination of normals to the boundaries of the constraint set. We have $v_j \geq 0$ because $V_f$ must not point outward across the boundaries $x_j \geq 0$. If, however, one of these boundaries is ineffective (i.e., $x_j > 0$), then its normal is also ineffective (i.e., $v_j = 0$), and hence $v x = 0$. This point of view is developed in more detail by Tucker [8].

7. Quadratic Programming

The version of the saddle-point theorem given above yields, rather surprisingly, a walking method [9] for the solution of an important class of nonlinear problems: those in which the constraints are linear and the objective function quadratic. The method is almost exactly the simplex method, although the presence of the multipliers in our formulation of the problem enlarges its size.

The quadratic problem is the following:

Minimize $f(x) = px + x^T Cx = \sum_j p_j x_j + \sum_{j,k} x_j C_{jk} x_k$,

subject to $x \geq 0$ and $Ax = b$ (i.e., $\sum_j a_j x_j = b_i$).
The index $i$ ranges from 1 to $m$, and $j$ and $k$ range from 1 to $n$. The superscript $T$ denotes matrix transposition.

Our general requirement that $f$ be a convex function means that the matrix $C$ must be positive semidefinite; that is, that $x^T C x \geq 0$ for all $x$. The method we shall describe requires further a special sort of "non-degeneracy" condition, namely, that whenever $px = 0$, we have $x^T C x > 0$.

For this problem, $\nabla f(x)$ is just the vector $p + 2C x$, and each $\nabla g_i(x)$ is the constant vector $(a_i, \cdots, a_n)$. The saddle-point result thus becomes, in matrix notation:

The point $x$ solves the quadratic programming problem if and only if there exist $v \geq 0$ and $u$ such that $p + 2C x + u A^T = v$ and $vx = 0$.

The feature that allows us to devise a walking method for quadratic programming is precisely the linearity of $\nabla f$; the only nonlinear condition in the above formulation is $vx = 0$, and it is of a very special form.

The process is begun with an extreme point $x^0$ of the constraints $x \geq 0$, $A x = b$. Initially use $v^0 = 0$ and $w^0 = 0$; the condition $vx = 0$ will then be satisfied but, of course, the other condition will not be. We can turn to the device of "artificial variables" to work with this last condition: Let $x^0_j = p_j + 2(C x^0)_j$, and let $e_j = \pm 1$ be chosen so that

$$2(C x^0)_j + e_j p_j = -p_j.$$

We have now chosen an initial feasible simplex basis consisting of part of $x^0$, $u^0$, and $z^0$ for the problem:

Minimize $\sum_j x_j$ under the constraints $x \geq 0$, $v \geq 0$, $z \geq 0$,

$$\sum_j a_i x_j = b_i,$$

$$\sum_k 2C_{jk} x_k + \sum_i u_{kj} a_i - v_j + e_j z_j = -p_j,$$

$$\sum_j v_j x_j = 0.$$

We shall employ the simplex method in this minimization, with one difference in order to handle the last restriction: In considering any of the variables $x_j$ or $v_j$ as candidates for the new basis (i.e., to be made positive), do not allow $x_j > 0$ unless $v_j = 0$, and do not allow $v_j > 0$ unless $x_j = 0$.

It can be shown that this routine will terminate in a finite number of steps, just as in linear programming, with a zero of the objective $\sum_j x_j$. Then the conditions of the theorem above are satisfied, and the
part of the solution of this problem solves the quadratic programming problem. It is of interest that the simplex solution is usually achieved more quickly for an $m \times n$ quadratic problem than for an $(m + n)$-equation linear problem.

References

Chapter 12

The Number of Simplices in a Complex†

JOSEPH B. KRUSKAL

1. Introduction

A familiar puzzle for children poses the following question: Given six sticks all the same size, how can you put them together to make four triangles all of the same size? The answer, of course, is a tetrahedron. Similarly we may ask: Given n edges, how many triangles can we make? More generally, suppose that a complex has exactly n r-dimensional simplices. Then we may ask: What is the maximum number of r'-dimensional simplices (r' > r) that the complex can have? In this chapter we give an elegant answer to this question.

Since we are concerned here with abstract complexes not embedded in any space, a simplex consists merely of a set of vertices. It will be more convenient for us to label a simplex by the number of its vertices than by its dimension. We speak of an r-set rather than an (r − 1)-dimensional simplex. For us a complex is simply a finite set of vertices together with a class of subsets with the subset closure property; that is, if any subset belongs to the complex then all its subsets also belong to the complex.

By (↑) we denote the general binomial coefficient. As k increases, this binomial coefficient increases. If n is any nonnegative integer, we define its r-canonical representation to be

\[ n = \binom{n_1}{r} + \binom{n_{r-1}}{r-1} + \cdots + \binom{n_i}{i}, \]

where we first choose \( n_1 \) to be as large as possible without having the

† The problem treated in this chapter was suggested by D. Slepian. The author wishes to thank him and S. Lloyd for many helpful suggestions.
initial binomial coefficient exceed \( n \), and then we choose \( n_{r-1} \) as large as possible without having the first two terms exceed \( n \), and so on until we finally obtain equality. We can always obtain equality, for if we do not obtain it before we get to the binomial coefficient with the denominator 1, then \( n_l \) can always be chosen to ensure equality. Furthermore it is clear from our construction that this \( r \)-canonical representation is unique. As an illustration we give the 5-canonical representations of several numbers:

\[
1 = \binom{5}{5},
\]

\[
5 = \binom{5}{5} + \binom{4}{4} + \binom{3}{3} + \binom{2}{2} + \binom{1}{1},
\]

\[
6 = \binom{6}{5},
\]

\[
62 = \binom{8}{5} + \binom{5}{4} + \binom{3}{3}.
\]

It is not difficult to show that a set of integers \( n_r, \ldots, n_i \) is associated with the canonical representation of some integer if and only if the following conditions are satisfied:

\[ n_r > \cdots > n_i \geq 1. \]

If \( r \leq r' \), we define \( f(n; r, r') \) to be the greatest number of \( r' \)-sets that occur in any complex having precisely \( n \) \( r \)-sets. If \( r \geq r' \), we define \( f(n; r, r') \) to be the smallest number of \( r' \)-sets that occur in any complex having precisely \( n \) \( r \)-sets. The following theorem answers not only the question posed at the beginning of this chapter but a natural dual question as well.

**Theorem 1.** If

\[ n = \binom{n_r}{r} + \cdots + \binom{n_i}{i} \text{ canonical}, \]

then

\[ f(n; r, r') = \binom{n_r}{r'} + \binom{n_{r-1}}{r' - 1} + \cdots + \binom{n_i}{r' - r + 1}. \]

As usual, we take 0 as the value of any binomial coefficients in which either the numerator or the denominator is negative, or in which the
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numerator is strictly less than the denominator. Contrary to usual practice, however, we also let the binomial coefficient \( \binom{n}{r} \) equal 0.

If \( n_r, \ldots, n_i \) is any sequence of integers, we let

\[
[n_r, \ldots, n_i]_r = \binom{n_r}{r} + \cdots + \binom{n_i}{i}.
\]

We call this expression, and also the sequence of integers \( (n_r, \ldots, n_i) \), \( r \)-canonical if the above expression is the \( r \)-canonical expression for the integer it equals. We may sometimes omit the qualifying \( r \) if its value is clear from context. Note that the void sequence is canonical, and that it corresponds to the representation of 0.

We define a fractional pseudopower \( n^{(r')/(r)} \) as follows: If

\[
n = [n_r, \ldots, n_i], \text{ canonical},
\]

then we let

\[
n^{(r')/(r)} = [n_r, \ldots, n_i]_{r'}.
\]

To illustrate this concept we have the accompanying table of \( (4/3) \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>3-canonical representation of ( n )</th>
<th>( n^{(4/3)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>[ ] (_3)</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>[3] (_3)</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>[3, 2] (_3)</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>[3, 2, 1] (_3)</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>[4] (_3)</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>[4, 2] (_3)</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>[4, 2, 1] (_3)</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>[4, 3] (_3)</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>[4, 3, 1] (_3)</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>[4, 3, 2] (_3)</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>[5] (_3)</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>[5, 2] (_3)</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>[5, 2, 1] (_3)</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>[5, 3] (_3)</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>[5, 3, 1] (_3)</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>[5, 3, 2] (_3)</td>
<td>7</td>
</tr>
<tr>
<td>16</td>
<td>[5, 4] (_3)</td>
<td>9</td>
</tr>
<tr>
<td>17</td>
<td>[5, 4, 1] (_3)</td>
<td>9</td>
</tr>
<tr>
<td>18</td>
<td>[5, 4, 2] (_3)</td>
<td>10</td>
</tr>
<tr>
<td>19</td>
<td>[5, 4, 3] (_3)</td>
<td>12</td>
</tr>
<tr>
<td>20</td>
<td>[6] (_3)</td>
<td>15</td>
</tr>
</tbody>
</table>
pseudopowers. In the pseudopower terminology our theorem becomes the following:

**Theorem 1'.** Under the hypothesis of Theorem 1, we have \( f(n; r, r') = n^{(r'/r)}. \)

We remark that our fractional pseudopowers depend separately on the numerator and the denominator, that is, the (\( \frac{4}{5} \)) and (\( \frac{3}{4} \)) fractional powers are different. Our notation is perhaps justified by the fact that, as \( n \) increases, the fractional pseudopower is asymptotically proportional to the ordinary fractional power, and by other properties that we shall demonstrate later.

2. Application to Sequences of 0's and 1's

Let a *binary word* of length \( n \) be a sequence of \( n \) 0's and 1's. Write \( a_1 \cdots a_n \leq b_1 \cdots b_n \), if \( a_i \leq b_i \) for all \( i \). Let a *binary complex* \( C \) be a set of binary words, all of the same length, with the property that if \( b \) is in \( C \) and \( a \leq b \), then \( a \) is in \( C \). (Such a set \( C \) is sometimes called a "lower" set.) We say that a binary word has *weight* \( r \) if it has \( r \) 1's in it.

Let \( C \) be a binary complex of words of length \( n \). Let \( v_1, \ldots, v_n \) be abstract vertices. Let \( v_i \) correspond to the \( i \)th position in a binary word. If \( b = b_1 \cdots b_n \) has \( r \) 1's, let it be associated with the set \( R \) of those \( r \) vertices corresponding to the positions with 1's in them. That is, let

\[
R(b) = \{v_i \mid b_i = 1\}.
\]

Then \( C \) corresponds to a class of sets. We easily see that \( C \) is a binary complex if and only if this class of sets is an ordinary complex.

Therefore our theorem can be restated thus in terms of binary complexes:

**Theorem 2.** If a binary complex \( C \) has exactly \( n \) words of weight \( r \), and if \( r' \geq r \) \( [r' \leq r] \), then the maximum [minimum] number of words of weight \( r' \) that it can have is \( n^{(r'/r)}. \)

It is hoped that this theorem will have an application to the probability-of-error calculations of group codes (see for example [1]); indeed, this was the source of the problem solved here.
3. Some Lemmas and Definitions

We remind the reader that

\[
\binom{n}{i} = \binom{n-1}{i} + \binom{n-1}{i-1} \quad \text{if } i \neq 1,
\]

\[
\binom{n}{1} = \binom{n-1}{1} + \binom{n-1}{0} \quad \text{if } i = 1.
\]

We need to distinguish the case \( i = 1 \), because for \( n = 1 \), the top line would then yield \( \binom{1}{1} = \binom{1}{0} + \binom{1}{0} \); this is false because of our convention that \( \binom{0}{0} = 0 \). From the above we see that

\[
[n_r, \ldots, n_i],
\]

\[
= \begin{cases} 
[n_r - 1, \ldots, n_i - 1]_r + [n_r - 1, \ldots, n_i - 1]_{r-1}, & \text{if } i \neq 1. \\
[n_r - 1, \ldots, n_i - 1]_r + [n_r - 1, \ldots, n_i - 1]_{r-1}, & \text{if } i = 1.
\end{cases}
\]

We call a sequence \((n_r, \ldots, n_i)\) \( r \)-semicanonical if either

\((n_r, \ldots, n_i)\) or \((n_r, \ldots, n_{i+1}, n_i - 1)\)

is \( r \)-canonical. We call a representation \( n = [n_r, \ldots, n_i], \) \( r \)-semicanonical if the \((n_r, \ldots, n_i)\) is \( r \)-semicanonical. We note that if \((n_r, \ldots, n_i)\) is \( r \)-semicanonical, then it is \( r \)-canonical if and only if \( n_{i+1} \neq n_i \).

While an integer \( n \) has a unique \( r \)-canonical representation, it may have several \( r \)-semicanonical representations. For example, suppose that

\( n = [n_r, \ldots, n_i], \) canonical

and suppose that \( n_i > i \). Then all the semicanonical representations of \( n \) consist of the canonical representation and the following:

\[
[n_r, \ldots, n_{i+1}, n_i - 1, n_i - 1],
\]

\[
[n_r, \ldots, n_{i+1}, n_i - 1, n_i - 2, n_i - 2],
\]

\[
\ldots
\]

\[
[n_r, \ldots, n_{i+1}, n_i - 1, n_i - 2, \ldots, n_i - i + 1, n_i - i + 1].
\]

Suppose we have a semicanonical representation for \( n \), that is,

\( n = [n_r, \ldots, n_i], \) semicanonical.

Then to find its canonical representation we may proceed as follows:
If this representation is already canonical, we have finished; if not, then \( n_{i+1} = n_i \), so
\[
\begin{align*}
  n &= [n_r, \cdots, n_{i+2}, n_{i+1} + 1], \text{ semicanonical.}
\end{align*}
\]

If this is already canonical, we have finished; if not, then \( n_{i+2} = n_{i+1} \), so
\[
\begin{align*}
  n &= [n_r, \cdots, n_{i+3}, n_{i+2} + 1], \text{ semicanonical.}
\end{align*}
\]

If this is canonical, we have finished; if not, we continue in the same manner until we finally reach the canonical representation for \( n \).

Note that if \( n = [n_r, \cdots, n_i] \), semicanonical, then
\[
\begin{align*}
  n(r'r') &= [n_r, \cdots, n_i]^{r'},
\end{align*}
\]
even though in the definition of pseudopowers we used canonical representations. We leave the proof of this to the reader.

Let us order finite sequences of positive integers lexicographically; that is, one sequence precedes another if and only if it would come earlier than the other in a "dictionary" of such sequences. Using elementary facts about binomial coefficients, we can prove that if
\[
\begin{align*}
  [n_r, \cdots, n_i], \text{ and } [m_r, \cdots, m_j],
\end{align*}
\]
are canonical, then
\[
\begin{align*}
  [n_r, \cdots, n_i] \{\preceq\} [m_r, \cdots, m_j]
\end{align*}
\]
according as
\[
\begin{align*}
  (n_r, \cdots, n_i) \{\preceq\} (m_r, \cdots, m_j)
\end{align*}
\]
in the lexicographical sense. Also if \( [n_r, \cdots, n_i] \), and \( [m_r, \cdots, m_k] \), are semicanonical, then
\[
\begin{align*}
  [n_r, \cdots, n_i] \{\preceq\} [m_r, \cdots, m_k],
\end{align*}
\]
according as
\[
\begin{align*}
  (n_r, \cdots, n_i) \{\preceq\} (m_r, \cdots, m_k).
\end{align*}
\]

It now follows easily that
\[
\begin{align*}
  n \leq m \implies n(r'r') \leq m(r'r').
\end{align*}
\]

**Lemma 1.** The respective relations
\[
\begin{align*}
  (n(r'r') \{\preceq\} (r'r') \{\preceq\} n
\end{align*}
\]
hold according as \( r/r' \approx \frac{1}{k} \); further,

\[ (n(r'/r))(r/r') = n(r'/r). \]

The second result follows easily from two applications of the first. We prove the first only in the case that \( r/r' < 1 \). Suppose \( n = [n_r, \ldots, n_i]_r \) canonical. Then \( n(r'/r) = [n_r, \ldots, n_i]_r \). This expression is canonical unless, for some \( j \),

\[ n_j < r' - r + j. \]

If this inequality holds for some \( j \), then it also holds for all smaller values. Now let \( j + 1 \) be the smallest value for which this does not hold. Then we have

\[ n(r'/r) = [n_r, \ldots, n_{j+1}]_r \text{ canonical}, \]

so that

\[ (n(r'/r))(r/r') = [n_r, \ldots, n_{j+1}]_r \leq n. \]

This proves Lemma 1.

**Lemma 2.** If \( r \leq r' \), then \( n^{(r/r)} \) is the smallest integer \( k \) such that \( k(r'/r) \geq n \), and \( n^{(r'/r)} \) is the largest integer \( k \) such that \( k(r'/r) \leq n \).

**Proof.** Consider \( n^{(r/r)} \). By Lemma 1, it is a member of the class of integers \( k \) such that \( k(r'/r) \geq n \). Suppose it were not the smallest member of this class. Then \( n^{(r/r)} - 1 \) would be in this class also. We would then have

\[ (n^{(r/r)} - 1)(r'/r) \geq n, \]

so that

\[ ((n^{(r/r)} - 1)(r'/r))(r/r') \geq n^{(r/r)}. \]

From the preceding lemma we then would have

\[ n^{(r'/r)} - 1 \geq n^{(r'/r)}, \]

which obviously is a contradiction. The other half of Lemma 2 may be proved similarly.

Suppose that \( (n_r, \ldots, n_i) \) is a sequence of integers with the property that

\[ n_r > \cdots > n_{i+1} \geq n_i \geq 1. \]

Then we define a cascade of type \( (n_r, \ldots, n_i) \) to consist (see Fig. 1)
of a set \( A_{r+1} \) of vertices, of distinguished subsets

\[ A_r, \ldots, A_i, \]

and of distinguished vertices

\[ v_r, \ldots, v_{i+1}, \]

with the following properties:

(a) \( A_{r+1} \) contains \( n_r + 1 \) vertices if \( r > i \), and \( n_r \) vertices if \( r = i \);
(b) \( A_j \) contains \( n_j \) vertices for \( r \geq j \geq i \);
(c) \( A_{r+1} \supseteq A_r \supseteq \ldots \supseteq A_i \);
(d) \( v_j \) is in \( A_{j+1} - A_j \) for \( r \geq j \geq i + 1 \);
(e) all the distinguished vertices are distinct.

We say that the following sets are naturally associated with the cascade:

(0) every subset of \( A_i \);
(1) \( v_r \) + each subset of \( A_{r-1} \);
(2) \( v_r + v_{r-1} \) + each subset of \( A_{r-2} \);
\[ \ldots \]
\( (r - i) \) \( v_r + \ldots + v_{i+1} \) + each subset of \( A_i \).

In other words, suppose \( R \) is any subset of \( A_{r+1} \). Let us define its degree \( j \), where \( r \geq j \geq i \), to be the smallest integer \( j \) such that \( v_r, \ldots, v_{j+1} \) belong to \( R \). Then \( v_j \) does not belong to \( R \). A set \( R \) of degree \( j \) is naturally associated with the cascade if and only if

\[ R - \{v_r, \ldots, v_{j+1}\} \subseteq A_j. \]

**Lemma 3.** The class of all sets naturally associated with a cascade
forms a complex. If the cascade is of type \((n_r, \cdots, n_1)\), then the complex has \([n_r, \cdots, n_i]\) \(s\)-sets for any \(s\). Suppose that for some \(s\), \((n_r, \cdots, n_1)\) is \(s\)-semicanonical, and let \(n = [n_r, \cdots, n_1]\). Then for any \(s'\) the complex has \(n^{(s')}\) \(s'\)-sets.

We leave the proof of this simple lemma to the reader. We remark that \((n_r, \cdots, n_i)\) is \(s\)-semicanonical exactly for those values of \(s\) such that
\[
\begin{align*}
n_i + r - i \\
\text{and} \\
n_{i+1} + r - i - 1
\end{align*}
\geq s \geq r - i + 1.
\]

We call any complex like that in Lemma 3 a cascade complex.

Using cascade complexes, we easily find an inequality for \(f(n; r, r')\).

**Lemma 4.** If \(r' \geq r\), then
\[
f(n; r, r') \geq n^{(r'/r)}.
\]

The proof of Lemma 4 is very simple. Let
\[n = [n_r, \cdots, n_i]\), canonical.

Consider the complex associated with a cascade of type \((n_r, \cdots, n_i)\). By our lemma this complex has \(n r\)-sets and \(n^{(r'/r)} r'\)-sets. This proves the lemma.

If \(C\) is any complex and \(v\) is any vertex in \(C\), then by definition the complement of \(v\) consists of all sets in \(C\) that do not contain \(v\). It is easy to see that the complement of \(v\) is a subcomplex of \(C\). The star of \(v\) consists of all sets in \(C\) that do contain \(v\). Of course, the star is not a subcomplex. The star boundary of \(v\) consists of all sets obtained by taking each set in the star and deleting \(v\) from it. It is easy to prove that the star boundary of \(v\) is a subcomplex of the complement of \(v\).

4. Proof of the Theorem

We wish to prove that \(f(n; r, r') = n^{(r'/r)}\) for all \(n \geq 1\), \(r \geq 1\), and \(r' \geq 1\).

**Lemma 5.** If
\[
f(n; r, r') = n^{(r'/r)}
\]
for all \(n\) and fixed \(r\) and \(r'\), then
\[
f(m; r', r) = m^{(r/r')}
\]
for all \(m\) and the same \(r\) and \(r'\).
COROLLARY. If the theorem holds for all triples \((n; r, r')\) with \(r \leq r'\), then it holds for all triples whatsoever.

The corollary follows trivially from the lemma. The lemma is trivial if \(r = r'\). Suppose next that \(r < r'\). By definition, \(f(m; r', r)\) is the minimum integer \(n\) such that a complex with \(m\) \(r'\)-sets can have exactly \(n\) \(r\)-sets. But a complex with \(n\) \(r\)-sets must have no more than \(f(n; r, r') = n^{(r'/r)} \times r'-sets. Therefore, we have \(m \leq n^{(r'/r)}\). Furthermore, if it were true that \(m \leq (n - 1)^{(r'/r)}\), then there would exist a complex with \(m\) \(r'\)-sets and only \(n - 1\) \(r\)-sets, which contradicts the definition of \(n\). Thus we see that \(n\) is the least integer such that \(n^{(r'/r)} \geq m\). By Lemma 2 we then find that \(n = m^{(r'/r)}\), so that \(f(m; r', r) = m^{(r'/r)}\), as desired. The case in which \(r > r'\) may be proved similarly.

Henceforth we consider only the case \(r \leq r'\). The theorem (in this case) is trivial if \(n = 1\), for we find by use of the various definitions that

\[
f(1; r, r') = \begin{cases} 0 & \text{if } r < r', \\ 1 & \text{if } r = r', 
\end{cases}
\]

and

\[
1^{(r'/r)} = [r], \text{ canonical,}
\]

so that

\[
1^{(r'/r)} = [r], \quad \begin{cases} 0 & \text{if } r < r', \\ 1 & \text{if } r = r'. 
\end{cases}
\]

Our proof is by induction on \(n\).

Because of the inequality we proved in Section 3 for \(f(n; r, r')\), it is sufficient for us to prove the following inductive step: Assume that \(C\) is a complex with exactly \(n\) \(r\)-sets and exactly \(f(n; r, r')\) \(r'\)-sets; assume that \(f(n; r, r') = n^{(r'/r)} \times r'-sets\). Therefore, we have \(m \leq n^{(r'/r)}\). Furthermore, if it were true that \(m \leq (n - 1)^{(r'/r)}\), then there would exist a complex with \(m\) \(r'\)-sets and only \(n - 1\) \(r\)-sets, which contradicts the definition of \(n\). Thus we see that \(n\) is the least integer such that \(n^{(r'/r)} \geq m\). By Lemma 2 we then find that \(n = m^{(r'/r)}\), so that \(f(m; r', r) = m^{(r'/r)}\), as desired. The case in which \(r > r'\) may be proved similarly.

LEMMA 6. If \(n > 1\), then any complex that has exactly \(n\) \(r\)-sets contains at least one vertex \(v\) with the following property: The number \(j\) of \(r\)-sets in the star of \(v\) satisfies the inequality

\[
j \leq (n - j)^{(r'/r)}.
\]
Since the proof of this lemma is long and technical, we defer it until Section 5.

Using Lemma 6, we pick a vertex \( \bar{v} \) in \( C \) with star having exactly \( j \) \( r \)-sets, where

\[
j \leq (n - j)^{(r-1/r)}.
\]

We also have

\[
0 < j < n.
\]

The left-hand inequality holds because every vertex lies in at least one \( r \)-set. The right-hand inequality holds because (since \( n > 1 \)) not every vertex can belong to every \( r \)-set.

Let \( C_0 \) be the complement of \( \bar{v} \), let \( C_1 \) be the star of \( \bar{v} \), and let \( C_1^* \) be the star boundary of \( \bar{v} \). Then

\[ C_0 \text{ has } n - j \text{ } r \text{-sets,} \]
\[ C_1 \text{ has } j \text{ } r \text{-sets, and} \]
\[ C_1^* \text{ has } j \text{ } (r - 1) \text{-sets.} \]

Let \( d_0 \) and \( d_1 \) be the number of \( r' \)-sets in \( C_0 \) and \( C_1 \), respectively. Then

\[ C_0 \text{ has } d_0 \text{ } r' \text{-sets,} \]
\[ C_1 \text{ has } d_1 \text{ } r' \text{-sets, and} \]
\[ C_1^* \text{ has } d_1 \text{ } (r' - 1) \text{-sets.} \]

We see that

\[ d_0 + d_1 = f(n; r, r'). \]

Using the induction hypothesis on \( C_0 \), we find that

\[ d_0 \leq f(n - j; r, r') = (n - j)^{(r'/r)}. \]

Using the induction hypothesis on \( C_1^* \), we find that

\[ d_1 \leq f(j; r - 1, r' - 1) = j^{(r'-1/r-1)}. \]

Because \( C_1^* \) is a subcomplex of \( C_0 \), it has no more \( (r' - 1) \)-sets than \( C_0 \). Thus by using the induction hypothesis on \( C_0 \), we find that

\[ d_1 \leq f(n - j; r, r' - 1) = (n - j)^{(r'-1/r)}. \]

Now write

\[
n - j = [p_r, \ldots, p_i], \text{ canonical,} \]
\[
j = [q_{r-1}, \ldots, q_g]_{-1} \text{ canonical.} \]
We easily see that

\[(n - j)^{(r-1/r)} = \begin{cases} [P_r, \cdots, p_{r-1}]_{r-1} \text{ canonical,} & \text{if } i > 1, \\ [P_r, \cdots, p_2, p_2 + 1]_{r-1} \text{ semicanonical,} & \text{if } i = 1. \end{cases} \]

Since \( j \leq (n - j)^{(r-1/r)} \), we have

\[(q_{r-1}, \cdots, q_k) \leq \begin{cases} (p_{r}, \cdots, p_i) & \text{if } i > 1, \\ (p_{r}, \cdots, p_2, p_2 + 1) & \text{if } i = 1. \end{cases} \]

We now make an important distinction between the following two cases: In the normal case, we have

\[(q_{r-1}, \cdots, q_k) < (p_r, \cdots, p_i); \]

in the special case, we have

\[(q_{r-1}, \cdots, q_k) \geq (p_r, \cdots, p_i). \]

Let us first consider the special case. Here we have

\[(p_r, \cdots, p_i) \leq (q_{r-1}, \cdots, q_k) \leq \begin{cases} (p_{r}, \cdots, p_i), & \text{if } i > 1, \\ (p_{r}, \cdots, p_2, p_2 + 1), & \text{if } i = 1. \end{cases} \]

If \( i > 1 \), we clearly have \( k = i - 1 \) and

\[(q_{r-1}, \cdots, q_{i-1}) = (p_r, \cdots, p_i), \]

so that

\[ j = (n - j)^{(r-1/r)}. \]

If \( i = 1 \), we clearly have

\[(q_{r-1}, \cdots, q_2) = (p_r, \cdots, p_2) \quad \text{and} \quad p_2 < q_1 \leq p_2 + 1. \]

(Of course we must have \( k = 1 \).) Thus \( q_1 = p_2 + 1 \). It is now easy to see that for \( i = 1 \) we also have

\[ j = (n - j)^{(r-1/r)}, \]

so that this equation always holds in the special case.

Now we show that in the special case \( C \) has no more than \( n^{(r'/r)} \) \( r' \)-sets. First we remark that

\[ n = (n - j) + j = (n - j) + (n - j)^{(r-1/r)} \]

\[ = [p_r, \cdots, p_i] + [p_r, \cdots, p_i]_{r-1} \]

\[ = [p_r + 1, \cdots, p_i + 1]. \]
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It is easy to see that this representation is canonical, so that we have

\[ n^{(r'/r')} = [p_r + 1, \ldots, p_t + 1]. \]

Using the inequalities for \( d_0 \) and \( d_1 \) established above, we see that \( C \) has

\[ f(n; r, r') = d_0 + d_1 \leq (n - j)^{(r'/r')} + (n - j)^{(r'-1/r')} \]
\[ = [p_r, \ldots, p_i]_{r'} + [p_r, \ldots, p_i]_{r-1} \]
\[ = [p_r + 1, \ldots, p_i + 1]_{r'} = n^{(r'/r')} \]
\( r' \)-sets. This completes the proof of the inductive step in the special case.

Let us consider the normal case. From the assumption characterizing this case, we see that there is a number \( j \) with \( r \sim j \sim 1 \) such that

\[ q_{i-1} = \left[ p_r, \ldots, p_i \right]_{r-1} \]
\[ = \left[ p_r + 1, \ldots, p_{i+1} + 1, p_i \right]_{r} + \left[ q_{i-1}, \ldots, q_k \right]_{r-1}. \]

We observe that

\[ n = (n - j) + j = [p_r, \ldots, p_i]_{r} + \left[ q_{r-1}, \ldots, q_k \right]_{r-1} \]
\[ = [p_r + 1, \ldots, p_{i+1} + 1, p_i]_{r} \]
\[ + \left[ q_{i-1}, \ldots, q_k \right]_{r-1}. \]

Using the inequalities established above for \( d_0 \) and \( d_1 \), we see that \( C \) has

\[ f(n; r, r') = d_0 + d_1 \leq (n - j)^{(r'/r')} + j^{(r'-1/(r-1))} \]
\[ = [p_r, \ldots, p_i]_{r'} + \left[ q_{r-1}, \ldots, q_k \right]_{r-1} \]
\[ = [p_r + 1, \ldots, p_{i+1} + 1, p_i]_{r'} + \left[ q_{i-1}, \ldots, q_k \right]_{r-1}. \]

\( r' \)-sets. To simplify our discussion of these complex expressions, let us make the following definitions. Suppose for the moment that \( p = (p_r, \ldots, p_i) \) is any \( r \)-canonical sequence, and that \( q = (q_{r-1}, \ldots, q_k) \) is any \((r - 1)\)-canonical sequence, and suppose that \( p > q \). Then let \( \mu = \mu(p, q) \) be the integer such that

\[ p_r = q_{r-1}, \ldots, p_{i+1} = q_i, \quad p_i > q_{i-1}. \]

For any \( s \geq r \), let us define

\[ F_s(p, q) = [p_r + 1, \ldots, p_{i+1} + 1, p_i]_s + \left[ q_{i-1}, \ldots, q_k \right]_{s-r+p-1} \]
\[ + \left[ q_{i-1}, \ldots, q_k \right]_{s-r+p-1}. \]

Then it follows that

\[ n = F_s(p, q) \]
and

\[ f(n; r, r') \leq F_r(p, q). \]

**Lemma 7.** If \( p \) is an \( r \)-canonical sequence, if \( q \) is an \((r - 1)\)-canonical sequence, and if we constrain \( p \) and \( q \) by \( p > q \) and by the equation \( F_r(p, q) = n \), then \( F_r(p, q) \) achieves its maximum when \( n = [p, \cdots, p]_r \) and \( q \) is the void sequence. The value of this maximum is \( n^{(r'/r)} \).

As the proof of Lemma 7 is long and technical, we defer it until the end of Section 6. This lemma enables us to complete the proof of our theorem, since we see that

\[ f(n; r, r') \leq n^{(r'/r)}. \]

The proof of the inductive step in the normal case, and thereby the proof of the whole theorem, is thus completed.

5. The Number of \( r \)-Sets That Contain a Vertex

This entire section leads up to the proof of Lemma 13, which states that under certain circumstances, a complex with \( n \) \( r \)-sets must contain a vertex \( v \) lying in only \( j \) \( r \)-sets, where \( j \) satisfies \( j \leq (n - j)^{r-1}/(r) \). This is one of the two results that we have already used but have not proved.

Let \( k_r(n) \) be defined as the largest integer \( k \) such that

\[ k \leq (n - k)^{(r-1)/r}. \]

**Lemma 8.** If \( n - 1 = [n_r, \cdots, n_i]_r \), semicanonical,

then

\[ k_r(n) = \begin{cases} [n_r - 1, \cdots, n_i - 1]_{r-1} & \text{if } i > 1, \\ [n_r - 1, \cdots, n_2 - 1, n_1]_{r-1} & \text{if } i = 1. \end{cases} \]

**Proof.** First suppose that the representation given above for \( n - 1 \) is canonical. Let \( k \) be the expression above. Let \( j \) be the largest integer such that \( n_j \leq j \), and let \( j = i - 1 \) if this never happens. We have \( j + 1 \geq i \). Using a formula for square-bracket expressions that we noted earlier, we have

\[ n - k = \begin{cases} [n_r, \cdots, n_i]_r + 1 - [n_r - 1, \cdots, n_i - 1]_{r-1} & \text{if } i > 1, \\ [n_r, \cdots, n_i]_r + 1 - [n_r - 1, \cdots, n_i - 1]_{r-1} & \text{if } i = 1, \end{cases} \]

\[ = [n_r, \cdots, n_i]_r + 1 \quad \text{for any } i, \]

for any \( i \).
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whence
\[ n - k = [n_r - 1, \cdots, n_{j+1} - 1], + 1 \]

\[ = \begin{cases} [n_r - 1, \cdots, n_{j+1} - 1, j], & \text{canonical, if } j > 0, \\ [n_r - 1, \cdots, n_2 - 1, n_1], & \text{semicanonical, if } j = 0, \end{cases} \]

so that
\[ (n - k)^{(r-1)/r} = \begin{cases} [n_r - 1, \cdots, n_{j+1} - 1, j], & \text{if } j > 0, \\ [n_r - 1, \cdots, n_2 - 1, n_1], & \text{if } j = 0. \end{cases} \]

We see directly that \( k \leq (n - k)^{(r-1)/r} \). Now consider \( k + 1 \). As above, we have
\[ n - (k + 1) = [n_r - 1, \cdots, n_{j+1} - 1], \text{ canonical.} \]

Thus,
\[ (n - (k + 1))^{(r-1)/r} = [n_r - 1, \cdots, n_{j+1} - 1], \text{ canonical.} \]

We see directly that \( (k + 1) \leq (n - (k + 1))^{(r-1)/r} \). Thus if the representation for \( n - 1 \) is canonical, the lemma is proved. But it is easy to see that the formula for \( k_r \) gives the same value when applied to a semicanonical representation for \( n - 1 \) as when applied to the canonical representation.

We need the following simple lemma:

**Lemma 9.** Let \( g \) be a positive-valued convex function of a real variable. Let the domain of definition of \( g \) be any compact subset of the nonnegative real numbers. Then the radial vector from the origin to any point of the graph of \( g \) attains its minimum slope at an endpoint of the domain of definition.

We leave the proof of this simple lemma to the reader. We shall use it only with finite domains.

We say that the \( r \)-canonical sequence \( (n_r, \cdots, n_i) \) has degree \( i \), and that the integer \( [n_r, \cdots, n_i] \), to which it corresponds has degree \( i \) or \( r \)-degree \( i \). We say that two \( r \)-canonical sequences [or two integers] with a certain property are adjacent with that property if there are no other \( r \)-canonical sequences [or integers] between them. By a run of degree \( i \), if \( i < r \), we mean an increasing sequence of adjacent \( r \)-canonical sequences of degree \( \geq i \) with interior sequences having degree exactly \( i \) and first and last sequences having degree \( > i \). For example,
\[(p_r, \ldots, p_{i+1}),\]
\[(p_r, \ldots, p_{i+1}, i),\]
\[(p_r, \ldots, p_{i+1}, i+1),\]
\[(p_r, \ldots, p_{i+1}, i+2),\]
\[\ldots\]
\[(p_r, \ldots, p_{i+1}, p_{i+1} - 1),\]
\[(p_r, \ldots, p_{i+1} + 1)\]
is a run of degree \(i\) if the last sequence happens to be canonical. (If the last sequence is only semicanonical, then by substituting in its place the canonical sequence corresponding to the same integer, we obtain a run of degree \(i\).) We also use the word “run” to refer to the run of integers corresponding to the sequences in a run of sequences. For example,

\[
[p_r, \ldots, p_{i+1}],
\]
\[
[p_r, \ldots, p_{i+1}, i],
\]
\[
[p_r, \ldots, p_{i+1}, i+1],
\]
\[
[p_r, \ldots, p_{i+1}, i+2],
\]
\[\ldots\]
\[
[p_r, \ldots, p_{i+1}, p_{i+1} - 1],
\]
\[
[p_r, \ldots, p_{i+1} + 1],
\]
is a run of degree \(i\). By a run of degree \(r\) we mean any finite increasing sequence of adjacent canonical sequences of degree \(r\), or any finite increasing sequence of adjacent integers of degree \(r\). For example,

\[(p_r), (p_r + 1), (p_r + 2), \ldots, (p_r + k)\]

and

\[
[p_r], [p_r + 1], [p_r + 2], \ldots, [p_r + k].
\]

are runs of degree \(r\). For any canonical sequence of degree \(i\), where \(i > 1\), we form the augmented sequence by adjoining a new last term that is smaller by 1 than the old last term. Thus the augmented sequence of \((p_r, \ldots, p_i)\) is \((p_r, \ldots, p_i, p_i - 1)\). By an augmented run we mean a sequence of sequences each of which comes from the preceding one by augmentation; for example,
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\[(p_r, \ldots, p_i),\]
\[(p_r, \ldots, p_i, p_i - 1),\]
\[(p_r, \ldots, p_i, p_i - 1, p_i - 2),\]
\[\ldots\]
\[(p_r, \ldots, p_i, p_i - 1, p_i - 2, \ldots, p_i - i + 1).\]

We also refer to augmented integers and augmented runs of integers with the obvious meaning. Finally, we define a mixed run, either of canonical sequences or of integers, to be a run that can be split into two segments sharing precisely one term (the middle term), such that the initial segment is a consecutive interval from some run of some degree \(i\), the middle term has degree \(i\), and the terminal segment is an augmented run; for example,

\[
\begin{aligned}
(p_r, \ldots, p_{i+1}, p_{i+1}), \\
(p_r, \ldots, p_{i+1}, p_{i+1} + 1), \\
\ldots \\
(p_r, \ldots, p_{i+1}, p_{i} - 1), \\
(p_r, \ldots, p_{i+1}, p_{i}, p_{i} - 1), \\
(p_r, \ldots, p_{i+1}, p_{i}, p_{i} - 1, \ldots, p_{i} - i + 1),
\end{aligned}
\]

**Lemma 10.** If the values of \(n\) are restricted so that \(n - 1\) runs through all terms of some run of constant degree, or of some augmented run, or of some mixed run, then \(k_r\) is convex for this domain of definition.

**Proof.** We remark that if a function is defined on a finite set, then to prove convexity it is sufficient to prove that, for every three adjacent points on the graph of the function, the slope of the line connecting the first two points is greater than or equal to the slope of the line connecting the last two points. What sort of segments of length 3 can the values of \(n - 1\) take on? We classify these segments of length 3 as follows: (a) an initial segment from a run of degree \(i\); (b) an interior segment from a run of degree \(i\); (c) a terminal segment from a run of degree \(i\); (d) a segment from an augmented run; (e) the "middle" segment from a mixed run, that is, a segment of which the first two terms are adjacent of degree \(\geq i\), the middle term has degree \(i\), and
the last term is the augmented sequence of the middle term. In case (a), \( n - 1 \) takes on the values
\[
[n_r, \ldots, n_{i+1}], \\
[n_r, \ldots, n_{i+1, i}], \\
[n_r, \ldots, n_{i+1, i + 1}].
\]
The slopes of the two lines are found by direct calculation to be 1/1 and \((i - 1)/i\). In case (b), the values of \( n - 1 \) are
\[
[n_r, \ldots, n_{i+1}, n_i], \\
[n_r, \ldots, n_{i+1}, n_i + 1], \\
[n_r, \ldots, n_{i+1}, n_i + 2].
\]
By direct calculation the slopes of the two lines are found to be \((i - 1)/n_i\) and \((i - 1)/(n_i + 1).\) The calculation for case (b) also covers case (c) if we note that the formula for \( k_r(n) \) is also valid when used with a semicanonical representation of \( n.\) In case (d), \( n - 1 \) takes on the following values:
\[
[n_r, \ldots, n_i], \\
[n_r, \ldots, n_i, n_i - 1], \\
[n_r, \ldots, n_i, n_i - 1, n_i - 2].
\]
By direct calculation the slopes are found to be \((i - 1)/(n_i - 1)\) and \((i - 2)/(n_i - 2).\) Since \( n_i \geq i, \) the former slope is \( \geq \) the latter slope. In case (e), the values of \( n - 1 \) are
\[
[n_r, \ldots, n_{i+1}, n_i], \\
[n_r, \ldots, n_{i+1}, n_i + 1], \\
[n_r, \ldots, n_{i+1}, n_i + 1, n_i].
\]
In this case both slopes by direct calculation are found to be \((i - 1)/n_i.\) This proves the lemma.

Using the last two lemmas, we obtain the following lemma:

**Lemma 11.** For either of the following two domains of definition, \( k_r(n)/n \) achieves its minimum at one or the other endpoint of the domain: (a) \( n \) is restricted so that \( n - 1 \) takes on all integer values between and including two adjacent integers of degree \( \geq i; \) (b) \( n \) is restricted so that \( n - 1 \) takes on all values between and including \( r + 1 \) and \( v - 1, \) where \( v \geq r + 2.\)
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Proof. We first prove part (a) by an induction on \( i \). The initial case is \( i = 2 \). In this case the values of \( n - 1 \) form a run of degree 1 (namely a sequence of consecutive integers), so that, by the preceding Lemma 10, \( k_r \) is convex over this domain of definition. Hence, by Lemma 9, the radius vector to the graph of \( k_r \) achieves its minimum slope at one end or the other of this domain. The slope of the radius vector, however, is \( k_r(n)/n \). Now we proceed to the inductive step. Suppose \( n - 1 \) takes on all values between two adjacent numbers of degree \( \geq i \). If these two numbers of degree \( \geq i \) happen to have the forms

\[
[n_r, \ldots, n_{i+1}] \quad \text{and} \quad [n_r, \ldots, n_{i+1}, i],
\]

then our domain has only two points, so our result is trivial. If not, the two numbers must be of the form

\[
[n_r, \ldots, n_{i+1}, n_i] \quad \text{and} \quad [n_r, \ldots, n_{i+1}, n_i + 1].
\]

This interval is broken up into subintervals by points of degree exactly \( i - 1 \). In each of these subintervals, \( k_r(n)/n \) achieves its minimum at one or the other of the endpoints of the subinterval. Thus the possible places where the minimum might occur are restricted to values in a run of degree \( i - 1 \). Now restricting \( n - 1 \) to these values, we see that \( k_r \) becomes convex and thus \( k_r(n)/n \) will achieve its minimum at one of the two endpoints. This proves part (a).

We prove part (b), using part (a), by a similar method. First break up the interval of values for \( n - 1 \) by all numbers of degree \( r \). These numbers are \([r + 1], [r + 2], \ldots, [v - 1]\). Call the resulting subintervals, except for the last one, intervals of the first kind. Further break up the last interval, which starts with \([v - 1] \), by the values of the augmented sequence starting with \([v - 1]\), that is, the values

\[
[v - 1], \quad [v - 1, v - 2], \ldots, [v - 1, v - 2, \ldots, v - r].
\]

Let these resulting subintervals be termed intervals of the second kind. Now break up each interval of the second kind as follows: If the interval ends in a number of degree exactly \( i \), then break up the interval by all numbers of degree exactly \( i - 1 \); call the resulting subintervals intervals of the third kind. Each interval of the third kind is the type of interval considered in part (a), so that \( k_r(n)/n \) achieves its minimum value on each interval of the third kind at one endpoint of the interval. Within each interval of the second kind, however, the endpoints of the intervals of the third kind form a run of constant degree. Therefore, by the same argument we used earlier, \( k_r(n)/n \) must achieve its minimum within each interval of the second kind at one endpoint of the
interval. Each interval of the first kind is the type of interval considered in part (a). Therefore, \( k_r(n)/n \) achieves its minimum within each interval of the first kind at one endpoint of the interval. Thus within the whole large interval under consideration, \( k_r(n)/n \) achieves its minimum at one of the endpoints of the intervals of either the first or second kind. These particular endpoints form a mixed run in the sense of our preceding lemma. Hence, on this domain of definition, \( k_r \) is convex. Therefore, \( k_r(n)/n \) achieves its minimum on the whole large interval when \( n - 1 \) takes on one of the values at either end of the large interval. This proves Lemma 11.

**Lemma 12.** If \( v > r \geq 1, n \geq 1 \), if \( C \) is a complex with \( v \) vertices and \( n \) \( r \)-sets, and if \( j \) is the minimum, over all vertices, of the number of \( r \)-sets that contain a fixed vertex, then \( j \leq k_r(n) \).

**Proof.** Case I: \( n - 1 \leq r \). In this case we easily calculate that \( k_r(n) = n - 1 \). If \( n = 1 \) then there is only one \( r \)-set in the complex. But as we assumed \( v > r \), there is some vertex that is not in this \( r \)-set, so \( j = 0 \) and our result holds. On the other hand, if \( n \geq 2 \) we note that two distinct \( r \)-sets cannot have exactly the same vertices in them. Thus not every vertex can belong to every \( r \)-set. Consequently some one vertex belongs to at most \( (n - 1) \) \( r \)-sets. Therefore \( j \leq n - 1 = k_r(n) \).

Case II: \( n - 1 \geq r + 1 \). Recall that \( v > r \). If \( v = r + 1 \), we have

\[
n \leq \binom{v}{r} = \binom{r+1}{r} = r + 1,
\]

which contradicts the case II assumption. Thus we have \( v \geq r + 2 \). Now as \( n - 1 \) ranges from \( r + 1 \) to

\[
\binom{v}{r} - 1 = [v - 1, v - 2, \ldots, v - r + 1],
\]

\( k_r(n)/n \) achieves its minimum at one of the endpoints by the preceding lemma. Thus \( k_r(n)/n \geq \) the smaller of

\[
\frac{k_r(r+2)}{r+2} \quad \text{and} \quad \frac{k_r\left(\binom{v}{r}\right)}{\binom{v}{r}}.
\]
By direct calculation these values are \( r/(r + 2) \) and \( r/v \); since \( v \geq r + 2 \), we find that \( k_r(n)/n \geq r/v \). Thus we have
\[
k_r(n) \geq mn/v.
\]
On the other hand, \( mn/v \) is obviously the average, over all vertices, of the number of \( r \)-sets that contain a fixed vertex. Therefore \( j \leq mn/v \leq k_r(n) \). This proves Lemma 12.

**Lemma 13.** If \( r \geq 1 \), \( n > 1 \), and \( C \) is a complex with \( n \) \( r \)-sets, then \( C \) contains a vertex such that the number \( j \) of \( r \)-sets containing this vertex satisfies
\[
j \leq (n - j)(r - 1/r).
\]
The proof of this lemma is now almost trivial. Since \( n > 1 \), we have \( v > r \). Therefore Lemma 12 applies. Suppose that the vertex that lies in the smallest number of \( r \)-sets lies in \( j \) \( r \)-sets. Then we have \( j \leq k_r(n) \).
By the definition of \( k_r \), it follows that \( j \leq (n - j)(r - 1/r) \).

### 6. The Function \( F_r(p, q) \)

This section is devoted to proving the final corollary in it. This corollary is the same as Lemma 7 about the function \( F_r(p, q) \), which was used earlier but not proved. We repeat here the definition of \( \mu(p, q) \) and \( F_r(p, q) \). Throughout this section, \( p \) will always represent an \( r \)-semi-canonical sequence \((p_r, \cdots, p_1)\) and \( q \) will always represent an \((r - 1)\)-semi-canonical sequence \((q_{r-1}, \cdots, q_1)\). We shall always assume that \( p > q \).

Let us define \( \mu = \mu(p, q) \) to be the integer such that \( p_r = q_{r-1}, \cdots, p_{r+1} = q_0 \), \( p_r > q_{r-1} \). In this definition we interpret \( q_j \) to be 0 if \( q_j \) does not exist; this remark is needed only if \( \mu = k \). We notice that \( \mu \) exists because we have \( p > q \). Notice that \( r \geq \mu, \mu \geq i, \) and \( \mu \geq k \). We define
\[
F_r(p, q) = [p_r + 1, \cdots, p_{r+1} + 1, p_{r+2}]_r + [p_{r-1}, \cdots, p_i]_{r-1+s-r} + [q_{r-1}, \cdots, q_k]_{r-1+s-r}.
\]
We claim that the next larger \( r \)-semi-canonical sequence than \( p \) (in the lexicographical ordering, of course) is given by:

- a. \((p_r, \cdots, p_i, i-1)\) if \( p_{i+1} \neq p_i \) and \( i > 1 \),
- b. \((p_r, \cdots, p_i, p_{i+1} + 1)\) if \( p_{i+1} \neq p_i \) and \( i = 1 \),
- c. \((p_r, \cdots, p_{i+2}, p_{i+1} + 1)\) if \( p_{i+1} = p_i \).
We claim that the next smaller \((r - 1)\)-semicanonical sequence than \(q\) is given by:

\[
\begin{align*}
a'. (q_{r-1}, \ldots, q_{k+1}) & \quad \text{if } q_k = k, \\
b'. (q_{r-1}, \ldots, q_2, q_1 - 1) & \quad \text{if } q_k > k \text{ and } k = 1, \\
c'. (q_{r-1}, \ldots, q_{k+1}, q_k - 1, q_k - 1) & \quad \text{if } q_k > k \text{ and } k > 1.
\end{align*}
\]

Notice that if \(p\) represents \(n\), then the next larger sequence than \(p\) represents \(n + 1\) in cases (a) and (b) but represents \(n\) in case (c). Similarly, if \(q\) represents \(n\), then the next smaller sequence than \(q\) represents \(n - 1\) in cases (a') and (b') but represents \(n\) in case (c').

The act of changing a sequence to the next larger or next smaller sequence will be called a **strong change** in cases (a), (b), (a'), and (b'), and will be called a **weak change** in cases (c) and (c').

**Lemma 14.** Let \(p'\) be the next larger sequence than \(p\) and let \(q'\) be the next smaller sequence than \(q\).

I. If the change from \(p\) to \(p'\) is weak, then \(F_r(p', q) = F_r(p, q)\).

II. If the change from \(q\) to \(q'\) is weak, then \(F_r(p, q') = F_r(p, q)\).

III. If the change from \(p\) to \(p'\) is strong, then \(F_r(p', q) = F_r(p, q) + 1\).

IV. If the change from \(q\) to \(q'\) is strong, then \(F_r(p, q') = F_r(p, q) - 1\).

**Proof.** We prove the four parts of this lemma one by one.

I. We have \(p_{i+1} = p_i\). Let \(\mu' = \mu(p', q)\). If \(\mu \geq i + 1\), then \(\mu' = \mu\), and it is easy to see \(F_r(p', q) = F_r(p, q)\). If \(\mu = i\), then \(\mu' = \mu + 1\) and we have

\[
F_r(p', q) = [p_r + 1, \ldots, p_{\mu+1} + 1, p_{\mu+1}] + [p_\mu, \ldots, q],
\]

Canceling like terms, we see that

\[
F_r(p', q) - F_r(p, q) = \left( \begin{array}{c} p_{\mu+1} \\ \mu + 1 + s - r \\ \end{array} \right) - \left( \begin{array}{c} p_{\mu+1} + 1 \\ \mu + 1 + s - r \\ \end{array} \right) + \left( \begin{array}{c} q_\mu \\ \mu + s - r \\ \end{array} \right) = 0,
\]

by using \(q_\mu = p_{\mu+1}\) and a familiar binomial identity.

II. We have \(q_k > k\) and \(k > 1\). Let \(\mu' = \mu(p, q')\). If \(\mu \geq k + 1\), then \(\mu' = \mu\), and it is easy to see that \(F_r(p, q') = F_r(p, q)\). If \(\mu = k\), then we see that \(\mu' = \mu + 1\) and

\[
F_r(p, q') = [p_r + 1, \ldots, p_{\mu+2} + 1, p_{\mu+1}] + [p_\mu, \ldots, q],
\]

\[
+ [p_{\mu+1} + 1, \ldots, q],
\]

\[
+ [q_\mu - 1, q_\mu - 1]_{\mu+1-r}.
\]
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Canceling the like terms, we see that

\[ F_\ast(p, q') - F_\ast(p, q) = \left( \frac{p_{\mu+1}}{\mu + 1 + s - r} \right) - \left( \frac{p_{\mu+1} + 1}{\mu + 1 + s - r} \right) + \left( \frac{q_\mu - 1}{\mu + s - r} \right) + \left( \frac{q_\mu - 1}{\mu + s - r - 1} \right) = 0 \]

by first using the binomial identity on the \( q_\mu \) terms, then using \( q_\mu = p_{\mu+1} \), and finally using the binomial identity again.

III. Let \( \mu' = \mu(p', q) \). The sequence \( p \) must fall into either case (a) or case (b), above. In each case it is clear that \( \mu' = \mu \). In case (a), we have

\[ F_\ast(p', q) = F_\ast(p, q) + \binom{i-1}{x-1} = F_\ast(p, q) + 1. \]

In case (b), we have

\[ F_\ast(p', q) = F_\ast(p, q) - \binom{p_1}{1} + \binom{p_1 + 1}{1} = F_\ast(p, q) + 1. \]

IV. Let \( \mu' = \mu(p, q') \). The sequence \( q \) must fall into either case (a') or case (b'). In case (a'), if \( \mu \geq k + 1 \), then we have \( \mu' = \mu \) and

\[ F_\ast(p, q') = F_\ast(p, q) - \binom{q_1}{k} = F_\ast(p, q) - 1. \]

In case (a'), if \( \mu = k \), then \( \mu' = \mu + 1 \) and we find that

\[ F_\ast(p, q') = [p_r + 1, \cdots, p_{\mu+2} + 1, p_{\mu+1}] + [p_{\mu}, \cdots, p_1]. \]

Canceling like terms, we find that

\[ F_\ast(p, q') - F_\ast(p, q) = \left( \frac{p_{\mu+1}}{\mu + 1} \right) - \left( \frac{p_{\mu+1} + 1}{\mu + 1} \right) = - \left( \frac{p_{\mu+1}}{\mu} \right) = - \frac{q_\mu}{\mu} = - \frac{q_1}{k} = - 1. \]

In case (b'), if \( \mu \geq 2 \), we have \( \mu' = \mu \) and

\[ F_\ast(p, q') = F_\ast(p, q) + \binom{q_1 - 1}{1} = F_\ast(p, q) - 1. \]

In case (b'), if \( \mu = 1 \), we find \( \mu' = 2 \) and

\[ F_\ast(p, q') = [p_r + 1, \cdots, p_2 + 1, p_1] + [p_1]_1 + [q_1 - 1]. \]
Canceling like terms, we obtain
\[ F_r(p, q') - F_r(p, q) = \left( \frac{p_1^2}{2} - \frac{p_3 + 1}{2} \right) + \binom{q_1 - 1}{1} \]
\[ = -p_2 + q_1 - 1 = -1. \]
This proves the lemma.

Suppose that
\[ p' = (p_r, \ldots, p_{j+1}, q_l, \ldots, q_k), \]
\[ q' = (q_{l-1}, \ldots, q_{j+1}, p_l, \ldots, p_k). \]
We say that \( p' \) and \( q' \) are obtained from \( p \) and \( q \) by interchange of tails at \( j \). We call this interchange admissible if
\[ p_{j+2} > p_{j+1} \quad \text{and} \quad \begin{cases} p_{j+1} > q_l \\
\text{or} \\
p_{j+1} = q_{j+1} = q_l \end{cases} \quad \text{and} \quad q_l > p_j. \]
We agree that \( q_j > p_j \) for this purpose if \( q_j \) exists and \( p_j \) does not.

**Lemma 15.** If \( p' \) and \( q' \) are formed from \( p \) and \( q \) by an admissible inter­change, then \( p' \) is \( r \)-semicanonical and \( q' \) is \((r - 1)\)-semicanonical. Also, we have \( \mu - 1 \geq j \geq 1, p' > p, q' < q, \) and \( p' > q' \). Finally, we have \( F_r(p', q') = F_r(p, q) \).

**Proof.** To prove this lemma, first write \( p' = (p'_r, \ldots, p'_2), \)
\[ q' = (q'_{l-1}, \ldots, q'_k). \]
It is obvious that \( p'_h \geq h \) and \( q'_h \geq h \) for all \( h \).
Suppose the interchange occurred at \( j \). Since
\[ q'_j = q_{j+1} \geq q_j > p_j = q'_l, \]
we easily see that
\[ q'_{l-1} > q'_{l-2} > \cdots > q'_{j+1} \geq q'_l. \]
Thus we see that \( q' \) is \((r - 1)\)-semicanonical. If \( p_{j+1} > q_l \), then we see that
\[ p'_{j+1} = p_{j+1} > q_j = p'_l, \]
and also, by admissibility, that
\[ p_{j+2} > p_{j+1} \]
(even if \( p_j \) should fail to exist), so that
\[ p'_l > p'_{l-1} > \cdots > p'_{k+1} \geq p'_k. \]
Thus in this case we see that $p'$ is $r$-semicanonical. On the other hand, if $p_{j+1} = q_{j+1} = q_j$ then $q_{j-1}$ does not exist, so we see that $j = k$. In this case we have

$$p' = (p_r, \ldots, p_{j+1}, p_{j+1}),$$

so $p'$ is $r$-semicanonical. (Again we have $p_{j+2} > p_{j+1}$ by admissibility even if $p_j$ does not exist.)

Now suppose for the moment that $j \geq \mu$. By the admissibility condition, we have either

$$p_{j+1} > q_j \quad \text{or} \quad p_{j+2} > p_{j+1} = q_{j+1}.$$  

The definition of $\mu$ implies both

$$p_{j+1} = q_j \quad \text{and} \quad p_{j+2} = q_{j+1}.$$  

This contradicts the preceding statement, and shows that $j \geq \mu$ is false.

Now it is easy to see that $p' > p$ because we have

$$p_r' = p_r, \ldots, p_{j+1}' = p_{j+1}, \quad p_j' = q_j > p_j$$

and that $q' < q$ because we have

$$q_{r-1} = q_{r-1}', \ldots, q_{j+1} = q_{j+1}', \quad q_j > p_j = q_j'.$$

Now we have $p' > p > q > q'$ from which $p' > q'$ follows. From the fact that $\mu - 1 \geq j$ it follows that $\mu(p', q') = \mu$, and hence easily that $F_\mu(p', q') = F_\mu(p, q)$.

We define the standard transforms of $p$ and $q$ to be $p^*$ and $q^*$, which are defined as follows:

i. If $p$ satisfies case (c), then $p^*$ is the next larger sequence than $p$ and $q^* = q$;

ii. If (i) does not apply and if $q$ falls into case (c'), then $p^* = p$ and $q^*$ is the next smaller sequence than $q$;

iii. If neither (i) nor (ii) applies, and if for some $j$ with $\mu - 1 \geq j \geq 1$ we have $p_j < q_j$, then $p^*$ and $q^*$ are formed by interchanging the tails of $p$ and $q$ at the largest such $j$;

iv. If neither (i) nor (ii) nor (iii) applies, then $p^*$ is the next larger sequence than $p$ and $q^*$ is the next smaller sequence than $q$.

**Lemma 16.** Let $p^*$ and $q^*$ be the standard transforms of $p$ and $q$. Let $\mu^* = \mu(p^*, q^*)$. Then the following statements are true:

I. If case (iii) of the standard transform definition applies to $p$ and $q$, then the interchange involved is admissible.
II. The transform $p^*$ is $r$-semicanonical, the transform $q^*$ is $(r - 1)$-semicanonical, and $p^* > q^*$.

III. The transforms $p^*$ and $q^*$ satisfy $p^* > p$ and $q^* < q$.

IV. We have $F_r(p^*, q^*) = F_r(p, q)$.

V. For $s \geq r$, we have $F_s(p^*, q^*) \geq F_s(p, q)$.

**Corollary.** If $r' > r$, if $p$ is a variable $r$-semicanonical sequence, if $q$ is a variable $(r - 1)$-semicanonical sequence, and if $p$ and $q$ are constrained by the requirements $p > q$ and $F_r(p, q) = n$, then $F_{r'}(p, q)$ reaches its maximum value when $n = \begin{bmatrix} p_r, \cdots, p_i \end{bmatrix}$, and $q$ is the void sequence. The value of this maximum is $n^{(r'/r)}$.

**Proof.** First we prove that the corollary follows from the lemma. If $p$ and $q$ are any pair satisfying the constraints, then according to the lemma the standard transforms of $p$ and $q$ also satisfy the constraints and furthermore yield at least as large a value for $F_r$. Now let us take standard transforms repeatedly. Each time we do so, the value of $F_r$ will not decrease and may perhaps increase. Let $p$ and $q$ now be the final pair of sequences we obtain for which it is not possible to form standard transforms. Clearly $q$ is the void sequence. Then $\mu(p, q) = r$ and

$$n = F_p(p, q) = \begin{bmatrix} p_r \end{bmatrix} + \begin{bmatrix} p_{r-1}, \cdots, p_i \end{bmatrix}_{r-1} = \begin{bmatrix} p_r, \cdots, p_i \end{bmatrix}_r.$$

Thus we find that the pair $p$ and $q$ such that

$$\begin{bmatrix} p_r, \cdots, p_i \end{bmatrix}_r = n \quad \text{and} \quad q \text{ void}$$

yields at least as large a value for $F_p$ as any pair of sequences satisfying the constraints. Thus the maximum value for $F_p$ does indeed occur at $p$ and $q$, and the value of this maximum is

$$F_{r'}(p, q) = \begin{bmatrix} p_r, \cdots, p_i \end{bmatrix}_{r'} = n^{(r'/r)}.$$

Thus the corollary follows from the lemma.

Now we proceed with the proof of Lemma 16. We prove the five parts of it one by one.

1. Since this part is concerned with case (iii), we know that $p$ does not fall into case (c) nor $q$ into case (c'). Thus we have $p_{i+1} \neq p_i$ and hence $p_r > \cdots > p_{i+1} > p_i$. Now let $j$ be the largest integer with $\mu - 1 \geq j \geq 1$ such that $p_j < q_j$. We know that such an integer exists because we are considering case (iii). We claim that if $\mu > j + 1$ then

$$p_{j+2} > p_{j+1} \geq q_{j+1} \geq q_j > p_j.$$

The first inequality follows from our remark above. The second follows (because $\mu > j + 1$) from the definition of $j$. The third inequality is
trivial and the fourth follows from the definition of \( j \). Clearly we must have either \( p_{j+1} > q_i \) or else \( p_{j+1} = q_{j+1} = q_i \), and in either case we find that the interchange is admissible. This settles the case \( \mu > j + 1 \). If \( \mu = j + 1 \), we claim that

\[ p_{j+2} > p_{j+1} > q_i > p_{j}. \]

The first inequality follows as before. The second inequality simply states that \( p_\mu > q_{\mu-1} \), which follows from the definition of \( \mu \). The third inequality is trivial. Thus in this case also, the interchange is admissible.

II. In cases (i), (ii), and (iv) the results are all trivial. In the case (iii) the results follow because we now know that the interchange is admissible.

III. This is trivial in all cases.

IV and V. In case (iii) the standard transforms are formed by an admissible interchange. Therefore, by an earlier lemma we know that \( F_\ast(p^*, q^*) = F_\ast(p, q) \). In cases (i) and (ii), respectively, parts (I) and (II) of Lemma 14 yield that \( F_\ast(p^*, q^*) = F_\ast(p, q) \). In case (iv), parts (III) and (IV) of that same lemma yield that

\[ F_\ast(p^*, q^*) = F_\ast(p, q) - 1 = F_\ast(p, q) + 1 - 1. \]

It remains to prove (V) in case (iv). Clearly we may assume that \( s > r \). First suppose that \( q \) falls into case (b'). Then \( q_1 > 1 \). Since we are dealing with case (iv), we have \( p_1 \geq q_1 \), whence \( p_1 > 1 \). Thus \( \mu \) must fall into either case (b) or case (c). Since this is case (iv), however, \( \mu \) must actually fall into case (b). Therefore, we have

\[ p^* = (p_\mu, \ldots, p_2, p_1 + 1) \]

and

\[ q^* = (q_{\mu-1}, \ldots, q_2, q_1 - 1). \]

As we have \( p_2 > p_1 \geq q_1 \), we find that \( \mu \geq 2 \) and hence \( \mu^* = \mu \). Then, canceling like terms, we obtain

\[
F_\ast(p^*, q^*) - F_\ast(p, q) = \left( \frac{p_1 + 1}{s - r + 1} \right) - \left( \frac{p_1}{s - r + 1} \right) + \left( \frac{q_1 - 1}{s - r + 1} \right) - \left( \frac{q_1}{s - r + 1} \right)
= \left( \frac{p_1}{s - r} \right) - \left( \frac{q_1 - 1}{s - r} \right) \geq 0,
\]

which gives us the desired inequality.
Next suppose that \( q \) falls into case (a'), so that \( q_k = k \). We claim that \( \mu > k \). Thus, we know that \( \mu \geq k \), and if we had \( \mu = k \), then we would have \( p_{k+1} = q_k = k \), which violates the basic requirement \( p_{k+1} \geq k+1 \). From \( \mu > k \) it follows that \( \mu^* = \mu^* \), for we have

\[
p^* = p^* = p_{r-1} = q_{r-1}, \ldots, p^*_{n+1} = p_{n+1} = q_n = q_n^*,
\]

\[
p_n^* = p_n > q_{n-1} \geq q_{n-1}.
\]

Now if \( p \) falls into case (a), we have

\[
F^*(p^*, q^*) - F^*(p, q) = \left( \begin{array}{c} i - 1 \\ s - r + i - 1 \end{array} \right) - \left( \begin{array}{c} k \\ s - r + k \end{array} \right) = 0 - 0.
\]

On the other hand, if \( p \) falls into case (b), then we have

\[
F^*(p^*, q^*) - F^*(p, q) = \left( \begin{array}{c} p_1 + 1 \\ s - r + 1 \end{array} \right) - \left( \begin{array}{c} p_1 \\ s - r + 1 \end{array} \right) - \left( \begin{array}{c} k \\ s - r + k \end{array} \right) = \left( \begin{array}{c} p_1 \\ s - r \end{array} \right) - 0 \geq 0.
\]

This proves Lemma 16.

Reference

1. Introduction

To explain some fundamental concepts of the plastic analysis of structures, let us consider a thick-walled circular tube that consists of a ductile material and is subjected to internal pressure. When this pressure is gradually increased, starting from zero, the tube at first behaves in a purely elastic manner; that is, all deformations are reversible and disappear completely when the internal pressure is reduced to zero. The first permanent deformations occur at the interior surface of the tube, when the internal pressure reaches a critical value that depends on the ratio of the interior and exterior radii of the tube. As the pressure continues to increase, the plastic region—the region in which permanent deformations are occurring—grows in diameter; but as long as it remains surrounded by an elastic region in which all deformations are reversible, the permanent deformations in the plastic region remain of the same order of magnitude as the reversible deformations in the elastic region. Plastic flow—that is, the rapid increase of permanent deformations under substantially constant internal pressure—becomes possible only when the interface between plastic and elastic regions reaches the exterior surface of the tube. For practical purposes, the corresponding value of the internal pressure represents the load-carrying capacity of the tube.

These three successive stages of purely elastic deformation, contained elastic-plastic deformation, and plastic flow can be observed in any statically indeterminate structure that is made of a ductile material. Since the load-carrying capacity is reached only well beyond the elastic range, the rational design of such a structure must be based on the theory of plasticity.
2. Rigid, Perfectly Plastic Behavior

Figure 1 shows the stress-strain diagram of a rigid, perfectly plastic solid in simple tension or compression: the intensity $\sigma$ of the uniaxial stress is used as ordinate and the corresponding unit extension $\varepsilon$ as abscissa. The absolute value of $\sigma$ cannot exceed the yield limit $\sigma_0$. As long as $|\sigma| < \sigma_0$, the specimen remains rigid; that is, the strain rate $\dot{\varepsilon}$ is zero. When $|\sigma| = \sigma_0$, the specimen is free to assume any rate of extension $\dot{\varepsilon}$ that has the same sign as the stress $\sigma$. Since only the sign and not the magnitude of the strain rate depends on the stress, the material is inviscid. This absence of viscosity is typical for structural metals at moderate temperatures and strain rates.

When the specimen flows plastically with the strain rate $\dot{\varepsilon}$, the mechanical energy that is dissipated in a unit volume per unit of time—that is, the specific power of dissipation—is given by

$$\sigma \dot{\varepsilon} = \sigma_0 |\dot{\varepsilon}|.$$  \hspace{1cm} (2.1)

It is worth noting that this relation contains the complete specification of the considered mechanical behavior. In fact, it follows from this relation that $\sigma = \sigma_0$ when $\dot{\varepsilon} > 0$, and $\sigma = -\sigma_0$ when $\dot{\varepsilon} < 0$, and $\dot{\varepsilon} = 0$ when $-\sigma_0 < \sigma < \sigma_0$.

In the one-dimensional stress space with Cartesian coordinate $\sigma$, the convex domain $-\sigma_0 \leq \sigma \leq \sigma_0$ represents the set of uniaxial states of stress that can be attained in the considered material. The specific power of dissipation $D(\dot{\varepsilon}) = \sigma_0 |\dot{\varepsilon}|$ may be regarded as the supporting function of this convex domain of attainable states of stress. Note that this function is homogeneous of the first order and convex.
For an isotropic material, the following hypotheses yield an acceptable generalization of this rigid, perfectly plastic behavior under uniaxial stress:

a. The stress tensor and the strain-rate tensor have a common system of principal axes.

b. The specific power of dissipation is a single-valued function of the principal strain rates $\dot{\varepsilon}_1, \dot{\varepsilon}_2, \dot{\varepsilon}_3$; this dissipation function is homogeneous of the first order and convex.

The state of stress specified by the principal stresses $\sigma_1, \sigma_2, \sigma_3$ will be called compatible with the strain rate specified by the principal values $\dot{\varepsilon}_1, \dot{\varepsilon}_2, \dot{\varepsilon}_3$ if

$$\sigma_1 \dot{\varepsilon}_1 + \sigma_2 \dot{\varepsilon}_2 + \sigma_3 \dot{\varepsilon}_3 = D(\dot{\varepsilon}_1, \dot{\varepsilon}_2, \dot{\varepsilon}_3),$$

(2.2)

where the right-hand side is the dissipation function.

In applications, this dissipation function is often piecewise linear. For example, for plane states of stress with the principal values $\sigma_1, \sigma_2$, and $\sigma_3 = 0$, the yield condition of Tresca [1] is widely used, corresponding to the specific power of dissipation

$$\sigma_1 \dot{\varepsilon}_1 + \sigma_2 \dot{\varepsilon}_2 = \frac{1}{3} \sigma_0 (|\dot{\varepsilon}_1| + |\dot{\varepsilon}_2| + |\dot{\varepsilon}_1 + \dot{\varepsilon}_2|).$$

(2.3)

This relation contains the complete specification of the mechanical behavior of the considered material under plane states of stress. If, for instance, $\dot{\varepsilon}_1 > 0$ and $\dot{\varepsilon}_2 < 0$, a comparison of the coefficients of $\dot{\varepsilon}_1$ and $\dot{\varepsilon}_2$ on the two sides of (2.3) yields $\sigma_1 = \sigma_0, \sigma_2 = 0$. In the two-dimensional stress space with rectangular Cartesian coordinates $\sigma_1$ and $\sigma_2$, this state of stress is represented by the point A in Figure 2. On the other hand,
if $\dot{e}_1 > 0$, but $\dot{e}_2 < 0$ and $\dot{e}_1 + \dot{e}_2 < 0$, one finds in a similar way that $\sigma_1 = 0$, $\sigma_2 = -\sigma_0$ (point B in Fig. 2). It then follows by continuity that all states of stress represented by the points of the segment AB, that is, the states of stress satisfying $\sigma_1 - \sigma_2 = \sigma_0$ with $\sigma_1 > 0$ and $\sigma_2 < 0$, are compatible with the same type of strain rate satisfying $\dot{e}_1 > 0$, $\dot{e}_2 < 0$, and $\dot{e}_1 + \dot{e}_2 = 0$. A complete discussion of all possible combinations of the signs of $\dot{e}_1$, $\dot{e}_2$, and $\dot{e}_1 + \dot{e}_2$ in (2.3) furnishes the hexagon in Figure 2 as the boundary of the region of attainable states of plane stress. We shall say that this hexagon represents Tresca's yield limit for plane states of stress.

3. Plastic Analysis

In the fundamental problem of plastic analysis, one considers a body consisting of a perfectly plastic material and assumes that the points of the part $S_T$ of its surface are not allowed to move, that is, have vanishing velocity, while the remainder $S_R$ of the surface of the body is subjected to given surface tractions. One wishes to know whether plastic flow will or will not occur under these conditions.

In the discussion of this problem the following concepts prove useful:

a. A stress field that is defined throughout the volume $V$ of the considered body is called statically admissible if the stress components are continuously differentiable functions of position that satisfy the equilibrium conditions in $V$ and on $S_R$.

b. A velocity field that is defined throughout the volume $V$ is called kinematically admissible if the velocity components are continuously differentiable functions of position that vanish on $S_R$.

As a matter of fact, the condition that these fields should be continuously differentiable can be relaxed to some extent, but a detailed discussion of this possibility would exceed the scope of this chapter.

The load-carrying capacity of the body is characterized by the following results:

**Theorem 1.** The given surface tractions represent the load-carrying capacity of the body if there exists a statically admissible stress field, the stresses of which are at or below the yield limit and compatible with the strain rates of a kinematically admissible velocity field that does not represent a rigid-body motion of the entire body.

**Theorem 2.** The given surface tractions exceed the load-carrying capacity if there exists a kinematically admissible velocity field with strain
rates such that the integral of the dissipation function extended over the volume $V$ is smaller than the power of the given surface tractions on the velocities of the points of $S_v$.

The proof of these theorems must be omitted for lack of space, but the following immediate consequences should be noted. In the circumstances of Theorem 1, quasi-static plastic flow will occur, in which the power $P$ of the given surface tractions must equal the integral of the dissipation function extended over the volume $V$:

$$P = \int D \, dV. \quad (3.1)$$

On the other hand, in the circumstances of Theorem 2 we have

$$P > \int D \, dV. \quad (3.2)$$

4. Plastic Design

In the fundamental problem of plastic design, one considers a region $V_o$ of space, each surface element of which belongs to one of the following three classes: at a loaded surface element of $dS_T$, a nonvanishing surface traction is prescribed; at a supported surface element $dS_T$, the velocity vanishes; and at a free surface element $dS_o$, the surface traction vanishes. A region $V$ is to be determined that is contained in $V_o$ and satisfies the following conditions:

a. The surface of $V$ consists of the loaded surface $S_T$, the supported surface $S_T$, and a third surface $S$.

b. If $V$ is completely filled with the considered rigid, perfectly plastic material, a body is obtained for which the given surface tractions on $S_T$ represent the load-carrying capacity when it is supported on $S_T$ and free from surface tractions on $S$.

c. The volume of $V$ has the smallest value that is compatible with the preceding conditions.

We shall distinguish three types of plastic design. A body will be said to represent an optimal, an admissible, or an excessive design according as conditions (a), (b), and (c) are fulfilled, or only conditions (a) and (b), or only condition (a) and a modified form of condition (b) that is obtained by specifying that the given surface tractions should be below the load-carrying capacity of the body.
Denoting the dissipation function of the considered material by $D$, let $C$ be a body that represents an admissible or an optimal design. In either case, quasi-static plastic flow will take place under the given surface tractions. If the volume of $C$ is denoted by $V_c$, by (3.1) we therefore have

$$P = \int D \, dV_c. \quad (4.1)$$

It will be shown that $C$ represents an optimal design if the velocity field of the considered quasi-static plastic flow can be so continued in $V_0 - V_c$ that the dissipation function has a constant value throughout $V_c$.

Let the body $C^*$ that occupies the region $V_c^* \subseteq V_0$ represent an excessive design. The extended velocity field of the quasi-static flow of $C$ is a kinematically admissible velocity field. Since the surfaces of both $C$ and $C^*$ contain the entire loaded surface $S_T$, the power of the given surface tractions on the considered velocity field has the same value for these two bodies. If this power were to exceed the integral of the dissipation function over $V_c^*$, the second fundamental theorem of plastic analysis would indicate that the given surface tractions exceed the load-carrying capacity of $C^*$. However, since this body is to represent an excessive design, we must have

$$\int D \, dV_c^* \geq P. \quad (4.2)$$

If, now, the considered velocity field yields a constant value of the dissipation function throughout the region $V_0$, which contains both $V_c$ and $V^*_c$, it follows from (4.1) and (4.2) that

$$\int dV_c \leq \int dV_c^*. \quad (4.3)$$

In other words, the volume of $C$ is not greater than the volume of an arbitrary body $C^*$ of excessive design that is contained in $V_0$, no matter how close this body may be to plastic flow.

5. Example

To illustrate the discussion of Section 4, consider a thin plane disc of variable thickness attached to a rigid foundation along a given arc, the foundation arc. Loads that are applied to the edge of the disc and act in its plane produce a plane state of stress for which the dissipation
function of the rigid, perfectly plastic material of the disc is supposed to be given by the right-hand side of equation (2.3).

We shall assume that the principal stresses in the plane of the disc are such that $\sigma_1 > 0$ and $\sigma_2 < 0$ throughout the disc. The state of stress at an arbitrary point of the disc is then represented by an interior point of the segment AB in Figure 2. From what has been seen above, the principal strain rates then satisfy the condition

$$\dot{\varepsilon}_1 + \dot{\varepsilon}_2 = 0, \quad (5.1)$$

with $\dot{\varepsilon}_1 > 0$. In these circumstances, the dissipation function on the right-hand side of equation (2.3) can be written as $D = \sigma_0 \dot{\varepsilon}_1$, and the optimality condition of Section 4 reduces to

$$\dot{\varepsilon}_1 = \text{const}. \quad (5.2)$$

We choose rectangular axes $x, y$ in the plane of the disc and denote the velocity components with respect to these axes by $u$ and $v$, respectively. The condition (5.1) is then equivalent to

$$u_x + v_y = 0, \quad (5.3)$$

where the subscripts indicate differentiation with respect to the coordinates, and (5.2) yields

$$4u_x v_y - (u_x + u_y)^2 = \dot{\varepsilon}_1 = \text{const}. \quad (5.4)$$

To satisfy (5.3), introduce a stream function $\varphi(x, y)$ so that

$$u = \varphi_y, \quad v = -\varphi_x. \quad (5.5)$$

According to (5.4), this stream function must satisfy

$$4\varphi_{xy} + (\varphi_{xx} - \varphi_{yy})^2 = -4\dot{\varepsilon}_1 = \text{const}. \quad (5.6)$$

On the foundation arc, we have $u = v = 0$; that is, the function $\varphi$ is constant and its normal derivative vanishes. Since the velocity field determines the stream function only to within an additive constant, we may set $\varphi = 0$ on the foundation arc.

The partial differential equation (5.6) is of hyperbolic type. In the neighborhood of the foundation arc, the function $\varphi$ may therefore be determined by the method of characteristics from the initial conditions on this arc. A graphical method for this has been described in an earlier paper [2].

If, in particular, the foundation arc is circular, the characteristics—which incidentally are the lines of principal stress in the disc—are logarithmic spirals which intersect the radii at $45^\circ$. Let us assume that
the single force $F$ shown in Figure 3 acts on the disc. The characteristics through the point of application $A$ of this force then form the edges of the disc, which must be reinforced by ribs along these edges. Since each rib follows a line of principal stress, the forces transmitted by the disc to the rib are normal to the latter. Accordingly, the axial forces in the ribs have constant intensities, which are readily found by decomposing the force $F$ in the directions of the ribs at $A$. These intensities and the curvatures of the ribs determine the forces transmitted by the ribs on the edges of the disc. These edge forces set boundary conditions of Riemann type for the principal forces $N_1$ and $N_2$ in the disc. These principal forces must satisfy the equilibrium conditions

$$
- \frac{\partial N_1}{\partial s_1} + \frac{N_1 - N_2}{\rho_2} = 0,
$$
$$
\frac{\partial N_2}{\partial s_2} - \frac{N_2 - N_1}{\rho_1} = 0,
$$

(5.7)

where $\rho_1, \rho_2$ are the radii of curvature and $s_1, s_2$ the arc lengths of the characteristics. Finally, the variable thickness $h$ of the disc is obtained from the equation of the side AB of the hexagon in Figure 2, namely,

$$
N_1 - N_2 = \sigma_0 h.
$$

(5.8)
Fig. 4. Modification of optimal design for foundation arc with end point.

Figure 4 shows how the optimal design is modified when the foundation arc ends at B. In the region BCD the characteristics are constructed as before from the conditions on the foundation arc. This set of characteristics is then continued beyond BD by using the already-known conditions on BD and the fact that B must be an intersection of characteristics.

6. Historical Remarks

The mechanical behavior of a rigid, perfectly plastic solid is usually specified by its yield condition and flow rule (see, for instance [3]). The first characterizes the states of stress under which plastic flow is possible, and the second indicates the type of plastic flow that occurs under each of these states of stress. The possibility of specifying the mechanical behavior of a rigid, perfectly plastic solid by its dissipation function was pointed out by Prager [4].

The fundamental theorems of plastic analysis were developed by Greenberg, Drucker, and Prager in a series of papers ([5]–[8]). For typical applications of these theorems see [9]–[11], where numerous further references will be found.

The problem of plastic design for minimum weight was first treated for continuous beams and frames by Heyman [12] and Foulkes [13], [14]. Although isolated problems of optimal plastic design of plates [15], [16] and shells [17]–[19] had been treated before, the general principle presented in Section 4 is due to Drucker and Shield [20]. For a more detailed discussion of the example in Section 5 and related problems, see Te Chiang Hu [21].
Procedures for optimal structural design that are not based on the concepts of plastic analysis have been discussed by Michell [22], Cox [23], [24], and Hemp [25].
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Chapter 14

Geometric and Game-Theoretic Methods in Experimental Design

G. ELFVING

1. Introduction

The purpose of this chapter is to draw attention to certain relatively recent developments in the theory of experimental design. The emphasis here is on ideas and connections rather than on actual techniques.

We shall throughout be concerned with linear experiments, that is, experiments composed of independent observations of form

\[ y_i = a_i' \alpha + \eta_i, \quad i = 1, \ldots, n, \quad (1.1) \]

where \( \alpha = (\alpha_1, \ldots, \alpha_k)' \) is an unknown parameter vector, the \( a_i = (a_{i1}, \ldots, a_{ik})' \) are known coefficient vectors, and the independent error terms \( \eta_i \) have mean 0 and a common variance, which we may, for convenience, take to be 1. In matrix notation, the equation (1.1) may be written \( y = A \alpha + \eta \). Provided \( A \) is of full rank \( k \), it is well known that the least-squares estimator vector \( \hat{\alpha} \) is given by

\[ \hat{\alpha} = (A'A)^{-1}A'y = \alpha + (A'A)^{-1}A'\eta \quad (1.2) \]

and has covariance matrix \( \text{cov} \ \hat{\alpha} = (A'A)^{-1} \). The matrix

\[ M = A'A = \sum_{i=1}^{n} a_i a_i' \quad (1.3) \]

is termed the information matrix of the experiment; it essentially determines its estimatory properties.

† This work was supported by an Office of Naval Research contract at Stanford University.
Thus far we have been concerned with a given experiment. On the design level, of course, the experiment has to be composed of observations chosen from a set of potentially available ones. Since an observation, in our setup, is described by the corresponding coefficient vector $a_i$, we shall assume that there is given a bounded and closed set $\alpha$ in $k$-space from which the observations $a_i$ have to be selected, each one being independently repeatable any number of times. It is no restriction to assume that $\alpha$ is symmetric about the origin, since the observation $-y$ is automatically available along with $y$. The set $\alpha$ may be finite (as is usually the case in analysis of variance, the coefficients being 0 or 1), or it may be described, for example, by means of a continuous parameter $x$ (as in polynomial or trigonometric regression models).

An actual experiment, then, is described by its spectrum $a = (a_1, \ldots, a_r)$, $a_i \in \alpha$, indicating the different observations selected, and its allocation $(n_1, \ldots, n_r)$, indicating the number of times that each selected observation is to be repeated. The number $r$ is, of course, part of the design. Denoting by $n = \sum n_i$ the total number of actual observations, and writing $p_i = n_i/n$, we may describe the experiment by the pair $e = (a, p)$, where $p = (p_1, \ldots, p_r)$, $p_i > 0$, $\sum p_i = 1$. The $p_i$ are the relative allocations, to be chosen by the experimental designer, whereas $n$ is usually fixed by cost considerations. In practice, the $p_i$ run over multiples of $1/n$; in a large sample theory, however, we may consider them as continuous.

The information matrix of an experiment $e = (a, p)$ of size $n$ is, by (1.3),

$$M = M(e) = \sum_a n_a a_a' = n \sum_a p_a a_a'. \quad (1.4)$$

Here $M(e)$ determines the value of any particular goodness criterion, such as the variance of the least-squares estimator of a particular parameter, the sum of all such variances, the largest variance, or the like. The solution of the design problem depends, of course, on what criterion we have in mind.

2. Estimating a Single Parametric Form

Consider a particular linear form $\theta = c'\alpha$ in the parameters. The variance of its least-squares estimator $\hat{\theta} = c'\hat{\alpha}$ is

$$\text{var } \hat{\theta} = c' M^{-1} c; \quad (2.1)$$

through $M$, it depends on the design $e$. The straightforward minimi-
zation of (2.1) with respect to the design is difficult because of the complex character of \( e = (a, p) \). Two indirect methods have been devised and will be briefly presented below, their interrelation being pointed out at the same time. Both are based on interchanging extremizations.

**Geometric Method**

This approach, suggested by Elfving [1], works primarily in the case of two or at most three parameters.

The information matrix \( M = n \sum p_i a_i a_j \) is that of \( r \) independent observations \( \tilde{y}_j \) with means \( a_j^0 a \) and error variances \( (np_j)^{-1/2} \) \((j = 1, \ldots, r)\). The least-squares estimator \( \hat{\theta} \) is a linear combination

\[
\hat{\theta} = \sum_a q_i \tilde{y}_i,
\]

fulfilling the unbiasedness vector condition

\[
Q_\theta: \sum_{q_j \in \theta} q_i a_j = c, \tag{2.2}
\]

and the minimum variance condition

\[
\text{var} \left( \sum q_j \tilde{y}_j \right) = \sum_a \frac{q_i^2}{np_j} = \min_{\theta \in \Theta} \tag{2.3}
\]

In our design problem we are thus faced with the double minimization

\[
\min_{(a,p)} \min_{\theta \in \Theta} \sum_a \frac{q_i^2}{p_j}, \tag{2.4}
\]

in which the minimizing \( e = (a, p) \) is the desired optimal experiment.

Now we interchange the order of minimization: To an arbitrary spectrum \( a \), and an arbitrary corresponding set of nonvanishing coefficients \( q_i \), we find the minimizing \( p = p(a, q) \) and the least variance; this will, in turn, be minimized by a certain choice \( a^*, q^* \), from which finally \( p^* = p(a^*, q^*) \) is obtained.

Minimizing the sum in (2.4) with respect to \( p \), under the conditions \( p_j > 0 \), \( \sum_j p_j = 1 \), gives

\[
p_j = \frac{|q_j|}{\sum_a |q_a|}, \quad \min_p \sum_a \frac{q_i^2}{p_j} = \left( \sum_a |q_i| \right)^{-1}. \tag{2.5}
\]

To minimize the latter expression with respect to \( (a, q) \) under condition
(2.2), we shall write this condition in the form
\[
\sum_k |q_k| \sum_j \frac{|q_j|}{\sum_l |q_l|} \text{sgn } q_j \cdot a_j = c, \tag{2.6}
\]
where all sums are taken over the spectrum \(a\). Call the point represented by the latter sum \(c_q\). For any \(a\) and any \(q\), this is a point inside, or on the boundary of, the convex polyhedron spanned by the vectors \(\pm a_j \in \sigma\), and hence within the convex hull \(a^*\) of the set \(\sigma\) of available observations. Conversely, choosing the spectrum and the relative size of the \(|q_j|\) appropriately, we may make \(c_q\) equal to any vector in \(a^*\). The condition (2.6) requires that \(c_q\) be proportional to \(c\); if this condition is fulfilled, we have
\[
\sum_k |q_k| = \frac{\|c\|}{\|c_q\|}.
\]

In order to make the minimum in (2.5) as small as possible, we obviously have to choose for \(c_q\) the intersection point \(c^*\) between the vector \(c\) and the boundary of the convex hull \(\sigma^*\). The vector \(c^*\) may be expressed as a convex combination of \(r\) points \(a_j \in \sigma\), \(r \leq k\). The points form the spectrum \(a\) of the desired experiment in which the allocations
\[
p_j = \frac{|q_j|}{\sum_k |q_k|}
\]
are the barycentric coordinates of \(c^*\) with respect to \(a_1, \ldots, a_r\).

The situation is illustrated in Figure 1, where \(k = 2\), \(c = (0, 1)\);

\[c\]
\[c^*\]
\[a_1\]
\[a_2\]
\[a_3\]
\[a_4\]
\[a_5\]

Fig. 1. Geometric method of allocation determination; here \(c=(0, 1)\), \(k=2\), and \(\sigma\) consists of three pairs of opposite points.
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\( \mathcal{G} \) consists of 6 (pairwise opposite) points, and \( \mathcal{G}^* \) is a hexagon. The desired spectrum is \( \mathbf{a} = (a_2, a_3) \), and the allocation \( p_2:p_3 \) is given by the ratio of the segments \( c^*a_3:c^*a_2 \).

**Game-Theoretic Method**

In 1959 Kiefer and Wolfowitz [2] suggested a game-theoretic approach to the allocation problem. Following these authors, we shall show how to find the optimal design for estimating, say, the parameter \( \alpha_k \).

Using a convenient transformation of the parameters \( \alpha_1, \ldots, \alpha_{k-1} \), we can easily show that, for any design \( \mathbf{e} = (\mathbf{a}, \mathbf{p}) \),

\[
\frac{1}{n \text{ var } \alpha_k} = \min_{\mathbf{b}} K(\mathbf{e}, \mathbf{b}),
\]

(2.7)

where

\[
K(\mathbf{e}, \mathbf{b}) = \sum_{\alpha} p_j(a_{jk} - b_1 a_{jk} - \cdots - b_{k-1} a_{jk-1})^2,
\]

(2.8)

and \( \mathbf{b} = (b_1, \ldots, b_{k-1}) \) denotes a vector in \((k-1)\)-space. Since we wish \text{ var } \alpha_k to be as small as possible, the design problem consists in maximizing the right-hand side of (2.7).

This formulation suggests the use of game theory. Consider the game with pay-off function \( K(\mathbf{e}, \mathbf{b}) \). This function is convex in \( \mathbf{b} \).

If by the convex combination \((q_1, q_2)\) of two designs \( \mathbf{e}^1 \) and \( \mathbf{e}^2 \) we mean the design with spectrum \( \mathbf{a} = a^1 \cup a^2 \) and allocation \( \mathbf{p} = \{p_j\} \), \( p_j = q_1 p_j^{(1)} + q_2 p_j^{(2)} \), it is obvious that \( K(\mathbf{e}, \mathbf{b}) \) is linear in \( \mathbf{e} \). As a consequence, the game is completely determined, and we may interchange the extremizations. More precisely, we may adopt the following procedure:

a. For arbitrary \( \mathbf{b} \), find \( \mathbf{e} = e(\mathbf{b}) \) so as to maximize \( K(\mathbf{e}, \mathbf{b}) \); let the maximum be \( m^2(\mathbf{b}) = K(e(\mathbf{b}), \mathbf{b}) \). The response \( e(\mathbf{b}) \) will, in certain cases (and notably, in the relevant ones), not be uniquely determined.

b. Find \( \mathbf{b}^0 \) so as to minimize \( m^2(\mathbf{b}) \).

c. Find \( \mathbf{e}^0 = e(\mathbf{b}^0) \) and (in case of nonuniqueness) such that, conversely, \( \mathbf{b}^0 = b(e^0) \); that is, \( \mathbf{b}^0 \) is a response to \( \mathbf{e}^0 \) in the sense that \( K(e^0, \mathbf{b}) = \min \) for \( \mathbf{b} = \mathbf{b}^0 \).

Then, \( \mathbf{e}^0, \mathbf{b}^0 \) constitute a pair of equilibrium strategies, and \( \mathbf{e}^0 \) is minimax, as desired.

Let us see how this program operates in our particular situation.

The function (2.8) is maximized with respect to \(e\) if we include in the spectrum \(a\) any finite number of observations \(a_j\) for which

\[
|a_{j_k} - b_1a_{j_1} - \cdots - b_{k-1}a_{j_{k-1}}| = \max_{a_j} m(b),
\]

and if we provide them with weights \(p_j\) adding up to 1. For most \(b_1's\), the response spectrum will contain one observation. In case \(k = 2\), the geometric interpretation of this operation is the following (see Fig. 1): Let a straight line of slope \(b_1\) move parallel to itself, and consider the outermost positions in which it has points in common with the symmetric set \(a\). Let \(B(b_1)\) be the set of these points. For most \(b_1\), \(B(b_1)\) contains only two (opposite) elements; when \(b_1\) is the slope of a side in the convex hull \(a^*\) of \(a\), there will be four or more.

Next, the maximum in (2.9) has to be minimized by a proper choice of \(b\). It is clear geometrically that this occurs when the hyperplane determined by \(b\) is a supporting plane to \(a^*\) at the point \(c^*\) where \(a^*\) is cut by the \(a_k\)-axis. When \(a\) is finite, \(B(b_0)\) will normally contain \(k\) points on each side of the origin.

When \(B(b_0)\) contains more than one element, as it usually does, it remains to determine \(e_0 = (a_0, p_0)\) such that \(b_0 = b(e_0)\). For this to hold, we must have

\[
-\frac{1}{2} \frac{\partial K}{\partial b_1} = \sum_a p_j a_{j_i} (a_{j_k} - b_1 a_{j_1} - \cdots - b_{k-1} a_{j_{k-1}}) = 0,
\]

\(i = 1, \ldots, k - 1.\) (2.10)

The expressions in parentheses have the same absolute value \(m(b_0)\) for all \(a_j \in B(b_0)\); it is no restriction to assume this value to be positive, since otherwise we have merely to replace \(a_j\) by \(-a_j\). The conditions (2.10) then become

\[
\sum_a p_j a_{j_i} = 0, \quad i = 1, \ldots, k - 1.\) (2.11)

Hence, the spectrum \(a\) and the allocation \(p\) have to be chosen in such a way that the compound vector \(\sum p_j a_j\) coincides with the \(a_k\)-axis, that is, with the direction of the coefficient vector \(c = (0, \ldots, 0, 1)\) of the parametric form \(\theta = a_x\). Thus, we see that the game-theoretic approach leads to the same procedure as the geometric one, whenever this is practicable.

It should be noted, however, that Kiefer and Wolfowitz aimed primarily at the situation in which \(a\) is described by means of a continuous parameter \(x\), say \(a = a(x), x \in \mathcal{X}\). The second step of the procedure then consists in minimizing
Hence, the \( b_i \) have to be the Chebyshev coefficients of the function \( a_k(x) \) with respect to the basis \( a_1(x), \ldots, a_{k-1}(x) \); for their determination, ready-made results may often be available.

3. Minimax Estimation

For another example of the kind of methods we have in mind, assume that we do not know what parameter, or what linear combination of parameters, will eventually be relevant. In such a situation, a reasonable approach seems to be to minimize, with respect to the design \( e \), the largest estimator variance of any standardized linear form in the parameters; that is, the quantity

\[
\max_{\| e \| = 1} \text{var } e' \hat{\alpha} = \max_{\| e \| = 1} e' M^{-1} e, \tag{3.1}
\]

where \( \| e \| \) denotes the length of the vector \( e \). The quantity (3.1) obviously depends on \( e \) through the function \( M \) in accordance with (1.4). For this approach to make any sense, one must, of course, have the parameters measured on such scales as to make the desired accuracy the same for all of them.

Consider the game—between the statistician and nature—with pay-off

\[
K(e, c) = e' M^{-1} e = e' \left( \sum_a p_a a_1 a_2 \right)^{-1} e. \tag{3.2}
\]

The statistician’s set of strategies is obviously that of all \( e = (a, p) \), \( a \in \mathcal{A} \). The function (3.2) is convex in \( e \); that is,

\[
K(q_1 e^1 + q_2 e^2, c) \leq q_1 K(e^1, c) + q_2 K(e^2, c),
\]

where the weighted average of two \( e \)'s is interpreted as in Section 2. Hence no extension of the \( e \)-set is necessary. Nature’s set of strategies is the unit sphere in the \( k \)-dimensional \( e \)-space. On this set, there can be no question of forming linear combinations, so we have to extend it by introducing mixed strategies. A general mixed strategy, say \( \gamma^* \), would be a probability distribution on the unit sphere \( S \), and the corresponding pay-off would be

\[
K^*(e, \gamma^*) = \int_S e' M^{-1} e \, d\gamma^*. \tag{3.3}
\]
The strategy \( \gamma^* \), however, may always be replaced by a discrete distribution assigning positive probability only to the end points of \( k \) orthogonal diameters in the sphere. As a matter of fact, if we factorize \( M^{-1} \) into a sum \( \sum m_{\mu} m_{\mu}^* \) of matrices of rank 1, we have

\[
K^*(e, \gamma^*) = \sum_{\mu} \int e' m_{\mu} m_{\mu}^* c \, d\gamma^* = \sum_{\mu} m_{\mu}^* \left( \int e c' \, d\gamma^* \right) m_{\mu}. \tag{3.4}
\]

The integral is the expected value of a nonnegative definite matrix with trace 1 and hence is itself a matrix of the same kind. It can be written as \( \sum \gamma e' c' c_\nu \), where the \( c_\nu \) (\( \nu = 1, \cdots, k \)) are the column vectors of an orthogonal matrix, and where \( \gamma \geq 0, \sum \gamma = 1 \). Inserting this result in (3.4), and inverting the order of summation, we find that

\[
K^*(e, \gamma^*) = \sum_{\nu} \gamma e' c_\nu M^{-1} c_\nu = K^*(e, \gamma), \tag{3.5}
\]

which shows that we may restrict our attention to the particular set of “orthogonal mixed strategies” \( \gamma \). Statistically, the extension of nature’s strategies means that we use for loss function not simply the squared error in the estimate of a single parameter but rather a standardized quadratic form in the estimation errors, with nonnegative definite matrix of trace 1.

After this extension, the fundamental theorem in game theory is applicable. Interchanging the extremizations, we are then faced with the following program:

\begin{itemize}
  \item[a.] For an arbitrary \( \gamma \), find the response \( e = e(\gamma) \) maximizing \( K(e, \gamma) \). The response may not be unique.
  \item[b.] Find \( \gamma^* \) so as to minimize \( K(e(\gamma), \gamma) \).
  \item[c.] Find \( e^0 = e(\gamma^*) \) and (in case of nonuniqueness) such that, conversely, \( \gamma^0 = \gamma(e^0) \).
\end{itemize}

The implementation of this program may be no less complex than that of the original problem. Already the first step involves solving the allocation problem for an arbitrary quadratic loss function. It can be shown (see [3]) that no more than \( k(k + 1)/2 \) different observations will ever have to be included in the optimal design for any estimation problem within the framework of least squares. Generally, then, one will have to test all “promising” spectra with \( k(k + 1)/2 \) or less observations, to solve equally many equations for the optimal \( p \), to pick
the best spectrum, and finally to find the minimizing $\gamma$. We have no simple technique to offer in the general case. However, there are situations in which short cuts are possible.

First assume that we are able to find an admissible design $\theta^*$ such that $M(\theta^*) = \lambda I$ ($\theta^*$ being admissible means that there is no $\theta$ making the difference $M(\theta) - M(\theta^*)$ nonnegative definite). In practice, this can often be achieved by making the design sufficiently symmetric.

It can be shown that any admissible design is optimal for some quadratic loss problem, that is, a response to some $\gamma^\theta$. On the other hand, since $M = \lambda I$, we have

$$c'M^{-1}c = c'/\lambda = \text{const}$$

on the unit sphere. Hence any $\gamma$, and in particular $\gamma^\theta$, is a response to $\theta^*$. This implies that $\theta^*$ is minimax.

Another simple situation is the following, representing in a sense the opposite of the former one. Assume that there is no $\theta$ such that the smallest eigenvalue $\kappa_{\text{min}}$ of $M(\theta)$ is multiple. Since

$$\max_{\|\theta\|=1} c'M^{-1}c = \left[ \min_{\|\theta\|=1} c'Mc \right]^{-1} = \left[ \kappa_{\text{min}}(M) \right]^{-1},$$

it is seen that the maximum on the left-hand side is always attained in a single pair of points $\pm \theta$ on the unit sphere. Therefore, in this case we do not have to consider mixed strategies but may apply the one-parameter technique of Section 2 to find $\theta(\theta)$. The corresponding pay-off $K(\theta(\theta), \theta)$ is the inverted and squared distance from the origin to the boundary of $\alpha^*$ in the direction $\theta$. The least favorable direction $\theta^*$ is that in which the boundary of $\alpha^*$ is closest to the origin. Finally, the minimax allocation is obtained as the response to $\theta^*$ through the methods of Section 2. It is not trivial, however, to decide whether the minimum eigenvalue will always be simple. For the case $k = 2$, a geometric criterion is indicated in [3], Theorem 3.3.

References

PART FOUR:

MODELS, AUTOMATION, AND CONTROL
Chapter 15

Automation and Control in the Soviet Union

J. P. LaSALLE

1. Introduction

In mathematics the Soviet Union and the United States lead the world and are at approximately the same level [1]. In the mathematical theory of control and stability, Soviet mathematicians have worked longer and harder than we have; moreover, they scrutinize everything we do. More of Bellman's and Lefschetz's books have appeared in the windows of bookstores in Moscow alone than have been displayed by all of the bookstores in the United States, and their sales in Russia are correspondingly higher. Lefschetz's book on Differential Equations: Geometric Theory (Interscience, New York, 1957) was recently translated and published in the Soviet Union. A first printing of 10,000 copies sold out there in two days, whereas in four years the American edition has sold only about 2,300 copies.

2. Pure and Applied Mathematics

Pure mathematicians in the Soviet Union often are deeply concerned with applications and find therein many problems of genuine mathematical interest. By contrast, American pure mathematicians frequently know little about applications and have almost no interest in them. Soviet mathematicians make an effort to communicate the latest mathematical findings to as wide an audience as possible, and they have a receptive audience. Soviet engineers hold mathematicians in high regard, are better trained mathematically than our engineers, and work harder at keeping up with developments in the mathematical world. The Soviet Union has a fine group of mathematical engineers who contribute to both mathematics and engineering and who are
continually widening the bridge from the one field to the other. In American universities this bridge is excessively narrow; too often the only interchange is what students carry back and forth.

At the level of theory, it is doubtful that Soviet mathematicians know anything that we do not know, but they are making a greater effort to increase and apply basic knowledge. There is little doubt that capable mathematicians are at the top echelons of science and that they are playing an active role.

The high level of Soviet mathematics—and of Soviet science in general—is not surprising. Russia has a long tradition in the field of science. The Soviet Academy of Sciences dates back to the founding of the St. Petersburg Academy of Science in 1724. Russian science was strong in the prerevolutionary period. The Great Soviet Encyclopedia of the year 1957 says of that period:

The brief survey given of the most important achievements in Russian science in the prerevolutionary period shows that in all the realms of natural science, scientists of Russia were making major discoveries and doing research on the principles of science, which have since become an essential part of the world's treasure house of knowledge. . . . From the theoretical point of view Soviet natural science took as its point of departure the achievements of the previous history of science, particularly in questions of principle. Of enormous significance for the further development of science in our country was the fact that the level of science was very high during the period preceding the Great October Socialist Revolution, thanks to such scientists as A. M. Lyapunov, A. N. Krylov, V. A. Steklov . . . .

As early as April, 1918, which was still a critical period for the Soviet republic, Lenin drew up his "Outline of a Plan for Work in Science and Technology." Even at that time there was a constant emphasis in the Soviet Union on the solution of scientific and technological problems "by the united efforts of large groups of scientists consisting of representatives of many specialities and directed by the most eminent scientists and technologists."

3. Automation and Control

The foregoing statement is equally descriptive of the Soviet effort today in the field of automation and control. The Soviets say that their plans for work in science and technology

. . . have a maximal correspondence to the specific features of the modern level of the development of science, which is distinguished on the one hand by extreme differentiation and specialization of the separate branches of
knowledge, and on the other by the appearance of multiple fields lying between these sharply differentiated areas. Under these conditions a profound study of any particular object becomes possible only through a combined effort on the part of many specialized sciences.

It is quite natural that Soviet mathematicians operate successfully in the theory of control. This is an area close to differential equations, a field in which Soviet mathematics has profound roots [2]. There are a number of groups working on this theory and led by world authorities at institutes in Moscow, Kiev, Leningrad, Sverdlovsk, and Alma Ata; yet another center is being formed in Novosibirsk.

In the hierarchy of Soviet institutes there are also some dedicated to basic engineering research. The Institute of Automatics and Telemechanics of the Academy of Sciences is "the central academic institution in the field of automatic control." It has the responsibility not only to assemble results in this field of science but also to expound new concepts, principles, and methods. The Institute of Automatics and Telemechanics is expected to supply other agencies with the basic scientific material required for the production and testing of systems and instruments. Some of the institutes using this basic knowledge are the following: (a) The Central Scientific Institute of Complex Automation in Moscow, which appears to be concerned with the control of plants and processes. This institute was founded in 1957. (b) The Central Laboratory for Automation in Moscow, founded in 1940. Its chief task is automation of the steel industry. (c) The Institute of Automation in Kiev, founded in 1957. In 1959 an expansion of this institute was begun, and it is to be a center of automation; by 1963 it is expected to have four branches and to employ from 6,000 to 10,000 people. Its staff works in close cooperation with industry and is concerned with the development, production, and installation of control systems for a large variety of industries—chemical, metallurgical, electric power, mines, machine tools, etc. Additionally, The Institute for Automatics and Electrometry near Novosibirsk, The Institute for Electromechanics in Moscow, and many other smaller institutes and laboratories have some connection with automation.

It seems apparent that Soviet scientists have organized themselves for an all-out scientific effort in the field of automation and control. Their only weakness, if any, may be a lack of practical engineers. A group of American engineers who attended the First Congress of the International Federation of Automatic Control, held in the summer of 1960 in Moscow, visited factories, laboratories, and institutions and were quite unimpressed by what they saw. Their opinion was that if what they had seen was representative of Soviet capabilities, then the
Soviet Union could not have built a jet transport, produced an atomic bomb, or put up an earth satellite. This sounds somewhat like the reports German scientists gave our government about the Soviet Union after they had returned to Germany around 1950. But the American engineers who attended the Congress were of course well aware that the Soviet Union has nevertheless demonstrated precisely these capabilities; this was simply their way of saying that they could form no judgment on the basis of what they had been shown. Visitors to the USSR are evidently not shown the most modern factories; perhaps the Soviets do not care how unimpressed we are by what they choose to show us in their laboratories and factories. However, it may well be true that in techniques, instrumentation, and production, Soviet technology is far behind ours.

In 1959 a British team of experts on automatic control toured the Soviet Union and they concluded that Soviet work on automatic control was, on the average, not so far advanced as in Britain. On the other hand, they admitted that there was considerable activity and that many of the institutes they visited were only two or three years old. They pointed out that the Soviet effort in engineering education was both massive and effective; in 1958, 83,000 students were graduated in engineering in the USSR. They observed that the connection between teaching, research, and industry in the Soviet Union was strong and the research effort on automatic control was much greater there than in Britain.

A considerable amount of talk in the Soviet Union concerns the coming of automation and its fruits in the way of increased goods and shorter working hours. We also see in a report of the Academic Council of the Soviet Academy of Sciences, dated May, 1959, the following pointed statement:

The opinion is sometimes advanced that the new technological revolution in the Soviet Union will be the practical use of atomic energy as the most powerful source of energy. This is not the case. In fact, it is automation moving productive processes under their own power that today plays the same decisive role as was played by power machines in the industrial revolution of the 18th century.

The principal address at the opening session of the First Congress of the International Federation of Automatic Control in Moscow in the summer of 1960 was delivered by Academician V. A. Trapenznikov, the Chairman of the USSR National Committee of Automatic Control and head of the Institute of Automatics and Telemechanics. In his talk, entitled "Basic Theoretical and Engineering Problems of Automatic Control," he made the following point:
... not only will automation raise productivity, but it will also radically change the very nature of labor. The full utilization of the benefits arising out of automation, however, is only possible in a rationally organized society where the manpower made redundant due to automation in one field is easily absorbed in others. Our firm conviction—which we do not, of course, impose on anybody—is that this possibility is offered only by a socialistic state.

The Soviets believe that through automation they can achieve a rapid acceleration in the rate of their technological progress and at the same time they believe that through automation they can demonstrate the superiority of their system—that only a Communist society can carry out automation of industry without a breakdown in its economy. They expect that we cannot in our system achieve automation as rapidly as they can, and that for us it will mean economic chaos. There is every reason to believe they can achieve automation and achieve it rapidly.

4. Implications

The fruitful connections in the USSR between mathematics and its applications cannot help but strengthen Soviet science and Soviet technology, and in turn strengthen mathematics. The narrow, isolated specialist in mathematics does without doubt make a contribution, but he is not to be compared with the great mathematicians of history who have always understood and used the empirical sources of mathematical inspiration. Not every application is of genuine mathematical interest, but this does not justify the pure mathematician's tendency to make a virtue of a lack of interest in mathematical problems arising in other sciences.

Historically, mathematics has always possessed a paradoxical duality. On the one hand mathematics reflects upon itself and is the most original creation of the human mind; yet there has always existed a close relation between mathematics and those empirical sciences that have risen above the level of pure description. Regardless of its purity, mathematics has the habit of proving to be useful. From a pragmatic viewpoint, of course, this justifies mathematics for its own sake and is the reason mathematicians should not be compelled—even if they could be—to confine themselves to the problems that appear to be of immediate practical interest. But in our country today the greater danger is from those who wish mathematics to be completely separated from its applications. Many mathematics departments in our universities have no contact with science and engineering, and many of our mathematicians engaged in teaching are narrow research specialists
intolerant of the interests of others. They and their students are unaware of the historical development of their own subject, of its relation to other sciences, and often even of its relation to other branches of mathematics. The danger is that a mathematical field isolated too long from its empirical source may undergo an abstract inbreeding that finally results in a sort of killing cancerous growth. The discipline splits rapidly into a multitude of subdisciplines and tends to become a disorganized mass of detail and complexity. The orderly growth of mathematics is inspired and directed by the realities of the empirical sciences, but it remains true that the strength and power of mathematics is its own creation. We should force no dichotomy on mathematics.

Up to now the Soviet Union has managed both to encourage science and to use it. They have recently created a new agency, the State Commission for the Coordination of Scientific Research. Its main purposes are to strengthen basic theoretical research of great "economic" significance, to narrow the gap between research and production, and to speed up the introduction of new scientific findings into the Soviet economy. Those who feed our complacency will soon tell us that this channeling of science will surely weaken and eventually destroy Soviet science; but in view of both past history and recent events, there is no reason to expect the Soviet Union to pull the colossal blunder of "killing the goose." Rather, it is time that we recognize Soviet ability to direct science to specific ends without destroying it and that we take steps to meet the challenge by mobilizing more effectively our own scientific talent.
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The Theory of Optimal Control and the Calculus of Variations†

R. E. KALMAN

1. Background

"System theory" today connotes a loose collection of problems and methods held together by a central theme: to understand better the complex systems created by modern technology. Aside from certain combinatorial questions, most of present system theory is concerned with problems in automatic control and in statistical estimation and prediction, with emphasis on solutions that are optimal in some sense. These problems are attacked by a variety of ad hoc methods.

Recent research has shown how to formulate and resolve these problems in the spirit of the classical calculus of variations. This provides a unifying point of view. Eventually it should be possible to organize system theory as a rigorous and well-defined discipline. One example of this trend is the author's duality principle (see [1], [2], [3]) relating control and estimation. Conversely, problems in system theory are stimulating further research in the calculus of variations.

Let us look first at the historical background of the hamiltonian formulation of the calculus of variations. There is a long stream of scientific thought concerned with wave propagation and variational principles in physics. It begins with Huygens, continues with the work of John Bernoulli, and receives maturity at the hands of the great masters of the nineteenth century: Hamilton, Jacobi, and Lie. The most articulate representative of this tradition in recent times was C. Carathéodory (1873–1950). Beginning with his famous dissertation

† This research was sponsored by the United States Air Force under Contracts AF 49(638)-382 and AF 33(616)-6952.
of 1904, Carathéodory insisted on the hamiltonian point of view in the calculus of variations throughout his lifetime. The evolution of his thinking on this subject is carefully integrated in his last major work [4]—a book that is hard to obtain and difficult to digest.

The theory of optimal control, under the assumption that the equations of motion are known exactly and the state can be measured instantaneously, may be regarded as a generalization of the problem of Lagrange in the calculus of variations: minimization of an integral subject to side conditions, which may be ordinary or differential equations. Carathéodory's work on the problem of Lagrange is incomplete, consisting of only two papers [5], [6]; these papers are discussed briefly in Chapter 18 of [4]. The problem is one of extreme difficulty and it has received little attention until quite recently.

In [7] the present writer gave a new formulation of the problem of optimal control from the hamiltonian point of view. The purpose of this chapter is to extend this approach. We shall see that this formulation—which differs from Carathéodory's in essential details—explains a number of recent results in the theory of control and provides a very general framework for further research.

2. The Variational Problem in the Theory of Control

We assume that the control object is a dynamical system governed by the differential equation

\[ \frac{dx}{dt} = \dot{x} = f(x, u(t), t). \]  (2.1)

Here \( x \) is a real \( n \)-vector, called the state of the system; \( u(t) \) is a real \( m \)-vector for each \( t \); \( f \) is a real \( n \)-vector that is continuously differentiable in all arguments.

To avoid the cumbersome phrase "the state \( x \) at time \( t \)," we shall refer to the couple \( (x, t) \) as a phase. The phase space is thus the cartesian product of the state space \( X (= \mathbb{R}^n) \) with the space \( T (= \mathbb{R}^1) \) of all values of the time.

We call the function \( u(t) \) in (2.1) an admissible control if (a) it is piecewise continuous in \( t \); (b) for each \( t \), its values belong to a given closed subset \( U(t) \) of \( \mathbb{R}^m \).

For any admissible control \( u \) and any initial phase \( (x_0, t_0) \), there exists a unique absolutely continuous function \( \phi \) of \( t \), denoted by

\[ \phi(t) = \phi_u(t; x_0, t_0), \]
that satisfies (2.1) almost everywhere and has the property
\[ \phi(t_0) = \phi_u(t_0; x_0, t_0) = x_0. \]
We call \( \phi_u(t; x_0, t_0) \) the motion of (2.1) passing through \( x_0 \) at time \( t_0 \)
under the action of the control \( u \). Sometimes we shall write \( x(t) = \phi(t) \)
to emphasize the fact that the value of \( \phi \) at some fixed \( t \) is the state of
the system at that time.

We call \( x^* \) an equilibrium state if there is some control \( u^* \) such that
\[ \phi_u(t; x^*, t_0) = x^* \]
for all \( t, t_0 \), or, equivalently, if \( f(x^*, u^*(t), t) = 0 \).

To state the control problem in its simplest form, it is assumed
further that physical measurements are available giving the exact
numerical value of the state at every instant of time, though of course
this is a gross idealization from the engineering point of view. We want
to determine \( u(t) \) as a function of \( x(t) \) so that motions of (2.1) have
certain extremal properties. The expression of \( u(t) \) as a function of \( x(t) \)
is commonly called feedback in engineering. We denote this functional
relationship by
\[ u(t) = k(x(t), t), \quad (2.2) \]
and refer to the function \( k \) as the control law. A control law is admissible
if \( k(x, t) \in U(t) \) for all \( t \).

Let \((x_0, t_0)\) be an arbitrary phase and let \( S \) be a surface in the phase
space. Consider the following scalar functional of motions of (2.1):
\[ V(x_0, t_0, S; u) = A(\phi_u(t_1; x_0, t_0), t_1) + \int_{t_1}^{t_0} L(\phi_u(t; x_0, t_0), u(t), t) \, dt, \quad (2.3) \]
where \( L, \lambda \) are scalar functions and \( t_1 \) is the first instant of time after
\( t_0 \) when the motion enters the set \( S \). Thus it suffices for \( \lambda \) to be defined
only on \( S \). We call \( t_1 \) the terminal time and assume that \( L, \lambda \) are con-
tinuously differentiable in all arguments.

In terms of these notations, we can now state the

**Optimal Control Problem.** Given any initial phase \((x_0, t_0)\), find a
corresponding admissible control \( u \) defined in the interval \([t_0, t_1]\) at which
the functional (2.3) assumes its infimum (or supremum) with regard to the
set of all admissible controls.

Actually, for technological reasons one usually sets a slightly stronger
objective.
Optimal Feedback Control Problem. Find a control law such that when (2.2) is substituted in (2.1) the functional (2.3) assumes its infinum (or supremum) with regard to the set of all admissible control laws.

Bellman's principle of optimality shows that we can always define an optimal control law along every optimal motion. Hence the two foregoing problems are abstractly equivalent.

If Equation (2.1) depends on stochastic factors, however, then the infimum of (2.3) with respect to all admissible control laws will usually be lower than with respect to all admissible controls that are uniquely determined by the initial phase. This is owing to the fact that the control law takes into account not only the initial state but successive states as well. The added information so obtained may result in a better optimum.

Before embarking on a detailed analysis of the control problem, let us mention a number of typical examples that may be put into this formulation.

Terminal Control

The problem is to bring the state of the system as close as possible to a given terminal state \( x_1 \) at a given terminal time \( t_1 \). Then \( L = 0 \), \( \lambda(x) \) is the distance of \( x \) from \( x_1 \), and \( S = X \times \{t_1\} \).

Minimal-Time Control

Suppose we want to reach a state \( x_1 \) from \((x_0, t_0)\) in the shortest possible time. We then set \( L = 1 \), \( \lambda = 0 \), and \( S = \{x_1\} \times T \). This problem ordinarily has a solution only if \( U(t) \) is a bounded set for all \( t \geq t_0 \).

Regulator Problem

We assume that the system is in some initial phase \((x_0, t_0)\) and we wish to return to an equilibrium state \( x^* \) in such a way that some integral of the motion is minimized. We then usually take \( L \) and \( \lambda \) as non-negative. The dependence of \( L \) on \( u \) is needed because otherwise the problem may not have a solution. The set \( S \) is again \( X \times \{t_1\} \).

Pursuit Problem

We are given a moving target \( \xi(t) \). The problem is to bring the motion to phase \((\xi(t), t)\) as soon as possible. This is a generalization of the minimal-time problem; we take \( S = \{ (\xi(t), t); t \in T \} \).
Servomechanism Problem

This is a generalization of the regulator problem. We are given a desired state \( \xi(t), t \in T \). The problem is to cause the phase of the controlled motion to be as close as possible to \( (\xi(t), t) \) on the interval \([t_0, t_1]\). The instantaneous distance between \((x(t), t)\) and \((\xi(t), t)\) is measured by \(L\). The set \(S\) is again as in the regulator problem, above.

Minimum Energy Control

We wish to transfer from an initial phase \((x_0, t_0)\) to a final phase \((x_1, t_1)\) with the expenditure of a minimal amount of control energy. In this case we take \(L\) to be a nonnegative function of \(u\), independent of \(\phi\); \(S\) is the set consisting of the single point \((x_1, t_1)\); \(\lambda\) is immaterial.

Isoperimetric Problems

Suppose that the optimal motions must satisfy also the so-called isoperimetric constraints

\[
\int_{t_0}^{t_1} f_{n+k}(x(t), x_0, t_0, u(t), t) \, dt \leq \alpha_k, \quad k = 1, \ldots, N - n. \tag{2.4}
\]

These problems reduce immediately to the preceding ones when we replace the \(n\)-vector \(x\) by an \(N\)-vector of which the last \(N - n\) components satisfy the differential equations

\[
\frac{dx_{n+k}}{dt} = f_{n+k}(x, u(t), t), \quad k = 1, \ldots, N - n; \tag{2.5}
\]

the initial values are \(x_{n+k}(t_0) = 0\), and the final values \(x_{n+k}(t_1)\) are to lie on a surface \(S\) for which \(x_{n+k} \leq \alpha_k\).

3. Relations with the Calculus of Variations

The classical problem of Lagrange in the calculus of variations is concerned with the minimization of the integral

\[
\int L(x(t), \dot{x}(t), t) \, dt \tag{3.1}
\]

with respect to any smooth curve \(x(t)\) that (a) connects a given point \((x_0, t_0)\) with a point \((x_1, t_1)\) lying on a given surface \(S\), and (b) satisfies the constraints

\[
g_i(x(t), \dot{x}(t), t) = 0, \quad i = 1, \ldots, n - m. \tag{3.2}
\]
There are two ways in which the optimal control problem discussed above differs from the problem of Lagrange. First, the function $L$ depends on $u$ rather than on $\dot{x}$; second, the constraints are of a mixed type:

$$\dot{x} - f(x, u(t), t) = 0 \quad \text{and} \quad u(t) \in U(t). \tag{3.3}$$

Neither of these differences is essential; inequality constraints such as $\alpha \not\leq 0$ can be replaced by equality constraints such as $\beta(\alpha) = 0$, where $\beta$ is a smooth function that is zero if $\alpha \geq 0$ and positive otherwise. Similarly, one can always express $u(t)$ by (3.3) as a function of $x$, $\dot{x}$, $t$ by introducing, if necessary, additional equality constraints. Hence the optimal control problem is formally identical with the problem of Lagrange, though the transformations necessary to establish the equivalence will be usually rather complicated. Moreover, because of difficulties arising from an explicit treatment of the constraints (3.2), the theory of the Lagrange problem today is far from adequate.

We therefore prefer to treat directly the problem of minimizing (2.3), subject to the constraints (3.3). This treatment includes the ordinary problem of the calculus of variations, obtained by setting $\mathcal{L}(x, u, t) = u$ and $U(t) = \mathbb{R}^n$, as well as the Lagrange problem after suitable transformation of the type just discussed.

Using the hamiltonian point of view, we do not need to transform the constraints (3.3) but can treat them directly. The principal idea is the following. We define a hamiltonian function not with the aid of the Legendre transformation, as is usual, but in a more general procedure by means of the so-called minimum principle. In this way the optimal control problem can be reduced to the solution of the Hamilton–Jacobi partial differential equation. The existence of a solution of the Hamilton–Jacobi equation is a sufficient condition for the solution $V^*(x, t)$ of the optimal control problem. If the function $V^*(x, t)$ is smooth, this condition is also necessary.

Unfortunately, quite often $V^*(x, t)$ does not have continuous partial derivatives with respect to $x$. In that case one cannot state necessary and sufficient conditions solely in terms of differential equations. But this is hardly the issue. Early in his career, Carathéodory took the following position:

The distinction between necessary and sufficient conditions seems, however, a little artificial; explicit proof that certain conditions are necessary is of interest only in cases in which one cannot resolve a problem at once, and it serves, above all, to limit the scope for future investigations. When, on the other hand, one has a solution possessing all the properties required by the theorem, it suffices to show that this solution is unique in order to have at
the same time the proof that all the conditions that serve to determine the solution are necessary.†

It has unfortunately become very common in physical and engineering applications to regard the extremals supplied by the Euler equations as the "solution" of a variational problem. There are two long-standing objections to this: (a) the Euler equations may not exist, as when \( L \) is not sufficiently smooth; (b) the solution of the Euler equations may cease to define a minimum or maximum after a certain interval of time, as when the extremal contains conjugate points. The Hamiltonian point of view, which aims to obtain sufficient conditions, avoids such difficulties at the outset by considering only those initial phases that can be connected by optimal motion with a phase on \( S \), and by regarding the function \( V_0 = \min V \) as abstractly defined in advance.

The dynamic programming method of Bellman proceeds from the same fundamental idea, differing only in detail from the Hamiltonian methods. For a nonrigorous but highly enlightening discussion of the relations between the two, see the recent paper of Dreyfus [10].

4. The Hamilton–Jacobi Equation; Minimum Principle

Let us first obtain the sufficient condition. The starting point is the following trivial, well-known, but important observation concerning the optimal control problem.

**Lemma of Carathéodory** [4, p. 198]. Suppose there is a function \( k(x, t) \) continuously differentiable in both its arguments and such that, for all \((x, t)\) in some region \( G \) of the phase space,

i. \( k(x, t) \in U(t) \),
ii. \( L(x, k, t) = 0 \),
iii. \( L(x, u, t) > 0 \) if \( u \neq k(x, t) \).

Consider motions of (2.1) with control law defined by (2.2), that is,

\[
\frac{dx}{dt} = f(x, k(x, t), t).
\]

Let the initial phase \((x_0, t_0)\) belong to \( G \). Let \( \lambda(x, t) \) be identically zero on some surface \( S \subset G \) of the phase space. Then the following properties hold for any motion \( \phi^\circ \) of (4.2) that connects \((x_0, t_0)\) with a phase on \( S \) and remains entirely in \( G \):

† Author’s translation from French; author’s italics. See [9], Introduction.
a. The value of the integral (2.3) is zero.

b. The motion $\phi^0$ provides the absolute minimum of (2.3) with respect to any other motion of (2.1) which connects $(x_0, t_0)$ with $S$ and remains entirely in $G$.

In short, the hypotheses of the lemma mean that at every point in $G$ the integrand $L$ has a unique, absolute minimum $u^0 = k(x, t)$ with respect to all $u$ satisfying the constraint (3.3). Then $k$ is the unique optimal control law, and the optimal feedback problem is also solved.

**Proof.** Conclusion (a) is immediate, since for any motion $\phi^0$ of (4.2) the integral (2.4) is zero by hypothesis (ii). Now let $\phi^1$ be any other motion of (2.1) that connects $(x_0, t_0)$ with $S$ without leaving $G$, and for which $V = 0$. Then by hypothesis (iii) and the continuity of $L$, it is clear that along $\phi^1$ we must have $u^1(t) = k(\phi^1(t; x_0, t_0), t)$ at every continuity point of $u^1(t)$, since otherwise we would have $V > 0$. We would obtain the same motion if we let $u^1(t)$ always be defined by this relation, that is, $\phi^1(t; x_0, t_0) = \phi^1(t; x_0, t_0)$. But since $k$ is continuously differentiable in $x$, (4.2) defines a unique motion, and the proof of (b) is complete.

It should be noted that there may be phases in $G$ such that the motion defined by (4.2) going through these phases is not optimal. This is owing to the possibility that a motion may leave $G$ prior to reaching $S$.

Now we try to construct a Lagrange function $L^*$ and a corresponding function $k$ satisfying the requirements of the lemma.

Suppose $V^0(x, t)$ is a scalar function that is twice continuously differentiable in both arguments. Then†

$$
\int_{t_0}^{t_1} [V^0_t(x, t) + f(x, u(t), t) \cdot V^0_x(x, t)] \, dt = V^0(x_1, t_1) - V^0(x_0, t_0) \tag{4.3}
$$

along any motion of (2.1) connecting the phase $(x_0, t_0)$ with the phase $(x_1, t_1)$ on $S$. If we let

$$
V^0(x, t) = \lambda(x, t) \tag{4.4}
$$
on $S$, then the optimal control problem obtained by replacing $\lambda$ with $\lambda^* = 0$ and $L$ with

$$
L^*(x, u, t) = L(x, u, t) + V^0_t(x, t) + f(x, u, t) \cdot V^0_x(x, t) \tag{4.5}
$$

will be equivalent to the original problem, because the values of $V$ and

† The dot denotes the inner product; $V_t = \partial V/\partial t$, $V_x = \text{grad } V$. 
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$V^*$ will differ only by $V^0(x_0, t_0)$, which does not depend on the control $u$.
Let $p$ be a real $n$-vector, called the costate.

We define a scalar function $H$ by

$$H(x, p, t, u) = L(x, u, t) + f(x, u, t) \cdot p.$$  \hfill (4.6)

We assume that $H$ has a unique absolute minimum for each $t$ with respect to $u(t) \in U(t)$ at the point

$$u^0(t) = c(k, p, t),$$  \hfill (4.7)

moreover, $c$ is continuously differentiable in all arguments.

The scalar function $H^0$, defined by

$$H^0(x, p, t) = \min_{u(t) \in U(t)} H(x, p, t, u)$$  \hfill (4.8)

is the Hamiltonian of the problem.

Finally, we assume that $V^0(x, t)$ satisfies the Hamilton–Jacobi partial differential equation

$$V^0_t + H^0(x, V^0_x, t) = 0$$  \hfill (4.9)

with the boundary condition (4.4).

If these assumptions hold, we let

$$v = V^0(x, t).$$  \hfill (4.10)

Then

$$L^*(x, u, t) = V^0_t(x, t) + H^0(x, V^0_x(x, t), t)$$  \hfill (4.11)

will clearly satisfy the hypotheses of the lemma of Carathéodory, with $k$ defined by

$$k(x, t) = c(x, V^0_x(x, t), t).$$  \hfill (4.12)

Moreover, by the lemma, we also have

$$V^0(x_0, t_0) = \lambda(\phi^0(t_0), t_0) + \int_{t_0}^t L(\phi^0(t), k(\phi^0(t), t), t) \, dt$$  \hfill (4.13)

along motions $\phi^0$ satisfying (4.2). In other words,

$$V^0(x_0, t_0) = \min_u V(x_0, t_0, S; u)$$  \hfill (4.14)

is the absolute minimum of the integral (2.3) with respect to admissible
controls; (4.12) is the optimal control law, and we have also solved the optimal feedback control problem.

Hence we have established:

**THEOREM 4.1. SUFFICIENT CONDITION.** Let \( H^o \) be the absolute minimum of \( H = L + f \cdot p \) with respect to \( u(t) \in U(t) \). Suppose that \( u^o = c \) is unique, that the differentiability hypotheses hold, that \( V^o \) satisfies the Hamilton–Jacobi partial differential equation \( V_t^o + H^o(x, V_x^o, t) = 0 \) in a region \( G \subseteq S \), and that furthermore \( V = \lambda \) on \( S \). Then the following properties hold:

a. The function \( V^o(x_0, t_0) \) is the absolute minimum of (2.3) with respect to all motions which connect \((x_0, t_0)\) with a phase on \( S \) without leaving \( G \).

b. The optimal control law is given by (4.12); with this control law any motion that eventually reaches \( S \) without leaving \( G \) is optimal.

The introduction of the hamiltonian function \( H^o \) reduces the problem to one of ordinary minimization, which defines the optimal value of \( u(t) \) at each moment through (4.7). To achieve this, we bring in the auxiliary variable \( p \). To make sure that the point-by-point optimization based on \( p \) is consistent, we eliminate \( p \) by (4.10); the construction succeeds whenever \( V^o \) is a solution of the Hamilton–Jacobi equation defined by \( H^o \).

It is easy to prove the converse result—in other words, that the optimal value \( V^o \) of (2.3) must satisfy the Hamilton–Jacobi equation—provided \( V^o \) is a sufficiently smooth function of \( x \).

**THEOREM 4.2. NECESSARY CONDITION.** Let \( G \) be a region in the phase space possessing the following properties:

i. There is an optimal motion from every phase in \( G \) to a phase on \( S \) that never leaves \( G \).

ii. The minimum value of (2.3), denoted by \( V^o(x, t) \), is twice continuously differentiable in both arguments.

iii. Every point in \( G \) that is not also on \( S \) has a neighborhood lying entirely in \( G \).

iv. For every phase in \( G \), \( H(x, V^o_x, t, u) \) given by (4.6) has an absolute minimum \( H^o(x, V^o_x, t) \) at \( u^o = k(x, t) \) with respect to \( u(t) \in U(t) \).

v. The function \( k \) defining the minimum is differentiable in \( x \) and continuous in \( t \).

Then the function \( V^o(x, t) \) satisfies the Hamilton–Jacobi equation \( V_t^o + H^o(x, V_x^o, t) = 0 \) in the region \( G \).

† These conditions may be checked from the given form of \( L, f, \) and \( U \), that is, without solving the variational problem.
PROOF. Let \((x_0, t_0)\) be a phase in \(G\) for which the theorem is false. There are then two possibilities. We consider first

\[ V^2(x_0, t_0) + H^2(x_0, V^2(x_0, t_0), t_0) > 0. \]  

(4.15)

Let \(N \subset G\) be an open neighborhood of \((x_0, t_0)\) that is small enough that the inequality (4.15) remains true everywhere in \(N\). It is clear that \(N\) exists because of (iii) and because the left-hand side of (4.15) is continuous in \(x\) and \(t\).

Let \(\phi^0(t)\) be an optimal motion originating at \((x_0, t_0)\), and let \(u^0(t)\) be the corresponding optimal control. Then, because of the definition of \(H^0\), for all \(t\) such that \((\phi^0(t), t) \in N\) we have

\[ H(\phi^0(t), V^2(\phi^0(t), t), t, u^0(t)) \geq H^0(\phi^0(t), V_2(\phi^0(t), t), t). \]  

(4.16)

Combining (4.15) and (4.16), we obtain

\[-V^2(\phi^0(t), t) - V^2(\phi^0(t), t) \cdot f(\phi^0(t), u^0(t), t) \leq L(\phi^0(t), u^0(t), t) - \epsilon(t),\]  

(4.17)

with \(\epsilon > 0\) as long as \((\phi^0(t), t)\) remains in \(N\). Let \(t_1 > t_0\) such that \((\phi^0(t), t) \in N\) for all \(t \in [t_0, t_1]\). Integrating both sides of (4.17), we get

\[ V^2(x_0, t_0) - V^2(x_1, t_1) = \int_{t_0}^{t_1} [L(\phi^0(t), u^0(t), t) - \epsilon(t)] \, dt \]

\[ < \int_{t_0}^{t_1} L(\phi^0(t), u^0(t), t) \, dt \]

or, using the definition of \(V^2(x_1, t_1)\) and letting \((x_2, t_2)\) be the phase on \(S\) reached by an optimal motion \(\phi^0\) starting at \((x_1, t_1)\),

\[ V^2(x_0, t_0) < \lambda(x_2, t_2) + \int_{t_0}^{t_1} L(\phi^0(t), u^0(t), t) \, dt, \]

which contradicts the assumption that \(\phi^0\) is optimal.

Now we suppose that \(N\) is an open neighborhood of \((x_0, t_0)\) throughout which the inequality (4.15) holds in the opposite sense. Then, by the definition of \(H^0\), we have

\[-V^2(x, t) - V^2(x, t) \cdot f(x, k(x, t), t) = L(x, k(x, t), t) + \epsilon(x, t),\]

where \(\epsilon > 0\) throughout \(N\).

Hence, integrating along the unique motion \(\phi_k(t; x_0, t_0)\) defined by
(4.2), we get

\[ V^o(x_0, t_0) - V^o(x_1, t_1) = \int_{t_0}^{t_1} [L(x, k(x, t), t) + \epsilon(x, t)] dt \]

\[ \geq \int_{t_0}^{t_1} L(x, k(x, t), t) dt, \]

provided \((\phi_4(t; x_0, t_0), t) \in N\) for all \(t \in [t_0, t_1]\). This contradicts the definition of \(V^o\), by the same argument as above, and establishes Theorem 4.2.

The essence of the arguments in this section is to replace the hamiltonian \(H\) by the hamiltonian \(H^o\) by eliminating \(u\) with the aid of the minimum operation (4.8). We shall call this the minimum principle.

5. Canonical Differential Equations; Pontryagin’s Theorem

At this stage, the solution of the optimal control problem is reduced to the problem of solving the Hamilton–Jacobi partial differential equation. Following Carathéodory’s program, one can go a step further and show that the optimal motions must be solutions of the characteristics of the Hamilton–Jacobi equation, which are a set of ordinary differential equations of order \(2n\). They are the Euler equations in canonical form—or simply the canonical equations—of the problem.

In this way, the determination of optimal motions reduces to the solution of the canonical equations. But in order to show that a given motion is really optimal, one must still construct—abstractly or explicitly—a solution of the Hamilton–Jacobi partial differential equation or, what is the same thing in view of Theorem 4.2, the function \(V^o(x, t)\). Moreover, the solution of the canonical equations does not provide the optimal control law for which, by (4.12), knowledge of \(V^o\) is essential.

Let \(G\) be a region in the phase space satisfying the hypotheses (i–v) of Theorem 4.2. Let \(\phi^o(t)\) be an optimal motion starting at some phase in \(G\) and eventually reaching a phase on \(S\) without leaving \(G\). We define

\[ \psi^o(t) = V^o_2(\phi^o(t), t). \]  

Differentiating \(\psi^o(t)\) with respect to \(t\), we have

\[ \frac{d\psi^o(t)}{dt} = V^o_{2x}(\phi^o(t), t) + V^o_{2z}(\phi^o(t), t) \cdot f(\phi^o(t), u^o(t), t). \]
Differentiating the Hamilton–Jacobi equation, regarded as an identity in $V^0(x, t)$, with respect to $x$ yields
\[ V^0_t(x, t) + H^0_{x}(x, V^0(x, t), t) + H^0_p(x, V^0(x, t), t) \cdot V^0_p(x, t) = 0 \] throughout $G$. Recalling the definition of $H$, it follows that
\[ H^0_p = f + [L_u + p \cdot J_p]_p, \] (5.4)

We wish to show that the bracketed term is zero. For technical reasons, *we assume that the boundary of $U(t)$ is smooth in the space $R^m \times T$.

Consider a point $(x_0, p_0, t_0)$ and the corresponding $u^0 = c(x_0, p_0, t) \in U(t)$ at which $H$ assumes its unique absolute minimum. Recall that $U(t)$ is closed. The following possibilities arise:

a. The point $u^0$ is interior to $U(t)$. Then the first derivative of $H$ with respect to $u$ must vanish at $u^0$:
\[ L_u(x_0, u^0, t_0) + p_0 \cdot J_p(x_0, u^0, t_0) = 0. \] (5.5)

b. The point $u^0$ is on the boundary of $U(t)$. There are now two subcases.

i. There is at least one point in every neighborhood of $(x_0, p_0, t_0)$ such that the corresponding $u^0$ is in the interior of $U(t)$. Then (5.5) holds also at $(x_0, p_0, t_0)$ since $L_u, J_p, c$ are continuous in all arguments.

ii. There is a neighborhood $N$ of $(x_0, p_0, t_0)$ such that every $u^0$ corresponding to points in $N$ lies on the boundary of $U(t)$. In this case, throughout $N$ we must have
\[ g^i(c(x, p, t), t) = 0, \quad i = 1, \ldots, q \leq m. \]

Since the boundary of $U(t)$ is smooth, we assume that the functions $g^i$ are differentiable in both arguments and also that the determinant
\[ \left| \frac{\partial g^i(u, t)}{\partial u_j} \right| \]
has rank $q$ at the point $(u^0, t_0)$. Then the well-known Lagrange multiplier rule [4, p. 166] implies that
\[ L_u(x_0, u^0, t_0) + p_0 \cdot J_p(x_0, u^0, t_0) + \sum_{i=1}^{q} \nu_i g^i(u^0, t_0) = 0, \] (5.6)

with $\nu_i \neq 0$. On the other hand, differentiating $g^i(c(x, p, t), t) = 0$ with respect to $x$ and $p$ shows that
Combining the foregoing two equations, we have

\begin{align*}
\left[ L_u(x_0, u_0^0, t_0) + p_0 \cdot f_u(x_0, u_0^0, t_0) \right] \cdot c_s(x_0, p_0, t_0) &= 0 \\
\left[ L_u(x_0, u_0^0, t_0) + p_0 \cdot f_u(x_0, u_0^0, t_0) \right] \cdot c_p(x_0, p_0, t_0) &= 0.
\end{align*}

(5.7)

Hence we conclude that

\begin{align*}
H_s(x, p, t, c(x, p, t)) &= H_s^0(x, p, t), \\
H_p(x, p, t, c(x, p, t)) &= H_p^0(x, p, t) = f(x, p, t);
\end{align*}

(5.8)

these equations follow immediately from (5.7) in case (ii) and from (5.6) in the other cases.

In view of (5.8), utilizing also (5.2) and (5.3), we obtain the canonical equations:

\begin{align*}
a. \quad \frac{dx}{dt} &= H_s^0(x, p, t) = H_p(x, p, t, c(x, p, t)), \\
b. \quad \frac{dp}{dt} &= -H_p^0(x, p, t) = -H_s(x, p, t, c(x, p, t)),
\end{align*}

(5.9)

which could also be written as the identities

\begin{align*}
\frac{d\phi^0(t)}{dt} &= f_p(\phi^0(t), \psi^0(t), t, u^0(t)), \\
\frac{d\psi^0(t)}{dt} &= -f_s(\phi^0(t), \psi^0(t), t, u^0(t)).
\end{align*}

(5.10)

The last equations constitute a special case of the following result.

**Pontryagin's Theorem** [8]. If the motion \( \phi^0(t) \) is optimal with control \( u^0(t) \), then there must exist a function \( \psi^0(t) \) such that (5.10) is satisfied and in addition the relation

\[ H(\phi^0(t), \psi^0(t), t, u) \geq H(\phi^0(t), \psi^0(t), t, u^0(t)) \]

(5.11)

must hold for all \( u \in U(t) \).

Equation (5.11) is Pontryagin's form of the minimum principle. It is proved [8], [11] by constructing a special first variation of the func-
tion \( u^*(t) \). (In Pontryagin's paper, \( H \) is defined, following the standard convention, as the negative of the quantity (4.6). For this reason, Pontryagin speaks of the "maximum" principle. We feel that the present choice of sign, which is motivated by the dynamic programming approach to the definition of \( V^0 \), is more natural.)

Note that Pontryagin's theorem is valid [11] without the strong smoothness assumptions concerning \( V^0 \). But in that case one cannot identify \( \psi^*(t) \) with \( V^0_\eta(\phi^*(t), t) \), and there remains a gap between the necessary condition represented by Pontryagin's form (5.10) of the Euler equations and the Hamilton–Jacobi–Carathéodory theory that we have sketched above.

Nevertheless, our theory can still be used for the effective solution of problems in which \( V^0(x, t) \) does not have continuous second derivatives throughout the phase space.

6. Solution of a Minimal-Time Problem

Consider the linear system (harmonic oscillator),

\[
\begin{align*}
\frac{dx_1}{dt} &= x_2, \\
\frac{dx_2}{dt} &= -x_1 + u_1(t),
\end{align*}
\]

with

\[
\left| u_1(t) \right| \leq 1.
\]

Determine a control law taking the state of the system to the origin in the shortest possible time. See the minimal-time control problem in Section 2.

This celebrated problem seems to have been first mentioned by Doll [12] in 1943 in a U.S. Patent. The first rigorous solution of the problem appeared in 1952 in the doctoral dissertation of Bushaw [13]. Bushaw states that the problem does not fall within the framework of the classical calculus of variations, and he solves it by elementary but highly intricate direct geometric arguments.

The Hamiltonian theory developed above can be applied quite simply to give a rigorous proof of Bushaw's theorem.

We rewrite Equations (6.1) in matrix form as

\[
\frac{dx}{dt} = Fx + Gu(t),
\]
where

\[ F = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad g = G = \begin{bmatrix} 0 \\ 1 \end{bmatrix}. \]

The minimum principle shows that the optimal control must satisfy the relation

\[ u^*(t) = -\text{sgn} \left[ g'\psi^*(0) \right], \quad (6.4) \]

where \( \text{sgn} \) is the scalar function of the scalar \( g'p \) that takes on the value 1 when \( g'p > 0 \), \(-1\) when \( g'p < 0 \), and is undetermined when \( g'p = 0 \).

Since the problem is invariant under translation in time, we shall drop the arguments referring to the initial time, which can be taken as 0 for convenience. Instead of considering motions in the phase space \((x_1, x_2, t)\), we need to consider them only in the state space \((x_1, x_2)\).

First we determine all possible optimal motions passing through the origin. There are three of these: Either \( cJ>0(t) \) is identically zero, which is trivial, or \( cJ>0(t) \) is a solution of (6.1) with \( u^0(t) = +1 \) or \(-1\).

Let \( u^0(t) = 1 \). Then the motion of (6.1) passing through the origin is a circular arc \( \gamma^+ \) of radius 1 about the point \((1, 0)\) (see Fig. 1). To check whether this motion is really optimal, we must verify first of all that we have \( g'\psi^0(t) < 0 \) along the entire arc. Now (5.9b) in this case is

\[ \frac{dp}{dt} = -F'p, \quad (6.5) \]

which is independent of \( x \) and has the solution

\[ \psi^0(t) = \begin{bmatrix} \cos (t - t_0) \\ -\sin (t - t_0) \end{bmatrix} \psi^0(t_0). \quad (6.6) \]

It is clear that \( \psi^0(t) \) is periodic with period \( 2\pi \); therefore the largest interval over which we have \( g'\psi^0(t) < 0 \) is at most of length \( < \pi \).

Thus the necessary condition provided by the Euler equation (5.10) is satisfied along the arc \( \gamma^+ \) up to the state \((2, 0)\). The remaining portion of the arc \( \gamma^+ \) is shown by a dashed curve in Fig. 1.)

Now we must establish a sufficiency condition; in other words, we must show that the arc \( \gamma^+ \) is indeed an optimal motion between the states \((0, 0)\) and \((2, 0)\).
Let us define the set $S_1$ by
$$S_1 = \{x; -0.1 < x_1 < 0.1, \ x_2 = 0\},$$
as shown in Figure 1. We consider the problem of reaching $S_1$ in minimal time. Since $V^0_t = 0$, the Hamilton–Jacobi equation for this problem is
$$V^0_t \cdot (Fx + g) = -1,$$
which has the solution
$$V^0_t(x_1, x_2) = \frac{\pi}{2} + \arctan \frac{1 - x_1}{x_2}.$$ 

The value of $V^0$ for $x_2 = 0$ is defined by its limit as $x_2 \to 0$ from negative values. Then $V^0 = 0$ on $S_1$, as required. Moreover, the region $G_1$, where $V^0$ is to satisfy (6.8), is taken as the semicircular band indicated by the crosshatching in Figure 1.

It follows from the necessary and sufficient conditions given in Section 4 that if we connect any state on $\gamma^+$ with $S_1$ by means of a motion of (6.1) that is distinct from $\gamma^+$ and remains entirely in $G_1$, then the value of $V$ in (2.3) necessarily is greater than $V^0$. But if it is not possible to reach $S_1$ from $\gamma^+$ faster than by proceeding along $\gamma^+$ itself, the same is true a fortiori as concerns reaching the state $(0, 0)$ on $S_1$. Hence we have proved:

*The motion $\gamma^+$ is optimal relative to the region $G_1$.  
The same construction establishes the local optimality of the motion $\gamma^-$ (see Fig. 1).*
Now we let \( S_2 = \gamma^+ \), \( \lambda(x) = V_2^+(x) \), and we consider the minimal-time problem relative to \( S_2 \). All optimal motions, denoted by \( \delta^- \) in Figure 1, necessarily correspond to \( u^0 = -1 \). They are circular arcs of radius 1 about the point \((-1, 0)\). Applying the Euler equations the same way as before, we find that all optimal arcs \( \delta^- \) must terminate on the semicircle of radius 1 centered at \((-3, 0)\), which is part of the curve \( \Gamma \) in Figure 1. The arcs \( \delta^- \) therefore fill up a region \( G_2 \) bounded by \( \gamma^+ \), \( \gamma^- \), and the semicircle centered at \((-1, 0)\) that connects \((2, 0)\) and \((-4, 0)\). If we calculate the time needed to reach \( \gamma^+ \) starting from a point to \( G_2 \) and proceeding along \( \delta^- \), we get a smooth function \( V_2^-(x) \) satisfying the Hamilton-Jacobi equation (6.8). Details are left to the reader. This proves that all motions consisting of an arc of \( \delta^- \) and an arc of \( \delta^+ \) are optimal.

The construction can be continued in a similar fashion until it covers any point in the plane. The optimal control law is

\[
 u_0^+(x) = \begin{cases} 
 +1 & \text{below the curve } \Gamma \text{ composed of semicircles of radius 1 and on } \gamma^+; \\
 -1 & \text{above the curve } \Gamma \text{ and on } \gamma^-.
\end{cases}
\] (6.9)

On \( \Gamma = (\gamma^+ \cup \gamma^-) \), the value of \( u^0 \) is not determined by the minimum principle; it is easily verified that the choice of \( u^0 \) on \( \Gamma \) is immaterial as long as \( |u_0| \leq 1 \).

The control law (6.9) is Bushaw's theorem.

It should be noted that the function \( V_0^+ \), which is determined piecewise as \( V_1^+, V_2^+ \), etc., is not continuously differentiable at a point \( P \) on \( \gamma^+ \). The limit of \( V_2^+ \) is infinite if we approach \( P \) from below \( \gamma^+ \); and the same limit is finite if we approach \( P \) from above \( \gamma^+ \). As a result, the Euler equations (5.9) do not have continuous solutions along optimal motions; the conjugate vector \( p \) receives an "impulse" passing through \( \Gamma \). But the more general proof [11] of Pontryagin's theorem shows that relations (5.10) remain true, so that

\[
 u^0(t) = -\text{sgn} \left[ \dot{\psi}^0(t; t_0; p_0, t_0) \right],
\] (6.10)

where the initial condition \( p_0 \) for the adjoint equation (6.5) may be defined by

\[
p_0 = k(x_0),
\]
in which \( k \) is the optimal control law (6.9). Then \( \psi^0(t) \) vanishes on \( \Gamma \), which shows that \( \psi^0 \) cannot be interpreted as \( V_2^+ \).

In using Pontryagin's theorem in the form just mentioned as a neces-
Optimal Control and the Calculus of Variations

sary condition to determine all possible optimal motions, it is still necessary to carry out the explicit construction given above, for (6.10) can be interpreted as the optimal control only if an optimal motion is known to exist connecting \(x_0\) with the origin. In this very special case one can prove sufficiency without the Hamilton–Jacobi theory by noting that for any \((x_0, t_0)\) there is exactly one \(u^*(t)\) satisfying (6.10) which transfers \(x_0\) to 0.

7. General Solution of the Linear Optimal Regulator Problem

A class of problems that can be completely solved by the hamiltonian theory is represented by the functional†

\[
\|\phi_u(t_1; x_0, t_0)\|^2_A + \frac{1}{2} \int_{t_0}^{t_1} \left[ \|H(t)\phi_u(t; x_0, t_0)\|^2_Q(t) + \|u(t)\|^2_R(t) \right] dt,
\]

(7.1)

where the motions \(\phi_u\) are defined by the linear differential equation

\[
\frac{dx}{dt} = F(t)x + G(t)u(t); \tag{7.2}
\]

there are no constraints on \(u\).

This is a slight generalization of the regulator problem given in Section 2.

The matrices \(Q(t), R(t)\) are taken to be positive definite for all \(t\). This assumption on \(R\) implies that the equation

\[
2H(x, p, t, u) = \|H(t)x\|^2_Q(t) + \|u\|^2_R(t) + 2p \cdot [F(t)x + G(t)u(t)]
\]

(7.3)

has a unique absolute minimum for every \((x, p, t)\) at

\[
c(x, p, t) = -R^{-1}(t)G'(t)p,
\]

so that we have

\[
2H^*(x, p, t) = \|H(t)x\|^2_Q(t) + 2p \cdot F(t)x - \|G'(t)p\|^2_R^{-1}(t). \tag{7.4}
\]

The Hamilton–Jacobi equation corresponding to (7.4) has a unique solution, given any nonnegative definite \(A\) and any \(t_1 > t_0\). To show this, we assume that (4.9) has a solution of the form

\[
2V^*(x, t) = \|x\|^2_{P(t)}, \tag{7.5}
\]

† We use the notation \(\|x\|_A^2\) for a quadratic form defined by a symmetric non-negative definite matrix \(A\).
which implies the linear control law

\[ k(x, t) = -R^{-1}(t)G'(t)P(t)x. \]  

(7.6)

It is easily checked that (4.9) with the Hamiltonian defined by (7.4) has a solution of the type (7.5) if and only if the symmetric matrix \( P(t) \) is a solution of the **Riccati equation**

\[ -\frac{dP}{dt} = F'(t)P + PF(t) - PG(t)R^{-1}(t)G'(t)P + H'(t)Q(t)H(t). \]  

(7.7)

Moreover, the boundary condition

\[ V^a(x_t, t_t) = ||x||^2_a, \]

which is the concrete form of (4.4), implies that the solution of (7.7) must satisfy the initial condition

\[ P(t_0) = 2A. \]  

(7.8)

Since (7.7) is nonlinear, it is not clear at once that \( P(t) \) exists outside of a small neighborhood of \( t_0 \). The integral (7.1) may nevertheless be bounded from above by the free motions of (7.2), that is, by setting \( u(t) = 0 \), which in view of (7.5) is equivalent to a bound on \( ||P(t)|| \). Using the a priori bound so obtained in the standard existence theorem for differential equations shows that solutions of (7.7) exist for all \( t \leq t_1 \). This conclusion is in general no longer valid if \( A \) has negative eigenvalues or if \( t > t_1 \).

Once the existence of solutions of (7.7), and therefore of the Hamilton-Jacobi equation, is ensured, the solutions can be expressed [2], [3], [7] with the aid of solutions of the canonical differential equations

\[ \frac{dx}{dt} = \begin{bmatrix} F(t) & -G(t)R^{-1}(t)G'(t) \\ -H'(t)Q(t)H(t) & -F'(t) \end{bmatrix} \begin{bmatrix} x \\ p \end{bmatrix}. \]  

(7.9)

Further difficulties arise, however, in studying the stability of (7.7) as well as the stability of the optimal motions defined by (7.6). Details of these problems may be found particularly in [7].

8. General Solution of the Linear Optimal Servomechanism Problem

The problem considered in the previous section can be generalized in several ways. We consider here simultaneously two such generalizations.

First, we assume that the motions, in addition to control, are subject to "disturbances" represented by the term \( w(t) \) in the equation
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\[
\frac{dx}{dt} = F(t)x + G(t)u(t) + w(t). \tag{8.1}
\]

Second, we assume that the functional to be minimized is

\[
\|\eta(t_f) - H(t_f)\phi(t_0)\|^2_A + \frac{1}{2} \int_{t_0}^{t_f} \|\eta(t) - H(t)\phi(t)\|^2_Q \ dt
+ \|u(t)\|\|v(t)\| dt. \tag{8.2}
\]

We call the \(p\)-vector,

\[
y(t) = H(t)x(t), \tag{8.3}
\]

the \textit{output} of the system (8.1); by analogy, the vector function \(\eta(t)\) is the \textit{desired output}.

This setup is a slight generalization of the servomechanism problem of Section 2. A number of formal solutions have appeared in the engineering literature [14], [15]. The Hamiltonian theory provides a simple rigorous proof of the known formulas.

Proceeding exactly as in Section 7, we find that the Hamiltonian of the problem is

\[
2H_A(x, p, t) = \|\eta(t) - H(t)x\|^2_Q + 2p \cdot [F(t)x + w(t)] - \|G(t)p\|^2_Q. \tag{8.4}
\]

To solve the corresponding Hamilton-Jacobi equation (4.9), we assume that

\[
2V_A(x, t) = \|x\|^2_P - 2z(t) \cdot x + v(t). \tag{8.5}
\]

Substituting, we obtain the following result:

**Theorem.** The function \(V_A(x, t)\) given by (8.5) satisfies the Hamilton-Jacobi equation defined by (8.4), with \(V_A(x, t) = \|\eta(t) - H(t)x\|^2_A\), if and only if

a. the matrix \(P(t)\) is the solution of the Riccati equation (7.7) with \(P(t_0) = 2A\); b. the vector \(z(t)\) is the solution of

\[
\frac{dz}{dt} = -[F(t) - G(t)P^{-1}(t)G(t)]z + P(t)w(t) - H'(t)Q(t)\eta(t), \tag{8.6}
\]

with

\[
H'(t_0)\Delta\eta(t_0) = z(t_0); \tag{8.7}
\]
c. the scalar $v(t)$ is the solution of

$$-\frac{dv}{dt} = \|\eta(t)\|^2_{Q(t)} - \|G'(t)z(t)\|^2_{H(t)} - 2z(t) \cdot w(t), \quad (8.8)$$

with

$$v(t_0) = 2\|\eta(t_0)\|^2_A.$$

The control law is linear, for it is given by

$$u^*(t) = -R^{-1}(t)G'(t)p(t) = R^{-1}(t)G'(t)[z(t) - P(t)x(t)]. \quad (8.9)$$

This law, however, is unrealizable, because it involves $z(t)$ which, according to (8.6) and (8.7), must be computed backward in time and requires the knowledge of $\eta(t)$ and $w(t)$ in the interval $[t_0, t_1]$ and this usually is not known at the time $t_0$ in practical applications.

It should be noted that the differential equation for $z(t)$, minus the forcing terms, is the adjoint of the differential equation of optimal motions given in Section 7.
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1. Introduction

A great deal of interest now centers on the topic of "intelligent machines." Since there is little agreement as to what the term "human intelligence" means, and less understanding where these islands of unanimity do exist, many feel that hypothetical discussions of capabilities and limitations of machines are not of the immediate essence. The feeling is that the proof is in the pudding—or rather in the program. Pursuant to this operational philosophy, sustained effort has been devoted to the task of duplicating or replicating human achievements in diverse intellectual areas. Numerous groups of mathematicians, logicians, engineers, and philologists are devoting appreciable amounts of time to the construction of devices that will play chess, translate Swahili (for the benefit of those who prefer Swahili literature in translation), compose music, and even produce nonobjective art—activities we associate with cognitive behavior, perhaps charitably in the last-named field of activity.

There is no a priori reason to suppose that a machine accomplishing these tasks performs the intermediate functions along human lines, and certainly there is no need for us to desire this similarity in all applications. It is unquestionably interesting to play this game of duplication of animate activities, and, often, there can be enormous value to this diversion. Thus, for example, if we could riddle the mystery of human memories we could construct computers that would help us attack truly formidable scientific problems. Even where the simulation of human abilities is quite pedestrian, as in the performance of arith-
metic by digital computers, the result is still remarkable. Freed of the
drudgery of these calculations, the human mind can contemplate prob­lems of real conceptual difficulty, problems that transcend any algo­rithms we now possess, and thus electronic circuits, now and possibly forever.

As pointed out by N. Wiener in the course of conversation, it is not
necessary to suppose that complex tasks will be carried out by machine
alone. A man–machine combination, in which the machine performs
well-defined tasks quickly and accurately, and the man uses the ill­
defined but very real qualities of experience, intuition, and creativity
to guide the over-all operation, is clearly superior to either man or
machine alone.

One of the reasons most often heard in defense of the allocation of
time, effort, and trained personnel to the study of machine simulation
of such human attributes as chess-playing or of translation of languages
is that the solution of these “simple” problems will provide valuable
clues to the solution of the more important difficult problems. This
argument has such an appearance of reasonableness that it should be
examined with great care.

Probably the principal flaw in this syllogism lies in the adjective
“simple.” The professional mathematician is well aware, after several
hundred years of fruitless effort devoted to the four-color problem, the
Goldbach conjecture, and Fermat’s last theorem, that a simple verbal
statement can conceal unbelievable mathematical difficulty. At the
present time, there is an enormous semantic mismatch between mathe­
matical language and the English language. Estimates of the level of
difficulty of a problem are seldom reliable, particularly those made
before a solution is attained. Consequently, as a pragmatic principle,
if one wishes to obtain significant results, it is better to study significant
questions from the very beginning. Research in these areas has a higher
probability of producing worthwhile by-products. Furthermore,
natural problems necessarily possess natural solutions. Despite appear­
ances of perversity and recalcitrance, nature provides many helpful
clues. On the other hand, artificial problems, such as chess, poker, and
translation, need not possess simple or elegant answers.

In what follows, we wish to sketch a mechanization of the art of
mathematical model making. This process can be carried quite far by
digital computer because of its many surprisingly routine aspects. The
point is that an intellectual activity requiring more training than chess­
playing, and presumably on a higher level, is actually easier to program
for a computer. This is really not unexpected, since a computer does
not possess uniform abilities. Consequently, it can carry out some
processes in a superior fashion, and others in a quite inferior manner.
The advantage in carrying out this activity is as discussed above. Freed from the burden of carrying out straightforward and tedious calculations, we can devote our time and energy to grappling with the unknown.

Parenthetically, we would like to remark that there are too many pressing questions, and digital computers are still far too much in demand, for time and energy to be spent upon diversions that are simultaneously of great difficulty, of little intrinsic importance, and the solution of which would actually diminish the pleasures of mankind. Research is more than merely doing things that have not been done before.

2. Mathematical Model Making

It often comes as a bit of a shock to the young scientist when he realizes that the basic problem is more to find the right question than the right answer. For example, we have carloads of data in many fields, but we usually lack the equations that govern the data. Theories are, after all, only mnemonic devices to save us from the impossible task of storing all possible information. Given the basic equations and a small amount of data, we can generate the original information, and more.

In the process of constructing a mathematical image of a physical process, we go through the phases of problem recognition, problem formulation, analytic formulation, numerical calculation, evaluation of results, comparison with observation and prediction of behavior, and finally reformulation, and so on (see [1] for a detailed discussion). The process is further complicated in practice by psychological, esthetic, and practical considerations such as availability of computers and constraints on time. In simplified form, nonetheless, the process can be regarded as a multistage decision process. Since learning is involved, in view of the fact that research automatically implies the unknown, the methodology of adaptive control processes may prove quite useful.

At the moment, we are not concerned with optimal procedures, of the type occurring in medical diagnosis, in the screening of drugs, or in sequential testing in general, but rather in exhibiting the use of digital computers in the performance of certain intellectual activities which appear superficially to be of high level. The point once again is that only a very thorough examination of a process determines whether or not it can be discussed by mathematical techniques with the aid of computer technology.

Rather than discuss the whole field of mathematical model making, in a program which would involve some useful but tedious enumeration of the mathematical schemes available for descriptions of the physical
world, we shall discuss a specific problem, that of constructing a mathematical version of the growth of interacting species of cells.

3. The Biological Problem

Suppose that two types of cells, type A and type B, exist in the same environment and interact. We are given the size of the respective groups of cells, $x(t)$ and $y(t)$, as functions of time—results derived from experiment—and we are asked to provide possible kinetics of growth and interaction. Abstractly, this is equivalent to the problem concerning two species of fish caught off the Italian coast which attracted the attention of Volterra and initiated his studies of "la lutte pour la vie."

4. Noninteraction

Let us begin with a deterministic view and assume, initially, that there is no interaction. The traditional model is then one in which it is assumed that the rate of change of the population at any time depends only on the size of the population. Hence, we want to determine functions $g(x)$ and $h(y)$ with the respective properties that the solution of

\[
\begin{align*}
\frac{dx_1}{dt} &= g(x_1), \quad x_1(0) = c_1, \\
\frac{dy_1}{dt} &= h(y_1), \quad y_1(0) = c_2,
\end{align*}
\]

fits the observed data, given by the functions $x(t)$ and $y(t)$, as closely as possible.

There are various ways of tackling this problem, depending on what we wish to obtain. The standard steps are thus

\[
\begin{align*}
\frac{dx_1}{dt} &= g_1 x_1, \quad x_1(0) = c_1, \\
\frac{dy_1}{dt} &= h_1 y_1, \quad y_1(0) = c_2,
\end{align*}
\]

a linear growth model, and then

\[
\begin{align*}
\frac{dx_1}{dt} &= g_1 x_1 - g_2 x_1^2, \quad x_1(0) = c_1, \\
\frac{dy_1}{dt} &= h_1 y_1 - h_2 y_1^2, \quad y_1(0) = c_2,
\end{align*}
\]

a simple self-interaction model.
In both cases, the determination of the constants that yield, say, best quadratic fit over an interval \([0, t_0]\),
\[
\int_0^T (x_1 - x)^2 \, dt, \quad \int_0^T (y_1 - y)^2 \, dt
\]  
(4.4)
can be carried out in many different ways (see [2]-[5]).

Let us suppose that the fit is rather poor, so that more sophisticated models are to be employed.

5. Block Diagram

So far, a block diagram of the computer program has the form shown in Figure 1. We will now add further stages to take account of the second, unsatisfactory, contingency.

![Block flow diagram for adaptive process.](image)

6. Interactions

Having ascertained the fact that a simple version of independence does not fit the data, we turn to a set of coupled equations of the form
\[
\frac{dx_1}{dt} = g(x_1, y_1), \quad x_1(0) = c_1,
\]
\[
\frac{dy_1}{dt} = h(x_1, y_1), \quad y_1(0) = c_2,
\]  
(6.1)

and a criterion of fit of the form

$$\int_0^T [(x - x_l)^2 + (y - y_l)^2] \, dt.$$  \hspace{1cm} (6.2)

There is no reason, of course, to adhere to this simple measure of error. We could use

$$\max_{0 \leq t \leq T} \left[ |x - x_l| + |y - y_l| \right]$$  \hspace{1cm} (6.3)

if we wanted to.

Once again we have a curve-fitting problem, and once again the steps are standard. We begin with a linear model

$$\frac{dx_l}{dt} = g_{11}x_l + g_{12}y_l, \quad x_l(0) = c_1,$$

$$\frac{dy_l}{dt} = g_{21}x_l + g_{22}y_l, \quad y_l(0) = c_2,$$  \hspace{1cm} (6.4)

and use various known methods to determine the coefficients $g_{ij}$ so as to minimize the criterion functions of (6.2) or (6.3). If the error is too great, we introduce nonlinear interaction terms

$$\frac{dx_l}{dt} = g_{11}x_l + g_{12}y_l + g_{13}x_l^2 + g_{14}x_l y_l + g_{15}y_l^2,$$

$$\frac{dy_l}{dt} = g_{21}x_l + g_{22}y_l + g_{23}x_l^2 + g_{24}x_l y_l + g_{25}y_l^2,$$  \hspace{1cm} (6.5)

7. Further Adjustments

If the growth curves are unexpectedly obdurate, there are several further standard steps we can take, following the lead of Volterra, Feller, Harris, and others. We can introduce hereditary effects, in the form of time lags or convolution integrals; we can consider a more detailed model based on probabilities of population size and branching processes; we can introduce random forcing terms representing the outside environment; and so on. Each of these models requires some sophisticated analysis, but it is known analysis which can be reduced to algorithms and programmed for the computer. We can, without any difficulty, collect the half-dozen or so different mathematical models that have been proposed and apply them sequentially to the particular problem under discussion. The same holds for many classes of processes which have been and are currently being treated in the literature.
8. Discussion

The foregoing procedure can be improved in a number of ways. In the first place, at each step we can arrange to have several alternative models from which to choose, and can make the choice according to the kind of unsatisfactory behavior exhibited by the previous model.

Second, we can apply a man–machine combination, and stop the process from time to time to allow an examination of the results obtained to date. On this basis, we can choose the continuation of sequences of models.

Third, we can introduce adaptive and learning features, in which calls for new information will be made.

In this way, we place ourselves in a position to perform a considerable amount of mathematical experimentation, an activity for which digital computers are ideally suited, and an activity in which they have unfortunately not been prominent to date.
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