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This report contains a summary of the experimental research investigations conducted at the United Aircraft Research Laboratories to determine the collision probabilities of electrons and cesium ions with cesium atoms during the third six-month period from April 22, 1965, through October 21, 1965, under Contract NAS3-4171.

In the first year of the contract, the collision probability of electrons with cesium atoms was determined over an energy range from 0.2 to 0.6 eV by measuring the transport properties of the cesium plasma existing in the positive column of a cesium arc discharge with electrostatic probe and rf conductivity coil diagnostic techniques. The total cesium ion-cesium atom collision probability data previously obtained by beam techniques in a modified Ramsauer cross-section experiment under Contract NAS3-112 were analyzed to determine low energy cesium ion mobilities, and further investigations of the low energy cesium ion-cesium atom collision cross sections were made in an effort to extend the energy range of these measurements. In the course of these investigations, ion beams with energies as low as 0.058 eV were detected successfully. The results of the ion mobility analysis were reported at the IEEE Thermionic Conversion Specialist Conference held in Cleveland, Ohio, on October 26 through 28, 1964, and the over-all results of both the electron-cesium atom and the cesium ion-cesium atom collision probability measurements were reported in two papers presented at the Fourth International Conference on the Physics of Electronic and Atomic Collisions held in Quebec, Canada, on August 2 through 6, 1965.

In this current report period design and construction has been initiated on a low energy electron beam experimental apparatus similar in concept to the modified Ramsauer system employed in the cesium ion-cesium atom cross-section measurements. This system will be used to measure the total collision cross section of electrons interacting with cesium atoms over an energy range from 0.5 to 2.5 eV. The most critical portion of this experiment, the design of which has been completed, is the development of a region free of stray magnetic fields and the generation of uniform magnetic fields with intensities of 0.1 gauss for energy analysis of the electron beam. Measurements of the time required for the neutral cesium density in a scattering chamber to reach equilibrium after a temperature change occurs in the cesium reservoir have been made with a surface ionization gauge detector. An analysis has been conducted to determine the effect of using a 4-6-12 type interaction
potential rather than only an inverse fourth power potential to determine the magnitude of the contribution of elastic scattering events to the measured total cesium ion-cesium atom collision cross section. The available experimental electron-atom and electron-molecule differential scattering cross sections reported in the literature have been analyzed in an effort to determine the magnitude of the difference that can exist between the total and momentum transfer cross sections due to anisotropic scattering effects.

A knowledge of both the collision probability of electrons and cesium ions with cesium atoms is of extreme importance in the analysis of the neutralization plasma existing in the ignited-mode thermionic converter. This is illustrated by the many theoretical analyses that are presently being reported in the literature which use this information. A knowledge of these cross sections is also applicable in the analyses of devices other than the converter which employ cesium vapor in an ionized state.
ELECTRON-CESIUM ATOM COLLISION PROBABILITY MEASUREMENTS

Introduction

The cross section for electron-cesium atom momentum transfer collisions, which plays a dominant role in the determination of the transport properties of slightly and partially ionized cesium plasmas, has been determined in the first year of this contract by measuring the transport properties of the cesium plasma that exist in the positive column of a cesium arc discharge. In this measurement, which is essentially a swarm-type experiment, the velocity dependence of the electron-cesium atom momentum transfer collision cross section was determined from the measured averaged effective collision frequency by numerically integrating the electron velocity distribution over the velocity dependence of the cross section. As outlined in detail in Appendix I, which is a preprint of the electron-cesium atom collision probability paper presented at the Fourth International Conference on the Physics of Electronic and Atomic Collisions held in Quebec, Canada, on August 2 through 6, 1965, it is possible by numerical techniques to determine the general behavior of the velocity dependence of the cross section but not the fine structure associated with this velocity dependence. Since these measurements were made over the energy range from 0.2 to 0.6 eV, further cross-section information obtained by beam techniques in the region above 0.5 eV would serve as a natural complement to these earlier measurements and would also increase the range over which the velocity dependence of the cross section is known. Brode,\(^1\) over thirty years ago using beam techniques, measured the total electron-cesium atom collision cross section down to energies of 0.6 eV. However, it is not entirely clear that contact potential effects which can produce large uncertainties in the determination of the energy of the electron beam were eliminated in these measurements. It has been conclusively shown in low energy cesium ion-cesium atom measurements that as much as 2.5 eV uncertainty can exist in the determination of ion beam energies if contact potential effects are not taken into account.\(^2\)

Therefore, the object of this experiment is to measure the total electron-cesium atom cross section over an energy range from 0.5 to 2.5 eV in a system which employs an electroformed collision chamber similar in design to those used in the low energy cesium ion-cesium atom measurements to eliminate uncertainties in the determination of the electron beam energy.

Description of Experiment

In this experiment which is similar in nature to the earlier measurements of Brode,\(^1\) the energy of the electron beam is determined by measuring the radius of curvature of the electron beam in a magnetic field of known intensity. This technique is similar to the technique used in the measurements of low energy cesium ion-cesium atom interactions. In contrast to the earlier measurements of Brode, the uncertainty in the energy determination of the electron beam produced by
contact potential effects is eliminated in these measurements by employing an electroformed collision chamber. As in the ion measurements a scattering event which produces a deflection of the electron beam which is greater than the minimum resolution of the scattering chamber will be counted as a collisional event. The cross section is determined by measuring the attenuation of the electron beam produced by increases in neutral cesium pressure in the collision chamber. This attenuation can be given by

\[ I = I_0 e^{-p_o P_t x} \]  

where

- \( I \) is the electron beam current exiting the collision chamber for a finite pressure in the chamber.
- \( I_0 \) is the electron beam current exiting the collision chamber for zero pressure in the chamber.
- \( p_o \) is the pressure in the collision chamber reduced to 273\(^{\circ}\)K.
- \( P_t \) is the number of collisions per cm of path per mm of pressure.
- \( x \) is the path length of the electron beam through the chamber.

The total collision cross section is determined by gradually increasing the cesium pressure in the collision chamber and measuring the attenuation of the electron beam intensity produced by the increase in chamber pressure. As Eq. 1 indicates, only a relative measurement of the intensity of the electron beam is required to determine the magnitude of the cross section. At energies above 1.4 eV the electrons in the beam have sufficient energy to be lost from the beam by inelastic, excitation-type collisions. Lastly, it should be noted that in this measurement there is no way to determine whether or not the electron scattering is truly isotropic.

**Method of Determining Electron Beam Energy**

The electron beam energy is determined uniquely in these measurements from the radius of curvature determined by the geometry of the electroformed collision chamber and the magnitude of the applied magnetic field. Since the collision chamber slits have a finite width, the electron beam focused through the collision chamber has a finite energy width which is determined purely by the geometry of the collision chamber. Since it has been shown in the cesium ion-cesium atom cross-section measurements that the ion beam intensity focused through the chamber is essentially space-charge limited, it would be expected that an increase proportional to the square root of the electron-to-ion mass ratio, which is 500 for the
case of cesium, could be focused through the collision chamber. With higher current levels available, the width of the collision chamber slits can be reduced, thereby affecting an improvement in the energy resolution of the system.

In a Ramsauer-type experiment, the length of the path of the charged particle beam in the collision chamber required to detect a scattering event is determined by the magnitude of the cross section and the pressure of the scattering gas in the collision chamber. In this type of experiment, the neutral pressure in the collision chamber is maintained below the transition regime between free molecular and viscous flow, so that the loss rate of neutral atoms from the entrance and exit slits of the chamber is minimized. On the basis of the pressure limitations and the estimated magnitude of the electron-cesium atom total collision cross section, it was found that the collision chamber for the electron-cesium atom measurements could not be reduced in size from the one used in the cesium ion-cesium atom measurements, even though a reduction in the radius of the electron beam trajectory would be advantageous from the standpoint of the requirements of the magnetic intensity employed for energy selection. Therefore, due to the long beam path length restriction, the required energy selection magnetic fields used in these measurements must be significantly lower in intensity than those used in the ion cross-section measurements.

Generation of Low-Intensity Magnetic Fields

At electron beam energies of 0.5 eV, magnetic field intensities required for energy selection are 0.1 gauss. Since the earth's magnetic field intensity is 0.6 gauss, the generation and detection of fields of this intensity presents a considerable problem, especially in an environment in which the earth's field is perturbed significantly by the presence of structural steel and by heavy laboratory equipment. In the type of energy-selection system employed in this experiment, the uncertainty in the determination of electron beam energy is directly proportional to the square of the uncertainty in the determination of the magnetic field intensity. On this basis, the accuracy to which the magnetic field must be generated and measured is $10^{-3}$ gauss for energy-selection field intensities of 0.1 gauss. Surveys made of the magnetic field variations existing in the plane of the existing cesium ion-cesium atom cross-section measurements are shown in Figs. 1 to 3 for a region which is typical in size to the one required for the electron-cesium atom measurements. In Fig. 1 a relative measurement of the variation in the vertical component of the background magnetic field is plotted as a function of position. Plotted in Figs. 2 and 3 are the variations in the horizontal components of the background field as a function of position. It should be noted that the background field is composed of contributions from the earth's magnetic field as well as contributions from various electrical sources in the region adjacent to the experiment. As can be seen from the field plots in Figs. 1 to 3, a maximum variation of approximately $17 \times 10^{-3}$ gauss occurs over the experimental region. In the same region, the maximum intensity of the background magnetic field was on the order of 0.6 gauss.
On the basis of the magnetic field surveys, the major problem in achieving desired accuracies is the nonuniformity in the magnetic field that exists in the measurement volume. To eliminate effects of rapid variations in field intensity, a magnetic shield will be positioned outside the vacuum system around the experimental volume. The purpose of the shield is to reduce the magnitude of the variations in the background field intensity. The shield will not, however, be used to completely cancel the entire ambient intensity of the background field. A three-dimensional Helmholtz coil configuration placed outside the shield will be used to cancel the ambient background field over approximately a 4 ft\(^3\) volume. Thus with the external Helmholtz coils used in conjunction with the magnetic shield, the volume within the shield can be made essentially free of significant magnetic field effects. The energy-selection field will be generated by coils placed inside the shield but outside the vacuum system. The shield system is designed so that saturation of the shield due to the magnetic field produced by the energy-selection field occurs at operating field intensities where the 17 x 10\(^{-3}\) gauss variation in the background field is no longer significant. To insure that residual fields do not build up within the shield and other associated parts of the apparatus, the magnetic field intensity within the system will be measured continuously with a three-dimensional Hall-type probe which has been calibrated in a known field to the desired one per cent accuracy at 0.1 gauss.

To insure minimum perturbations from the vacuum tank which houses the experiment, all welds and wall areas are being located a maximum distance from the critical regions of the experiment, and only highly nonmagnetic materials, such as copper and 310 stainless steel, are being used in the critical portions of the system.

Analysis of Electron-Atom Total Collision Cross Sections

A fundamental collisional parameter related to the basic properties of an atom is the differential cross section for elastic scattering, \(I(\theta, v)\), which is a function of both scattering angle, \(\theta\), and electron velocity, \(v\). In actual physical systems it is the integral of \(I(\theta, v)\) over scattering angle that contributes to the over-all observable effect of the particular collisional process under investigation. For example, in the total collision cross-section measurements described in this report, the differential scattering cross section is simply integrated over all angles, since any collision resulting in an angular deflection greater than the angular resolution of the system is counted as a collisional event. With this technique all angular scattering events are weighed equally. The average cross section which is observed experimentally is given by

\[
Q_T(v) = 2\pi \int_0^\pi I(\theta, v) \sin \theta d\theta
\]

where \(Q_T\) is the total elastic scattering cross section. The 2 \(\pi\) factor arises from the fact that the scattering has been assumed isotropic in the plane.
perpendicular to the original direction of electron motion so that integration over angle \( \theta \) in this plane can be performed immediately. On the other hand, in many practical applications, such as thermionic energy conversion, the precise change in electron velocity or momentum in a specific direction is the important aspect of a collision. In this case the differential scattering cross section is weighted angularly in order to reflect this effect, and the momentum transfer collision cross section results.

\[
Q_M(v) = 2\pi \int_0^\pi I(\theta, v) (1 - \cos \theta) \sin \theta d\theta
\]

In Eq. 3 the \( 1 - \cos \theta \) is a weighing factor related to the fractional change of electron velocity or momentum. Clearly this factor has the effect of emphasizing large angle collisions while placing very little emphasis on small angle scattering. For the trivial case where the differential scattering cross section is independent of angle, it can be seen that the total elastic and momentum transfer cross sections are identical. In almost any actual situation the differential cross section will depend on angle, and therefore, it is of interest to estimate the probable difference that will exist between \( Q_T(v) \) and \( Q_M(v) \).

The angular dependence of electron scattering in a variety of gases was first investigated over thirty years ago by Ramsauer and Kollath. These measurements were made on rare gases, mercury, and several molecular species, for electron energies down to 1.0 eV. The most significant result of this work was the conclusion that the electron scattering has a pronounced angular dependence with distinct maxima and minima exhibited in some cases as a result of quantum effects. Unfortunately, little additional work has been done along this line, and to date no differential scattering data exists for the alkalis or for any atomic species for energies less than 1.0 eV. Nevertheless, the available data can be used to determine a reasonable estimate of the effect that the angular dependence of electron scattering might have on the two averages, \( Q_T \) and \( Q_M \). As an illustration, \( I(\theta, v) \) data (summarized in Ref. 5) for neon corresponding to energies between 1.0 and 4.0 eV and for carbon dioxide corresponding to energies between 1.0 and 2.0 eV are shown in Figs. 4 and 5. This data, which is typical of the gases investigated, indicates vividly that electron scattering is definitely dependent on angle and that the angular dependence can change substantially over a small energy range. Using Eqs. 2 and 3, the total elastic and momentum transfer cross sections have been determined from the data of Fig. 4. The results of this numerical calculation are shown in Fig. 6. In the case of neon it is seen that \( Q_T \) is always 15 to 25 per cent higher than \( Q_M \) over the energy range covered. However, for the lower energies in CO\(_2\), as shown in Fig. 7, large angle scattering dominates, and consequently, \( Q_M \) is approximately 20 per cent larger than \( Q_T \). As the energy increases, this trend reverses itself until at approximately 2.0 eV, \( Q_T \) is 15 per cent larger than \( Q_M \). Numerical experimentation of this type has also been carried out for a variety of hypothetical \( I(\theta, v) \) functions in an attempt to determine the sensitivity of \( Q_T \) and \( Q_M \) to variations in \( I(\theta) \). Of significance is the fact that even though the differential scattering cross section may depend strongly on angle, the integration process (Eqs. 2 and 3) is very effective in minimizing the effect.
After integrating several angular trial functions for $I(\theta, v)$ based on typical trends in available data, it was determined that for the cases treated near 1.0 eV, the difference between $Q_T$ and $Q_M$ was less than 50 per cent.

As has been mentioned, no differential scattering data exists for cesium. In fact, Brode's data represents the only available total electron-atom collision cross-section measurements for cesium in any energy range. The electron-cesium atom momentum transfer cross sections determined in the first year of this contract (Appendix I) from the transport properties of a cesium arc plasma are not in complete agreement with extrapolations of Brode's total electron-atom cross-section measurements. The lack of agreement could occur if $Q_T$ and $Q_M$ differed appreciably for cesium near 1.0 eV. In two recent theoretical calculations of the electron scattering cross sections for cesium, the $Q_T$ was found to be 50 to 100 per cent larger than $Q_M$ near 1.0 eV. This result seems to be consistent when compared with data available for other gases, which was described in the previous paragraph. Therefore, even though the total and momentum transfer elastic scattering cross sections for cesium would be expected to have similar qualitative and quantitative behavior in the vicinity of 1.0 eV, preliminary analysis of the available differential scattering data for various gases, the available $Q_T$ and $Q_M$ data for cesium, and the theoretical predictions of $Q_T$ and $Q_M$ for cesium would seem to indicate that a difference in magnitude between $Q_T$ and $Q_M$ would be expected near 1.0 eV and that this difference might be on the order of 50 to 75 per cent.
Outline of Research for the Next Six-Month Period

1. Construction and assembly of the electron-cesium atom beam experiment will be completed.

2. All components of the system will be calibrated. This includes the magnetic field energy-selection system and the neutral cesium pressure measuring system.

3. Measurements will be made of the total electron-cesium atom collision cross section over the energy range from 0.5 to 2.5 eV.
CESIUM ION-CESIUM ATOM COLLISION PROBABILITY MEASUREMENTS

Introduction

In diffusion-dominated plasmas the loss rate of ions from the plasma is determined by their mobility. Accurately predicting the loss rate of ions from the ignited-mode cesium plasma existing in the thermionic converter is one of the important terms required in the calculation of the energy balance equations for the system. In the previous periods cesium ion-cesium atom total collision cross sections were measured over an energy range from 10.0 eV down to energies near 0.1 eV. The results of these investigations were reported at the Fourth International Conference on the Physics of Electronic and Atomic Collisions held in Quebec, Canada, on August 2 through 6, 1965. In these measurements an electroformed collision chamber was employed to eliminate contact potential effects so that the energy of the ion beam could be determined uniquely. Ion beams with energies as low as 0.058 eV were detected successfully with this system. To determine the energy dependence and magnitude of the diffusion cross section required for mobility calculations, the charge exchange cross section was determined from the measured total collision cross-section information by calculating the total contribution of elastic scattering events to the measured total collision cross section. The elastic scattering cross section was calculated on a completely classical basis as outlined in Ref. 2, assuming the potential for the interaction was purely an inverse fourth power dependence or in effect only due to dipole interactions. It has been recently shown experimentally by Menendez and Datz in differential scattering measurements of cesium ions on argon, krypton, and nitrogen that rainbow effects occur at low energies and that it is important to include even at low energies a \(\frac{1}{4}\)-\(\frac{1}{6}\)-\(\frac{1}{12}\) type potential of interaction to accurately predict the magnitude of the elastic scattering cross section.

One of the large uncertainties that has existed in the cesium ion-cesium atom cross-section measurements which will also be a problem in the low-energy electron-cesium atom measurements is the determination of true cesium density in the collision chamber. It has been reported by Nolan and Phelps and by Sheldon and Manista that an appreciable length of time is required for the cesium pressure in the system to come into equilibrium once a pressure change is produced by changing the temperature of the cesium reservoir.

Therefore, in this report period a re-examination of cesium pressure determination techniques was made in an effort to eliminate the problems associated with determining an absolute cesium pressure in the scattering chamber, and the effects of including a \(\frac{1}{4}\)-\(\frac{1}{6}\)-\(\frac{1}{12}\) potential on the determination of the cesium elastic scattering cross section were evaluated.
Cesium Pressure Determinations

In earlier attempts to determine the time required for a pressure change in the cesium reservoir system to come into equilibrium in the scattering chamber, the change in attenuated ion beam current passing through the collision chamber was measured as a function of time for a fixed cesium reservoir system temperature. In these measurements, the temperature of the cesium reservoir was adjusted so that there was sufficient pressure in the collision chamber to produce an attenuation of the ion beam. The variation in ion beam attenuation was then measured as a function of time after a temperature change occurred in the reservoir. Any variation of the ion beam under these conditions was interpreted as being produced by changes in the neutral density of cesium atoms in the collision chamber. By this technique, an estimate was obtained of the time required for the pressure in the collision chamber to equilibrate. On the basis of these measurements, it was concluded that the time required for the cesium pressure to equilibrate was short in comparison to the time in which the measurements were obtained.

Observations of this phenomenon made by other investigators, for example, Nolan and Phelps and Sheldon and Manista, indicate that the time for the cesium density to equilibrate is on the order of hours rather than the much shorter time constants inferred on the basis of ion beam attenuation measurements. In an attempt to resolve this difference and also to increase the accuracy of the cross-section measurements, a surface ionization gauge detector has been used to measure the neutral efflux of cesium from a cesium reservoir system which was designed so that the chamber located directly over the reservoir could be maintained at a temperature which was significantly hotter than the temperature of the cesium reservoir. This type of configuration was used in the measurements because it most closely approximated the situation existing in the actual cross-section measurements. The cesium was introduced into the reservoir in a manner in which only pure cesium with no foreign materials, such as glass from the cesium ampule, was present in the reservoir. The surface ionization gauge detector was a 0.006-in. diameter tungsten filament which was outgassed for several days prior to operation to reduce the level of emission of impurity ions from the tungsten surface. In the measurement of the neutral efflux from a 0.040-in. diameter hole located in the upper chamber of the reservoir system, the tungsten filament was operated at approximately 1950°C. Shown in Fig. 8 is a typical ion current variation measured as a function of time for the system. The ion current measured is proportional to the neutral efflux of cesium from the 0.040-in. diameter hole. This efflux should be proportional to the neutral density in the upper chamber of the reservoir. Therefore, by measuring the number of cesium ions produced by contact processes on the tungsten surface, it is possible to determine the relative change in the neutral cesium density in the upper portion of the cesium reservoir system as a function of reservoir temperature and time. As indicated in Fig. 8, the time required to achieve relative temperature stability in the system is on the order of three minutes. Beyond this point, approximately one minute is required to achieve stability of the neutral efflux of cesium from the system. Measurements made up to times of thirty minutes indicate, as shown in Fig. 8, that no significant change in neutral efflux.
occurs at the detector, which can be interpreted as indicating that no gross change in neutral density occurs in the upper portion of the cesium reservoir. In these measurements the temperature of the reservoir was maintained to within approximately 1°C. Closer control of the temperature of the reservoir was not possible with the existing heating system. The relatively rapid, small variation of ion current detected as a function of time can be attributed to this effect. The important feature of this data is that the average level of the ion current did not change with time. Cycling the system down to the initial starting reservoir temperature, which was below the ambient temperature of the surrounding walls of the vacuum system, produced results which were more typical of those observed by other investigators. The temperature of the reservoir, as indicated in Fig. 8, required approximately ten minutes to achieve relative stability. In this case, however, the ion current level required an additional nine minutes to achieve stability. In all cases tested, it was found that significantly longer times were required to achieve ion current stability when the reservoir was significantly lower in temperature than the surrounding parts of the system and when significant amounts of cesium had just previously been effused from the reservoir. By carefully monitoring the background ion current level detected in the system at a position that was a significant distance from the hole in the cesium reservoir, it was ascertained that the higher ion currents detected prior to achieving stability when cycling the reservoir from a high temperature to one lower than the surrounding environment were always accompanied by higher background levels. Therefore, a very reasonable explanation of the long time dependence required to achieve equilibrium density conditions which is supported by the background measurements is that significant effects due to cesium adsorbed on the walls of the surrounding system are contributing to the detected ion current level. In both the cesium ion-cesium atom and electron-cesium atom measurements, this effect is eliminated by the liquid nitrogen cold traps which are located in critical regions of the system.

Repeated cycling of the system yielded consistent results in that all pressure levels checked achieved stability in the ion current level in times on the order of one minute, whereas cycling to the low initial reservoir temperature always resulted in significantly longer times to achieve equilibrium. To insure that the longer times required on recycling to the initial reservoir temperature were not truly a hysteresis effect that would be present in all measurements, a series of tests was conducted by first increasing the reservoir temperature and then by reversing the direction of the temperature cycling process. The results of these measurements are shown in Fig. 9. In all cases the time required to achieve stability was on the order of one minute, and excellent agreement was achieved between the measured current levels on the increasing portion of the temperature cycle and the decreasing portion of the cycle.

On the basis of the results obtained in these tests to date, it must be concluded that if precautions are taken to insure that the cesium reservoir system has good high-vacuum qualities and is not subject to attack by cesium and if the effects of wall pumping by the surrounding environment of the reservoir are eliminated by the proper use of liquid nitrogen cold traps, the time required to achieve
an equilibrium neutral cesium density in the collision chamber is on the order of one minute rather than time scales which are significantly longer.

Further measurements using a hot wire detector are presently under way to determine the neutral cesium efflux rates from the exit slit of the actual operating electroformed collision chamber system to insure that the larger volume associated with this system does not significantly alter the time required to achieve neutral cesium density equilibrium within the chamber.

Analysis of Elastic Scattering Cross Sections

In the analysis of the total collision cross-section information, as has been previously outlined, the diffusion cross section used in the mobility calculations was determined by calculating classically the elastic contribution to the measured total collision cross section. By subtracting this elastic contribution from the measured total collision cross section, the charge exchange contribution can be determined. In this analysis, an inverse fourth power interaction potential was assumed to hold for the lower energy scattering interactions under investigation in the ion-atom measurements. The validity of this assumption as a result of the recent measurements reported by Menendez and Datz is subject to considerable question. In the measurements of Menendez and Datz, it was found that a significant rainbowing effect occurred at relatively large scattering angles for cesium ions interacting with argon, krypton, and nitrogen. The presence of this rainbow in the experimental differential scattering cross section implies that the use of an inverse fourth power potential to describe the elastic scattering interaction at these low energies is undoubtedly incorrect. It has been suggested by Mason and Vanderslice that a 4-6-12 type potential should be considered even for extremely low energy interactions, especially when dealing with relatively large particles, such as the cesium system. The general form of the potential used to calculate differential scattering cross sections is given by

\[ Q(r) = \frac{\epsilon}{2} \left[ (1+\gamma) \left( \frac{r_m}{r} \right)^2 - 4\gamma \left( \frac{r_m}{r} \right)^6 - 3(1-\gamma) \left( \frac{r_m}{r} \right)^{12} \right] \]  (4)

where

\[ \epsilon \] is the potential well depth.

\[ \gamma \] is a strength parameter of the \( r^{-6} \) portion of the potential.

\[ r_m \] is equilibrium internuclear distance.

In Eq. 4 the \( r^{-4} \) term includes the charge-dipole and the charge-induced dipole interactions and the \( r^{-6} \) term includes charge-quadrupole, charge-induced quadrupole, and induced dipole-induced dipole interactions. The last term in this expression which is the \( r^{-12} \) portion of the potential is the short-range repulsion term. When two particles having the potential function of the type described in Eq. 4, in which
there are both attractive and repulsive portions, interact, there is a relative energy region in which rainbow phenomenon will be observed in the angular scattering distribution. This effect will also significantly alter the magnitude of the differential scattering cross section. Calculations have been carried out to determine the differential elastic scattering cross section as a function of energy for the cesium system to see if any significant alteration in the magnitude of the predicted elastic scattering cross section would result from the inclusion of these additional terms in the interaction potential. In these calculations a value of 4.4 Å was used for the equilibrium internuclear distance. This value was obtained from the work of DeBoer on the spectra of the cesium molecular system. A value of \( \gamma = 0.5 \) and a value of the polarizability of cesium equal to 52.3 \( \AA^3 \) as determined from the measurements of Salop, et al., were used to determine the value of the well depth, \( \epsilon \), from the following expression:

\[
\frac{3}{2}(1-\gamma)\epsilon r_m^4 = \frac{e^2 a}{2}
\]  

(5)

Shown in Fig. 10 is the differential scattering cross section calculated for a relative interaction energy of 3.38 eV. As can be seen in this figure, there is a significant rainbowing effect observed in the differential scattering cross section at an angle of approximately 1.7 radians in the center-of-mass system. Shown in Fig. 11 is the calculated differential scattering cross section for a relative energy of 0.543 eV. In this case the rainbowing effect is not as readily apparent. However, as in the case of the higher energy calculation, the differential scattering cross section determined from the 4-6-12 interaction potential as a function of angle is significantly larger than that predicted with only an inverse fourth power interaction potential. The over-all contribution of this effect to the predicted elastic scattering cross section results in approximately a 25 per cent increase in the predicted elastic scattering cross-section values in the energy range of the cesium ion-cesium atom cross-section measurements. The magnitude of the cross section predicted using the 4-6-12 type interaction potential is sensitive to the values of \( r_m, \epsilon, \gamma \) used in the calculation. In the results presented, every attempt was made to use the most reliable estimates of these values. On the basis of these results further work is being carried out to determine the limits of uncertainty of the calculation due to the uncertainties associated with the determination of the values of \( \epsilon, r_m, \gamma \) and to evaluate the effect a possible change in the magnitude of the elastic scattering cross section will have on the determination of cesium ion mobilities.

It is interesting to note that the presence of this effect in the cesium ion-cesium atom system can be detected at relatively large scattering angles. Shown in Fig. 12 is the calculated variation in the differential scattering cross section as a function of energy for a center-of-mass scattering angle \( \theta = 1.57 \) radians. As shown in this figure, a pronounced bump in the differential cross section would occur approximately in the 3.0 to 4.0 eV range if a 4-6-12 interaction potential were applicable for this type of system. Also plotted for comparison in this figure is the differential scattering cross section which would be predicted only for an inverse fourth power potential.
Outline of Research for the Next Six-Month Period

1. Measurements will be made of the cesium efflux rate from the exit slit of the electroformed collision chamber system to determine a true neutral density in the collision chamber as a function of cesium reservoir temperature.

2. On the basis of the density measurements, further cesium ion-cesium atom cross-section measurements will be conducted to firmly establish the velocity dependence of the total cross section at low energies.

3. Calculations of the cesium ion mobility will be carried out using the existing total collision cross-section information with the new 4-6-12 type interaction potential.
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### Background Magnetic Field Variation in Intensity in Units of 10^-3 Gauss

**Horizontal West Component**

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1.5</th>
<th>0.1</th>
<th>0</th>
<th>-0.1</th>
<th>+0.3</th>
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</tr>
</thead>
<tbody>
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<td></td>
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<td>0</td>
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</tr>
<tr>
<td></td>
<td>-1.7</td>
<td>-1.4</td>
<td>-0.4</td>
<td>-0.2</td>
<td>-0.3</td>
<td>+0.4</td>
<td>+0.5</td>
</tr>
<tr>
<td></td>
<td>-1.6</td>
<td>-1.1</td>
<td>-0.6</td>
<td>-0.1</td>
<td>0</td>
<td>+0.7</td>
<td>+0.7</td>
</tr>
<tr>
<td></td>
<td>-1.2</td>
<td>-0.8</td>
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</tr>
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</tr>
<tr>
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<td>+0.7</td>
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</tr>
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</tr>
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</tr>
<tr>
<td></td>
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<td>0</td>
<td>+0.5</td>
<td>+0.7</td>
<td>+0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>+0.5</td>
<td>+0.7</td>
<td>+0.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+0.5</td>
<td>+0.7</td>
<td>+0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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ANGULAR DISTRIBUTION OF ELECTRONS SCATTERED IN NEON
(REF. 4)
ANGULAR DISTRIBUTION OF ELECTRONS SCATTERED IN CARBON DIOXIDE (REF. 4)
CALCULATED VARIATION BETWEEN $Q_T$ AND $Q_M$ FOR NEON

$Q_T$ and $Q_M$ are plotted against energy in electron volts (eV). The graph shows a calculated variation between $Q_T$ and $Q_M$ for neon with an increase of 22% and 20%. The y-axis represents $Q$, in arbitrary units, and the x-axis represents energy in eV.
CALCULATED VARIATION BETWEEN $Q_T$ AND $Q_M$ FOR CO$_2$

![Graph showing variation between $Q_T$ and $Q_M$ for CO$_2$. The graph plots energy (eV) on the x-axis and $Q$, arbitrary units on the y-axis. Two curves are shown: $Q_T$ and $Q_M$, with annotations indicating a 17% increase for $Q_T$ and a 20% decrease for $Q_M$.](image-url)
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Abstract

The elastic electron-cesium atom momentum transfer collision probability has been determined in the electron velocity range corresponding to 0.45 to 0.80 $\sqrt{eV}$. The collision probability was determined from an analysis of an effective electron-heavy particle collision frequency obtained from measurements of the plasma properties in a cesium arc discharge. The effective collision frequency was found to be strongly dependent on electron temperature in the 2000 to 5000 K range and significantly dependent on plasma degree of ionization for values of this parameter greater than $10^{-4}$. The collision probability determined from an analysis of the integral equation describing the effective collision frequency has been found to be a strong function of electron velocity having a pronounced minimum of approximately 100 to 300 collisions per cm mm Hg in the 0.45 to 0.65 $\sqrt{eV}$ range of electron velocities, rising to a value about an order of magnitude larger in the velocity range corresponding to 0.75 to 1.0 $\sqrt{eV}$.

1. Introduction

Electron-atom momentum transfer collisions are known to play a dominant role in the determination of the transport properties of slightly and partially ionized plasmas. As a result, a knowledge of the elastic electron-cesium atom collision cross section for momentum transfer, i.e., collision probability, is a prerequisite for obtaining an understanding of the physical properties of the non-equilibrium plasma that exists in thermionic converters and other plasma devices employing cesium vapor in an ionized state. In most practical cesium plasma devices, electron mean energies are less than 1.0 eV. In this range of electron energies there is approximately an order of magnitude variation in the experimental cross-section values reported in the literature with no particular energy dependence exhibited in the data.

A compilation of the available electron-cesium atom collision probability data is presented in Fig. 1. R. B. Brode measured the total collision probability (approximately equal to the momentum transfer collision probability for nearly isotropic scattering) over thirty years ago using monoenergetic electron beam techniques. His measurements cover a range down to an electron energy of approximately 0.6 eV and are considered to have established at least the approximate magnitude and general qualitative behavior of the collision probability for energies near 1.0 eV. However, experimental difficulties associated with the use of very low-energy electron beams have prevented the extension of these methods to lower energies, and in fact, Brode's measurements have not even been checked for cesium at the higher energies. The data presented in Refs. 2 through 11 have been determined from electron swarm experiments where the electrons are distributed in velocity over almost the entire energy range from 0 to 1.0 eV. These experiments were each designed to measure a different

*Portions of this work were supported by the National Aeronautics and Space Administration under Contract NAS3-4171.
The objective of the research program reported herein was to obtain experimental data from measurements of the plasma properties in the positive column of a dc cesium arc discharge, which is amenable to analytical and laboratory diagnosis. These measurements lead to an effective electron-cesium heavy particle collision frequency from which the actual momentum transfer collision probability is then obtained from an analysis of the integral transport equation describing the effective collision frequency. With these results a comparison is made with the existing collision probability data interpreted on a common basis and with the available theoretical predictions of the electron-cesium atom collision probability.

2. Theory and the Plasma Model

The equation describing the electron current flow through a plasma under the influence of a dc electric field may be derived on the basis of the physical model for
a plasma originally developed by Lorentz. In this approach it is assumed that collisions are instrumental in setting up a nearly spherically symmetric velocity distribution of electrons and that small deviations from spherical symmetry are described with sufficient accuracy by the second term in the spherical harmonic expansion of the velocity distribution function. Upon substitution of this first order expansion into the Boltzmann equation, two coupled equations describing the relationship of the terms of the expansion result. From these relations and the equation for particle current, the following equation may be obtained for the current density $J$:

$$J = \frac{4 \pi}{3} \frac{n_e e^2}{m} \int_0^\infty \frac{v^3 (\partial f_0/\partial v)}{v_{eo}(v) + v_{ei}(v)} \, dv \, E,$$

(1-1)

where $m$, $e$, $v$, and $n_e$ are the electron mass, charge, velocity, and number density, $E$ the electric field intensity, $f_0$ the isotropic part (first term in the spherical harmonic expansion) of the electron velocity distribution function normalized with respect to electron density, and $v_{eo}(v)$ the elastic electron-atom (ion) collision frequency for momentum transfer. The velocity-dependent electron-atom and electron-ion collision frequencies are related to their respective momentum transfer cross sections by

$$v_{eo}(v) = n_a Q_{ea}(v)v \quad \text{and} \quad v_{ei}(v) = n_i Q_{ei}(v)v,$$

(1-2)

where $n_a$ is the atom number density, $Q_{ea}(v)$ the elastic electron-atom momentum transfer cross section, $n_i$ the ion number density (equal to the electron number density in a neutral plasma) and $Q_{ei}(v)$ is the effective elastic electron-ion momentum transfer cross section. In the derivation of Eq. 1 it has been assumed that the plasma is homogeneous, that the collisional friction force exerted on electrons is due to elastic momentum transfer encounters with heavy particles which are assumed infinitely massive in comparison with electrons, and that electron-electron encounters have no direct influence on the momentum of the electron gas. A more complete analysis of the problem, which yields this result, is presented in Ref. 13.

For the cesium arc discharge plasma (to be described in Section 2), which is the subject of this analysis, the relatively high degree of ionization ($>10^{-4}$) results in extremely short electron thermalization times. Therefore, it will be assumed that electron-electron collisions are instrumental in establishing a Maxwellian distribution of electron velocities. Using the Maxwellian form for the electron velocity distribution and Eq. 2 relating collision frequency to cross section results in the following expression for the current density:

$$J = \frac{8}{3\sqrt{\pi}} \frac{a e^2}{m} \left( \frac{m}{2kT_e} \right)^{5/2} \int_0^\infty \frac{v^3 e^{mv^2/2kT_e}}{Q_{ea}(v) + a Q_{ei}(v)} \, dv \, E,$$

(1-3)

where $k$ is Boltzmann's constant, $T_e$ the electron temperature, and $a$ the degree of ionization defined as the ratio of electron density to atom density.

Equation 2 relates the elastic electron-ion momentum transfer collision frequency to an effective electron-ion collision cross section which represents the
collective effects of electron-ion interactions. Isolated coulomb collisions in a plasma cannot be physically distinguished because of the long range of the coulomb force field. However, as an approximation a two-body coulomb collision term can be derived classically in which scattering is limited to particles within a Debye sphere about the test charge. This procedure eliminates the divergence of the integral describing the effective electron-ion momentum transfer cross section and reasonably accounts for the shielding effect which results in the necessarily finite value for the cross section. The derivation of the effective electron-ion collision term presented in detail in Refs. 13 and 15 reduces to the following expression:

\[
Q_{ei}(v) = \frac{e^4}{4\pi\epsilon_0^2 m^2 v^4} \log_e \left[ \frac{12\pi (\epsilon_0 kTe/e^2)^{3/2}}{n_e^{1/2}} \right]
\]  

(I-4)

where \(\epsilon_0\) is the permittivity of free space. The representation of the effect of electron-ion interactions by Eq. 4 is adequate for the purpose of this investigation, since electron-ion effects never dominate in the range of plasma conditions encountered in this experiment.

In the analytical development leading up to Eq. 3, it was assumed that the plasma was homogeneous. In the case of the cylindrical cesium arc discharge, it is assumed that axial and circumferential uniformity exists and that the only gradient in the radial direction is the electron density variation resulting from particle diffusion to the walls of the discharge tube. Because there are no significant plasma gradients in the direction of discharge current flow, the plasma behaves as though it were homogeneous, and a simple averaging process can be used to account for the radial variation in discharge current density caused by the diffusion gradient in electron density. Since it is assumed that circumferential uniformity in plasma properties exists, the current flow through a cross-sectional area of the discharge tube is given by

\[
I = 2\pi \int_0^R J(r) r \, dr,
\]

(I-5)

where \(I\) is the discharge current and \(R\) the tube radius. If it is assumed that the radial variation in degree of ionization can be reasonably represented by a parabola of the form

\[
a(r) = a_0 (1-r^2/R^2),
\]

(I-6)

where \(a_0\) is the degree of ionization on the tube axis \(n_e/n_a\), and this form is then used in conjunction with Eq. 3, Eq. 5 becomes

\[
I = \frac{16\sqrt{\pi}}{3} \frac{a_0 e^2}{m} \left( \frac{m}{2kT_e} \right)^{5/2} \int_0^R \int_0^\infty (1-r^2/R^2) v^3 e^{-mv^2/(2kT_e)} Q_{ei}(v) + a_0 (1-r^2/R^2) Q_{ei}(v) \, r \, dv \, dr \, E.
\]

(I-7)

Since \(r\) and \(v\) are independent, the radial integration can be performed, and Eq. 7
reduces to
\[
I = \frac{16}{3\sqrt{\pi}} \cdot \frac{a_0 e^2}{m} \left( \frac{m}{2kT_e} \right)^{\frac{3}{2}} \int_0^\infty \frac{mv^2}{\alpha_0 Q_{ei}(v)} \left[ 1 + \frac{Q_{eq}(v)}{a_0 Q_{ei}(v)} \log_e \left( \frac{Q_{eq}(v)}{Q_{eq}(v) + a_0 Q_{ei}(v)} \right) \right] dv \cdot \frac{\pi R^2}{2} E. \tag{I-8}
\]

It is convenient to define an effective collision frequency from the relationship between current flow and electric field intensity, i.e.,

\[
I \equiv \frac{n_{e0} e^2}{m \nu_{eff}} \cdot \frac{\pi R^2}{2} E. \tag{I-9}
\]

Solving for the effective collision frequency defined by Eqs. 8 and 9 and normalizing with respect to atom density yields

\[
\nu_{eff}^{-1} = \frac{16}{3\sqrt{\pi}} \left( \frac{m}{2kT_e} \right)^{\frac{3}{2}} \int_0^\infty \frac{mv^2}{\alpha_0 Q_{ei}(v)} \left[ 1 + \frac{Q_{eq}(v)}{a_0 Q_{ei}(v)} \log_e \left( \frac{Q_{eq}(v)}{Q_{eq}(v) + a_0 Q_{ei}(v)} \right) \right] dv = g(T_e, a_0) \tag{I-10}
\]

Equation 10, defining the normalized effective collision frequency, represents an average of the total normalized electron heavy particle momentum transfer collision frequency and is a function of electron temperature and degree of ionization alone. It should be noted that this normalized effective collision frequency is not the simple average of collision frequency over the velocity distribution but rather is an average of the reciprocal sum of momentum transfer collision frequencies representing specifically the over-all resistive effect of momentum transfer collisions on dc current flow. Spatial averaging has been performed to account for the radial dependence of the electron-ion contribution to the over-all resistance to discharge current flow.

It is apparent from Eq. 10 that a knowledge of the normalized effective collision frequency dependence on electron temperature and degree of ionization could lead to information pertaining to the fundamental electron-atom cross section which appears in the integrand of the integral. An extensive numerical analysis of trial functions for the electron-atom cross section has been carried out based on the experimental information obtained from this investigation. The results of that analysis are presented in Section 5.

The normalized effective collision frequency of Eq. 10 can be related to the measurable parameters of the cesium arc discharge plasma from Eq. 9. Using the perfect gas relationship

\[
n_0 = \frac{P}{kT_g}, \tag{I-11}
\]

where \(P\) and \(T_g\) are the cesium vapor pressure and temperature, the following expression for the effective collision frequency is obtained:

\[
\nu_{eff}^* = \frac{e^2 k}{2m} \cdot \frac{\pi R^2 n_{e0} E}{(P/T_g) I}. \tag{I-12}
\]
Equation 12 was used to determine experimentally the normalized effective collision frequency from measurements of electron density, electric field intensity, gas pressure and temperature, and discharge current.

3. Description of the Experiment and Diagnostic Techniques

The theoretical analysis presented in the previous section was used to describe the plasma of the positive column of the cesium arc discharge. The cesium arc discharge was chosen as the laboratory plasma of this investigation because it has properties in the ranges of practical interest and is amenable to analytical and laboratory diagnosis. Of the parameters in Eq. 12 required to obtain experimentally the normalized effective collision frequency, the electron density and temperature are the two most difficult to measure. Various plasma diagnostic techniques are available; however, the most practical for obtaining these particular plasma properties is the electrostatic probe. From an analysis of the current-voltage characteristics of an electrostatic probe, the electron temperature and density can be determined, and the assumption regarding the equilibrium distribution of electron energies verified. In addition, the electric field can be determined from plasma potential measurements made with probes positioned axially along the positive column. A high degree of spatial resolution can be realized with electrostatic probes, and they can be moved from point to point in the plasma to measure local conditions.

An illustration of a typical discharge tube is shown in Fig. 2. Cathode-to-anode separation in this tube was 50 cm and the inside diameter 3.8 cm. During operation the tube was located within a dual oven which controlled the gas temperature and prevented cesium from condensing on the tube walls. The cesium appendix shown in the figure extended down to the lower portion of the oven, which was always held at a lower temperature than the main oven and controlled the cesium vapor pressure. The cesium pressure was determined from the cesium vapor pressure curve of Ref. 16.

[Fig. 2 Cesium Discharge Tube]

The electrostatic probe sidearm assemblies were constructed in such a way that the probes, which protruded through a small hole in the wall of the discharge tube, could be moved radially into the plasma by means of a magnet. The probes were constructed of 0.010-in. diameter tungsten rod covered with a glass sheath which served
as an electrical insulator. The entire assembly averaging 0.018 in. in diameter was ground flat, exposing only the 0.010-in. tungsten tip to the plasma. Great care was exercised in the fabrication of the electrostatic probes in order to make them as small as possible so that the tip of the probe (collection area) exposed to the plasma was both flat and flush with the glass insulation. The probe tips were periodically examined with a microscope at operating temperature in the discharge tube so that any flaw could be detected. A schematic of the movable probe and sidearm assembly is shown in Fig. 3.

![Fig. 3 Movable Electrostatic Probe Sidearm Assembly](image)

The electron temperature, electron density, and plasma potential variations in the discharge have been measured using pulsed electrostatic probe techniques. A pulsing system was used to apply a cleaning pulse, sweep voltage or data acquisition pulse, and rest voltage to the probe; the time duration of each portion of the probe pulse could be varied independently. The time scale of the total pulse applied to the probe with this system ranged from approximately 100 microseconds to 100 milliseconds. With such versatility the effect of changing probe surface conditions, errors due to circuit and plasma response limitations, and the effect of plasma drift or instability can be detected. The importance of being able to vary sweep speed and applied voltage in this manner is detailed in Refs. 17 and 18. A schematic of the pulse waveform is shown in Fig. 4 along with a typical photograph and semilog plot of a probe current-voltage characteristic. The linear behavior of the semilog plots of the electrostatic probe current-voltage characteristic was experimental verification of the existence of a Maxwellian distribution of velocities at least for the slow moving electrons in the body of the distribution which are responsible for the transport properties in the plasma. Deviations from linearity at the low probe currents (approximately 10 microamps) were random in nature and due to the limits of sensitivity of the system.

The approximation of the radial variation of the degree of ionization by a parabola was verified experimentally with the movable electrostatic probes. Radial measurements of electron density have been made over all ranges of discharge current and pressure. A typical plot of the radial density profile is shown in Fig. 5 for various arc currents, where a comparison is made with both the lowest order Bessel function and the assumed parabolic form. It is apparent from this figure that the assumption of a parabolic radial dependence for the electron density and consequently
the degree of ionization is satisfactory. The electron temperature determined from
the radial probe measurements showed no significant dependence on radial position.
The axial uniformity of plasma properties was verified from measurements made with
electrostatic probes positioned axially along the discharge column. Measurements
made over all discharge conditions indicate no significant axial gradients in plasma
properties.

Since the physical presence of a probe may significantly perturb a plasma, errors in the determination of electron density from probe measurements can be related
to probe size. In order to check on possible perturbations of the plasma resulting
from the presence of the electrostatic probes, a special discharge tube was con-
structed which contained probes of a significantly larger size than the 0.010-in.
diameter probes described previously. Incorporated in this tube were three 0.010-in.
diameter and two 0.0315-in. diameter electrostatic probes alternately positioned
along the tube axis. The large probes occupied a volume about three times as large
as the small probes and had a collection area approximately ten times larger.
Measurements made over the entire range of cesium pressures, and arc currents used
in this investigation indicated no significant variation of either electron density
or temperature with probe size. The greatest discrepancy in the electron density,
as determined with the large and small probes, was 20 per cent at the highest pres-
sure. On the basis of these results it was concluded that the small 0.010-in. di-
ameter probes did not perturb the plasma for the conditions encountered in this
experiment.

4. Measurements and Results

Typical measurements were conducted with cesium pressure and discharge
current as independent experimental variables. For moderate cesium pressures
(10^{-2} to 10^{-1} \text{ mm Hg}) and arc currents (0.3 to 1.5 amps), the electron temperature determined from the slope of the semilog current-voltage characteristics of the electrostatic probes varied from approximately 2500 to 4500K. From measurements of the plasma floating potential obtained with probes positioned along the axis of the tube and from a knowledge of the spacing between probes, the electric field intensity was determined and found to vary from about 0.2 to 0.6 volts/cm. The electron density on the axis of the tube varied from approximately 10^{11} to 3 \times 10^{12} electrons/cc. From these values of the electron density and the cesium atom density calculated from the perfect gas law (Eq. 11), the degree of ionization along the tube axis, q_0, was obtained. Because of the radial variation of electron density and the independence of atom density on tube radius, the degree of ionization varied radially in the same manner as the electron density (Fig. 5).

Using the relationship of Eq. 12, the normalized effective electron-cesium heavy particle collision frequency has been determined over the range of plasma variables from the experimental data of several test runs. Figure 6 presents this effective collision frequency as a function of electron temperature and degree of ionization on the tube axis. The effective collision frequency data of this figure were obtained from two different discharge tubes and several electrostatic probes positioned at different points along the tube axis. In spite of this variation in experimental conditions, the scatter in the data points was very small. As is apparent from Fig. 6, a clearly defined trend in the collision frequency exists with both electron temperature and degree of ionization. Of particular significance is the strong dependence of effective collision frequency on electron temperature. Moving along a constant degree of ionization line, the effective collision frequency increases by a factor of two over the experimental electron temperature range. Also significant is the fact that the collision frequency shows a pronounced dependence on the degree of ionization in the 10^{-4} to 10^{-3} range, where electron-ion effects in cesium plasmas are often neglected. Consequently, the necessity of including electron-ion effects in the theoretical analysis of the plasma model becomes apparent.
5. Analysis of Trial Functions for the Cross Section

Since the experimental measurement of plasma properties leads to a normalized effective electron-cesium heavy particle collision frequency which is an average over all electron velocities, it is necessary to determine how the integral (Eq. 10) describing this collision frequency behaves as a function of electron temperature and degree of ionization for variations in the form of the velocity dependence of the collision probability. Numerical integration techniques permit the analysis of this integrated behavior for a variety of trial forms for the collision probability velocity dependence. Initially, various trial forms were selected on the basis of best estimates as to the magnitude of the collision probability and on trends observed in experimental and theoretical data. Subsequently, hundreds of additional functions representing almost every reasonable magnitude and velocity dependence in the range of interest were numerically integrated, yielding a variety of hypothetical normalized effective collision frequency curves with electron temperature and degree of ionization as variables. This was done so that an accurate estimate of the resolution of the technique could be made and so that trends in the experimental data could be understood and related to the type of cross-section behavior likely to have produced them. Following this procedure a particular class of functions for the velocity-dependent electron-cesium atom momentum transfer cross section has been found, which when integrated, gives the best fit to the experimental data of Fig. 6. The integrated value of this best estimate for the cross section is compared in Fig. 7 with the experimental data. The dashed lines of this figure are
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Fig. 7 Comparison of Experimentally Determined and Numerically Calculated Effective Collision Frequency

the same straight lines drawn through the effective collision frequency data of Fig. 6. It is apparent from this figure that the quantitative and qualitative agreement between theory and experiment is quite good. The slope of the effective collision frequency temperature dependence is exactly duplicated by the numerically calculated curve, and the agreement between the two sets of curves for the parametric dependence on the degree of ionization is also very good. The maximum discrepancy that does occur for the highest degree of ionization is only 15 per cent and is well within the limits of
uncertainty of the experiment, the theoretical model, and the theoretical form used to represent electron-ion effects. Therefore, additional refinement of the approximation for $q_{ea}(v)$ would not be meaningful.

Only one class of functions for the velocity-dependent collision probability yields the agreement between theory and experiment described in the previous paragraph. Figure 8 presents this collision probability as a function of electron velocity. As can be seen from the figure, the collision probability resulting in the best agreement between theory and experiment (solid line in Fig. 8) is a strong function of electron velocity, rising from a minimum value of approximately 100 collisions per cm mm Hg in an electron velocity range corresponding to $0.4 \sqrt{eV}$ to a maximum over an order of magnitude larger at a velocity in the $0.7$ to $0.8 \sqrt{eV}$ range, where the possibility of a resonance in the collision probability appears to exist. It is this very rapid increase in the collision probability at approximately $0.7 \sqrt{eV}$ that produces the strong electron temperature dependence of the effective collision frequency. There is a loss of sensitivity below approximately $0.4 \sqrt{eV}$ due to the fact that for lower electron velocities electron-ion interactions begin to dominate the collisional process for the degrees of ionization covered in this experiment. A decrease in sensitivity at the high-energy end of the velocity spectrum results from the small number of electrons in the tail of the electron velocity distribution. However, for higher electron velocities the collision probability must maintain the approximate magnitude indicated by the cross-hatched area of the figure; this magnitude is in agreement with that established by Brode's total collision probability data.\textsuperscript{1} Although the collision probability velocity structure cannot be precisely determined above a velocity of approximately $0.8 \sqrt{eV}$, the magnitude of the collision probability above this level still carries weight in the integration leading to the effective collision frequency. The envelope defined by the dashed lines in Fig. 8 indicates the limits of uncertainty in the collision probability in various velocity ranges; the manner in which the envelope was established is discussed in subsequent paragraphs.

Fig. 8 Electron-Cesium Atom Momentum Transfer Collision Probability

---

\textsuperscript{1} Although the collision probability velocity structure cannot be precisely determined above a velocity of approximately $0.8 \sqrt{eV}$, the magnitude of the collision probability above this level still carries weight in the integration leading to the effective collision frequency. The envelope defined by the dashed lines in Fig. 8 indicates the limits of uncertainty in the collision probability in various velocity ranges; the manner in which the envelope was established is discussed in subsequent paragraphs.
Numerical procedures have been used to establish the degree of uncertainty in the velocity structure of the collision probability resulting from variations in the theoretical expression for the effective collision frequency (Eq. 10) and the effective electron-ion cross section term (Eq. 4); the over-all resolution of the "trial function" technique for the range of experimental variables covered in this investigation has also been considered. The fact that the experimentally determined normalized effective collision frequency is a function of two variables (electron temperature and degree of ionization), rather than the usual single parameter (electron temperature), has been found to result in a significant improvement in the ability of the trial function technique to determine the velocity structure of the collision probability. Numerical experimentation with various trial functions has illustrated the fact that the coupling between the experimental electron temperature range of this investigation and the electron velocity range of sensitivity is substantially strengthened by the normalized effective collision frequency dependence on degree of ionization. This dependence places additional requirements on the exact collision probability velocity structure required to satisfy the experimental effective collision frequency data. In addition, various experimental checks (outlined in Section 3) were made to insure that the plasma diagnostic systems were reliable. Therefore, it is felt that the quantitative and qualitative behavior of the experimentally determined effective collision frequency data and the interpretation of this data resulting in the collision probability of Fig. 8 are correct. However, the possibility always exists that an undetectable systematic experimental error may result in an alteration in the slope but not the magnitude of the effective collision frequency. If this were the case, the absolute magnitude of \( \nu_{\text{eff}} \) would not be significantly affected. However, the exact velocity structure of the collision probability as determined from the integral analysis has been found to be quite sensitive to this type of qualitative variation in \( \nu_{\text{eff}} \), particularly at the extremes of the velocity range of interest where the resolution of the technique begins to fade. Therefore, in consideration of such a possibility, a variation of approximately 25 to 50 per cent in the slope of the effective collision frequency data of Fig. 6, equivalent to a variation of about 15 to 20 per cent in the experimentally determined magnitude of \( \nu_{\text{eff}} \), has been taken into account when establishing the envelope of uncertainty for the collision probability velocity structure (dashed lines in Fig. 8). Such a variation is considered reasonable in view of the known limits of accuracy of the experimental techniques.

A family of collision probability curves which forms this envelope has been determined from an analysis of trial functions for \( Q_{\text{ea}}(v) \). Each member of this family when averaged over all electron velocities yields a normalized effective collision frequency having the quantitative and general qualitative behavior of the \( \nu_{\text{eff}} \) data of Fig. 6, subject to the possibility of experimental error as described in the previous paragraph. All the functions defining the envelope have the same qualitative behavior as the collision probability curve yielding the best fit to the experimental data of this investigation. However, it is apparent from the figure that the total increment of uncertainty (\( \Delta P_{\text{c}} \)) in the collision probability magnitude as defined by the envelope can be quite large, particularly at the extremes of the velocity range of sensitivity. This should not be interpreted as meaning that any collision probability curve falling within the envelope will, when averaged, satisfy the experimental data of this investigation. For example, an increase in the magnitude of the collision probability in the lower velocity range of sensitivity (0.4 to 0.5 \( \text{eV} \)) must be accompanied by an appropriate decrease at higher velocities such as to yield the same
magnitude and approximately the same slope as the $\nu_{\text{eff}}^*$ data of Fig. 6 when averaged over the electron velocity distribution. It should be noted that the collision probability of Fig. 8 is not experimental data but rather is based on the interpretation of experimental data. The range of uncertainty in the precise velocity structure of the collision probability, as determined from the analysis described above, is a reasonable indication of the possible variations associated with this interpretation and also indicates the importance of consistent and realistic interpretation of "average" or "effective" collision probability data determined from experimental measurements of over-all collisional effects in plasmas.

6. Discussion of Results

The necessity of including electron-ion effects in the analysis of cesium plasmas in the ranges of electron temperature and degrees of ionization of practical interest, and the importance of proper averaging of the electron-cesium heavy particle collision probabilities over electron velocities have prompted a re-evaluation of the available average cesium collision probability data reported in the literature. Of the available cesium collision probability data (Fig. 1), only in Refs. 2 and 3 has an attempt been made to determine the actual velocity dependent collision probability from an integral analysis. References 4 through 11, involving measurement of a variety of plasma transport properties, inferred an average collision probability from an effective collisional term defined to represent the over-all effect of collisions on the particular transport property under investigation. This average collision probability was then plotted as a function of most probable or average electron velocity determined from a measurement of electron temperature. In addition to normal experimental error, the collision probability determined in this manner is subject to the uncertainties associated with differences in the averaging of the cross section over electron velocities which is complicated by the influence of electron ion interactions. In Refs. 5, 9, and 10 an attempt to account for the effect of electron-ion collisions was made, and it was assumed that electron-atom and electron-ion effects could be treated separately and added like resistivities. However, this approach is not satisfying physically and in fact can result in large errors in the interpretation of the velocity structure of the collision probability when $Q_{\text{ea}}(v)$ is a strong function of electron velocity and comparable in magnitude to $Q_{\text{el}}(v)$. Consequently, the data of Fig. 1 represents only the approximate magnitude of the collision probability in the electron velocity range of interest. An improvement in the understanding of the cesium collision probability data results if the available data is converted to an effective collision frequency form and plotted as a function of electron temperature. This is accomplished by converting the velocity coordinate of each data point of Fig. 1 to the electron temperature corresponding to the most probable velocity of a Maxwellian distribution. A normalized effective collision frequency is recovered by multiplying each collision probability data point by its corresponding most probable velocity point. This conversion process results in a presentation of the available experimental data in a form more closely associated with the manner in which the measurements were actually made and provides a base for a reasonable comparison with the data of this investigation.

Figure 9 presents the available experimental data in effective collision frequency form, the data of this investigation, and the numerically calculated normalized effective collision frequency extrapolated to lower and higher electron
temperatures. Although the lowest electron temperature of the current investigation was approximately 2500°K, the integrated collision probability (effective collision frequency) can be numerically calculated for lower electron temperatures with reasonable safety, since at lower temperatures and degrees of ionization in the $10^{-4}$ to $10^{-3}$ range, electron-ion effects begin to dominate the collisional processes. The numerical curves in Fig. 9 were obtained using Eq. 10 and the collision probability of Fig. 8 (solid line) which has been extrapolated smoothly to lower and higher electron velocities in accordance with the magnitudes established by Refs. 2 and 3 in the $0.1$ to $0.3 \sqrt{eV}$ range and with the magnitude of Brode's data in the $1.0 \sqrt{eV}$ range. Even though the electron velocity distribution function would be non-Maxwellian for very low degrees of ionization, $v_{eff}^*$ has also been calculated neglecting electron-ion effects ($\alpha \approx 0$ in Fig. 9) in order to illustrate the fact that for a degree of ionization of approximately $10^{-4}$ electron-ion effects first become significant in the 2000 to 5000°K range of electron temperatures. Examination of Fig. 9 indicates that interpretation of the available cesium collision probability information on the basis of an effective collision frequency formulation including the effect of electron-ion collisions produces a definable trend in the data. Of particular significance is the agreement between the numerical and experimental data establishing the magnitude of the minimum of $v_{eff}^*$ in the 1000 to 2000°K range. The minimum value of $v_{eff}^*$ is determined by the minimum in the collision probability velocity structure, i.e. Fig. 8. When interpreting Fig. 9, it should be noted that the information presented in Refs. 2 - 11 does not permit calculation of $v_{eff}^*$ in exactly the same form for each case and no attempt has been made to replace electron-ion effects that have been removed.5, 9, 10 Therefore, in comparing the numerically calculated curves with the available data, emphasis should be placed on the trend established by the data taken as a group rather than on individual values of $v_{eff}^*$. The general agreement that results when the available data are analyzed on a more common basis and compared with the numerically calculated effective collision frequency lends support to the conclusion that the collision probability has a minimum in the 0.5 to $0.8 \sqrt{eV}$ range of electron velocities as indicated in Fig. 8.

Although even approximate theoretical calculations leading to the electron-cesium atom cross section are quite complicated, current interest has been stimulated
by the practical application of ionized cesium vapor in devices, such as the thermionic converter. It is of interest to analyze some of the more recent theoretical results in light of the conclusions drawn from the experimental and analytical work of this program. The total and momentum transfer electron-cesium atom cross sections were calculated theoretically in Ref. 20. The resultant scattering curves for both the total and momentum transfer cases are similar with the theoretical curves exhibiting a resonance behavior in the energy range from 0 to 1.0 eV. A more recent calculation of both the total and momentum transfer elastic scattering cross sections has resulted in an extremely sharp resonance in both cross sections at about 0.5 eV. Of interest is the fact that the total and momentum transfer collision probabilities of Ref. 21 differ by as much as 100 per cent in the 0.7 to 1.0 eV range, which would indicate a significant angular dependence of the differential scattering cross section. The theoretical calculations of Refs. 20 and 21 are presented in Fig. 10 along with the collision probability determined from the experimental and numerical data of this program. It is apparent both from the differences in the various theoretical curves

![Diagram](image)

and from examples treated in the original references that the calculated collision probability is extremely sensitive to the theoretical form used to represent polarization effects. However, the general form of the theoretical scattering curves is the same and is in qualitative and semiquantitative agreement with the collision probability data determined in this investigation. Of particular significance is the theoretical prediction of a resonance in the 0.5 to 1.0 eV range coupled with a sharp drop to a minimum in the collision probability in the 0.3 to 0.7 eV range of electron velocities. In Ref. 21, which is the most recent work and presumably an improvement over previous calculations, an average value of the polarizability was used which corresponds approximately to the average of the experimental values. However, numerical experimentation in Ref. 21 indicates considerable sensitivity to the exact choice of the polarizability. Although the general shape of the theoretical curve remains the same for slight variations in the polarizability, the location of the resonance can be shifted along the velocity scale. Since the
range of maximum sensitivity of this investigation and the data of Refs. 4 through 11 corresponds to the velocity range where theory predicts a sharp dip in the collision probability, the analysis of the numerical and experimental data presented here indicates that the actual location of the collision probability minimum is in the 0.5 to 0.8√eV range of electron velocities with the indicated resonance occurring in the vicinity of 1.0√eV.

7. Conclusions

An analysis has been made of the effective electron-cesium heavy particle momentum transfer collision frequency which was determined from measurements of the plasma properties in a cesium arc discharge. The effective collision frequency has been found to be strongly dependent on electron temperature in the 2000 to 5000°K range and to be significantly dependent on plasma degree of ionization for values of this parameter greater than 10^-4. Consequently, the effect of electron-ion collisions must be considered in the analysis of cesium plasmas in the ranges of electron temperature and degrees of ionization of practical scientific and engineering interest.

A numerical analysis of the integral equation describing the effective collision frequency has been conducted in order to determine the sensitivity of the collision frequency to variations in the velocity dependence of the electron-cesium atom momentum transfer collision probability. Numerical experimentation with a wide variety of trial functions for the collision probability has indicated that the resultant effective collision frequency is reasonably sensitive to changes in the velocity structure of the collision probability over the range of experimental variables covered in this investigation. Therefore, it has been possible to determine the general quantitative and qualitative behavior of this velocity dependence over an appreciable range of electron velocities. The collision probability has been found to have a minimum value of approximately 100 to 300 collisions per cm mm Hg in the 0.5 to 0.8√eV range of electron velocities, rising to a value about an order of magnitude larger in the 0.75 to 1.0√eV range.

Comparison of the effective electron-cesium heavy particle collision frequency determined from this investigation with the available average collision probability data interpreted on the basis of an effective collision probability formulation including electron-ion interactions, produces a clearly definable trend in the data over a reasonably broad range of electron temperature and degree of ionization. A comparison has also been made between some of the more recent theoretical calculations of the electron-cesium atom collision probability and the experimental and analytical results of this program. Although such calculations are very sensitive to the theoretical form used to represent atomic polarization effects, the resonance behavior of the predicted scattering curves is in quantitative and qualitative agreement with the collision probability velocity dependence determined in this investigation.
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