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i. INTRODUCTION -

In June 1965, under Contract No. NAS8-20209, the Marshall Space
Flight Center (MSFC) awarded TRW Systems (formerly STL) a feasibility
study designated as "Body-Fixed 3-Axis Inertial.-Reference System or
Application of an Analytic Platform to Future Missions." The background
to this study as provided by MSFC is as follows:

"In recent };ears, inertial guidance hardware technology has advanced
to a state where an analytic platform system may provide an inertial refer-
‘ence which is superior to present systems in which inertial sensors are
mounted together on a gimbaled platform. In such an analytic platform
system, the inertial sensors are mounted directly to the carrier vehicle,
having provision in a digital computer for the function which gimbals

provide in present systems,

" The problems in implementing such a system fall into the following

three categories:

{a) The inertial sensors are body mounted rather than
being on a stabilized platform. This environment is
more severe because the instruments are subjected
to all of the vehicle motions with the results that the
inertial sensors measure quantities in an entirely
different regime.

(b) The data rates necessary to characterize vehicle
motions for ultimate use in vehicle navigation are
very high. These quantities which are fundamentally
analog in nature must be converted to digital signals
at a very high rate.

(c) Vehicle attitude rate data will be used to derive vehicle
attitude in space. The computations for providing this
may be very complicated and require very high accuracy
and speed.,

VSurveys of the progress of the industry in solving these problems
~were conducted in 1964 and 1965. These surveys indicated that indeed
progress was being made and that such a system might provide signifi-

cant benefits for the future space system."
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The basic objective of the study was to determine the feasibility of

application of an analytic platform system for use on a Saturn boost mis-

sion.

To accomplish this, it was necessary to (1) study inertial instru-

ments- and angilar encoders which might be utilized; (2) consider the

attitude-reference and navigation equations which would pérform the

analytic reference; (3) determine computer requirements and perform

computer preliminary design; and (4) perform system error modeling,

flight simulations, and alignment studies,. The results obtained have

demonstrated the feasibility of using a given (though not necessarily

optimum), analytic platform configuration for the mission,

While the ‘potential advantages of the strapped-down inértial refer-

ence system have been often quoted, they will be repeated here to establish
the motivation behind the study, Because of-the early development status

of strapped-down guidance, none of these advantages has yet been conclu-

sively demonstrated. Further, a system optimized for one mission might

have relative advantages which differ from those of a system optimized

for an alternate mission. Nevertheless, the possible advantages of the

strapped-down system in comparison with a gimbaled system are tabulated

below:

" Minimum maintenance problems,

Wideband body rate data can be provided for control
system stabilization,

Minimum size, weight, and power for a reference
utilizing well-developed components.

Minimum mechanical complexity (this may imply
higher reliability even though the electronic com-
plexity of the strapped-down system is greater),
All-attitude operation,

Compatibility and flexibility of usage with other
sensors, such as star trackers, radars, etc.

Highly amenable to techniques of redundancy.

Minimum configuration constraints,

1-2



The approach studied in detail was defined by MSFC and involved the
use of three single-axis platforms (SAP) and three pendulous-integrating-
gyroscope-accelerometers (PIGA). Sucha system has high accuracy poten-

tial. In addition, it can function despite relatively high body angular rates.

To a.cco.mplish the study 0bjecti§res, nine tasks were performed as
indicated in the block diagram of Figure 1-1; these tasks are briefly

discussed in the following paragraphs,

STUDY
INERTIAL
INSTRUMENTS
ANGULAR T ERROR
ENCODER ot MODELING
SURVEY
Pksswg:kv PERFORMANCE COMPARISON
SYSTEM. ANALYS!S OF SYSTEMS
ATTITUDE
REFERENCE AND f—rf COMPUTER
VELOCITY STUDIES
INTEGRATION
INPUT FROM OTHER
TRW EFFORTS
STUDY.
ALIGNMENT ___J
TECHNIQUES

Figure 1-1, Study Block Diagram
1,1 STUDY INERTIAL INSTRUMENTS

Various sensors and subsystems with potential use in analytic plat-
forms were investigated relative to their performance, interface require-
ments, and development status. Only conventional components were con-
sidered for this study; that is, "exotic" instruments such as the electro-

static gyro, laser gyro, nuclear spin gyro, etc., were not considered,
1.2 ANGULAR ENCODER SURVEY

A survey of angular encoders was made to determine whether the
high-accuracy encoder requirements of this system were feasible and
desirable from an engineering point of view. The encoders considered
during the study included inductance, reluctance, capacitance, magnetic,

optical, and mechanical.



i.?; 'STUDY AT‘{[‘ITUDE REFERENCE AND NAVIGATION EQUATIONS

The attitude reference equations considered were Direction Cosines,
Euler Symmetrical Parameters, Cayley-Klein Parameters, Quaternions,
Euler Angle Systems, and the Gibbs Vector. Two methods of integrating

the accelerometer increments were also considered.
1.4 STUDY ALIGNMENT TECHNIQUES .
Two methods of alignment were developed and simulated on a digital
computer,
1.5 SYSTEM PRELIMINARY DESIGN

An MSFC concept of an accurate strapped-down system (ﬁsing three
SAP's and three PIGA's) was studied in detail, All the equations required
to be mechanized in the computer were written both in digital differential
ana.lyzér (DDA) and general purpose (GP) for;n. These included the
equations covering attitude reference, navigation, alignment, compensation,

guidance command iteration and resolution, and body rate.
1,6 ERROR MODELING

An error model of this system was developed which included con-
tributions from. the equations, alignment errors, angular rate effects on

the instruments, and the normal (stable platform) instrument errors,
1,7 COMPUTER STUDIES

Studies were performed to determine the timing and memory re-
quirements for both GP and DDA computer mechanizations. In addition,

estimates were made of the hardware required for this application.
1.8 PERFORMANCE ANALYSIS

Finally, the error model was used for a performance analzésis.
1.9 COMPARISON OF SYSTEMS ‘

Certain parameters of the SAP and PIGA systems are compared with
parameters of a strapped-down system using rate-integrating gyros (with

pulse rebalanced output axes) and force rebalanced accelerometers.

i-4



2. SUMMARY

This section summarizes the study results contained in Sections
3 through 9 of the TRW Systems Phase i1 Final Report,

Our study demonstrates the feasibility of using a strapped-down
inertial reference assembly (SIRA) and an associated strapped-down
digital computer (SDC) to replace the presently used-ST-124 gimbaled
IMU for guidance of the Saturn booster, The system that was investigated
in detail uses three gyros, each mounted on a table with one degree of
angular freedom (commonly termed three SAP's) for providing the data
required to maintain an attitude reference. In addition, three PIGA's
are used to sense accelaration. Our report includes a comparison of
certain aspects of this system and an alternate strapped-down system

mechanization. *

Several kinematic representations suitable for the maintenance of
the attitude reference in the computer were investigated, and direction
cosines were chosen for further study, All computer equations (for both
the GP and the DDA usage) were derived. The accuracy of the critical

equations was studied.

The sensitivity of the SAP and PIGA to body rate inputs was studied,
and the numerical effects were calculated. The accuracy of the instru-
ments was not seriously degraded by the environment expected, provided
that the PIGA's are compensated for bod}} rates, Similarly, the study of
angular encoders for shaft-angle readout demonstrates that devices with
suitable resolution, accuracy, size, weight, and reliability are readily

available,
. Computational requirements for both the GP and DDA mechanizations
were considered. The GP is strongly recommended by virtue of its flexibility,

Some aspects of the alternate strapped-down approach* (electrical
rebalance of the gyro output axis) are presented. In addition, a catalog of
instruments suitable for use in a strapped-down system is given. These

two efforts provide some generally useful background material,

" Data for the alternate mechanizations were available from prior
TRW Systems!' efforts,

2-1



2.1 FEASIBILITY OF THE SELECTED CONFIGURATION

A brief description of the system selected for further study is given
below and is followed by a presentation of the system error model and

performance, and certain parameters.,

2.1.1 System Description

The block diagram of Figure 2-1 depicts the selected configuration
which uses three SAP's, An angular rate (w) along a gyro input axis causes
a precession of the gyro about the output axis. The gyro gimbal angle pick-
off voltage is amplified, demodulated, and filtered to provide an error sig-
nal. This signal is shaped and amplified in order to drive the single-axis
table in such a direction that the gyro float is torqued back to null. Thus,
the single-axis table keeps rates about the table axis (gyro input axis)
nulled, As a result, the angle between the table and the body is the inte-
gral (in body space) of the body angular rate about that axis. An incre-
mental platform angle pickoff (Aa) will be used because of inherent sim-
plicity., There would be no net advanta.ée to the use of a whole angle

pickoff, Pitch, roll, and yaw systems are identical in construction.

PIGA's are used to sense acceleration {a). Note that the block dia-

grams of the PIGA's and the gyro loop are functionally very nearly identical.

The PIGA is compensated for input axis body rates as well as bias

and scale factor.

The computer implemented provides computations necessary to
make the system equivalent to a platform system. The incremental angles
are used to provide the attitude reference as well as the body attitude rate
data. The attitude refei'ence equations along with the compensated velocity
pulses are used to integrate the total velocity in inertial space and to pro-
vide incremental velocity outputs to the main guidance computer. Equa-
tions are also required for initial alignment, and the configuration shown
uses-the PIGA's for leveling and external information {optical) for the
azimuth reference. The attitude reference equations and the commanded
attitude are used to provide inputs to the attitude error computations;

Attitude error signals are also computed.
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Certain computer requirements are also indicated on Figure 2-1,
The number of units* required for a DDA is given as well as the memory
and timing requirements for a typical, state-of-the-art, airborne com-
puter. (See Section 6 for the groundrules assumed in the computer sizing.)
Several sets of equations are possible for some of the function s indicated.
These are discussed in detail in Section 5. The simplest equations pos-
sible for the two computer mechanizations were used to obtain the require-

ments noted in Figure 2-1.

2.1.2 System Error Model and Performance

The system error model discussed in detail in Section 3 takes into
consideration: (1) the usual instrument error terms which would be ob-
tained with the instruments mounted on a stable platform; (2) body angular
rate sensitive terms (see Section 7); and (3) computational errors (see .
Section 5). This error model was "flown" on a Saturn-Centaur (Voyager
injection) trajectory with no parking orbit, and the resultant injection

errors are presented in the Confidential annex appended to this report.

The total inertial velocity at injection is approximately 10,800 m/sec
(35,500 ft/ sec). Section 3 presents a-detailed discussion of the pei‘:éorm—
ance analysis. The results (3¢ velocity error of 3.0 m/sec and position
error of 1,26 km) clearly demonstrate the feasibility of an accurate boost
of a spacecraft using the selected strapped-down system configuration in

place of a conventional IMU.

2.1.3 System Parameters

Table 2-I provides a summary of the characteristics of the strapped-
down IMU. Characteristics of the SIRA were obtained from MSFC where
certain preliminary ‘design efforts for such a system are underway. The

SDC estimates are obtained from Section 6.

“A unit can be an integrator, adder, or sampler as defined in Section 6.



Table 2-I. Strapped-Down IMU Characteristics

i Average
Weight Power Size MTBF
kgm 1b {watts) (in.} ~ (br)
Computer Subsystem (SDC)
DDA 7.0 i5.5 64 13x7x5.5 14, 600
GP 8.2 18.0 82 14.5x7x5.5| 10,000
Inertial Subsystem (SIRA) 15.9 35.0 26.5 sl -ft dia Not
sphere available
Gas Supply (7.5 hr) 12.3 27.0 Negligible I/Z-ft3 Not
sphere available
Total IMU
DDA 35.2 77.5 90.5
GP 36.3 80.0 108.5
*If a heater 1s used for temperature control, this number will increase.

2.2 COMPARISON OF SYSTEMS

Information pertinent to the "Alternate System' described herein

was obtained from work performed by TRW Systems on other contracts.

2.2.1 Alternate Strapped-Down System Description

Figure 2-2 is a functional block diagram of the alternate configura-
tion. The SIRA instruments consist of three single-degree-of-freedom,
rate integrating gyros and three pendulous accelerometers, each of which
has functionally identical pulse rebalancing electronics. * Just as with the
selected configuration, each gyro pulse represents an increment of angle
about the gyro input axis. These pulses are accepted as inputs to the SDC
where they are compensated (for gyrb input-axis misalignments, scale factor,
bias, and mass unbalance terms), and then utilized to compute the attitude

of the vehicle with respect to an inertial reference frame.

“This system is such that torquing (or forcing) current is continuously
applied.
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Each accelerometer pulse represents an increment of velocity along
a body axis as was the case with the PIGA's, The pulses are compensated

for bias, scale factor, and input-axis misalignment.

The computer interface for both configurations is identical except
for the following:
(1) Higher frequency input pulses are received from the
alternate system. This disadvantage stems from the
method of processing gyro data in the SIRA, which

results in a minor increase in input hardware and no
accuracy improvement,

(2) The alternate system has more calibration requirements.
This is a result of the difference in stability of the in-
struments used. In order to obtain the required accuracy,
it is necessary further to calibrate (automatically) gyro
biases and thrust axis accelerometer scale factor during
the prelaunch countdown (see Subsection 3, 3).

The error model discussed in Subsection 3.3 for the alternate
-system is repeated here as Table 2-II. The performance of this system
on the Saturn-Centaur (Voyager injection) trajectory previously discussed
is included in that table: The errors are greater by a factor of 3 over

the previous system.

2.2.2 Comparison of Systems

Table 2-III compares the physical parameters and performance of
the selected system and the alternate system, The numbers used for the
computers are taken from Section 6, and the alternate system SIRA
physical parameters are from MSFC, The computer numbers for both
strapped-down systems are considered to be the same., Note that such
important aspects as cost, development status, and reliability are not

compared,



Table 2-II. Summary of Performance Analysis Typical
Electrically Rebalanced Output Axis System

Error Position Error | Velocity Error
Magnitude {30} (£t} {ft]sec:
Error Source AN AVHAVR [ AVN

Accelerometer
Chamber Errors
Bras
X Accel 80pg 290 | 1020f -~ Motz2z| --
. Y Accel 80 ug - | -- 1090 | - | .- | 1.9
Z Accel 80pg 930} 610 f-- Li3]2.2] ..

Bias Correlatel .
with Inertial

Reference .
Alignment
Y Axis 190 ug - |- J2v0| - | - 1 st
Z Aus 190 pg 100§ 100 | -~ L1} o8| -
Rectification Exror )
X Accel 105 ug 540 | 2070} -- 1.8] 3.9] --
3 Y Accel 150 g e |- jzore| oo | -2 | e
Z Accel 150 ug 1740) 1540 -~ 2.1[-3.9] --

Bias Correlated
with Scale Factor

X Accel 190 pgfg 330 [-1470| -~ 0.3]-2,8] --

Scale Factor

X Accel 105 pglg 180 | 2250 -- 127 4.5( --
Nonlinearity .
X Accel 90 nglg 150 | 1950{ - 0.9( 3 9{ --
Gyro Channel
Errors
Bias
X Gyro 0 16deg/hr = Je- j1820 | -~} o 170
Y Gyro 0. 16 deg/hr 3490(-3490] - 5.1 -13.9
Z Gyro 0 16 deg/hr -- P 3900 | -- -~ | 8.0
Spin Ax1s
Mass Unbalance
X Gyro 0.12 deg/hrfg |-~ |-- Jaa90 | - | o= | 5.4

Bias Correlated
with Spin Axis

Unbalance
X Gyro 0.60 deg/hr - - s400 f oo | oo (14,0
Vibration Induced
Drift Rate
X Gyro 0.06 deg/hr - - 690 - . 2.7
Y Gyro 0.06 deg/hr 1380 1380 | - 1.8-5.1 | --
Z Gyro 0.06 deg/hr - -- 1290 | .- -- 3.0
Scale Factor
¥ Gyro 180 x 1076 360 1450 | -- 0.3(-2.1 --
deg/deg
Nonlinearaty
¥ Gyro 90 X 1078 180 f210 [-- {o.3]|-n2] -
deg/deg
Gyro Alignment
X Gyroto ¥
Accel 60 arc sec EESNN [E Y10 S N Y
Inertial Reference
Alignment
Azimuth 60 arc sec - b 4290 | o= | - { 7.2
RSS 4460{ 5710 8900 [ 6.6 |17.6 [22.5
RSS of APos, AVel 11,476 2t 29.3 ft/sec
3,498 m 8.9 m/sec




Table 2-III,

Comparison of Selected and Alternate Systems

s Stead; i
Weight State 7 Attitude Velocity Position
System Power Rate Error Error
(kgm) {1b) {watts) Limitation {30) (30)
Selected System - -
With DDA 35, 2* 77.5 90.5 9.9 ft/sec 4,100 ft
With GP 36.3° | 80.0 . 108,57 | 60 deg/sec [|(3.0 mfsec)} | ]1.26 km
Alternate System -
With DDA 15,7 34,5 142 b 31.4 ftfsec 12,200 £t
With GP 16.8 37.0 160 10 deg/sec {(9.6 m/sec) L 3.66 km

* Includes 7,5-hr gas supply.

o Will take transients up to rate indicated for GP, but

sustained rate limitations are much lower (See Subsection 2.5.)

%%

£ 3
Does not include heater.

2.3 KINEMATICAL REPRESENTATION STUDIES

This subsection summarizes investigations of various kinematical

representations which might be used to provide the mathematical angular

reference relating body attitude to a given inertial attitude.

gations are given a thorough treatment in Section 4.

The investi-

Numerous kinematical representations such as these have been

developed as shown by the tabulation below:

Three-Parameter Systems

Three-gimbal Euler angle representation (several
mechanizations possible)

Gibbs Vector (alternately known as Rodriguez-
Cayley parameters or vector presentation)
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° Four-Parameter Systems

Euler's symmetrical parameters (alternately
known as Rodriguez parameters)

Quaternions
Cayley-Klein paraQneters

Four-gimbal Euler angle repi-,esentation (several
mechanization possible)

] Four- to Nine-Parameter Systems

Direction cosines

Expansion of this list through the aevelopment of new techniques is
feasible, although such an effort is beyond the scope and intent of this
study. Although ten different names are given above, there are actually

only seven different systems.

The three-parameter systems have distinct singularities, For
certain attitudes of the vehicle and finite body angular rate inputs, the
required parameter rate is infinite, making it impossible to compute
fast enough to maintain the attitude reference. For some missions, this
might present little or no difficulty, as evidenced by the fact that three-
gimbal inertial platforms find wide usage. However, there is_no_apparent
advantage in the use of either of the three-parameter systems, and there
is an obvious disadvantage in their inflexibility for a complex mission,
Therefore, the three-parameter systems were not considered as candi-
dates for maintenance of the attitude reference. The other techniques

have no singularities.

The terminology "four-gimbal Euler angle, " although somewhat
artificial, will be retained here as the definition of the mathematical

equivalent of a four-gimbal, all-attitude, inertial platform configuration.

The three remaining four-parameter éystems, Euler symmetrical
parameters, Quaternions, and Cayley-Klein pé.ra.rneters can each be
derived independently of the others, Of these, the Cayley-Klein param-
eters and the Quaternions use specially defined complex numbers (some-

times termed hypercomplex) and operations. Section 4 demonstrates that



the four independent parameters of each of these systems are identical.
Thus, if one begins either with Cayley-Klein parameters or with Quater-
nions and derives a matrix defining the functional relationship between a
rate of change of the parameter and the body angular rate of change, that
particular matrix will be identical for all three systems, The fundamental
requirement of the analytic platform is that it be able to transform the
vectors from body space to inertial space, and vice-versa, The equations
relating the direction cosines to the independent parameters of the Euler
symmetrical, Cayley-Klein, and Quaternion representations are also

identical., Thus, in this sense all three systems are equivalent,

This equivalence greatly simplifies the problem. It remains only
to evaluate the relative merits of direction cosines, Euler symmetrical
parameters and the four-gimbal Euler angle system. The evaluation
criteria here involve the computer requirements (both memory and timing

for both GP and DDA) and accuracy considerations.

While-body rates are not directly available in any presently known
accurate strapped-down implementation, incremental body angles are
available. Therefore, each of the algorithms must be expanded to per-
form an approximate integration (see Section 4), An obvious choice would
be either a first- or second-order Taylor's series., Several other expan-
sions are readily available, but studies of alternate expansions for the
direction cosine parameters {see Subsection 4, 3} have indicated a clear
preference for the Taylor's series expansion. Computer reqﬁirements

established for these systems are summarized in Table 2-IV.

It is obvious from the table that there is an advantage to the use of
direction cosines for the maintenance of the analytic reference from the
point of view of computer timing and memory. There appears to be no
physical reason why the accuracy of direction cosine reference -would be
surpassed by the use of either of the other candidates. The proper investi-
gation of accuracy would require a computer‘simula.tion, since a solution

to this problem is not amenable fo .2 hand analysis.



Table 2-IV. Estimates for Parameter Updating and
Forming the Direction Cosine Matrix

GP ESTIMATES DDA
ESTIMATES
Memory Estimates Timing Estimate (msec)
{Words)
- . < Number
Kinematical Repr: tation of Units
Constany Required
IProgram and General TRW GP Computer
Variable
[Direction Cosines
First-order Taylor's series 58 21 132A + 18M 2.58 27
Second-order Taylor's series 88 21 1564 + 30M 3.66 *
{Euler Symmetrical Parameters
First-order Taylor's series 143 28 1544 + 22M 3.08 50
Second-order Taylor's series 163 28 1674 + 29M 3.7 *
[Four-Gimbal Euler Angle +
First-order Taylor's series 221 45 320A + 66M 7.82 70
Second-order Taylor's series 397 66 5104 + 10iM 12.17 *
A = Add times .
M = Multiply tunes
* Not of high i 1 rates available for DDA
+ Auumes that a small angle appromatmn is valid for the redundant gimbal

Further, several expansions of each alternate parameter plus numerous
inputs would be required, Because of these considerations, direction

cosines were selected for further study.

In addition to providing the background for the above discussion,
Section 4 contains a description of all the kinematical representations
considered, someé discussions of their properties, and a presentation of
the equations applicable to this study, In'addition, the second-order
Taylor's series expansion for the Euler- symmetrical parameters and the
four-gimbal Euler angle system are presented: Finally, further dis-
cussion of the computer requirements for the selected representations

is given,



2.4 COMPUTER EQUATIONS AND PERFORMANCE

This subsection provides a brief summary of the work presented in
Section 5, whichincludes all computer equations as well as software error

analysis.

As implied in Subsection 2.1, discussions with MSFC early in the
study phase established that the following operations be performed by an
SDC:

(1) Inertial instrument error compensation

(2) Attitude reference equations

(3) Acceleration integration in inertial coordinates
(4) Prelaunch alignment

(5) Linear interpolation of‘ guidance commands

(6) Generation of attitude error'signals

(7) Computation of the vehicle body rates as measured by
the gyros.
All equations required for the above and derived in forms suitable
for both DDA and GP mechanization are presented in Section 5. In several

cases, more than one set of equations was considered.

The accuracy of only three sets of the above equations is critical to
the proper performance of the strapped-down system. Thatis, if the
computer errors for the attitude reference, velocity integration, and align-
ment equations are made sufficiently small by the selection of the proper
equations word size and iteration rate, it will follow that the errors made
by the same computer on the other computations are completely negligible.

Thus, accuracy analyses were limited to those areas.

2.4.1 Direction Cosine Computation Errors

The direction cosine equations used for the attitude reference were
expanded with a Taylor's series to provide an algorithm suitable for use
in a spacecraft digital computer. Two other expansions, Ba.ckwan':ds
Differencing and Algorithm A (a Runge-Kutta technique modified to improve

accuracy) were compared with a first- and second-order Taylor's series



expansion for accuracy when subjected to coning motion of the vehicle.
The results are summarized in the graph of Figure 2-3, which is an em-
pirically obtained normalized curve from which the error -resulting from
an input of two orthogonal sinusoidal rates of equal amplitude and 90-deg
phase shift can be calculated. The error of any of the four algorithms
for any limit cycle amplitude, frequency, and computer sampling interval
may be found as follows:

(1) Normalize the computer sampling interval with respect to

the limit cycle period. For example, the normalized

sampling interval for a 0.5-cps signal and a 20-msec
sampling interval is 0.02T/2.0 = 0, 01T,

(2) Obtain the percent error from the normalized graph.
For instance, the percent error for the Taylor's series
is 0. 1% for the 0.5 cps signal and a 20-msec sampling
interval,

(3) Calculate the correct vehicle coning rate in the desired
units. For a 0.5-cps signal with an amplitude of 0. 1 rad,
the vehicle coning rate is

w! = (0. 01)2 (m) (0.5) = 1.5708 x 10_4 rad/sec

1

0.5655 rad/hr = 32. 403 deg/hr

w

(4) The coniilg error is 0, 1% of 32.4 deg/hr or an equivalent
drift of 0,034 deg/hbr.

The results of Figure 2-3 and the relative complexity of the com-

puter equations led to a clear choice of the Taylor's series expansion for

maintenance of the attitude reference. - -

An analysis of the errors made when the vehicle turns at a constant
rate about one axis (termed slewing) was also made, and analytical error
terms were derived. The results of that analysis are summarized in
Table 2-V, The incremental angle is designated-A, The second-order
Taylor's series' primaryadvantageis the reduction of the sc;ale factor
error, The choice of first or second order is a tradeoff between the
available computer space, maximum available computation z.:‘ate, and the

required accuracy.
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In Table 2-VI below, the errors for both algorithms are tabulated
for four different sampling rates. From the table, it appears that the
first-order 'I'aylor':s serie;s meets a drift criterion-of 0.01 deg/hr if
sampled faster than évery 6.4 msec, and the second-order Taylor's
series meets that drift criterion if sampled faster than every 8.5 msec.
In the error analysis of Section 3, it has been conser\}atively assumed
that a 10-msec corhputa.tion time will be available and a second-order

expansion used, resulting in an error of 0,015 deg/hr (30).

Table 2-VI. Results of Attitude Reference Error Studies

Drift Errors of the Drift Errors of the
First-Order Taylor's Series Second-Order Taylor's Series

(10”2 deg/nr) (1072 deg/hr)

Computer Sampling Rate in msec 15 10 7.5 5 2

Slewing Errors

{maximum rate = 6 deg/sec) 5.37 | 2.3 1,34 10,6 |0.0956 0.67 | 0.3 0,033

Coning Errors

(0.05 deg at 3 cps) 2.07 | 1.0 0.044 | 0.028/0.0081 0,044 0,028 0. 0081

RSS 3¢ 5.76 { 2,51 | 1.34 | 0.6 [0.096 0.67 | 0.3 0.033

During a 1000-sec flight, the second-order Taylor's series-would
update the direction cosines 100,000 times. Suppose it is desired to keep
the roundoff error less than 13 arc sec. An unjustifiably conservative

approach would assume roundoff additive and yieid a requirement of

10

-6
13 arc sec x 4. ;85 x 10 rad/arc sec = 6.31 x 107" rad

x 1045;
which would require 31 bits,

A much more realistic approach is to divide the attitude error at
injection by the ~/n,, i.e.,"
6 -8

no - 13%4.85%x107° 107%x 4,85 13

3. 16
vV 10

which is equivalent to a word length of 23 bits.

- 2x107"
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Thus the required word length for the attitude reference equations
is estimated to be between 23 and 31 bits, The actual word length re-
 quired will be obtained from the next phase of the study by performing
hypocomp simulations of typical trajectories, and is likely to be near
23 bits.

If a DDA is used, the roundoff errors are likely to be negligible as
a result of the nature of the DDA operation.

< 2.4.2 Alignment Study

Two methods of alignment \;lere simulated. Quantization of the
‘input was not simulated. The results show that the constant-gain filter
methods may be used for the alignment but will require almost an hour
to reduce an initial error of 1 deg to less than 20 arc sec. Also, both
alignment methods presented in Section 5 may be used although the first

method, a servoing technique, is preferable,

Since the constant gain filters require a long calibration time, itis
recommended that a variable gain filter be used (such as a Kalman filter).
Since it is desirable to align up to launch time, it is also suggested that
the variable gains be changed to constant gains of 10.5 when the alignment

has attained an accuracy of about 10 arc sec.

2.4.3 Acceleration Integration

A preliminary examination of the acceleration integration equations

accuracy is presented in Subsection 5.4,

The software errors of these equations are examined inthat section.
with consideration given neither to computer quantization errors nor to
errors associated with the fact that the accelerometers are not all located
at the same point. These errors will be analyzed in Phase 2 of the MSFC
study.

Furthermore, the work performed to date is not sufficient to support
a specific prediction in the velocity and position errors at the end of a
nominal flight, Sufficient work has been accomplished however to
indicate the likelihood that these errors can be kept under 0.3 m/sec,
(1 ft/ sec) per axis.



Since the acceleration-integration errors are nonlinear fundétions of
the vehicle accelerations, vehicle angular motions, and the equation-itera-
tion rate, the acceleration integration accuracy must be obtained from
sil;nulation. Since the errors are nonlinear, different combinations of

vehicle motions and accelerations must also be simulated.

The word length requirements for a general-purpose computer were
estimated to be between 18 and 26 bits. These word lengths were arrived
at by dividing the desired quantization error by the number of computer
cycles during a flight, n (conservative approach, 26 bits), and by ciividing
by the' JH (optimistic approach, 18 bits). The actual word length require-

ment will be verified in Phase 2 of the study with simulations,

2.5 COMPUTER STUDIES

Table 2-Vil illustrates some of the basic differences between the

DDA and GP approach,

Table 2-VII. Comparison of GP and DDA Approach

i DDA DDA o
Characteristic (Simplest With GP
Equation Set) Extrapolation | Computer

Iteration time (msec) 1,072 1.568 7. 5 to 8.6
Integrated circuits 553 636 1,111
Memory size (bits) 9,464 . 12,428 18,432
Power (watts) & 64 68 | 82
Weight (1b) 15.5 15.5 18.0
Reliability MTBF (hr) 14,000 13,200 - 10, 600
Computer size (in,”) 13x7x5.5 13x7x5,5 |14,6x7x5.5
Flexibility . . Poor Poor Good




The response time or iteration time for both systems differs by a
factor of 7 for the simplest set of equations considered. The maximum
iteration time given for the GP device assumes a much more complicated
set of equations than for the DDA but does not differ much from the mini-
mum time. The exact nature of these equations is given in Section 5, and

the assumptions inherent in the estimates are given in Section 6,

The GP device is able to track at maximum input angular rates of
60 deg/sec per axis., Consider the DDA using the simplest equation set,
Under these conditions, it is possible for the DDA solution to lag behind
if the gyro inputs are at their maximum rate., For a full 16-bit accumu-
lator (input time buffer), it would take the DDA (216) (1. 072 msec) =7 sec
to countdown and process the data obtained for a 60-deg rotation at maxi-
mum rate (10 arc sec or 17-bit SAP encoder assumed). The GP device,
on the other hand, does not have this difficulty, Generally, the solution
within the GP will have slightly greater errors for 60 deg/sec inputs, but
a sustained input rate of this magnitude for the DDA as designed would
effectively cause a loss of reference. The GP output solution will lag
somewhat, since the output devices are countdown counters and would prob-
ably operate at about 512 kpps., Transients of 60 deg/sec can be tolerated
with the DDA,

Thus for nominal input data rates (less than 1.4 deg/sec), the DDA
can initiate the first increment of the solution within {.072 msec. The GP
computer would require a minimum of 7.5 msec., The DDA will thus have
slightly better accuracy for the range of rates likely to occur during a
Saturn boost, and can provide the attitude error signals for these rates

with much less pure time delay.

The GP device can take advantage of the fact that some calculations
are not required every iteration. Thus the computational workload can be
shared over many iterations. The DDA cannot use this freedom to any

particular advantage.

Of considerable importance is the flexibility involved in using these

devices., Certain items such as constants and scale factors may be changed



within the DDA, However, the sequence and type of instructions are
essentially wired in, and changes would necessitate the replacement or

modification of the core stack.

In sumomary, then, the GP approach affords more flexibility and the
ability to maintain tracking at high turning rates, all at the expense of

added hardware and sli_ghtly reduced accuracy with a nominal erivironment.

The DDA involves 1e.ss hardware, yielﬂs a faster solution for mod-
erate turning rates, but loses accuracy when high rates are maintained
over any extended period of time. The DDA also lacks the flexibility
inherent in a GP approach. It does have slight weight, power, and relia-
bility advantages. )

The above considerations have led to the recommendation of a
GP design., The addition of guidance equations (prediction and steering
equations) to the computational load would strengthen this decision,
Other possible requirements, such as automatic self-check and execu-
tion of discrete time-dependent commands, would further favor a GP

decision.
2.6 RATE-SENSITIVE ERROR TERMS

The literature on inertial guidance systems contains extensive
analyses of instrument errors. These analyses generally neglect effects
of body angular rates because the components are mounted on an inertial
platiorm. Thus it was necessary (see Section 7, summarized briefly
here) to derive the equations of motion for a single-degree-of-freedom
gyro when mounted on a single-axis platform (used either as a SAP or
PIGA). The transfer functions for the drive servos were obtained from
MSFC. The error terms obtained are a function of the dyné.mic environ-
ment to which the instruments are exposed, and hence Saturn flight data

were analyzed to develop a representative input to the error model.

The angular rate-sensitive error terms are listed in the following
two tables, Table 2-VIII presents the SAP drift-rate terms, their causes,
and the errors resulting from the assumed environment, Table 2-IX

presents similar information pertaining to the PIGA. These terms are



approximations that will be verified by a computer analysis in the second
phase of the study., The SAP terms in Table 2-VIII are based on the follow-

ing assumptions which are discussed in detail in Section 7.
(1) Platform rotation angle (ep) remains essentially constant,
(2) Forcing functions are generally periodic in nature.

(3) The float angle (9) and the platform angle rate (é ) are
not excited by the SAP spin ax1s component of vehicle
angular velocity (w3)

(4) Superposition is used in certain applications where it
is not rigorously permissible.

(5) Product of inertia and anisoinertia terms that appear
in the Output Axis Equation are negligible.

(6) Most of the "cross-product” terms from the derivation
of the Input Axis Equation are negligible.

The above assumptions generally apply to the PIGA terms in Table
2-IX with one fundamental difference. Due to the rotation of the PIGA, it
was further assumed that drift rectification effects would be negligible as

a result of the averaging effects of the table rotation.
The following notation is used in Tables 2-VIII and 2-IX:
P = Pendulosity of PIGA

Hr = Magnitude of angular momentum component
pertaining to gyro spinning wheel

Wy uSz, wg = Component magnitudes of vehicle angular
velocity along the platform axes

= Amplitudes of vibrational forms of W0y, W03

3
IY = Moment of inertia of float about its output axis
@ = Output axis angle (between float and platform)
Qp = Input axis angle (between platform and vehicle)

Wys by g, 4, = Phase angles of wp relative to w3, Lg'
relative to w3, LPe' relative to 3, and

wg relative to w3, respectively.

‘ = Magnitude of transfer function wi

o o

= Phase shift of transfer function C—"?—
2

'NE\

2-21



Table 2-VIII. Approximate Drift Rate Errors and Causes

Numerical
Error Value, deg/hr,
No. Error Cause Error Term {WorstCase)
€y Le’ are fixed torques, mass L
e
unbalances, anisoelasticity T *
T
{MSFC error model)
€ Ramp input of mz(constant angu- I
lar acceleration during finite - I-_IZ‘:’Z Negligible
: : T
time interval)
3 Rectification due to sinuscidal
3 116 2,40, cos A [\
inputs of w; and wg 2w, 273 @, 1 0.003
€y Rectification due to sinusoidal
inputs of Le' and wg (Le' are il e g cos 8 . B
M, @0d M. activated by TT:: ej '3 Le' 2 Negligible
vibration inputs)
L Rectification due to sinusoidal | | -
i 11 8 2]
inputs of Lpe' a\ndm3 (Lpe' are TIL_" Lpel a, cos(kﬂ_e‘_ . ¢3> 0.020
friction torques or mass un- pe P
balances excited by vibration)
g "Rectification due to sinusoidal . .
. . 118 &}
inputs of w, and wy (different %’H_Y_a"‘:a nZDB cos EE - ¥, Negligible
propagation throughloop than e 3) rl 2 2
€q Rectification due to sinusoidal . .
s . 1
inputs of Le’ and Wy (different 1y 1P|t a. cos - ¥ Negligible
: 2H |L e| ™3 L 2
propagation throughloop than 54) T|e N e
€g Rectification due to sinusoidal . .
. , - 118 6
inputs of Lpe andw, (different %H_L LE L/ 93 cos LR _¢3 Negligihle
propagation throughloop than 65) : r| pe P pe
i
€9 Rectification due to sinusoidal
inputs of w. and w, (maximum 1
X 3 7 B By cos g, 0.015

value occurs when oy and g

are in phase)

% See MSFC supplied error model of Section 3.




Table 2-IX. Acceleration Measurement Errors and Causes

Errors Error Cause Error Term

AA1 Le' are bias, scale factor errors (MSFC error Le'
model) - P

AAZ Ramp input of w, {constant output axis angular ' I
acceleration during finite time interval}. - —}?; @y
Negligible error. ’

AA3 Any form of component of vehicle angular Hr
velocity along PIGA input axis {compensated - w.

R P "X

for in the computer).

2.7 ENCODER STUDIES

2.7.1 Background

This subsection briefly summarizes the survey of digital encoders
described in Section 8 in more detail, The-survey was concentrated on ’
encoders having a resolution of 10 arc sec (17 bits) or better, Present
studies indicate that this resolution is sufficient for the SAP. * The en-

coder presently used on the PIGA has adequate resolution (0. 05 m/sec).

Two of the encoders considered, namely the theodosyn and inductosyn,
are particularly suited for SAP angle readout. Briefly, the theodosyn sys-
tem consists of a complex electro-~optical transducer and the associated
digitizing circuits; the inductosyn is in essence a multi-pole air-core

resolver,

The results of the study are tabulated in Table 2-X. The following
paragraphs are applicable to this table,

2.7.2 Shaft Readout Devices

For the most part, Table 2-X is limited to devices whose resolution
and accuracy figures meet the requirements of 217 bits or better. Excep-
tion to this criterion was taken only when a particular type of encoder was
not commercially available with the desired range, resolution, and acc;uracy.
In this case, the closest available resolution is given. Table 2-X is based
on information obtaine;i from the references given for Section 8 and on dis-

cussions with the manufacturers.

* These studies will be refined in Phase 2,
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Table 2-X. Shaft-Angle Readout Devices

: . Transducer :
Resolution | Accuracy Trade Weight Power Cost R eliabali
P < d - D ter Type eliability Remarks
(bits) | (avc/sec)| OutPut Vendor Name (S:::‘(‘;r:) {b) (w) - TP (8)
TR EEETIN SIS M LN SN .13:< DRI T \‘v,t\\ TP pg
YT Mo, W indtddintn | Dyhanie - !rhccdcu BRE T IEN WS N nnamh “a‘ow o REN 0 «Mnmm@unu xpg,d,.\
ST SRR Bt e xf::ax& ST A R (xncm?xu o fobticat 5o | Thiog. <2 | SRR eocsion aid atoc
g;w&;gg:«;*mg}; EXTORVAMIZS K Venae NANEE IR IR J 160 | tntdbid wnan) T ? B0y NG e »ge:wm&e Flvgni, No
NN N RN RIS AN SNE I ‘\ ’*“:‘ e Y g 2 & £ ORI “ e P 2 *“, \;14\ PR h o 2
ERVI SNFEE N S A RALIS WY e WA AL Ay S IR e [ERAT RTINS W VNS I SV Th A roslatay.. . o 2y
EEAAARG N PO EON LN TR e I e O R AR [ ORI S cs I IOl R P R v o ey e
18 *5 Absolute > | Balawin - 4.6x9.9 36 25 Coded 8620, 00 - Digcrete circuit
{includes {includes | | optical {includes components
- electronics) | electronica)| diac electronics)
19 2.5 Incremental | Wayne Digisyn  |2.5x 6 6.5 25 Photo- - - Discrete circuit
George (includes | {includes | electric components
. electronics) | electronics) | cell
{strobe
lamp)
13 £40 Absolute Norden - 3.2x1.75 - 1.0 Magnetic - - -
12 *150 Incremental | Data Incrosyn |2x4.5 1.1 0.9 Reluctance - - - 7
Tech {includes {includes
electronics) | clectronica
19 2,5 Incremental |Norden Microgyn [5.3x%3.5 [4.5 150 Capacitive - - Discrete clrcuits
5.0 (includes {components
(includes_ electronics)
electronics)
N N A TR SRR SO SR s VRN ISR 3 NS ian oy
o B0 BTN U bindraashli | Sirant o] Bductanyn] 655000 e 50,0 1 unauutanm T1009.00, & LEiact iy gxymamxmtg A
MORSRNRNY NACRIPVE NRSPEF R ST RIRENAI TR (:nclud% 3 Hifckudah af v 0N s U S BV 31,000‘ ~ moemumam.g A
BN MEDEREE RIS RORANE: RELPCEN v °‘°m°’*‘"‘f ltranical | ,’"»’“\w"' LSS T e T S
19 +5 Absolute Norden - 4x1,75 0.8 0.4 V- brush - - - .
. mechanical
18 10 Absolute Solvere |High 1.5x5.4 |23 5.0 Resolver = - : -
accuracy R
resolver - ' .




The explanatory notes given below define the headings of Table 2-X,

e Resolution. The binary exponent of the encoder single
turn quantization level, A 7-bit encoder resolves
27 = 128 elements per turn (360 deg) of the input shaft,

[} Accuracy. A measure of the absolute location of resolu-
tion elements on the encoder circle,

[} Transducer Size, The dimensions of the transducer
envelope, Most encoders have a servo type cylindrical
package, and the length listed includes the input shaft,

. Weight, Weight of the transducer unit, excluding any
external electronics package unless otherwise noted.
(The weight of high resolution encoders electronics is
typically much higher than that for the transducer,)

[} Power., Input power required to operate the transducer
assembly, (Power requirements of high resolution
encoder electronics are typically much higher than those
of the transducer,)

° TYEe. An indication of the type of system, i,e,, optical,
magnetic, or mechanical (brushes)., The various ap-
proaches are outlined in Section 8,

. Cost, Since most encoders are supplied to special order,
few vendors maintain standard price lists. Single unit
prices are included where possible.

e  Reliability, The basis for the noted MTBF (theodosyn)

is not known, The reliability calculations for the inductosyn
are given in Subsection 5,2, Table 5-III,

2.7.3 Inductosyn and Theodosyn Systems

As stated, it appears the inductosyn or theodosyn-system is a suit-
able encoder for the SAP. The reasons for not considering other devices

are summarized briefly in the following paragraphs,

Briefly, the magnetic and reluctance devices do not comply with

the resolution and accuracy requirements,

The Baldwin Company's coded optical disc and the Wayne George
Company's digisyn are too heavy and are not readily adaptable to the

envisioned configuration of the SAP, The same is true of the Norden



Company's microgyn device. Additionally, the use of a motor and the
fact that capacitive transducers are normally very susceptible to elec-

trical noise are arguments against the choice of the microgyn.

The reliability of Norden's mechanical encoder is suspect because

of its brush surface contact.

A single-speed, high-accuracy resolver is normally very sensitive
to null shifts caused by thermal or mechanical environments (shock, vibra-
tion, etc.). An inductosyn has a weight advantage over a multipole

resolver.

The theodosyn and the inductosyn encoding systems have certain
inherent desirable characteristics. However, each system has advantages
and disadvantages with respect to the other:

(1) The mechanical simplicity of the inductosyn trans-

ducer vs the mechanical complexity of the theodosyn
transducer,

(2) The simplicity of the theodosyn digitizing circuitry
vs the relative complexity of the signal processing .
circuits associated with the inductosyn system,
From the mechanical aspect, the inductosyn transducer is preferred.
The inductosyn's mechanical advantages are even more pronounced in
view of the fact that the rotor and the stator may be directly printed (in

reasonably convenient sizes such as 3, 7, and 12 in, diameters) onto the

moving and the stationary components of a customer's rotary device.
Special tailoring of the rotor and stator sizes is also available, From

the design aspect of a sophisticated rotary instrument, this mechanical
simplicity is welcome. On the other hand, the theodosyn offers advantages

from the viewpoint of implementing the processing circuitry,

The principal circuit advantages of the theodosyn system compared

with the inductosyn system are enumerated below:

(1) The theodosyn transducer divides one shaft revolution
into 9,9 (approximately).arc-sec increments, while
the inductosyn zero-crossing output occurs every
degree. Hence, the inductosyn must be supplemented
by electrical circuits to provide the desired digital
resolution. o



(2) The theodosyn provides a quadrature signal. Hence,
the directional information need not be supplied by
the circuitry as it is in the case of the inductosyn system.
Also, the sine-cosine relationship may be used to
eliminate logical ambiguities. With the inductosyn
system, the ambiguities occurring in the transition
region (the end of a given degree increment and start
of the successive one) must be considered in the design
of the processing circuitry,

(3) Although both circuits operate on a sinusoidal
transducer signal output, the inductosyn system
requires waveform tolerances much tighter than
those of the theodosyn system,

(4) Other characteristics of the two systems, such as
instrument errors, small signal level output, disc
ruling accuracy (theodosyn) and printing accuracy
(inductosyn), are approximately equivalent,

2.8 ELECTRICALLY REBALANCED OUTPUT AXES SYSTEM
CONSIDERATIONS

The major portion of the study was oriented towards the single-
axis platform method of the strapped-down system. Section 9 was thus
included in order to introduce an alternate technique of electrically
rebalancing the output axis of a gyro. It includes a tutorial-discussion
of the fundamentals of pulse torquing, a classification of systems (see
Figure 2-4), and some considerations of the electronic circuitry required

for pulse torquing.

2.9 INSTRUMENT STUDIES

The purpose of this subsection is to present the major features and
performance parameters associated with typical inertial quality gyros
and accelerometers suitable for strapped-down guidance applications.
While the lists are by no means exhaustive, the items described repre-

sent a reasonable cross-section of the instruments presently available.
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The various sensors listed below are described in the CONFIDENTIAL

annex appended to this report.

Manufacturer

Model

Single-Degree-~of-Freedom Gyros

Honeywell
Honeywell

Kearfott
Kearfott
Kearfott

MIT
NASA/Bendix
Nortronics
Nortronics

Sperry

Accelerometers

GG-87

GG-327 (Prototype
for GG334)

2590

2566
2542/2543
25 IRIG
AB-5
GI-M1
GI-K7
SYG 1000

Pendulous Integrating Gyros

Honeywell
Kearfott

MIT
NASA/Bendix

Magnetic Drag Cup Gyros

Autonetics

Vibrating String Gyros

Arma

Force Balance Gyros

Bell
Donner
Honeywell
Honeywell
Kearfott

GG162/GG226
KAIG

16 PIGA
AB-3

VM4A

D4E

Mod VII
4310
GG177
GG116
2401



The gyro and accelerometer parameters presented in the appended
tables were obtained from such sources as test reports, propbsal infor-
mation, and sales brochures. Much of the test data used were based on
results obtained from only one or two instrumients; and, in some cases,
the test specimens were prototypes or early production-lot models.

Hence, the results may not represent the performance of the population
of instruments currently being produced. These uncertainties were ac-
counted for as the tables were compiled, particularly in the area of per-
formance parameters. An attempt was made to adjust the various esti-

" mates to a common level based on engineering judgment so that meaningful

comparisons could be made between the various instruments.

Only single-degree-of-freedom units were included. Each of the
single-degree-of-freedom gyros listed must be operated with its float
near pickoff null, This can be accomplished by using a single-axis stable
platform which maintains the gyro near null by means of angular position
feedback. Another technique is to attach the gyro case rigidly to the
vehicle and servo the float to pickoff null by means of electrically excited
rebalance torques., The torque-to-balance loop may be of a pulsed or
analog type. In either case, an integration of the rebalance torgue current is
generally required for a;.ngle readout and' is usually obtained by counting
the torque pulses or the output of a voltage- (torquer current) to-frequency
converter, more generally an A/D converter, The characteristics of the

rebalance loops are not included in the appended tables.

A variety of accelerometers considered feasible for this application
has been included in the tables. The integrating types (PIGA's, velocity
meter, and VSA) are body-mounted and require only servo rebalance
electronics for operation. Note that the PIGA type sensors are gyro-
scopic devices and therefore highly sensitive to angular rate, a factor
which must be considered in the system design. The force balance accel-
erometers require a servo loop to maintain the seismic mass at pickoff
null. As with the torqued gyros, the rebalance current must be integrated
either by means of counting a pulsed rebalance current-or, in the analog
case, by counting the frequency output of a voltage-to-frequency converter.
The characteristics of these electronic assemblies have not been included
in the tables in the CONFIDENTIAL annex.



3. PERFORMANCE ANA LYSIS

A flight error analysis was made for both candidate configurations.
The configuration selected for detailed study has the gyros and acceler-
ometers strapped to the body, with each gyro having one degree of free-
dom about the input axis, i.e., it is a single-axis platform. The case of
the gyro is rotated through the angle required to null the component of
angular velocity along the specified body axis. This angle is ideally equal
and opposite to the angle through which the missile has rotated about the

same axis.

Instrument performance appropriate for use on a stable platform
was supplied by MSFC. When used in the strapped-down configuration,
additional errors occurred as a result of body angular rates. The magni-
tudes of these terms are derived in Section 7. Error terms resulting
from alignment and computer errors are derived in Section 5. Additional
environmental effects from temperature and pressure perturbations are
included here. The computational errors are small with respect to the

hardware errors.

The trajectory used was generated from an existing TRW Saturn-
Centaur (Voyager injection trajectory) by elimina;:ing the parking orbit
and terminating the Centaur second burn at the same inertial velocity as
the reference trajectory supplied by MSFC. Subsection 3.1 defines this
trajectory. A comparison of the trajectories showed that the TRW trajec-
tory could adequately be substituted for the reference trajectory supplied
by MSFC.

- Two different orientations of the pitch and yaw gyro SAP output axes
were considered, with one orientation of the roll gyro and the accelerom-
eters studied, The total error model, which included the pitch and yaw
gyro orientations leading to the smallest errors, gives a 3¢ velocity of

3.0 m/sec.

Subsections 3.2 and 3. 3 present the error model and performance

results for the selected and alternate system, respectively.



3.1 TRAJECTORY DEFINITIONS

MSFC supplied a reference trajectory to be used for the error
analysis of the body fixed 3-axis reference system. A study of this
trajectory shows that the reference trajectory was made in the following
way: '

(1) A three dimensional simulation of the Saturn booster
with a full engine model (not given explicitly),

(2) A two dimensional pitch plane simulation using a
calculus of variation techniques for both the Saturn
S-IB and the Centaur (no lift considered), and

(3) A circular orbit between the Centaur burns, but time
in parking orbit equal to zero.

The coordinate system used is an Earth Centered Inertial (ECI) sys-
tem with X along the azimuth, Y parallel to astronomic vertical at the
launch site and passing through the center of the earth, and Z to complete

an orthogonal triad,

To make direct use of the trajectory supplied would require copying
of position,velocity, and acceleration components at each time point,
transferring these data to punched cards, and coding a special piogram
to convert the card data to the proper tape format used by the error
analysis program. This would ignore the small difference between the
ECI-plumb line system used by MSFC and the ECI-Greenwich or Vernal
Equinox oriented system used by TRW.

The fastest gnd most economical way to make a trajectory similar
to the MSFC reference trajectory, for use with the error analysis program,
was to modify the Saturn-Centaur trajéctory in existence at TRW for
25 June 1971 with a 7-min parking orbit, eliminating the coast and
terminating the second Centé.ur burn at the same,in'er'tia.l velocity as

the reference trajectory.

Figures 3-1 through 3-4 show how the TRW trajectory compares to the
MSFC reference trajectory. Figure 3-1 isa plot of the inertial velocity
as a function of time. Figure 3-2 shows the altitudes. Figure 3-3isa
plot of the flight path angles. The flight path angle as plotted is the com-
plement of THETD given in the MSFC trajectory. Figure 3-4 shows the
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relative cutoff times of the various stages. This trajectory was accepted

by MSFC for error analysis purposes.

3.2 SELECTED SYSTEM PERFORMANCE
3.2.1 Error Model

The general system model is composed of instrument errors,
equation errors, and computational truncation and roundoff errors. The
equations and computer requirements were established to make most of
these ''software'! errors neéligible with respect to the "hardware' errors.
Of these '"'software'' errors, only the drift and alignmenterrors are large

enough to require inclusion in the following discussion (see Section 5).

This section also presents the mathematical forms of the error model

equations of the Strapped-down Inertial Reference Assembly (SIRA), These



equations constitute some i—no_difica.tions of the AB-5 gyro and AB-3 PIGA
equations which reflect the strapped-down mode. The system model is com-

pleted by additional equations représenting instrument misalignments.
3.2.2 SIRA Errors

Reference 7.4a gives the  models used for the gyros and the

accelerometers in the stable platform mode. These models are presented

first.

3.2.2.1 Stable Platform Mode

The AB-5stabilization gyro cqordinates of Reference 7.4a are as

follows:

Using the coordinate system shown in Figure 3-5, the drift of each
gyro is given by the equation:

€P = C+ Mepao + Mubs a; + Mubia's + ansai (1)
where

C is the constant drift.

Mep is a coefficient which linearly relates a component of gyro
drift to acceleration along the gyro output axis. This effect
is céused by variations in turbine torques which result from
acceleration induced loads acting on t}{e output axis thrust
pads.

Mubs is the mass unbalance along the spin reference axis.

M ..
ubi
Eo is the anisoelastic coefficient

is the mass unbalance along the input axis.

ag o ;are the sensed-accelerations along the given axes.
8,

o, s,i'are output, spin, and input axes.
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Figure 3-5. Gyro Model Coordinate

The equation which characterizes the AB3 PIGA is as follows:

amzai+ Aai+ B+ CT(45—9)+D(15-p)+Ea

s
(1 + A)a.l+[B+ Cp(45-0)+ D (15 -p)]+ Eag

:(1+A)ai+ B'+ Eag = a, + Aa, (2)

S
where

is instrument measured acceleration in g units

is actual acceleration along trunnion axis in g units
g =9.79426 m/sec2

A is scale factor error coefficient

B is bias error

B' is bias error which includes effect of constant temperature and
gas pressure

CT is temperature sensitivity coefficient

6 is temperature in degrees Centigrade (nominal 45°C)

D is gas pressure sensitivity coefficient

p is gas pressure in lb/in. (nominal 15 lp/in. 2)

E is cross-coupling coefficient

ag is acceleration in g units along the accelerometer's gyro

wheel spin axis.
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In assembling the complete error model, all of the terms of Eq (1)
are included except the anisoelastic term, Experience indicates that the

effects of this term will be small.

Examination of Eq (2) for the indicated accele:rl'ation shows that when
particular values of temperature and gas pressure are substituted in the
appropriate terms, these terms become additional accelerometer biases
and thus were not mechanized separately in the error model. For the
particular values of & and p, the bias error coefficients are raised to
account for temperature and pressure effects (see Paragraph 3,2,2,3).
Because the spin reference axis is constantly rotating about the input axis
and has an average value of angular position equal to zero, the accelerom-
eter error term proportional to acceleration along the PIGA's gyro wheel

spin axis can be neglected.

To make the error model complete, certain additional terms were
added, Six terms which represent the nonorthogonality of the three accel-
erometers labeled Xb’ Yb’ and Zb are included, The misalignments to-
ward the pitch (Yb) axis of the yaw (Zb) and roll (Xb)v gyro input axes are

also included.

3.2.2.2 Angular Rate Environment Sensitive Terms

Equations representing an AB-5 gyro mechanized as a SAP are pre-
sented in Section 7, Tabulated there are drift errors ¢ 1 through g
attributed to the strapped-down mode., SAP error term €4 is equivalent to
the conventional error terms of Eq (2). The drift rate resulting from €,

is negligible for this trajectory.

The remaining seven SAP error sources, resulting from environ- .
mental vibrational conditions, are combined with the constant drift term,
C, by the RSS method (temperature and pressure induced error effects are

similarly combined with the constant drift term, (C).

In summary, the portion of the SIRA error modél that is attributed
to a given SAP is Eq (3) and-any axis rhisalignmerits:
a %
ubs 1

e =C

P RSS + Me 3ot Mubi 2t anIas M (3)

P

T .
Note that the accelerations a; and a_ in Eq (3) refer to vehicle accelera-
tion components resolved through a SAP rotation angle.
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Eq (2) characterizes an AB-3 PIGA mounted on a non-rotating base,
The equations for a body-rhounted PIGA are shown in Section 7 (AAI, AAZ,
AAS) where AA1 is the error for the stable platform mode.

Error term AAZ is analogous to drift rate term ¢, and is likewise
negligible for the reference trajectory. The third term, AAA3, represents
PIGA sensitivity to angular motion of the vehicle about the SAP input axis.

This term is significant and is therefore compensated for in the computer.

3,2.2.3 Numerical Coefficients for Error Model ¥

-3, 2.3 Instrument Orientation

The orientation of the gyros and accelerometers is shown in
Figure 3-7, where the input axes of the accelerometers make equal
angles with the nominal thrusting direction (xb). The magnitude of the
angle is cos™t (1/ V3) or 54.7355 deg.

GYRO ORIENTATION
X, ®OLL)

Y {PITCH)
ACCELEROMETER ORIENTATION

X, ROLL)

z,, tvAw)

1
cos™! T
¥, (PITCH)

Figure 3-7. Instrument Orientation

“This paragraph is in the Confidential Annex, "Annex of Error and
Characteristics Tabulations (U)", TRW Document No. 4499-7200, 13-001,

and includes Eqgs (4), (5), (6), (7), (8), (8a), (9), (10), and (11);
Figure 3-6; and Table 3-I.
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The advantage of the orientation is that it will tend to minimize the
effect of accelerometer 'scale factor error on downrange velocity errors. It
also reduces {on each axis) the maximum. sensed acceleration by (1/ V3)
and insures that each accelerometer will always sense a net positive
acceleration. For the AB-3 PIGA the fact that the input axis acceleration
is always a large positive value removes the problem of the threshold
acceleration for alignment and insures that the error term proportional
to spin axis acceleration has zero mean (because of the rotation of the
PIGA about its input axis) and hence contributes negligible error during

alignment and powered flight.

No study was made to determine whether the accelerometer orient-

ation used was optimal.

It would be po'ssible to initially orient the output axes of the pitch
and yaw gyros such that the acceleration sensitive errors are minimized;
however, there wouldbe a serious penalty in added system complexity
if this were done. To provide some indication of possible performance
gains, two orientations of the gyro output axes were considered. —The

orientations relative to-the body axes at launch are shown in Figure 3-8.

Because the reference trajectory has no yaw maneuvers, there is
no rotation of the case of the yaw gyro about its input axis, and the initial
gyro axis orientation relative to the body axes is maintained throughout

the flight.

The orientation which leads to the smallest pitch or yaw gyro errors
depends on the relative magnitude of the scales associated with the gyro
input axis mass unbalance term and the term proportional to the accelera-

tion along the gyro output axis,

Two orientations of the pitch gyro are also considered. Figure 3-9
shows the orientations of the pitch gyro at launch. Because the case of
the pitch gyro rotates about the input axis of the gyro as the body rotates
about the pitch axis, the output and spin reference axes do not retain the
orientation relative to the body axes shown in Figure 3-9 throughout.the

flight {see Reference 7.10).



(a) YAW GYRO AT LAUNCH
1A: YAW
OA: -ROLL
SA: PITCH

(b) YAW GYRO AT LAUNCH
IA: YAW
OA: PITCH
SA: ROLL

ROLL

YAW =

/l OA

SA

PITCH

ROLL

OA

PITCH

Figure 3-8. Two Orientations of Yaw Gyro at Launch



ROLL

{a) PITCH GYRO AT LAUNCH
IA: PITCH
OA: -ROLL

SA: -YAW
YAW =

SA

OA
PITCH

ROLL

{(b) PITCH GYRO AT LAUNCH
[A: PITCH
OA: -YAW
SA: ROLL

YAW -
SA

OA

PITCH

Figure 3-9. Two Orientations of Pitch Gyro at Launch



Table 3-II gives a comparison of the error terms which atise for
the two different orientations of the yaw gyro. Here, because all of the
thrust is along the body roll axis and the orientation of the gyro axes rel-
ative to the body axes does not change during flight, a different error term

will dominate for each of the two different orientations.
The results are presented in the L'V coordinate system, P, R, N,

The LV coordinate system is established at each trajectory point by
taking R aleng the instantaneous radius vector from the center of the
earth to the vehicle. N is defined by

~ VxR
N = .;__“
[v= x|
whete V is the velocity vector, and
P=RxN

to complete the right handed system 5, R, N.

Table 3-II. Comparison of Injection Errors (LV)
for Two Yaw Gyro Orientations *%

Yaw Gyro Error AP | AR | AN |AVP JAVR AVN
Orientation Term (ft) (ft) (ft) (ft/sec)|{ft/sec (ft/ sec)
Tugn Output axis | 3 2 547 - - 1.0
acceleration
term (Im){ (im){ (167m) - - (0.3 m/sec)
Fupn Input axis |7 | 7 | 1370 | - - 2.8
mass
unbalance |(Zm)|{2m)|(418m) - - (0.9 m/sec)

*Orientation of Gyro Axis

Relative to Body Axes al it
IA Input Axis Yaw Yaw
QA Output Axis -Roll Pitch
SA Spin Axis Pitch Roll

s
bk . s ax 2o - 'y 3
Metric equivaléht of the injection errors are shown in parentheses.
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For the particular scale values, orientation "a" leads to the position
and velocity errors with smaller magnitudes.- Ii the error znalysis,
orientation "a" was used, which has the yaw gyro oudtput axis along the

negative of the body roll axis.and the spin axis alongthe body pitch axis.’

Table 3-III compares the velocity and position errors in the Local

Vertical (LV) coordinate 'syéterr') which arise for the two different orienta-

tions of the pitch gyro.

Examination of Table 3-III shows that, for:.the scale: values used,
slightly smaller injection errors arise for orientation "a' of the pitch
gyro which has the output axis along the negative of the body.roll axis and
the spin axis along the negative of the body yaw axis. In the error analysis
orientation "a" of the pitch gyro was used.

Table 3-III. Comparison of Injeci;iop*Errors (LV) for Two
Pitch Gyro Orientations ' ’

Pitch Gyro AP AR AN aveP AVR AVN
Orientation{ Error Term {ft} {ft) {ft) {ft/sec) {£t/ sec) {ft/sec)
Drift 1116 1104 8 1.7 4.6 -
- (340 m) | (336m) | (2m) | (0.5 m/sec) | (1.4 m/sec) -
Spin axis mass 3 .o
unbalance - - - - : -
Fngn Input axis mass
unbalance 904 643 5 1.2 2.1 -
1276 m) | (196m) | (zm). | (0.4 m/sec) |. (0.6 m/sec} - b
‘Output axi§ .
acceleration term 365 391 2 0.5 1.6 N -
(114 m} | (119m}| (1 m), | (0.2 m/sec) {0.5 m/sec) -
[Amsaelastic term - - - - - ' -
RSS 1482 1336 -

10 2.1 5.3
{452 m) | (407m) | (3 m) (0.7 m/sec) (1.6 m/sec) -

Dratt ! t116 | 1104 1.7 4.6 ’
(340 m) | (336m) | (2m) | {0.5 m/sec) (1.4 m/sec) -
Spin axis mass
unbalance - - - - - -
Fupn Input ax1s mass . . . o N

unbalance 915 980 5 1.4 4.0

(279 m) | (299m}| (2m) | (0.4 m/sec) | (1.2 m/sec) -
Output axas accelera- .
tion term 360 * *| 250 2 0.5 . 0.9% .1
-, (110 m) | {76 m) | (1 m) | {0.2m/sec). | (0.3 m/sec)
I ‘| anisbelastac term - - S - T - -

RSS 1487 1497 | 10 2.1 Sl ez
(453 m) | (456m)| (3m) | (0.7 m/sec) (1.9 m/sec) -

* Orientation of Gyro Axis o)

Relative to Body Axes "an  t mpn
1A Input Axis " ‘Pitch Pitch A -
OA Output Axas “Roll | -Yaw . .
SA Span Axis Tt -Yaw - Rolt b "

Aol = 3. . B "
Metric equivalents of the injection exrors are shown in parenthesis.

cE.c LA




3.2.4 Results

The error model with the 3¢ scale values of Table 3-I was used in
TRW's generalized error analysis program. The resulting position and

velocity errors are output in a number of coordinate systems.

The resulting injection errors are shown in Table 3-IV .
The injectio'n errors are:;

Position (30 error) 1257m (4125 ft)
Velocity (3¢ error) 3.0 m/sec (9.9 ft/sec)

The dominant in-plane error sources, both in position and velocity,
are the initial alignment error of inertial reference frame about pitch and

the pitch gyro drift rates.

The dominant out-of-plane error sources, both in position and
velocity are the initial misalignment of the inertial reference about roll
(azimuth) and the roll gyro fixed digit spin axis mass unbalance terms.
Accelerometer error source contribution to the total navigation error is

small.

The analysis indicates that the initial misalignments of the inertial
reference frame about the roll (azimuth) and pitch (levél) are important
error contributions to the system's navigational .capability. The estimates
were based on a limited simulation of the alignment loops. Therefore, it
is necessary to assess the alignment error sources more precisely and

expand the analysis of the alignment loops in Phase 2 of the study.

“Table 3-IV is in the Confidential Annex, "Annex of Error and
Characteristics Tabulations (U)", TRW Document No. 4499-7200.13-001.
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3.3 ALTERNATE SYSTEM
3.3.1 Error Model

Performance of a modified inertial sensor assembly .of the LEM
Abort Guidance Section (AGS) on the reference trajectory is summarized
in Table 3-V. The error source three ¢ magnitudes were computed
from the sensor assembly design central speciﬁcation.* These error
magnitudes appiy to a worst-case system; the magnitude for a radian
system should be lower. TRW Systems believes that these numbers are
a conservative estimate of the capability of a strapped-down system which
uses an SDF rate integrating gyro with continuous pulse rebalancing of
the output axis. The budgeted error magnitudes were adjusted t;; reflect
an accelerometer range of 0-10 g and a gyro range of 0-10 deg/sec. The
budgeted values were also modified to reflect an on-vehicle updating of
X accelerometer bias and X, Y, and Z gyro bias. The updating is auto-
matic and was assumed to occur within 1/2 hr of launch. With the sensor
assembly rigidly mounted to the vehicle, it is not possible to separate
X accelerometer bias shifts from X scale factor shifts; likewise, X gyro
bias shifts cannot be separated from X spin axis unbalance shifts. As a
result, when updating is used, correlated errors are induced. I‘his
correlation effect is shown in the example below and has been included in

the error model for the X accelerometer and X gyro.

Let a, = accelerometer output in a +1 g field at the time of calibra-

tion and -ao' = accelerometer output at the time of ui)dating. Then

a =K _ + K, measured in g units
[e] o 1

| -
a.o—Ko+6K0+K1+5K1

where K0 and Ki are the bias and scale factor, respectively, and the &

terms represent the shifts in these parameters between calibration and

updating.

* Contributions from the computer to be used with the SIRA will be
- negligible when combined in an RSS manner with these numbers.
These specifications include effects of vehicle dynamic environment.
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Table 3-V. Summary of Performance Analysis, Typical
Electrically Rebalanced QOutput Axis System

Error Posttion Exror | Veloaty Ezror
Magnitude {3c) 1t} (ft/sec.
Error Source AP AR TAN | aVPlavR | avN
Accelerometer -
Chamber Errors
Bias
X Accel 80 ug 290 | 1020] -~ nojz.z2| --
. Y Accel 80pg JU S FTIT'Y P R P
Z Accel 80pg 930§ 610 | - 1.3 2.2 -
Bias Correlateu
with Inertial
Reference
Ahignment
Y Axis 190 ug ae fae 1290 oo | - |51
2 Aus 190 pg 1100| 100 {-- | 1.1} 0.8] --
Rectification Exror
X Accel 105 pg 540 | 2070] -- 1.8} 3.9] --
¥ Accel 150 pg - {-- jzemo| -- | -- | 3.8
2 Accel 150 pg 1740) 1140( - | 2.1]-3.9] --
Bias Correlated
with Scale Factor
X Accel 190 ugfg 330 |-1470| -~ 03)-2.8] --
Scale Factor
X Accel 105 uglg 180 | 2250] -« | 1.2{ 4.5[ --
Nonlinearaty
X Accel 90 pglg 150 | 1950[ -- | 0.9] 3.9} --
Gyro Channel
Errors
Buas
X Gyro 0 16deg/hr |- 80| oo | - {0
¥ Gyro 0. 16 deg/hr 3490[-3490} .= | 5.1 |13 9f -
Z Gyro 0.16 deg/hr — |- 3900 | -- | -~ | 5.0
"\ spinAmis
Mass Unbalance
X Gyro 0.12 deg/hrfg |-- [-- {2490 | -- | -- | 8.4
Bias Correlated
with Spn Axis
Unbalance
X Gyro 0.60 deg/hr - |- 5400 | .- | -- 140
Vibration Induced
Drift Rate
X Gyro 0 06 deg/hr e ] qeso - |- |27
Y Gyro 0.06 deg/hr 1380] 1380 -- 1.8-5.1 --
2 Gyro 0.06deg/hr - e fr290 ) o= |- fa0
Scale Factor
¥ Gyro 180 X 107® 360 [450 |- |0 3|-2.1] --
deg/deg i .
Nonlinearty
¥ Gyro 90 x 1076 180 210 |- | o3 f-n.2] --
deg/deg
Gyro Alignment
X Gyro to ¥
Accel 60 arc sec EERN [ETINN FTT I R R I Y
Inertial Reference *
Alignment
Azimuth 60 arc sec e fee azgo | oo | - | 72
! RSS 4460{ 5710 | 8900 | 6 6 |17.6 |22.5
RSS of APos, AVel 11,476 1 29.3 gt/scc
3,498 m 8.9 m/sec
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At the time of updating, assume that some fraction (1/C) of the
change in output (a'o - ao) is due to bias and the remainder is due to scale
factor. Therefore it is assumed 8K = i/C (ay - a,) and 8K, =
(C-1)/C (a.:J - ao) where C is a constant, Based on these assumptions,
new bias and scale factor terms are calculated for insertion in the guid-

ance computer. The terms calculated are given by Eqs (12) and (13):

Ko calculated = Ko + assumed 5K°

- 1.
=K +gl)-2)
§K_+ 6K
- o i
= K+ < (12)

and likewise K1 calculated = Ki + assumed 5K1

(8K + 8K,) (C~1) )
K, + & (13)

i

Thecorrect terms, however, are Ko + GKO and Ki + GKi‘ The errors
after updating are therefore given by Eqs (14) and (I5):

1
i

Bias error = eKo = (Ko + 8K°) - (Ko calculated)

GKO(C -1) - 8K
C

n

(14)
Scale factor error = €Ky = (K1 + BKi) - (K1 calculated)

BKO(C -1) - 8K

i
= (15)




Note that eK = ¢ Ki‘ The errors after updating are correlated 1:1

and of opposite sign. In a-similar manner, it can be shown that updating
the X gyro results in correlation of the gyro bias and spin axis unbala.nce.
error terms. The gyro updating is made with the assumption that all the
changes will be in the fixed drift term. The accelerometer updating is

made with the assumption that all the changes will be in the scale factor

term,

3.3.2 Instrument Orientation

) The gyro and accelerometer input axes are oriented in the same
direction in the unit being considered. The orientation of the unit would
be such that these axes correspond to the gyro input axes of Paragraph
3.2.3, The output axes of the gyros whose input axis is normal to the

thrust vector are oriented to make mass unbalance effects negligible.



4. KINEMATICAL REPRESENTATIONS

The treatment of kinematical representations is organized in three
subsections. Subsection 4.1 is devoted to a description of the kinematical
representations selected for study and the equations for each represen-
tation are explicitly given. Subsection 4.2 presents the second-order
Taylor's series expansions of the Euler symmetrical parameters and the
four gimbal Euler angle system. (The Taylor's series expansion for the
direction cosines is given in Section 5.) Finally, Subsection 4.3 delineates
the results of the computer sizing studies for the selected répresenta.tions.

A summary of the entire section is given in Subsection 2. 3.

4.1 DESCRIPTION OF THE KINEMATICAIL REPRESENTATIONS
4.1.1 Direction Cosines

Eq (1) describes the transformation of vector components in vehicle
coordinates Xb’ Yb’ Zb to vector components in inertial coordinates
XI’ YI’ ZI in terms of the direction cosines. (In the interest of sim-
plicity, the matrices of Eq (1) will be abbreviated as [Xb] = [aij] [XI]

from time to time, )

X, 244 24 23 X1
Yy =] 221 222 253 Y )
Zy 431 232 233 z;

The directions cosine rates (daij/dt) are a function of tody rates, expressed
by Eq (2).

"1 73 (i 1)i “i+2 a<i+ 2) 3%+ (2
where

i, j=1,2,3



and
(i+3)=i
i+4)=i+ 1
i+5)=i+ 2
w, i= i, 2, 3 = angular rates about the indicated body axes.
~ The above equations are shorthand notations for nine equations
rep;cesentirig the nine direction cosine rates as a function of the nine direc-
tion consines and the three body rates. For example,

w, - a

223 T 22+ 1)3 Y2+2)” 22+r2)3 “lu+2) T ¥33 91 T 3439

It can be demonstrated (for example, by Reference 4. 2) that three
independent coordinates are necessary and sufficient to describe the attitude

of a rigid body. Thus the nine direction cosines are not independent.

* Constraint equations that indicate the specific dependencies of the
direction cosines are the cofactor relationships (Eq 3) and the ortho-

normality constraints of (Eq 4):

= ot B i B o 3
255 % 341, 541214 2,54 2 T Bk 1, 420042, 5+ 1 3

where the subscripts are handled as above.

3
= aijaik = ajk for j,k=1,2,3 (4)
i=1 N
where
ij =1 for j=k
ajk =0 for j £k

4.1.2 Euler Symmetrical Parameters and Rodriguez Parameters

Euler's symmetrical parameters are defined in various places,
including Reference 4.3. An Italian document (Reference 4. 6) defines an
equivalent set of parameters. (Only the notations in this set called
Y"Rodriguez" parameters differ.) The former terminology will be used

in this report.



Whittaker derives Euler's symmetrical parameters from geometri-
cal considerations (Reference 4.1). The equations presented here and the

approach used have been obtained from Mortensen's report, Reference 4, 3.

Let £, n, ¢, and X be the four Euler symmetrical parameters,
Let e = exi + e 3\ + ezﬁ be an eigenvector of the direction cosine matrix
of Eq (1), specifically, a unit magnitude eigenvector associated with the
eigenvalue +1. Then the following equations hold:
¢

§=eX51n7

= in @
1= ey sin
E=e, sin% (5)

where ¢ and & are defined as follows: Euler's theorem (Reference 4.2}
states that the general displacement of a rigid body having one point fixed
is a rotation about some axis; & defines that axis and ¢ represents the.

magnitude of the rotation.

The fourth parameter, X, can be determined from the constraint

equation

£2+ 2+ 2 ¥P=t (6)
This equation combined with Eq (5) produces the identity

X = cos i’- (7)

The equations relating parameter rates to body rates are

ré- X -x n ] “oai_1

] =%— t X 33 @,

t - 3 X Lw?’ (8)
_x | -6 -7 "t | )




where @ i=1, 2, 3 = angular rates about the indicated body axes. Once
the Euler symmetrical parameters are found, they must be related

to direction cosines:

a, = gz_nz_zer XZ
ay, = 2(&n+ £X)

ags = 2(6¢ - 1X)

a,; = 2(n- ¢X)

2, = _€2+ nz_ C2+ x2

a

23 2(ng + £X)

a31 =2(6¢ + nx)

a

2(ng - €X)

32

2

a =-g2-n+;2+x2 (9)

33
4.1.3 Quaternions

The background for quaternions given in this section can also be
obtained from Reference 4.3. (In addition, the reference includes a

discussion of the origin, use, and properties of quatetions.)

Quaterions involve the use of hypercomplex numbers that are defined

by the following rules:

[\

T“= T°=K%= -1
IT= -JI=K
FJK = -KT=1
RTI= -IK=3



The quaterion defining the orientation of the body frame relative to
the inertial frame can be written in terms of Euler's symmetrical
parameters as follows:

qr=x+'f§+fn+i<‘t (10)

and its conjugate is defined as
gk =X -T¢£-Tn-K¢ (11)
The norm of a, is defined as

2

%o ata owZag g2. p2 _
q.Qf=qfq =X "+ £+ £7+ q =1 (12)

The vector XI with components XI’ YI’ ZI is represented in quaterion
notation as

qf XI) = I_XI I I (13)
and may be rotated to body space as

X)) = q Xy qf =IX, + TY + KZy (14)
Now the updating of the 4, coefficients is obviously done by Eq (8), i.e.,

in a fashion identical to the Euler's symmetrical parameters. Itis further
clear that Eq (9) can be derived from the quaterion form, and hence the
Euler symmetrical and quaterion kinematic representatives are equivalent

for purposes of this application.

4.1.4 Cayley-Klein Parameters -

An excellent discussion of Cayley-Klein parameters is available in

Reference 4.2, which is the source for most of the material given here.

The transformation matrix Q.composed of the complex Cayley-Klein
parameters,a .8, Y.5, (Eq 15 ) operates upon a complex matrix opera-
tor Pb (Eq 16 ) as shown in Eq (17). The complex matrix operator Pb
contains the vector (Xb, Yb’ Zb) to be transformed to inertial coordinates.
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Q = (15)

P, = {16)

x + iy -z

P - [o] ) [

where, as usual, i= V -1, Q' is the adjoint of Q, and the resulting

matrix P, contains vector expressed in inertial coordinates, (Xi’ YI, ZI).

I

The following identities are derived in Reference 4.2:

y = -p* (18)
6 = ax (19)
aa¥ = Pk (20)

where

* indicates the complex cohjugate

Body ‘rates can be related to Cayley-Klein parameter rates as follows:

- . T R A )
a iy vy id W
B (| 19 o ig @
R 1-1-2
. =5 (21)
R ia -a -iy wy
] iB -8 -ié
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The parameters are transformed into the direction cosine matrix by the

ensuing relations (see Reference 4.2):

It can be demonstrated that the Cayley-Klein and Euler symmetrical

241

12

13

21

22

223

234

232

233

t

= 2e?-yP+e%-ph
i 2

= 3 -a’4 8% ph

= v§ - af

= 3 v*-p% 5D

= 30+ v+ 8%+ 69
= -i(af + v&)
= B8 -ay

= i{ay + B6)

= ad + By

parameters are related as defined below:

where

and so on,

re a

ima

a =

w
M

<
1]

6=

re a + i(ima) = X + if
re B+ i(imp) = n + i§
re y + i(limy) = -n+ i¢

re d + i(imé) = X - i

= real part of a

= imaginary part of a

(22)



Thus, if Eq (22) i explicitly written in terms of the real and imaginary
components of the a, §, y, and , then all imaginary tefins dissappear
and Eq (9) again results. Similarly, Eq (8) can be derived from Eqg (21) by
the same expansion of the Cayley-Klein parameters into real and imaginary
components. Therefore, Cayley-Klein parameters are also equivalent to

Euler's symmetrical parameters when used in this form.

4.1.5 Four Parameter Euler Angle Representation

A four parameter system can be obtained using the mathematical
equivalent of a four gimbal stable platform. Itis commonly referred to as
a "four gimbal Euler angle" represertation, and that terminology will be
used here. Several mechanizations are possible, and a typical one is

given here. (See Reference 4.7.) The four rotations chosen are

] (o] Rl [w] e [ @

where

[6 ] s [&z] , [y ] s [¢X] £ matrices defining a rotation
Y ¥ about the subscript axis;
for example:

cé 0 ~-s@
[Gy] = |0 1 0 (23a)
s@ 0 céd
where
s = sine

c = cosine

0 is commanded such that y remains small. Specifically, the constraint
equation below is used

cos ¥

é:stgncos¢ =yIl{ -
Icostﬁ,

(23b)

where K is a gain factor.



The equations expressing the functional Euler relationship between

body rates and Euler angle rates, vy, 4;, ¢ and the equations required to

convert them to direction cosines are given below.

¥ ey

0 b -s¢ W
gl =1 -vasy + o se cé vy
¢ $6- 8sy 10 0 W,

6 = Ky sgn (c¥)
a;y = €c0cy -vysh

a12

3,13 =

21 F

%22 °

223

a =

31

a =

32

a

33

These equations assume

cOlysdcy - cosyp) + sfsd
chiychcy + sosp) + cdsh
s9

ysésp + cdcy

vcbsy -sdcy

—c&sé -ych

-s@(ysd'cy - cdsp) + chsd
-s@(ycopcyd + s¢sy) + cfcd

a small angle approximation is valid for vy.



4,1, 6 Three Parameter Euler Angle Representatioi

Three non-consecutive rotations about two or three coordinate axes-
are generally referred to as Euler angles and suitably define an angular
orientation. These parameters are so common that they will not be re-
peated here. Examples can be obtained from References 4.2 and 4. 4.
All such éystems; have singularities, e. g.,ﬂ for certain orientations (see
Reference 4. 4 for example) a finite body rate requires'an infinite param-
eter rate.to maintain the reference. Thus the computer cannot maintain
the referénce. _ The situation is direcfly analogous to gimbal lock in a

three gimbal inertial platform.

4,1.7 Rodriguez-Cayley, Gibbs Vector, and Vector Presentations

Equivalent three parameter representatives with notational changes
only are variously labeled Rodriguez-Cayley, Gibbs Vector, and Vector
presentations (References 4.4 and 4.5). - The term Gibbs vector will be

used for the immediate discussion,

Gibbs vector parameters are related to the Euler symmetrical

parameters &, 1, &, and x, and 2and & by the equations below,

-4 _ @
A-x-extani (25)

=2 2
B X ,ey tan > (26)

=k @
C= ¥ = ¢, tan > (27)
g=1+oa +132+\(2'=1—2=sec:2%§ (28)

X

where *
A,B,C = Rodriguez-Cayley' parameters
£, n, ¢, X = Euler symmetrical parameters
¢ e ey, e, are as previously defined.

The singularities of the above system are evident.
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Then the parameters related to body rates are as follows
(Reference 4. 8):

. - ' T
il X%+ &2 né - x¢ £L + X )
w
B =L2 Ent X x2+ 'nz ' nE - X& 2 (29)
2x @
c TRET erxe e et| |

and from the same source the direction cosine relationships are

t +a%-8% c? 2(aB+C) 2{AC-B)
1 2 .2 .2 30
[ai.] = ——s——— |2 (AB-C) 1-A“+B“-C” 2(BC+A) (30)
J 1+A°+B7+C 2 2 2
2 (AC+B) 2 (BC-A) 1-A° -B“ +C

4,2 TAYLOR'S SERIES EXPANSIONS OF EULER'S SYMMETRICAL
PARAMETERS AND THE FOUR GIMBAL EULER ANGLES

Only the parameters free from singularities were selected for
further study. The second-order Taylor's series egpansion of the direction
cosine system is given in Paragraph 5.1.,1, The second-order Taylor's
series expansions for Euler symmetrical and the four-gimbal Euler angles
are given below in Paragraphs 4.2.1 and 4.2.2, respectively. All three
of these expansions were derived using the assumption that & = constant

during the measurement interval.



4,2,1 Euler Symmetrical Parameters — Second-Order Taylor's
Series Expansion

The second-order Taylor's series expansion for Euler's symmetrical

parameters is:

gm oo gl eml %(meAain - Lr’f‘IAa;n + nmIAag‘) - (31)
. 1, mi, ifml, m I, m, ,mI, m} .
nm = _qm +-11m + Z(Lm Aa.1 - *m Aa, + £ Aa3) -(32)
gm = gm'1‘+* ng + é— (-'r]ml Ao.lin-}- ngAa?+ meAagn)‘ T (33)
™= xm-i + me +% (_ ng Au.in . ﬁrnIAurzn _ LmIAal:;n) (34)
where
émI - _é_(xm—iAain ~ ;m—iAurzn +nm-1Aat3n> {35).
11mI - 1 gm-iAam . xm—iAam _ gm-_iAarr_x (36).
73 1 hag - & 3
ng 1 _nn’i- 1Au.m’+ Em-iAdm N xm—iAam (3?)
. 2. i 2 3 .
ml _1{ m-1, m m-{, m -, m-1, .m :
X ;-2—(-5, Aai - o :Aaz —.'1; - Aa3) {38)
and ) C

£, n, 4, X = Euler symmetrical parameters ' '~
Aai, Aa.z, Ao.3 = angular increments about the indicated body axes

m, m-1 m superscript denoting present or last value of a variable

ml = superscript denoting an intermediate variable in the
calculation of the present value of a variable



4.2.2 Four-Gimbal Euler Angle——Second Order Taylor's
Series Expansion

The second-order Taylor's series expansion is:

o™ = ¢m—1 + Aa, -KTysin me—i sgn compm_1

" Yrn-i(

Aarzn sin ¢m-1 + Aagn cos ¢m-1)
+%‘K272vm"1 sin¢™ " cos ¢!
m m-1 m . m-1} . m-1 m-1
- KT Ac.z cos ¢ -Au.3 sin¢ sind sgncos
_ZKTm_i(AuEn sin o™ + Aagn cos d)m) Icos q}m—i I

m-1 Aagn sin ¢m—- 1)

+ (Aa;n cos ¢
m . m-1 m m-1
- {Aa,” sin ¢ + Aa, cos ¢ (39)

v =Ym—1 - K-rym_ilcos ¢m'1| +(Aar2n cos d)m_i - Aagn sin ¢m—1)

- _ - -1
zi'lKZYTZ(COS llam 1) ~KT(AQ?COS ¢m 1—Aagn sinll:m 1) cos LlJm I

+ ZKTym 1(Ao.z sin ¢ s Aa;n cos qam—i) sin¢m_isgncos me"i

m-1

- ~{\2
_Ym 1<Aa;n si.n [ + Aagn cos ¢m 1)

-Ao,rinAaz sin ¢ - Aarin Aagn cos ¢m_1} (40)



¢m = q)m-i + (Aarzn sin \l;m-i + Augn cos ¢ljn- 1)_

+

%l-3K-er_i(Aar2n cos ¢m-i - Au.? sin ¢m—1) . s:'l.nkpm_1 sgncos ¢m'1

+ Aa 1(Au.2<:os4> - Ao,3 sinq))

m m-1
+Ym—1(Aar2n e 1+ Aag cos ¢ )
o[B80l cos ™7 - AT sin¢m")‘ (41)
m-1

o™ em-—i

+ K'r\(m—1 sgn cos ¢

- %leszm*i cos ¢m'1 - KT(Aaan cos ¢m-1 - Aagﬂ sind)m—i)A
m-1
sgn cos Y ] (42)
where
m = superscript denoting the present value of

the variable

Aa ,Aa 2 Aa, = angular increments about the indicated

. t 3 body axes
6,9,v,¢ = four-gimbal Euler angle parameters, pre-
viously defined .
K = gain factor, previously defined



4.3 COMPUTER REQUIREMENTS

4.3.1 General-Purpose Mechanization

The computer memory and timing estimates contained herein were
made for a hypothetical random access, general purpose computer. The
computer was assumed to use single address instructions and binary two's
complement arithmetic operations. The following minimum instruction

repertoire was assumed to exist:

CLA - Clear and add

ADD - Add

SUB - Subtract

MPY -~ Multip]:y

bver - Divide

ALS - Accumulator left shift
ARS -  Accumulator right shift
CcCoOM - Complement

STO - Store accumulator

TRA - Transfer control

TMI - Transfer on minus
AXT -  Set index register

TIX - Transfer and decrement index

All instructions, with the exception of shifts, multiplies, and divides,
were assumed to require the equivalent of one ADD time for execution. A
shift instruction was assumed to require the equivalent of three ADD times
for execution. Any input/output instruction necessary to interface with the
input/ output hardware was assumed to require the equivalent of one ADD
time for execution. For simplicity, MPY and DVP instructions were
assumed to require equal time for execution. * In the following para-
graphs, timing estimates are given in terms of equivalent ADD and MPY
execution times. Specification of timing requirements in this manner allows

rapid evaluation of timing requirements for any specific random access

"The LEM AGS computer MPY and DVP time is seven ADD times.
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aerospace computer by substitution of the app'ropriate execution times
in the given expressions, Computer:memory.estimates were dii/'idea'
into two categories: (1) memory estimates for the program:-proper and

(2)-memory estimates for storage of constants and variables:,

In-all cases, the input/ocutput hardware was asstumed to contain the
necessdry sumrniing régistersto sum all incremiental inputé! Program
timing was assumed to be accomiplished by means of a real-time infei'ftipt.
All computations were assumed to be single precision, with the exception
of the direction cosine updating, whe;:e a pseudo-double precision tech-
nique was employed. The computer word length was not’considered when
making the estimates, It was assumed that the word-length was large
enough to meet the accuracy requirements of the system. The computer
was assumed to contain a single index register for operand address

modification,

It should be emphasized that use r;f the timing expressions can only
yield a rough timing estimate for é.ny specific computer. Existing aero-
space computers contain many unique properties which make universal
estimates extremely difficult, In particular, memory and timing estimates
for the Univac 1824 (which contaix;s 3 index registers, double precision
instructions, and a square root instruction) would be 'significaﬁ less
than the following estimates would indicate if the full capability of this
machine were used, Atthe other extreme, memory estimates for the
Apolio Block I and Block II AGC/LGC compute‘rs~wou1d be significantlymore
than the following estimates would indicate because of the unusual instruc-

tion repertoire which this machine contains.

In addition to the timing expression, a fairly accurate timing estimate
for the LEM AGS computer is given, All estimates reflect a 15 percent
allowance for program housekeeping and scaling, Table 4-I contins the

results of this study.

4,3,2 DDA Mechanization

"The nummbers of integraters required to update the parameters.and

resolve velocity increments-are tabulated below:



Parameter

Direction cosines

Euler symmetrical

Number of Integration

Four-gimbal Euler angle

Quaternions”

Three-gimbal Euler angleq<

27
50
73
33
46

Table 4-I. General Purpose Computer Requirements
Memory Estimate Timing Estimate
(words) {msec)
Parameter
Constant LEM
Program and General AGS
Variable Computer.
Direction Cosines
?”t"’,rder . 38 21 132A + 18M 2.58
aylor's series
Second-order
Taylor's series 88 21 156A + 30M 3.66
Euler Symmetrical
Parameters
First~order
Taylor's series 143 28 154A + 22M 3.08
Second-order
Taylor's series 163 28 167A + 29M 3.7
Four-Gimbal Euler
Angle
First-order
Taylor's series 221 45 320A + 66M 7.82
Second-order
Taylor's series 297 66 510A + 101M 12,17

" Estimates made in Reference 4.5 and included for completeness.
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5. COMPUTER EQUATIONS AND PERFORMANCE

The purpose of this study was to determine the feasibility of an
analytic-platform inertial reference for future space missions, Specific-
ally, the study's principal aim was to examine the accuracy of a strapped-
down inertial reference system that might replace the ST 124-M IMU, the
present Saturn inertial reference. This section gives the equations to be
programmed in the computer to be used and outlines Performance data for

certain critical computations,

TRW and MSFC personnel have agreed that certain functions should
be included in the computer, These are described and the equations re-
quired for these operations are presented in the next few sections. In
some cases, the equations are analyzed with respect to their inherent
accuracies, However, in most cases, the analyses are only preliminary
and disregard many facets of the problem that will be examined in the

second phase of the study,



5,1 EQUATION DESCRIPTION

The replacement of the ST 124-M IMU by an equivalent strapped-
down system requires the addition of certain functions to the present
guidance and navigation software. These functions will be incorporated
in a separate digital computer that will provide output signals equivalent
to those presently available from the platform system,

A general block diagram of the software mechanization is shown in
Figures 5-1, 5-2, and 5-3, These diagrams show the system input/output,
signal flow, and give the computations programmed in the computer.

Seven functions are incorporated in the block diagram:

e Instrument Error Compensation. The compensation
block compensates for certain instrument errors; the
accelerometer signals are compensated for errors due
to bias and scale factor. In addition to the errors,
vehicle angular rates about the accelerometer input
axis must be accounted for. In view of the performance
characteristics provided by MSFC and the results of
Section 7, the gyro outputs will not be compensated.

e  Attitude Reference. The attitude reference equations
provide an accurate attitude reference matrix that
relates the vehicle body axes to the desired Earth
Centered Inertial (ECI) coordinate system. The ECI
coordinate system used for navigation is defined as
the Xs’ YS, Zs system. This system is local level

at launch with the Xs axis an azimuth angle Az clock-
wise from north and the Ys axis vertical, The trajec-

tory of the vehicle is in the XS - YS plane (Reference
5.7).

Two other coordinate systems discussed in the text
are the X,, Y., Z. and the X , Y _, Z_ coordinate
b b b a’ "a a
systems., These two coordinate systems are body-
fixed with the Xa’ Ya’ Za axes along the input axes
of the accelerometers and the Xb’ Yb’
the input axes of the gyros. The Xb, Yb’ Zb axes
coincide with the yaw, roll, and pitch axes of the
vehicle. The accelerometer and gyro axes are defined
independently since the accelerometer errors may be
reduced by an optimum orientation (see Section 3),

Zb axes along

The attitude reference equations compute the direction
cosines that relate the Xb’ Yb’ Zb axes to the XS, Ys’ ZS
inertial axes. The selected design goal for the accuracy

5-2
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of the attitude reference equations requires that these
equations cause less than 20 arc sec attitude error at the
end of a nominal flight. The system errors are based
upon the following inputs: . '

(1) Maximum vehicle slewing rates of 6 deg/ gec”

(2) Worst-case vehicle coning of 3 cps at an
amplitude of 0.05 deg.
.

e  Acceleration Integration, The acceleration 1ntegrat1on
equations convert thrust velocity increments mea.sured in
vehicle coordinates'to velocity increments in the naviga-
tion inertial coordinate systema. The design goal for
acceleration integration is that the computational error
at the end of a nominal flight be less than 0.3 m/sec. °

4

. Alignment, The alignment of a strapped-down system
simply implies the computation of the correct direction
cosines in the attitude reference transformation matrix,
This alignment is performed prior to launch with the use
of the accelerometer outputs for leveling corrections and
theodolite information for azimuth alignmgnt. The de-
sired alignment accuracy is within 20 arcisec about any
vehicle axis. Also, the alignment must.provide a variable
launch azimuth capability.

[} Linear Interpolation of Guidance Commands. Once ‘each
second™ the Saturn flight computer sends’ six attitude
signals to the strapped-down digital computer. These
signals are the present and predicted guidance command
cycles. Since these angles are to be used to generate :
attitude error signals every 40 msec, -the strapped-down
digital computer will interpolate between the present and
predicted angles. These interpolated values will be gener-
ated every 40 msec with the GP mechanization and every
major cycle with the DDA mechanization.

. Attitude Error Signals, The commanded attitude is updated
every 40 msec in the GP mechanization. However, the
attitude error signals are not computed at the 40 msec
rate but are computed as rapidly as the attitude reference’
equations. The DDA mechamzatlon performs these’ opera—
tions every major cycle.,

* The system is designed to tolerate rates of 60 deg/sec. These are.w)ery
unlikely to occur, and thus for error studies, 6 deg/sec (still very
pessimistic) is used.

steste

" This number is currently slightly longer (1 to 2 sec).
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. Vehicle Body Rate Computation, The strapped-down digital
computer is also required to compute the vehicle body rates.
It provides body rotation rates, attitude error signals, and
the inertial velocity increments, Using the input signals of
the body-mounted gyros and accelerometers, plus the
guidance commands, the strapped-down computer provides
these signals as well as a very accurate attitude reference.

In the next few subsections, the equations mechanizing these opera~
tions are analyzed and discussed and the merits of several possible
mechanizations are presented. In some cases, several equati.ons
performing the same operation are presented. In these cases, the tradeoffs
between the different concepts are discussed and the most satisfactory
method is presented, Both DDA and GP equations are included, and the

DDA mechanization is called out separately at the end of each section.

5.1.1 Attitude Reference Equations

The primary purpose of the attitude reference equations in a
strapped-down system is to update and maintain the direction cosine
matrix that relates the vehicle axes to the desired navigation or guidance
coordinate system. (See Section 6 for further details on kinematical
representation other than direction cosines.) For the Saturn applica-
tion, the attitude reference equations update the matrix that relates the
vehicle body axes Xb, Y,'b; Zb to the inertial navigation coordinate axes
Xy Yoo Zoe

Xb Xs
Y, | = [aij]‘ Y
Zb Zs
where
Xb = wvehicle yaw axis
Yb- = wvehicle roll axis -
b vehicle pitch axis

= inertial navigation axes, with Ys vertical at
launch, Xs at an azimuth Az clockwise from
north, and Zs = (—}—(s) X (Ts)' The vehicle's
trajectory is in thelXS), (Yslplane.
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The direction cosines of the a'ij matrix are updated with the.use of
an algorithm that converts the angular increments obtained from the single
axis Aplatform-mounted gyroscopes into precise attitude updé.ting signals.
The selection of the best algorithm for the direction cosines integration
depends primarily on the type and duration of the expected vehicle motions,
the truncation of the algorithm, and the sampling rate of the gyro outputs.

From the studies made, it appears that the Taylor's series expansion
provides good accuracy with a minimum of computer requirements. For
this reason the Taylor's series expansion was selected as the basic inte-
gration algorithm. The derivation of the Taylor's series algorithm from

gyro outputs is shown in the next few paragraphs.

The direction cosines used for ma1nta1mng the attitude reference
of the vehicle relates the vehicle body axes to the ECI coordinate system.

The transformation is defined by the aij~ transformatlon matrix shown

below:
*b 211 %12 %13 %s
Vp| T %21 %22 23| Vs .
“p #31 %32 33| %
where
[aij] = the transformation matrix relating the vehicle body

axes to the ECI coordinate frame
o Y Zb = unit vectors along the vehicle body axes

X Vg B = unit vectors along the ECI coordinate system axes

It is easily demonstrated that direction cosine rates are related to body

rates as follows:

335 T Plik 1) Cir2 22 Citt
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where

1

—-
Y
w

i, j
and

i+4 =i+ 1

i+ 5 =i+ 2

W Wy, Wg = body rates about Xb' Yb’ Zb’ respectively

Body rate data cannot be obtained with the accuracy required;
instead, an incremental angle'is available. Thus an integration algorithm

is required for the above equations.

If a second-order Taylor's series expansion is taken of

t+At.
a,dt = da,
¢ ij ij

subject to the assumption that ;“’i = constant, the following general term

is obtained for updating the direction cosine matrix:

aij(n-l- 1) = aij(n) + Aa.ij (2)
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where

B2y = A%z A% a2y )

2

Lo Aa | Aa )
i+2)7 i [ (it 2 ]
+ [:.__1_2—1] a(i+ Z)j(n) - ____jTL._ aij(n)

Ad Ao

2
I:Aa. :] b :
=R e L e e

Where Aui is the angular increment from the ith gyro.. The first-
order Taylor's series can,be obtained if terms with products of Aa are

neglected.

.Eq (2) is used to update six direction cosines. _T‘he other

three direction consines are computed from the properties of the trans-

formation matrices below:

a.13(n+ 1) = a.Zl(n-i-l) a.32(n+ 1) - a.zz(n+ 1) a31(n+ 1)
a23(n+ 1) = alz(n+ 1) a3i(n+ 1) - all(n+ 1) a32(n+1)
a33(n+1) = au(n+ 1) azz(n+ 1) - alz(n+ 1) aZI(n-!- 1) (3)

{using the relation that a;., = the cofactor of aij)' These equations might

be put into another form to minimize computer storage requirements.



At the present time, the algorithm to be used in updating the aij
matrix may be either a first- or second-order Taylor's series expansion.
Although the second-order series requires more computer storage, the
aij matrix may be updated at a slower rate than that required for the first-

order Taylor's series. The second-order will be used for GP computations.

5 1.1.1 DDA Equations

DDA computé.tions for the model system (see Section 6) are rapid
enough so that the first approximation is sufficient. The minimum complexity

approach updates all nine direction cosines from gyro increments as follows:

- -a, ... Aq,
Adis = 211y %2 T 2ae2)j 2%l (4

DDA computations also use the following equations (see alignment discussion):

Aa, = A + Aa
1 xg xa
Sda, = Ao+ ba
2 ye ya
Aa3 = Auzg + Aaza (5)

5.1.2 Acceleration Integration Equations

The equation for computing the inertial velocity increments from the

velocity increments measured by the body-mounted accelerometers is

A vxI

AVxb

av a | Tlu |l av
yI ij| m ij vb
- szb

oAV

21 (6)



where
AVXi, AvyI' A.v.;,zI = it}ert.ial velocity increments
Abe, Avyb’ szb ‘= velocity increments measured by the body
: mounted accelerometers
Eiﬂr'];x: matrix relating the inertial coordinates to the

body coordinates. m signifies that the a;.
direction cosines were obtained at the
mth direction cosine update cycle. The

superscript T indicates the transpose of the

aij:] matrix.
[b.] = matrix transforming the accelerometer

ij -

recordings from accelerometer coordinates

to gyro (Xb) coordinates.

In Eq (6), the aij matrix is the direction cosine matrix obtained
at the m":h direction cosine update cycle. If the velocity increments are com-
puted every AT sec, the accuracy of the inertial velocity increment compu-
tation may be increased by using the direction cosines present at the middle
of the AT interval. This is an implicit correction for the Coriolis term.
An explicit correction could also be mechanized. Two methods are thus
proposed for the acceleration integration equations, one using the aij matrix
present at the end of AT sec, and the other using the aij matrix present at
the middle of the AT interval. The choice of the acceleration integration
method hinges on a tradeoff between computer storage requirements and

the required accuracy of the integration equations.

5.1.2.1 DDA Equations

e Velocity conversion to gyro body cooxrdinates.

AV, = 1911 Avxs + b12 AV __+ b 3AVZ

xb ys 1 s
Avyb = by, Asz + by, Avys + b23 szs
szb = b31 Avxs + bsy Avys + byg szs (7)

where
bi‘ are constants,



® Velocity resolution to inertial space.

Lo v
AVip = 28V + 221 AV + 231 8V,

- ~ v
AV = 2 BV T 3 AVt 25 8

1 —
AVI, = a AV +a AV +ay AV (8)

To provide a variable launch azimuth capability, the azimuth rota-

tion Y is performed.

PN V1

n

(Chavl, + (8§ avy,

AV (s¢)AleI + (Cy AV'YI 9

21

5.1.3 Compensation Equations

The compensation equations are used to correct the accelerometer

outputs only.

The first step in the accelerometer compensation equations is to
convert the gyro outputs from vehicle coordinates to the accelerometer
input axes coordinate frame, This assumes the accelerometer input axes

. . : * :
are not aligned with the gyro input axes, thatis,

X
a

Z
a

*1tis likely that they will be colinear, If so, this rotation is not required.

o

¥y

o

(10)

o




where

X Vpr 2y T vehicle body axes which are aligned with the gyro
input axes
Xy Voo %, = accelerometer input axes

matrix with constant direction cosine elements

1
&
i)

The gyro outputs Ahx , Do, qug are thus converted to accelerometer

coordinates as shown in Eq (11).

La 1 A“xg
Aa! = | b,, Ao

I I ye
Acx% LHa

2g (11)

where

gyro outputs along the accelerometer input axes

H

1 ]
ady, bdab, Ay

Aqxg’ Adyg' A gyro outputs

zg

IfAVx, Avy, and AVZ are the output increments of the body mounted

accelerometers, the compensated velocity increments are:

AV,

ClAV -C
X X

x8 2x 3x
- - [
AVYB = ClyAvy - CZy' .GZ C3y
= - ) [
szs - Clevz CZz %3 C3z (12)



where

, Gy Clz = scale factor corrections

Cix C1y
. 1 ] 4
CZx’ CZy’ CZZ convert the Aql, Ao(l, and Ao(3 corrections to ft/sec
C,,C,, C = accelerometer bias corrections
3x 3y 3z

Before these compensated velocity increments may be used in the accelera-
tion integration equations, they must be transformed through the constant

bij matrix from accelerometer coordinates to the vehicle axes coordinates:
AVb = [bij] AVS (13)

5.1.3.1 DDA Equations

e Gyro rotation to accelerometer coordinate set.

1 -
A(11 - bll Aaxg + bZl Aayg + b31 qug
) -
Aaz = b12 Auxg + b22 Aayg + b32 Aazg
1 —
Aa3 = b13 Aaxg + b23 Aa'yg + b33 A oy (14)

e Accelerometer compensation equations.

ey - 1 -
AVxs - Clx AVx ch Ao(1 c3xA.t
A = - L.
vys ClY AVY CZy AUZ C3y At
- - 1 -
AV = G AV _-C, ba,-C, At (15)

5.1.4 Body Rate Computation

The body rate computation is accomplished in a very simple manner
by dividing the accumulated.gyro outputs by the time interval in which they

were accumulated.



“xb (Acg{)(%‘—t)
1
wyb = (Aqy)(rt)
“ap = (A“z>(2\1—t) (16)

The performance of the equations has not yet been established; but,
if it is not adequate, it is certain that adjustments can be made to render

it so. .
5.1.4.1 DDA Equations
The equations used here represent the DDA equivalent of a linear

transfer function of s/(rs + 1}.

A“xb = 50 (Aaxb - &xb At)
Aayb = 50 {& Gy = dop At)
Aazb = 50 (qub -:azb At) (17)

5.1.5 Linear Interpolation of Guidance Commands

Each second, six attitude signals are received from the guidance
computer, three representing true gimbal angles and three representing
predicted gimbal angles:

X 00 X X0
X+ 1), X G+1), X G+ D) ‘ (18)

Interpolation between the computed and predicted X angles provides
angle data 25 times/sec through the use of the following equatiéns:



Dy = 2 _
DX= 75 (e - X)) for X X X,

X(i+1) = X(i) + DX for XX, X.s X (19)

y z
5.1.5.1 DDA Equations
See Section 6 for DDA discussion.

5.1.6 Attitude Error Signals

The attitude error signals are computed by comparing two sets of
direction cosines, one set termed the desired set computed from Xx’
XY’ Xy, and the other set the computed direction cos:'mes" If the desired
set of direction cosines is designated symbolically as 2R the error
signals are the positive right-hand rotations about the x, y, and z body

axes as specified in Eq (20)

E = ‘[anaam t2225rY a.233'331{1
E, = '[a31a11R ta%ar t a33a13R]
E, =t [321311R toafer t a23*‘131{] (20)

The command angles are assumed to be measured as they are shown in

Figure 5-4.



‘—Wb%
s

Figure 5-4. Gimbal Angle Orientation

Using this command angle sequence and sign,” a.. becomes:

ijR
x C7(y 0 —SXY 1 0 0 ‘ sz S)(z 0| x
vwl=1] 0 1 0 o cx. sx_[|-sx, Cx 0|y
zy S5X 0 CX 0 -SX, CX 0 0 1 z
y % x I
(21)
*p x|
b [ain] Y1



(CX_CX_ - SX_SX SX ) (CX_ SX_+ C SX SX ) (-Sx_Cx_)
z y z ¥y X Yy 2z z Xy y X
la.in) = (-5X,CX ) (Cx Cx,) (sx)

(S)tyC)(z + sxzsxxcxy) (S)(yS)(Z - sxxcxycxz) (CXXCXy)

(23)
where
S = sine
C = cosine
5.1.6.1 DDA Equations
AEX = - [321 Aa31R+ a.31R Aa.21 + 355 Aa32R + a3ZR Aazz
+ ay3B2g3p + Ag3p Aalzz:l
AES = - [a31Aa'11R tagfagy t a3 83 p t 2, Al
taz3Bayap toaap Aa33]
AE, = 4 [321 Bajjp t 2y g By + 2y, Bajp + ay,p Bay,
tagzfaap toaag A?’L23] (24)

Consistent with the discussions of Subsections 2.4 and 2.5, the DDA
equations for the Aain as a function of the AX's have not been derived,

These derivations pose a straightforward task if it becomes desirable
for Phase 2.



5.1.7 Prelaunch Alighment.

The prela.u‘nch. alignment of the Saturn strapped-down system is
performed while the vehicleris under the influence-of small dynamic motions
due to wind effects. The desired alignment accuracy is with;in 20 arc sec
of all three axes and the porro plzism rotational capability may be as much
as 1 deg for the theodolite to acquire the reflected azimuth signals. Variable

launch azimuth capability is to be provided,

The porro prism is installed along the Zy axis and in the X, ~Zy
plane. Since the porro prism must cope with the theodolite acquisition
problem resulting from vehicle sway, the porro prism's rotation must be
in the %y -2y plane. The angle the porro prism is rotated must also be
very accurately measured (within a few arc sec) for the azimuth align-
ment to meet the 20 arc sec accuracy requirement. This porro prism
will be corrected in the alignment procedure by premultiplying the Dij
matrix with the matrix below (Eq 25}, which compensates for the

porro prism angle of rotation:

cos yq 0 sin Y’].;
! -
[aij:] = 0 .1 0 [Dij]
-siny T 0 ' cosyY T

(25)

where

[a'i_]!] = desired matrix relating the vehicle body axes with the

local level reference axes

<
]

angle the porro prism is rotated in a clockwise direction

about the ¥p axis

direction cosine matrix obtained during alignment

e
<
I


http:LIsin.vT

The capability of a variable launch azimuth is provided by multiplying
the a.:’.l. matrix mentioned above by another matrix, Cij’ which relates the
local level reference axes (used for alignment purposes) and the desired
inertial navigation coordinate axes. The final matrix obtained provides the
relationships between the vehicle body axes and the desired navigation

coordinate axes:

cos (Az - AO) 0 -sin (AZ - Ao)

D I

sin (.Az - Ao) 0 cos (AZ - Ao)

(26)

where

A = desired launch azimuth (clockwise from north)

b3
t

azimuth of the theodolite (clockwise from north)

matrix relating the alignment reference axes and the

( » 1
e
1

vehicle body axes

[aij] = matrix relating the vehicle body axes and the desired

inertial navigation axes

Since the variable launch azimuth capability is provided by the
multiplication of two matrices, the launch azimuth may be updated or

changed until just a few seconds before launch.

In Reference 5,1, three schemes are presented for aligning the
attitude reference equations with the use of the accelerometer oufputs and
a body-fixed porro prism. The alignment method tentatively chosen for
implementation is a servoing technique and is shown in flow chart form by
Figure 5-5. This method computes the alignment between the vehicle body
axes and a local level coordinate systéfn with one axis along the azimuth
of the theodolite, which is represented by a Di' matrix. Just prior to
launch, three matrices must be multiplied to obtain the final ;. direction
cosine matrix relating the vehicle body axes and the desired ECI coordinate

axes,
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O = Wit t Werpt WA,

Ogp = Wear ¥ Wylaa ¥ W,

ap = Wydgy ¥ Wylp t W, 25,
Bo, = Gy (Pr2®sat fritara t *13733) ~ Koy
Ac-(xa. = C 5(2ay) - CX4sz1 - Kyogp
A(_xza = Cz4((Avx1) - CZ3 alz - Kleb .

bda, = OHda + Dda
1 xg . xa

Ao, = Ad  + Aa
2 vg ya

Aca, = Aa  + Ad
3 zg za

To Attitude Referencé Equations ([a. ij} computation)

Figure 5-5. Alignment Equations Flow Diagram
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Another possible alignment mechanization is shown in Figure 5-6.
Although this second method requires more computer memory than the
first, the azimuth alignment should converge faster and with better
accuracy. The decision between the two methods is based on a tradeoff
between computer storage requirements and the alignment accuracy of

the two methods.

If the scientific simulations of the two alignment equation sets do not
meet accuracy requirements, it will be necessary to use a variable gain

x3’ Cx4’ Cz3’ and Cz4'

filter instead of the constant gains Cyl’ C
5.1.7.1 DDA Equations
Only the servoing technique has been considered.

o Integrate velocity measurements.

AVxl = (Vx -O'ZVXI)At

b

N (V,p - 0.2V_ )4t 27

e Earth rate computations.

AB. = At
X x
AB. = wdt
y y

a8, = oAt (28)

® Resolve to body axis.

1 —_

Aex - 311A6x+ alZAey+ a.13ABZ
H - -

Aey = aZlAex + aZZAGY + a23A9 2

1 -
AGZ = a31A6x+ a32A9y + a33A6z (29)

From an external source, obtain Aa31D



@nter Alignment EquationD

D3ip = Yzm

MM = \[avi+ Avf, +av2
Diz2p = VMM

Dyzp = AVyimm

Pyp = AVaMm

= + 1-a 2 2
Di3p = 231p " 232D
A A
_Py2pP33p - Pa1pP22pPizp
Pap ©
1-D
32D
Py3pP220 . Pr2p®32p 31 0
b, =
11D —
32D
(31 pP12p - Ps2pP22nP33p!
D,y = -
23D T o
32D
b - .1P1z0Ps3pPzn * PsinPazp |
13D © —
32D

!

2310 ¥ 232022p D33D23D~‘
fa,_ = 0.5 Ko+ K o
xa 10 1 "xb
-D31p®21 ~ Pszp®2z -~ Paspas
a D, _+a D, +a,.D, |
fa = 0.5 1P * 212%2p* *13Pasp | g,
ya 20+ X1 9
-Dy1p®31 ~ Piz2n®32 ~ Prap®ss
a, D + 2,,D + a,.D
- 21P11p * 2220120 * 223P13p
Ady, = 05 Kp+ Ky e
-P21p11 - Paap?iz ~P2an®13

AV = 8V =4V =0
x y z

To attitude reference equation

r s
Laij computation

Figure 5-6, Alignment Equations Flow Diagram
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¢ Alignment increment computation.

Bay, = B8+ Gy Atlap2p + 2123 p* 213753
Aazz;t = 'Cz4 ’Avxl - Cz3 212 + Aez
Aqxa = cx3At asy = Cx4 szl + AGX (30)

Following alignment (i.e., during boost),

Da = 0 = Aa = Aa (31)
ya za xa

It is assumed that Eqs (25) and (26) are mechanized in
a GSE computer.



5,2 ATTITUDE REFERENCE EQUATION ANALYSIS

This subsection analyzes t.he errors inherex;t in thé Ta-y:lor's series
expansions used to update the attitude reference direction - cosines subject
to constant slewing rates and vehicle coning (Réfereﬁce 5.5). . The slewing
errors are derived analytically and are then verified for the second-order
Taylor's series by scientific simulation tests. The errors due to vehicle
coning are also presented and were obtained entirely from scientific

simulations.

" The results of these error analyses will be usedin Paragraph 5. 2.4 to

compute the integration rate required for the two Taylor's series algorithms.

5.2. 1 Taylor's Series Constant Slew Error. Analysis

In this evaluation of the first- and second-order Taylor's series
errors as a function of the number of constant slewing rate cycles the
vehicle experiences,a mathematical method of F. B. Hildebrand will be
used (Reference 5.2). InSubsection 1,22 ofthisbook, Hildebrand states that
a polynomial in [B], where [B) is a square matrix, may be evaluated with
the use of the eigenvalues of the matrix. This method is not valid if any
two eigenvalues are equal. This method of evaluating matrix polynomials

is illustrated as follows:
If P(B) = polynomial in [B)= ¢, B '+ ¢, B % +... + c_[1] (2)
where I is the identity matrix, then

P(B) = 2P (\y) [ZK(B)} (33)

w1
where [ K(B)] = W (34)
r#K

v
)\K’ the kth eigen\falue, ig found from

det [[B] - x[x]]:

The transformation matrix a,. relating a vector in the vehicle frame

(35)

to the inertial guidance frame is defined in Eq (36).

5-26



*» *1

¥y | = vehicle axes = I:aij] V1 (36)

b 1
The direction cosines of the aij matrix are updated every At sec by a first-
or second-order Taylor's series. (The value of At and the Taylor's series
algorithm preference will be evaluated in the next few sections. ) In matrix
notation, the updating of the a;. matrix using a first-order Taylor's series

is shown in Eq (37), and the second-order Taylor's series updating is shown
by Eq {38).

1 Aﬂ.3 —-AD.Z
.. =1{ A0 i Aa .s (37)
[a”}mm ’ ' E”}(m
Auz —Aai 1

1 1 2 2 1 -
Eiﬂ(n+1)= EAa3+ 5 say Aaz][i - 3 (M +Aa3)][Aa1 t 3 o, Au.3] 24 @

4 1 .2 2
L[Aaz + 3 Lay Aas] [-Aui + 5 M, Aa3] [1 -3 (Aa.1 +Aa2ﬂ
L]
(38)
where
l}ij] = aij matrix at the end of the nt]rl compute cycle
(n)

a.. = a,. matrix at the end of the (n+1)th compute cycle
Hlnt1) U

Aai = accumulated output of the x gyro between the nth cycle and
the (n+1)th cycle



Aa., = accumulated output of the y gyro
Aa, = accumulated output of the z gyro

In general, the updating of the aij matrix may be shown by multi-

plying the 34 matrix by another matrix T: -

o] =[0).[5 (39)
[ U] {nt+1) [ ](n) [IJ](n)
Furthermore,

[aij}(nm -, [T‘]m-u N L [aij]«») )

For constant slewing rates, all [T](i) matrices are identical and

Eq (40) may be rewritten as

[ujl( 1) = [é‘ij](o) ) (41)

The errors of the first- and second-order Taylor's seriés algorithrns
are found by evaluating Eq (41) with Hildebrand's method described in
Eqs (32) through (35),

For the constant rate slewing analysis, the original a, 1 matrix is
defined to be the unit matrix [I:} The attitude errors are defined as

angular errors of rotation about the three vehicle axes Xy Yy 2yt

() 0, p)] - [(yb)ksz)]
2

sin E_ =
X

[(Xb)'(sz)]‘ [(zb)'(XbD)J
z

sin E_ =
¥y



sin E_ =[(Yb) (be)] ;[(Xb) (be)] "

where
%ps Yp» Zp = vehicle body axes orientation

%p* YD %D = desired orientation of the vehicle body axes

5.2. 1.1 First-Order Taylor's Series Errors

5.2.1, 1.1 Single Axis Slew Errors. The constant rate slewing analysis which

follows is performed for a constant slew about the x axis, which produces
a T matrix as shown in Eq (42), Due to symmetry, slews about the y or

z axis will have the same errors.

1 0 0
Tr)=1o TR (43)
0 -a

where Ais the angle rotated about the x body axis in the positive right-hand

rule direction in & sec,

The eigenvalues are obtained by solving the determinant equation:

0 1-x A |=0 (44)

0 N
From Egq (44), the eigenvalues were found to be

)\1=1,)\2=1+jA,)\3:1—jA (45)

After combining these eigenvalues with the T matrix as in Eq (43),

i 0 0
a.. = [TJn =10 RPcosna R®sinna (46)
1]
(n+1) n
0 -Rr1 sin na R" cos na
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where
tan a = A

R2=1+A2

n = number of computation cycles
After slewing for n cycles, the [.T]n matrix, should be, ideally
i 0 0
[T]n =|o cosnmA  sinnA (47)
10 -sin nA.  cos nA
With the error criteria specified in Eq (42), the desired orientation

in Eq (47), and the computed orientation in Eq (46), the attitude errors

are

sinE_=0
¥y
sinE_=0 (48)
sin E_ = R” sin(n(a-4)) = R” sin ne
3 5 7
= RE Y - S S
-e = Ac-tan -A-—A—(A—3 +tE - F )
. (49)
-
-3 5 7 Tt T3
Thus the errors due to the first-order Taylor's series expansion are
) 2
scale factor R=+"\/1 + A
. . ] : (50)
A3

angle error per cycle = -3

5.2.1. 1.2 Three Axis Slew Errors, The T matrix for a three axis slew

is shown in'Eq (51), its eigenvalues in Eq (52), and the resulting ™
‘matrix in Eq  (53).



1 A -A

[r)=|-a 1 N (51)

A -A 1

where A= the angle rotated about each axis in At sec

M=t )\2=1-j'\/?lA, )\3=1+j'\/3|A (52)

r

% (l+2Rn cos na) %E—Rn(cos na -'\/? sin na):] é[l-Rn(cos na +’\[§lsin nu]

[T]" = %E—Rn(cos na +'\I?(s'm nu)] %[:1+2Rn cos nu] %[I—Rn(cos na -'\/5‘ sin na)]

% E—Rn(cos na - \/3 sin nuJ %[1-Rn(cos na + V 3 sin nuﬂ -3‘—(1+2Rn cos na)
L

(53)
where
R% =1+ 342
tan a = \/3 A
n = the number of compute cycles.
The true or desired direction cosines are shown in Eq {54).
~ i
—;—(1 + 2 cos nw) —%(1—cos nw W3 sin nw) %(1—cos nw -¥3 sin nw)
[TJn = —:1;(1-cos ne -¥3 sin nw) %(HZ cos nw) %(i-cos nw +V3 sin nw)
%(1-cos ne +V3 sin nw) é—(i-cos nw -v3 sin nw) é—(i +2 cos nw)
’ (54) J



http:c[I-Rn(.os

where
w=\3 A

The error terms defined in Eq (42) are shown below:

sin EX-= % Fi-Rn(cos En(w-a)] - '\/—?sin [n(m—a)])
8 g
3 n
sin Ey’ = % 1—Rn(cos [n(w-a)] - '\/?sin [n(w—ct)]) (55)

sin Ez = % E—Rn(cos [n(w—u.)] - '\/—?7 sin [n(w—a)])

=sin E_=sin E —‘“%s’in

for small error angles (R = 1), sin Ex - =

[nte-a)],

Thus the errors for a three axis slew are functions of

scale factor R, R =\,1 + 3A2
(56)

angle error per cycle ~= A3

5.2. 1.2 Second-Order Taylor's Series Errors

5.2.1.2.1 Single Axis Slew Errors. For the second-order Taylor's series,

the T matrix for an x axis constant rate slew’is

1 0 0
2
) =| o 1-5 a | (57)
AZ .
0 A 15—
and the matrix eigenvalues are
’ 2 2
_ _ A : _ A : .
ML A=l AR =1 -3 -jA (58)

After computing T, it was found that T for thﬂe;second-order series is
identical with the T™ matrix shown in Eq (46) except for the values of a
and R. For the second-order Taylor's series,
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A
tana = 5
1-A
: (59)
2 N
R =1+Z

Based upon the error criteria in Eq (42), the attitude errors for

the single axis slew are

E =0
y
E =0
z
E. = R” sin ne
x
where (60)
4
2o+
R —1+4
e =A-a

3 5 3
u:tan'i(—A—Az)EA+§— +2— —-A—E+-2-A +%A4]

Z A (61)

Thus, for a single axis slew, the second-order Taylor's series

A4
scale factor error R = +\f1 +4—

3 (62)
per cycle angle error ~ - T

errors are

Although the angle error for the second-order Taylor's series is only
1/2 the error for the first-order series, the scale factor is decreased to

a large extent.



5.2.1.2,2 Three Axis Slewing Errprs. The T matrix for a three axis

slew using the second-order Taylor's series is shown in Eq (63) and the

matrix eigenvalues are shown in Eq (64).

—

2 2
2 A A
i -A A'l"-z— -A+2—
2 2
[T) =|-a+5 1-4& ars (63)
2 2
A A 2
arsl | avs 1A
: 342 347 :
R R Fh LIV R s RV LN (64)

The multiplication of T by itself n times was found to be the identical
matrix shown in Eq (53), except that

2

4
RP=1+9%5"

(65)

A
tan a ='\/§I N
(1-55)

As in Eq (55), the attitude errors after n compute cycles are

sin Ex = sin E_ = sin Ez = —é—[:i - r" (cos[n(w-u)] --Jé_ sinEl(m-u)])]
(66}

Vel VEa VE

a = tan > ) >
- - -9

L

3
uz\/?[A+§—] 67)
afd A%

w- 00 o
= 2
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Thus, for a 3 axis slew, the second-order Taylor's series errors

are

P

scale factor R = +\/1 +24_

(68)

w

A
angle error per cycle = -5

5.2. 1.3 Summary

The results of the analysis shown in this section are summarized in
Table 5-1I. Although the second-order Taylor's series reduces the angle
error 50 percent, its primary advantage is the reduction of the scale
factor error. However, the choice of the Taylor's series algorithm calls
for a tradeoff between the available computer space and the required

accuracy.

Table 5-1. Summary of Attitude Reference Equation Analysis

Single Axis Slew Three Axis Slew

Algorithm
: Scale Factor | Per Cycle [|Scale Factor| Per-Cycle
Error Angle Error Error Angle Error

First-Order 3

Taylor's Series 1+ A2 -?— \/1+ 3A2 -A3
4

Second-Order AT AR Vg gat| &

Taylor's Series 4 6 4 2

5.2, 2 Scientific Simulation Test Results

In accordance with Reference 5.5, several tests of the attitude
reference equations were performed on the 7094 computer. The errors
obtained from these runs are entirely algorithm accuracy errors since
the words used were 27 bits in length and the attitude increments (gyro

outputs) were not quantized.,

Several constant-rate single and three axis slewing tests were run
for rates that varied from 25 deg/sec to 1. 15 deg/sec. The results of

these performance runs are tabulated in Table 5-1I, and perform exactly



as -expected from the analytical analysis just covered. All runs were per-
formed at a direction cosine integration rate of 20 msec. Since the errors
are proportional to the cube of the rotation increment, the errors would
be decreased by a factor of one-eighth if a 10~msec integration interval

were used,

The angular acceleration tests assess the accuracy of the
attitude reference equations while under‘the influence of square wave
angular accelerations about one or three axes, These angular acceler-
ations are shown pictorially for a typical test in Figure 5-7. The rotation

rate and rotation angle are shown in Figures 5-8 and 5-9;

The angular acceleration tests were designed so that the maximum
rotation rate is <25 deg/sec. Consequently, the errors for the angular
acceleration runs should be less than the errors obtained for the single
axis slew of 25 deg/sec. The results of runs 10, 11, 12, and 12A in
Table 5-II show that the errors are of the same form as the attitude angle

plotted in Figure 5-9.

ANGULAR
ACCELERATION

T 27 3T 471 1. TIME —=

-a

Figure 5-7. Angular Acceleration Profile
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Figure 5-8. Resulting Rotation Rate Profile
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Figure 5-9. Resulting Attitude Rotation Angle



Table 5-II. Slewing Performance Results, Second-Order Taylor's Series

Attitude Errors

Run By Ey E, C%r;fﬁatse Attitude
No. Description {p rad) (p rad) (p xad) { (@) (deg)
1 |X axis slew at 25 |0, 0. 0. ] 0
deg/sec -0. 0685 0. 0. 180 | 90
-0. 1370 0. 0. 360 | 180
-0.205 0. 0. 540 | 270
-0.274 0. 0. 720 | 360
2 |Y axis slew at 25 . 0. 0. .0 0
deg/sec . -0.0685 0. 180 | 90
. -0. 1368 0. 360 | 180
0. -0. 2050 0. 540 | 270
0. 0. 274 0. 720 | 360
3 |Z axis slew at 25 | O. 0. 0. 0 0
deg/sec 0. . -0.0685 180 | 90
0. 0. -0.1368 360 | 180
0. 0. -0.2050 540 | 270
0. 0. ~0.274 | 720 | 360
4 |X axis slew -2.54x10"%] o. 0. 500 | +11.5
+1. 15 deg/sec | -3.06x107%| 0. 0 1500 | -11.5
for 10 sec
-1, 15 deg/sec -2.33x107%| o. 0. 2500 | +11, 5
for 20 sec . .
+1. 15 deg/sec, | -3.3x10™% | o. 0. 3500 | -11.5
etc, . y :
5 |Y axis slew 0. -6.24x10"% o. 1000 | 0
+1. 15 deg/sec '
for 10 sec
-1, 15 deg/sec
for 10 sec
6 |Three axis slew -0. 16 -0. 16 -0. 16 138 120
gzng;:é’f:fi(’s -0.317° |- -0.316 -0.318 | " 276 | 240
-0.475 -0. 475 -0.474 | 414 | 360




Table 5-II. Slewing Performance Results, Second-Order Taylor's Series

(Continued)

Attitude Errors

Run
No.

Description

E
X X
(. rad)

E
Y
(v rad)

E

z

" rad)

Cycles
(n)

Compute)

Attitudd
(deg)

10

11

Three axis slew
at 10, 011855
deg/sec/axis

Three axis slew
at

+1. 15 deg/sec/
axis for 10 sec

-1. 15 deg/sec
for 10 sec

Three axis slew

+25. 102186
deg/sec for 3.4
sec and
-25,102186
deg/sec for 3.4
sec

X axis angular
acceleration
20. 8 deg/sec?
for 1.2 sec;
-20. 8 deg/sec?
for 2.4 sec;
20. 8 deg/sec?
for 1.2 sec

Y axis angular
acceleration

21.6 deg/sec2
for 1.1 sec;

-21.6 c-ieg/sec2
for 2.2 sec;

21. 6 cleg/sec2
for 1. 1 sec

-0. 0255
-0, 0517
-0.0775

1. 1x10™>

7. 4x10™%

0, 0017
0.01675
0.017

1, 675x10°

-0.0262
-0.0518
-0. 0775

1. 1x107>

-1.53x10"°>

4

1. 24%10™%

5, 6310

1.24;{10_3

[ -0, 0258
-0. 0512
-0.0775

346
692
1038

1000

340

60

120
" 180

240

220

120
240
360

0.

i5
30
15




Table 5-II. Slewing Performance Results, Second-Order Taylor's Series

(Continued)
Attitude Errors
o) = Compute]
Run b4 b4 z Cycles jAttitude
No. Description (- rad) (n rad) (u rad) (n) (deg)
. ) -5
12A|Z axis angular 0. 0. 4, 16x10 ~|120 0.
acceleration '
39,2 deg/sec2
for 0. 6 sec;
-39.2 cleg/se'c2
for 1.2 sec;
39.2 deg/sec2
for 0. 6 sec
12B| Three axis 0. 0. .0. 0 0.
acceleration 0. 0025 0.014 0.014 |60 |14 V3
max = 23.5 107° 0.9x10™> | 3.8xt07* J120 [0 -
deg/sec 5 la _4
accel = %9. 2 2. 86x10 2.x10 8. 35x10 “{240 0.
deg/sec 4.37x107° | 2.6x107% | 1.25x103[360
for 0. 6 sec, then a4 -4 4l
-39, 2 deg/sec 6. 5x10 6. 5x10 6. 5x10" ~ 1480. 0.
for 1.2 sec, etc.
1A%|X axis slew at 0. 0 0. 0 -25
+25 deg/sec with '
|a period of 4 sec -2.7138 0 0. 25 . -12.5
initial direction -5.5239 0. 0. 50 0.
cosines: _|-8- 308889 | o. 0. 75 12.5
1 0 0 -11, 059 0. 0. 100 25
a = 0 cos 25° -sin25° -8. 308889 0. 0. 125 . 12. 5.
J e oll-5-5239 0. 0. {150 | 0.
0sin 257 cos25 5 7738 0. 175 | -12.5
0. 0. 0. 200 -25
-2.7738 0. 0. 225 -12.5
-5, 5239 0. 0. 250 | 0.
-8. 308889 0. -0. 275 12.5
-11,059 0. 0. 300 25
-8. 308889 0. 0. 325 12.5

*Errors for Run 1A are’in prad.
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Table 5-II. Slewing Performance Results, Second Order Taylor's Series

(Continued}
Attitude Errors

Run EX Ey Ez ccér;’rlf]itse Attitude

No. Description_ (. rad) (. rad) (. rad) (n) (deg)
-5.5239 0. 0. 350 0.
-2.7738 0 0. 375 -12.5
0. 0. 0. 400 -25
-2.7738 0. 0. 425 -12.5
-5.5239 0. 0. 450 0..
-8. 308889 0. 0. 475 12.5
-11. 059 0. 0. 500 25 .
-8. 308889 0. 0. 525 12.5
-5.5239 . 0. 550 0.
-2.7738 ‘0. 0. 575 [-12.5
0. 0. 0. 600 -25
-2.7738 0. 0. 625 -12.5
-5.5239 0 0. 650 0.
-8.03889 0. 0. _|_675 12.5
-11. 059 0 0. 700 25
etc. 0. 0. etc. etc,
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5.2,3 Direction Cosines Coning Studies

One of the more critical areas of an analytical platform system is
the integration algorithm used to compute the transformation between the
vehicle and the desired navigation coordinate frame. These algorithms
have at least two common error sources, (1) small angle approximations
(truncation errors) and (2) computer quantization errors.. One other error
-source of these algorithms is a loss of information with' resultant drift"
under conditions of vehicle coning. A stud}'r of this last problem is pre-

sented below (Reference 5.4).

Vehicle .c;)ning is caused by limit cycles being applied to two of the
vehicle's axes, the pitch and yaw axes for instance. If the two limit.cycles
are in phase, coning will not occur. The vehicle will experience no net
rotation. If the,limit cycles are out of phase, the vehicle will cone, with
the maximum coning occurring for a 90-deg phase shift. For this study,
the two limit cycle inputs are of the same frequency, the same amplitude,

and have a 90-deg phase shift.
The errors of an algorithm experiencing coning are functions of:
(1) The computer sampling interval, At
(2) The limit cycle frequency, £, (or the limit cycle period, T)
(3) The limit cycle amplitude, A
(4) The phase shift between the two limit cycles.

Following a summary below, the errors of four algorithms will be

examined as a function of these four parameters, At, f, T, and A,

Four algorithms were studied, namely the first- and second-order
Taylor's series, backwards differencing, and a modified Runge-Kutta
algorithm termed Algorithm A. A scientific computer program was used
in the analysis and was designed for two limit cycle inputs (sinusoids) of

the same frequency, amplitude, and a 90-deg phase shift.

The errors of the four algorithms are plotted as a percentage of the
total vehicle coning rate versus the computer sampling interval normalized
to the limit cycle period in Figure 5-10. When portrayed as a percentage
of nominal coning rate, the errors are independent of the limit cycle ampli-

“tude, and they are independent of frequency if the sampling interval is
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Figure 5-10. Coning Study Results

5-43




plotted proportmnal to the 11m1t cycle period. -That is, the percentage
f1gure of the error is unaffected by' the frequency if the limit- cycle is
sampled the sarhe number of times per cycle. The normalized error is

conveited to a coning error in rad/sec by calculating W'

where '
Azw
2

A= 11m1t cy‘cle amph’cude, rad

W' = = the true veh1c1e conmg rate, rad/sec

. @ =limit cycle frequency, rad/sec
Algorithm A has three distinct disadvantages:

(1) Longest time lag
(2) Longest cor;lputation time
(3) Greatest computer memory requirements

Before Algorithm A could be used in a computer program, the
effects of the time lag and its performance under alternate dynamic condi-
tions must be investigated. When accuracy and computer requirements

are both considered, the Taylor's series is the best algorithm.

5.2.3.1 Algorithm Equations

The four algorithms examined in this study are:
(1) First-order Taylor's series
(2) Second-order Taylor's series
(3) Backward Differencing
(4) Algorithm A, a modified Runge-Kutta

The unmodified Runge-Kutta algorithm was not included because it

appeared to be inadequate from previous study results.
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The equations of the four algorithms are presented below in matrix
notation. These equations also contain some orthonormality correction

terms. The following notation is used:

ortho-
normality
correction
£ o1 n-i 2 ot 2 et 2 terms
3707 331 1232 | " %33
B . = n-1 n-1 + n-1 n-1 n-1
13 7 211 213 221 223 ] {#33 (69}

Ci’ CZ are constants with a value of 0.5 for all computer simulations

[ar;j:l is the nth direction cosine matrix

Aay, ACLZ, and Aa3 are the positive right-hand rule rotations about

the respective %, y, z vehicle axes.

"At this writing, complete evaluation of the requirement for the ortho-
normality terms had not been obtained. Indications are that they are not
required. .
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5.2.3.1.1 Second-Orxder Taylor's Series

2 2\ [ad2
g Ayt Ay Y1+ Aa3 29389 . Aq,
Z 2 2
Aa,Aa Aaz + Aaz .Aa Aa,
n |_ 2771 - Aa3 1- 1 3 3772 + Aa1
23517 z Z Z
AaA Ao A Ad? + ad?
320 Ao, 229 - Aa, | |1-2% 1
7 Z z
| _
CiEy CiEy  (CyE; - CuEy4)
n-1
+ (a.ij ) C,E, C,E, C,E,
(C1E; - CE(3) CiE; CiEy (70)

5.2.3.1.2 First-Order Taylor's Series

1‘ Aa3 —Aaz CiEi CiEi (ciEi-C2E13)
n |_ ’ n-1} + n-1
(aij )— -Aa3 1 Aay (a'ij ) (aij ) CiEZ C1E2 . CiEZ
Aaz -Aa1 1 (C1E3—C2E13) C1E3 CiE3
5,2.3.1.3 Backward Differencing (71)
i Aa -Aun,
0 -3 _z
2 2
n) _ [ n-t + ..Aa3 Aai 3an-1 - n-2
4 R = ° =z & Y
Au.z ---Ac.1 o
2 2
L J




CiEy CiEy  (CE; -CoEy5)
n-1
+(aij ) C,E, C,E, C,E,
(CyE3 -CyE3) CE;  CyFy
(72)
5.2.3.1.4 Algorithm A
[, 8t tad? + acd tadl)| [ 202! + adl + act'adl|[ _acd~'+acd-ac)!ad]
z 7 z
_ad s adl - Al ad?| (1 - adllad? + adfadd! Aa’l’“mu’l‘ma’z“‘m’; o]
¥ z Z ij
(aﬁ)=
1j
aa ! Au’z’ + Aa';"Au'l‘ -Aa'l‘ + Au'i“i - Aa"'lAu"\l 1_Au“Au’Z"i~1-Az1’;Au’1"l)
Z Z 2
cE C.E, (CE, - CE ]
15 By ©4F - CFys
)
+(a';j ) C,E, C,E, CE,
(CEy _ GCpFy3) GEy CyEg i

(73)



5.2.3.2 Discussion

Typical coning study results can be seen in Figure 5-11. The follow-
ing paragraphs are devoted to a discussion of the empirical observation
that such results can be normalized into one extremely convenient curve,

previously shown in Figure 5-10.

5.2,3.2.1 Frequency Normalization. Consider two sinusoidal signals of

frequencies f1 and fz with corresponding periods T1 and TZ' If signal 1
is sampled every Ti/K sec and signal 2 is sampled every TZ/K sec, the

same body angular rotation will have occurred for both signals.

To investigate the coning error as a function of the limit cycle fre-
quency, several scientific simulations were run for one limit cycle ampli-
tude at different limit cycle frequencies and computer sampling intervals.
The data of these simulations is tabulated later in Table 5-VII. The same
data is shown in Table 5-III below, except as a percentage of the true
vehic]:e coning rate. An examination of the data shows that the'percenta.ge
error of the Taylor's series algorithm apparently is invariable for differ-
ent frequencies as long as the computer samples the limit cycles the same
number of times per cycle, i.e., cornputationsd are made for the same

angular change between computation intervals. N

Table 5-II. Taylor's Series Error in True Vehicle Coning Rate

At (computer sampling interval) 0.5T 0.1T 0.05T| 0.01T
Taylor's series error in %f =1 cps 100 6. 48 1.667 0.1
Taylor's series error in %f =10 cps 100 6. 48 1.667 0.097
Taylor's series error in %f =100 cps 100 6.5 1.677 --

So, the data obtained for the four algorithms may be converted to
any frequency by normalizing the output data with respect to the period of

the input limit cycle.

=
It is likely that this result could be demonstrated analytically with little
difficulty. '
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3.6
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COMPUTER SAMPLING INTERVAL {SEC)

Figure 5-11. Typical Coning Study Results

5.2.3.2.2 Error Amplitude Variation. For each algorithm, several com-

puter simulations were run for different limit cycle amplitudes and fre-

quencies, After examining the output data, the following observations were

made:

(1) The vehicle normally experiences a coning rate proportional
to the limit cycle frequency and the square of the limit cycle
amplitude. * (Refer to Paragraph 5.2.3.)

*This checks with the Goodman and Robinson derivation in The American
Society of Mechanical Engineers - Applied Mechanics Division, dated
11 January 1957, Paper No. 57-A.30.
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Table 5-1V.

Algorithm Coning Rate Error in Degrees Per Hour

Algorithm A Taylor's Series Backward Dif. ing ified Taylor's Series
Interval {sec) | A=1/2n°} A=1/1) A=3/2x [A=t/2r® | A=1/s° | A =3/20% A=1/2n°| A= 1/n°] A=3/2:° A= 1/28°) A=1/a"| a=3/20°)
at f=1cps f=4cpsf f=1cps | f=1cps f=1cps|{ f=1cps| f=1cps f=1cps] f=1cps| f=1cpsf f=1cps|] £=1cps
0.5 5.0 20.0 45, 5.0 20,0 45, 5.0 20.0 45, 5.0 20.0 45,
0.45 3.719 14,876 (33,45 4,46 17.84 40,13 2.96 11,84 26,65 4.22 16.88 37,99
0.4 2.79 .17 25,12 3.831 15,33 34,48 1.76 7.05 15.8 3.831 15,33 34,5
0.35 1.733 6.931  [15.593 3.18 12,71 28.6 0.2964 1,185 2.666 3.18 12,71 28.6
0.3 0.841 3.363 7.566 2,492 9.877 22,22 -0.832 3.32 -7.481 2,492 9.871 22,22
0.25 0.261 1,046 2,354 1.82 7.268 16.36 1,325 -5.299  [-11.91 1.82 7.268 16.36
0.20 -0,057 0.2287 {-0.5134 1,217 4.865 10,95 -1,37 -5,486  [-12.34 t.217 4.865 10,95
0.15 «0,151 0.604 [-1.359 0.71 2,84 6.4 -1,01 -4,05 -9.12 0.74 2.8 6.4
0.125 -0.135 -0.543  |-1.219 0.50 2,01 4.5 -0,81 -3,237 ~7.3 0:50 2,01 -1.219
0.1 ~0,105 -0.416 [ ~0,936 0.33 1.30 2,915 [-0.56 -2.26 5.1 0.33 1.3 2,915
0.05 -0.03 -0.118  |-0.2658 0.0833 0,333 0.75 -0.157 -0.62 “1.4 0,0833 " | 0.333 0,75
0.01 0,025 -0.0105 |-0.024 0,005 0.019 0.05 0,005 0,021 -0,045 0.005 '« { o.019 0,05
0,005 -0.025 -0.0108 |-0,025 0.0023 0.009 0,022 [-0,0002 -0,0008 | -0.0016 }0.0023 0,005 10,022
0,001 -0.0036 [ -0.014 |-0.033 0.00103 0.0045 0,011 0.00095 0.004 0.01 0,00103 0, 0045 0.011
0.0005 -0.0046 -0.018 | -0,042 1074 0.0005 0.002 0.00011 0.0004 0.0038 lo.0001 0.0005 0.002




(2) In all‘the scientific simulation results, the error in comput-
ing the vehicle coning rate is proportional to the square of
the limit cycle amplitude (see Table 5-IV). Thus, it appears
that if the error is known at an amplitude Ao’ frequency fo’

and computer sampling interval Ato, the error for a different

amplitude A at the same frequency and the same sampling
interval may be found as

_ 2
Error (fo, A Ato) =Error (fo, A, Ato) (A/Ao)

(o)

(3) The data shown in Table 5-V was obtained from a scientific
simulation for three frequencies, 1, 10, and 100 cps, at
the same amplitude of 1/2w. After normalizing the computer
sampling interval with respect to the period of the limit cycles,
the error is found to be directly proportional to the frequency.
The error at a new frequency may be apparently found by:

Error (f, A, Ato . = Error {(f , A, Ato) (/£ )
° T R °
o o

Table 5-V. Taylor's Series Error

At (computer sampling interval) 0. ST** 0.1T | 0.05T] 0.01T
Taylor's series error in deg/hr at f =1 ¢ps 5 0.334( 0.083 | 0.005

Taylor's series error in deg/hr at £ =10 cps 50 3.34 0.83 0. 0485
Taylor's series error in deg/hr at £ =100 cps | 500 33.5 | 8.38 --

£ 3
T is the period of the limit cycle input

(4) In view of observations (1) through (3), and since the vehicle
coning rate and the algorithms' error in computing the con-
ing rate are both proportional to the limit cycle frequency
and the square of the limit cycle amplitude, the algorithms'
errors, when portrayed as a percent of the true vehicle con-
ing rate, will be independent of the limit cycle amplitude and
frequency when the computer samples the limit cycles the
same number of times per cycle.

The output data of several scientific simulations verifies the
above, and this data is tabulated in Tables 5-VI and 5-VIL
Three graphs of some simulation results are also shown

in Figures 5-11, 5-12, and 5-13.
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CONING RATE (DEG/HR)

(5)

A graph of the percentage error for the four algorithms
versus the computer sampling interval normalized to the
limit cycle period is plotted as Figure 5~11, From this
graph, the error of any of the four algorithms for any limit
cycle amplitude, frequency, and computer sampling interval
may be found as follows: -

{a)

{b)

Normalize the computer sampling interval with respect
to the limit cycle period. For example, the normalized
sampling interval for a 0. 5 cps signal and a 20 msec

sampling interval is %’%‘ =0,01T.

Obtain the percentage error from the normalized graph
(Figure 5-11). For instance, the percentage error for
the Taylor's series is 0,1 percent for the 0.5 cps signal
and a 20 msec sampling interval.

8.4
I T [ [ I [ I [
COMPUTED VEHICLE CONING RATE
VERSUS
7.2 COMPUTER SAMPLING INTERNAL
A=3/27 =1 cps
{ = BACKWARD DIFFERENCING
© = ALGORITHM A l/ﬂ\
6.0 O = SECOND-ORDER TAYLOR'S SERIES
. > = SIMPLIFIED TAYLOR'S SERIES
4.8 ‘X&
) Kfﬁ
2.4
1.2 i
| I | S O | | [ i I !
0.0001 0.001 0.01 0.1 1.0

COMPUTER SAMPLING INTERVAL (SEC)

Figure 5-12. Typical Coning Study Res{.llts
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(c) Calculate the correct vehicle coning rate in the desired
units. For a 0.5 cps signal with an amplitude of 0. 01
rad, the vehicle coning rate is

w! = (0. 01)% (w) (0.5) = 1. 5708x10"% rad/sec
w! =0.5655 rad/hr = 32,403 deg/hr

(d) The coning error is 0.1 percent of 32.4 deg/hr or an
equivalent drift of 0. 034 deg/hr.

5.2.3.2.3 Sample Calculation. In this paragraph, the coning error for

three algorithms will be computed for 10 cps limit cycles of 0. 03 deg amp-
litude using the graphical method described in the previous paragraphs.
These calculations will be performed for computer sampling intervals vary-
ing from 2 to 50 msec. These results will then be compared with the output
data of several scientific simulations to verify the accuracy of this analytical
method of computing each algorithm's coning error. Although sample cal-
culations are shown only for the Taylor's series algorithm, the same method

was used for all the algorithms shown on the normalized graph,

84 T 1T T T T T T 71 T T

COMPUTED VEHICLE CONING RATE
VERSUS

72 COMPUTER SAMPLING INTERVAL

A=1°/21 f=1cps

o = BACKWARD DIFFERENCING

O=ALGORITHM A

3= SECOND-ORDER TAYLOR'S SERIES

A= SIMPLIFIED TAYLOR'S SERIES

&0

34

24 A\

CONING RATE (DEG/HR)

0 ] I ] L1l ! - 1 1 31 |
0,0001 0.001 0.01 0.1 1.0

COMPUTER SAMPLING INTERVAL (SEC)

Figure 5-13. Typical Coning Study Results
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* Table 5-VI. Algorithm Coning Rate Error in Percent

Algorithm A Taylor's Series Backward Differencing Simplified Taylor's Series
co;?::s:.lsmg?ng A=/ | as 1 [Ass2e® (A= 12| an1/n® |as 3/20° [ A =1/2n°| A= 1/n° [A=3/20° | A= 1/20® [ A=1/0° | A=3/2n®
At f=1cps f=1cps| £=1cps f=1cps | f=1cps| f=1cps f=1cps f=1cps| £=1 cps f=1 cps f=1cps| £51 cps
0.5 100 100 100 100 100 100 100 100 100 ~1.00 100 100 ’
0.45 74.38 74.38 74.38 89.2 89.20 89.18 59.2 59,20 5’9.22 84.4; i 84.40 84.4
0.4 55.8 55.85 55,83 76,62 © 76.65 76.62 35,16 35,15 35,13 76.62 76.65 ’ 76,62
0.35 34,654 34,655 34,651 63.56 63.55 63.55 5.93 ' 5.926 5,92 . 63.46 63.55 63,55
0.3 16.82 16,815 16.81 49.4 49.4 49,4 16.64 16.636 16.62 49.4 49.4 49.4
0.25 5.22 5,23 5.23 36.36 36.340 36.35 26,5 26.49 26.48° 36.36 36.34 36.35
0.20 1.14 1.143 10141 24,34 24.325 24,33 27.4 27,430 27.42 24,34 24.325~ 24,33
0.15 3.02 3.02 3.02 14.2 14.2 14,22 20.2 20.25 20,26 14.2 !4.2 14,22
0.125 2.72 2.715 2.72 10.0 10,05 i0.0 16.20 16,20 16.22 10,0 10,05 10.0
0.1 2.08 2,08 2.08 6.48 6.5 6.48 11.29 11.30 11,33 6.48 6.5 6.48
0,05 0,594 0,591 0.5906 1,667 1.667 1,667 3.13 3.1 3.1 1,667 1,667 1.6{:7
0,01 0,052 0,051 0.051 0.1 0,095 0. 11 0,10 0.105 0.10 0.1 0.095 0.11
0.005 0.52 0.54 0.55 0.045 0,045 0.049 0.004 0,0038 ' 0.0036 0.045 0,045 0.049
0,001 0,072 0,070 0.073 0.02 0,022 0.023 0.0190 0.020 0,021 0.02 0,022 0.023
0,0005 0,092 0.090 0.092 ‘0.002 0.0105 0.004 0,0023 0,002 0.002 0.002 0.01 0,004




Table 5-VII. Algorithm Coning Rate Error

Taylor's Series
Computer Sampling A=1/2wdeg| A=1/2mwdeg | A=1/2m deg
Interval At f=1cps £=10 cps, £ =100 cps
0.5 5.0
0. 45 4, 46
0.4 3.83
0.35 3.18
0.3 2. 47
0.25 1.82
0.2 1.23
0.15 0.73
0.125 0. 50
0.1 0.33
0. 05 0.08 50
0.01 0. 005 3.28
0. 005 0. 002 0.83 500
0. 001 0. 001 0.046 33.5
0. 0005 107* 0.01 8.4

(1) Taylor's Series
Limit cycle frequency =10 cps
Limit cycle amplitude =0, 03 deg

Computer sampling interval =2 to 50 msec

For a limit cycle frequency of 10 cps and an amplitude of 0. 03 aeg,

the true vehicle coning rate is

w'=% (0. 03) (0. 03) (=5) (207) (3600) azc deg/hx

w!'=1,7765 arc deg/hr
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(a) Computer sampling interval is 10 msec. The normalized
sampling interval is

0.01 _
From the normalized graph the error for.the Taylor's
series is 6.5 percent. Thus, the Taylor's series
algorithm's coning error is 6.5 percent of 1. 7765 arc
deg/hr or 0.115 deg/hr.

(b) Computer sampling interval is 5 msec. The normalized
computer sampling interval is

9. 005

R T = 0.05T

From the normalized graph, the error for the Taylor's
series is 1, 68 percent. Thus, the Taylor's series
algorithm's coning error is 1. 68 percent of 1. 7765 arc
deg/hr or 0. 0297 deg/hr.
The coning errors of the Taylor's series algorithm at other computer
cycle times were computed in the same manner and are presented in

Table 5-VIIL. The coning errors obtained from the scientific

Table 5-VIII. Coning Error for Taylor's Series Algorithm

Graphical Computation
Computer Simulation of the Taylor's Series

AT Taylor's Series Coning | Coning Error -| Difference
(Sec) Error (arc deg/hr) (arc deg/hr) (arc deg/hr)
0. 002 0. 005 0.00515 - . 1074
0.003 0. 0109 . 0.0103 - 6xt0”%
0.005 0.0295 0. 0297 _ 2xto™?
0.010 0.115 ' 0.115 0
0.015 '0.26 0.259 0. 001
0.020 . 0. 432 . 0.434 ’ 0. 002
0.025 0. 646 0. 647 0.0011
0. 040 1.36 1,35 0.011
0. 050 1. 7763 1. 7763 0"

*No information is obtained from a sinusoidal signal when it is sampled
two times per cycle.

5=56



simulations are tabulated here and show that the graphical computation

method obtains approximately the same values (within 0. 01 deg/hr in most

cases) as the scientific simulations.

(2)

Backward Differencing

The coning errors of the backward differencing algorithm
at several computer times were computed in the same
manner, and are presented in Table 5-IX.

Limit cycle frequency =10 cps

Limit cycle amplitude = 0. 03 deg

Computer sampling interval =2 to 50 msec

Table 5-IX. Coning Errors for Backward Differencing Algorithm

Computer
Interval
{Sec)

Computer Simulation
Backward Differencing
Coning Error

(arc deg/hr)

Graphical Computation

of the Backward Dif-
ferencing Error
(arc deg/hr)

Difference
(arc deg/hr)

S
<
2
N

0. 050

. 0096
. 0213
. 0556
. 2046
L2764
. 3636
. 4887
4618
L6611
. 7765

- O O O O O 0O 0O O O

0.0083
0.0213
0.0587
0.1971
0.266
0. 362
0. 487
0.471
0.626
1.7765

0.0013

. 0031
. 0075
0104
. 0016
. 0017
. 0009
. 035

O O O O O O O o O

(3)

Algorithm A

The coning errors of the Algorithm A at several computer
times were computed in the same manner, and are

presented in Table 5-X.

Limit cycle frequency =10 cps

Limit cycle amplitude = 0. 03 deg

Computer sampling interval =2 to 50 msec
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Table 5-X. Coning Errors for Algorithm A

Computer
Sampling Computer Simulator| Graphical Computation
At Algorithm A Coning of Algorithm A Coning | Difference
(sec) Error (arc deg/hr) Error (arc deg/hr) (arc deg/hr)
0. 002 0.0135 0. 0012 0.012
0. 005 0.0220 0. 01065 0.01135
0.010 0. 0487 0.0373 0.0414
0.012 0. 0594 0. 0465 0.0129
0.015 0. 0568 0.0462 0.0106
0. 020 0.0318 0. 0202 0.0116
0. 040 0. 9804 0. 991 0.0106
0. 050 1. 7765 17765 0

5.2.4 The Attitude Reference Integration Rate

This paragraph determines the required attitude reference equation
updating computation rate based upon the previous error analyses. The ‘
desired attitude reference equation drift rate is.less than 10 —Z’dég/hr‘
subject to the following assumed environment. Booster data from:
MSFC indicates that the vehicle pitched at a rate of 1. 17 deg/sec
{nominal) during a portion of the flight. and that the maximum rate experi-
enced during the flight was 3 deg/sec. Since the slewing errors increase
with increased rates, a maximum rate of 6 deg/sec will be used for desigﬁ

‘purposes. During staging, the 6 deg/sec value is exceeded; however, this
rate is present for a very short time and should cause only negligible errors
{Reference 5, 3).

The worst-case angular oscillation condition is assumed to be a con-

ing with a 0.05 deg amplitude at 3 cps.



5.2.4.1 Slewing Error Criteria

The slewing errors for the first- and second-order Taylor's series

are shown in Table 5-XI,

for a three axis slew, this case will be used for design purposes.

Because the angular error per cycle is largest

From Table 5-XI, the angular error per cycle is A3 for a first-order

. 3 .
series and -A" for a second-order series.

2

Table 5-XI.

First~ and Second-Order Taylor's Series

Slewing Errors

Drift Errors of the

(102 deg/hr)

First-Order Taylor's Series

Second-Order Taylor's Series
(1072 deg/hr)

Drift Errors of the

Computer Sampling Rate in msec 15 10 7.5 5 2 15 10 7.5 5 2
Slewing Errors

(maximum rate = 6 deg/sec) 5.37 | 2.3 i.34 | 0.6 |0.0956]2.69 | 1.15 | 0.67 [ 0.3 |0,033
Coning Errors

{0.05 deg at 3 cps) 2,07 | 1.0 0.04410.028]0,0081§ 2,07 1.0 0.044] 0,028} 0,0081
RSS 30 5.76 | 2.51 1.34 | 0.6 0.096 |3.39 1.52 1 0.67 | 0.3 0.033

The scale factor errors are R

2
R = 1+9§

=¥1 + 3A" for a first-order series and

for a second-order series. The primary advantage of

using the second~order Taylor's series, naturally, is the scale factor

error reduction.



Since A in the above equations is defined to be

; At R
A = I wdt = wAt

0
A = (6) (3600) (4. 85 x 10°%) At
A = 0.105 At rad
pe, = -& = -1.16 A’ x 1077
3 3 -3
AQZ = - ? =-0.581 At” x 10 (74)
: A0y 2 3
A91 = first-order drift rate ek -1, 16 At” x 107
. AQZ 2 3 R
A8, = second-order drift rate = —== = -0, 581At x10” (75)

For the drift in the attitude reference equations to be between <0. 01
deg/hr, the sampling interval At for the first- and second-order Taylor's

series must be:

(1) First-order Taylor's series

At = 6,5 msec

(2) Second-order Taylor's series
At £ 9, 14 msec
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5.2.4.2 Coning Error Criteria

The true vehicle coning rate for the 3 cps, 0.05 deg amplitude limit
cycles is o' = Azw/Z = 1. 48 deg/hr.

For the drift rate of 1073 deg/hr, the error is 0. 0677 percent. Using
the graph of Figure 5-11, -
?

At = 0. 007 T = 0. 007 (%) = 2. 33 msec

For the drift rate of 1072 deg/hr, the error is 0, 677 percent. From
Figure 5-11,

At=0.03 T = 0.03 (%): 10 msec

Thexefore, the coning errors require the computer integration period to be

less than 10 msec.

In Table 5-XIII the errors for both algorithms are tabulated for five
different sampling rates., From the table, it appears that the first-order
Taylor's series meets the drift criteria if sampled every 5 msec, and the
second-order Taylor's series meets the drift criteria if sampled every
10 msec.

However, these error calculations do not represent the total algorithm
errors since the computer word size restrictions are not included. The
errors due to the computer word size will be analyzed in Phase 2 with

hypocomp simulations.

5.2.5 Attitude Reference Equation Quantization

5.2.,5.1 GP Mechanization

As mentioned in Subsection 5. 1, the accuracy sought in the attitude
reference equations will hold attitude errors about any axis at injection to
less than 20 arc sec. The errors listed in Paragraph 5.2.4 cause a maximum
(3 o) drift er;:or of 0. 0152 arc sec/sec during the flight, which would be
approximately 15.2 arc sec attitude error at injection for a 1000 sec flight.
During the 1000 sec, the second-order Taylor's series would update the
direction cosines 100,000 times. For the RSS attitude errors to equal

20 sec, the attitude error due to quantization must be less than 13.0 sec.



Conservatively then, if the errors were additive, the required quantiza-
tion must be less than
10

) } y -6
13 arc sec x4.85 x 10 rad/sec=6.31x10'- rad

10°

which would require 31 digits.

A much less conservative appréach is to divide the attitude error at

injection by the n :

_13x4.85x10% 1085485513

Vs B 3.16

which is equivalent to a word length of 23 bits.

-7

A® =2x10

Thus, the estimated word length required for the attitude reference
equations is between 23 and 31 bits. The actual word length required will
be obtained dﬂring Phase 2 of the MSFC study by ICS and hypocomp simula-
tions of typical trajectories, and it is very likely that 23 bits will suffice.

5.2.5.2 DDA Mechanization

It is likely that the quantization errors for the DDA will not be propa-
gated as they are in the GP because of the DDA's integrator operation, so
an 18 bit word is assumed sufficient (10 sec resolution). If the DDA is

chosen for further study, this assumption will be verified in Phase 2.
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5.3 ALIGNMENT STUDY

The attitude reference of a strapped-down system is maintained by a
direction cosine matrix [aij] relating the vehicle body axes to the desired

guidance coordinate axes (refer to Paragraph 5.1.1).

The alignment of a strapped-down system simply requires the pres-
ence of correct direction cosines in the computer at the time the IMU
"goes inertial.' If the vehicle is perfectly motionless and vértical, the
alignment could be accomplished simply by transferring the correct direc-
tion cosines to the computer. Since the vehicle is not motionless on the
launch pad, the alignment must be performed in a manner similar to the
alignment of an inertial platform. For this system, alignment will be
accomplished by using the accelerometer outputs to compute leveling
signals and a theodolite to compute azimuth error signals. Two sets of
alignment equations are presently considered and are shown in Paragraph
5.1.7.

To analyze the errors of the alignment methods, scientific simula-
tions of the two methods were performed on an IBM 7094 computer. This
computer program obtained the errors which would result from the effects
of vehicle sway, alignment equation inaccuracy, and theodolite signal
errors. No computer quantization errors were included. Computer itera-
tion rate was a parameter in the simulation, but quantization was not

simulated.

5.3.1 Scientific Simulation Description

The scientific simulation programmed for the IBM 7094 computer
simulates acceleration and rotation rates experienced by the body-mounted

gyros and accelerometers.

The inertial instruments experience the effects of gravity and the
earth's rotation rate, as well as acceleration and rotation rates due to
vehicle sway. The vehicle sway effects are programmed for a constant
wind, the data for which was obtained from MSFC (Reference 5.6). Sample
data received from MSFC is shown in Figures 5-14 through 5-16. As the
vehicle sway data points out, the amount the vehicle sways depends on the
station of the vehicle. For all simulations performed, the station was

assumed to be 82.5 m.
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Due to the vehicle sway, the inertial instruments experience oscilla-

.tory accelerations as well as oscillatory rotation rates. Since MSFC's

vehicle sway data quotes a frequency of 0:33 cps or 0.8 cps, the lateral

motions

D

Og

of the vehicle were assumed to be of the following form:
=D sin w t

o o
= a_ sin o t

<} o

= aq w, €os wot (76}
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where

Do = maxirﬁum lateral deflection, m
a, = maximum lateral deflection angle, rad
W, = vehicle sway radial frequéncy
D = instantaneous lateral deflection, m
a = instantaneous lateral deflection angle, rad
The vehicle sway induced accelerations are d:erived from the equa-

tions for a, D, and w. The resulting accelerations have two components,

AD and AF’ where AD is a lateral acceleration and AF is a vertical

acceleration.
2
A_ =D wz'sinwt[l (1 +cos 2w t)]
D o o o 2 o
-aoDo"woZ o
Ap=——5 02 [1 +3cosZwot] (77)

These acceleration components are.oscillatory and attain maximum ampli-

tudes of
AD max. = 0,84 m/sec2 (2.74 ft/secz)

AF max. = 0,00182 m/sec2 (0. 00598 ft/secz)

when Do = 0.20 m (0. 64 ft), cfo ='0. 00436 rad, and w, is 2. 07 rad/sec. AD
causes the largest leveling error because it reaches a value of 0. 085 g for the

stated values ofa , D , and w .
(5} <] [

Using gravity, earth's rotation rate, a, wg AD’ and AF’ the simula-
tion computes the true vehicle orientation relativé to a north-east-vertical
coordinate system and computes the accelerometer and gyro outputs. The
gyro outputs update the aij matrix relating the body axesto this coordinate
system. The accelerometer outputs are then sent to the attitude reference

equations to compute the leveling signals.
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The.azimuth reference signal is provided by a theodolite which is
located. along the astronomical north axis for simulation purposes, with an
angle of inclination of 26 deg with the horizontal. Due to this inclination
angle, the theodolite measures the azimuth with an error proportional to

the tangent of the inclination aﬁgle and the deflection angle of the vehicle.

The porro prism is aligned with the z body axis (zb) in the Xy 2y plane.
The reflected signal is essentially a dot product of the 2y, body axis with a

vector colinear with the line of sight from the theodolite to the porro prism.

The unit vector defining the theodolite's line of sight to the porro

prism is

" " N
th -c0511N-sm11V
The z, axis is defined to be
A A n A
z 1 1

b " 2317 In T 2327 v t2s3r lg

Thus the theodolite signal is

AN R L
N 1th =cos i a31T -~ sin i a32T
z .1
u! :zb_._th. =a - tan i a
zm cos i 34T 32T

“b

1E

The error in the theodolite signal is (tan i) (a32T), which is approximately
one-half the vehicle deflection angle about the %y axis. Since 8, Tay be
as large as 0.01 rad, this signal will cause an azimuth error as large as

0.6 deg if uncorrected.
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5.3.2 Simulation Results

The preliminary simulation results of the strapped-down alignment
equations verify that ’

(f) The alignment .gains must be very small to filter out the vehicle
sway accelerations in the leveling sSignals.

(2) The theodolite signal errors must be corrected for inclination angle
errors, which can produce azimuth errors as large as 0. 6 deg.

(3) The alignment correction signals must be updated at a rate
greater than twice per vehicle sway cycle.
As a consequence, the desired scientific simulation results are a combina-
tion of finding (1) the alignment computation interval, (2) the alignment
gains required to obtain less than 20 arc sec alignment error, and (3) the

correction of the theodolite azimuth reference signal.

5.3.2.1 Alignment Gain Selection

Since the alignment gains must be very small to meet accuracy re-
quirements, the reduction of the initial alignment error to 20 arc sec would
require many computation or alignment cycles. For instance, consider the
number of cycles required to reduce an error of 36 arc min to 20 arc sec

=4 That is, only 5 x 107% of the computed

using a feedback gain of 5 x 10
attitude error is corrected each alignment cycle. The attitude error as a
function of time is approximately E = 2160 (0.9995)" arc sec. For this

error to be reduced to 20 arc sec, 4760 iterations would be needed:

(0.9995)" = 0.0927
4 = in(0.0927) _-2.38
= 1n {0.9995) ~ =0.0005
n .= 4760 iterations

As a result, a very shori; iteration rate is required or the alignment time
will be extremely long. Therefore, the alignment update interval is tenta-
tively chosen to be 20 msec for all the following runs even though this
interval requires that the alignment must rui for at least 95.2 sec to reduce
the error to 20 arc sec.” (Moreover, the problems of erroneous accelera-

tions due to vehicle sway add to the alignment time required.)
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The first alignment gain used was 0.001 and was used in simulations
with alignment update intervals of 20 msec. Although this gain converged

fast, it did not provide the desired alignment leveling accuracy.

The gain was reduced to 5 x 10-4 at the same interval; this small gain
reduced the leveling error considerably. However, leveling error was
cyclic with a frequency equal to the vehicle sway frequency and reached a

peak magnitude of 1073

rad (~ 200 arc sec). The gain was further reduced to
10”7, which reduced the leveling errors to A8 = 25 sin 2.07t arc sec (see
Figure 5-17), but the alignment gain must be decreased to 1073 for the
specified leveling accuracy. At this time, however, no simulations have

been performed for this gain value.

However, if the gain value of 10-5 is used, the reduction of 36 arc
min error to 20 arc sec error would require at least 238,000 alignment
cycles, or a running period in real time of 79 1/3 min for a 20 msec align-
ment cycle. Since this period is extemely long, the alignment should be

completed in four modes:

e Mode 1. Perform the alignment with alignment gains of 10”3

for 60 sec. This mode will reduce alignment errors
of 1 arc~-deg to errors of 18 arc min.

e Mode 2. Continue the alignment with alignment gains of 5 x 10-4

for 60 sec. This will reduce the 18 arc min error to

240 arc sec.

v

e Mode 3. Continue the alignment with alignment gains of 10-4
for 400 sec. This will reduce the alignment error

from 240 arc sec to 35 arc sec.

e Mode 4. Continue the alignment with alignment gains of 10_5

for at least 1200 sec. This will reduce the alignment
error to 20 arc sec. To reduce the error to 10 arc
sec, this set of gains must be used at least 2500 sec
(41 2/3 min).
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These four modes will reduce the error from { arc deg to 10 arc sec
in 53 minutes. Since this method requires such a long time, it is recom-~
mended that a Kalman filter be used until the misalignment is reduced to
10 arc sec. At this time the alignment gains of the Kalman filter will be
replaced with constant gains of 10-5. In this manner, the alignment will be
performed much faster for the same accuracy. The Kalman filter to 10 arc
sec is recommended because the errors due to computer quantization,
accelerometer bias, and other theodolite instrument errors {such as bias)

are not included.

5.3.2.2 Theodolite Signal Correction

As mentioned earlier, the theodolite error due to the theodolite inclina-
tion angle error may cause an azimuth error as large as 0.6 deg if uncor-
rected. To correct this error, the theodolite signal was modified in several

ways.

The first correction method was to add a quantity to the theodolite
signal u'zm which is proportional to the attitude reference equations value

for a That is,

31°

—_ 1 s
azip = Uy, ttani ag, (78}

However, since a is small, this method may correct the u'zm in the
3T~ 0.004, asog = 0.01, and tan
i =0.,5, then, u'zrn =0.004 - 0.005 = ~0.001. If the computed value for

aqy is negative, u'zm will become more negative and will cause the azimuth

31D
wrong direction. For instance, let a

alignment fo become unstable.

The second correction method was to use the velocity increments
from the accelerometer:
AV

) (79)
a

=1u! i
a31D uzm +tan i
If the vehicle sway causes accelerations along the z axis, this method be-
comes as inaccurate as the original u'zm. For instance, let Ta =0.02,

AZ = g2, + Ad’ Then



1

: . L8231 s 2.7
u‘zm a7 + tan 1[—3.32.1. +——g—fa——— +g_T;X 1/2 (cos w t-cos wot)]

: . [4.37
! -
Wom = 234 +ta.n1[ ; ]
. .
o =@y +tan i [0.04]
or u' is in error by 0.05 rad.
zm
Although this error is cyclic, it is larger than the original azimuth error.

The third correction method was to accumulate the z accelerometer

outputs and then compensate for a3t That is,

£
=)

.
- ]
L334 p =4, +tan i (g

Af =AE+ AV, (80)

This method reduces the theodolite inclination error nearly to zero. That is,

. £
A sin w t
ga32Tt +_/(; o .

331p T 33y TR "33 Ty gt
tan i | A
a3 pEagr +—gt— [3 (1 - cos wot)]

(81)

The scientific simulations show that this method reduces the azimuth

error to less than 10 arc sec.



5.3.2.3 Conclusions

Constant gain filter methods may be used for alignment purposes
but will require almost 1 hr to reduce an initial error of { arc deg to less
than 20 arc sec. Also, both alignment methods presented (refer to Sub-

section 5. 3) may be used although the first method is preferable.

Since the constant gain filters require a long calibration time, it is
recommended that a variable gain filter be used (such as a Kalman filter).
Since it is desirable to align until launch time, it is also suggested that the
variable gains be changed to constant gains of 10"5 when the alignment has

attained an accuracy around 10 arc sec.



5.4 ACCELERATION INTEGRATION ANALYSIS

In this subsection, the acceleration integration equations. presented
in Paragraph 5. 1.2 are discussed with regard to software errors. No con-
sideration is given to computer quantization errors nor to errors associ-
ated with the fact that the accelerometers are not located at the same point.
These errors will be analyzed in Phase 2 of the MSFC study. It seems
likely, though, that they will be small.

Furtherimore, the work performed to date is not sufficient to support
a specific prediction in the velocity and position errors at the end of a
flight. (These are errors that result from computer errors in integrating
velocity, of course.) Nonetheless, sufficient work has been done to indicate
the possibility that these errors can be kept under 0.3 msec (1 ft/sec) per
axis (3¢), so this number is used in Section 3 but is subject to verification
during the Phase 2 study.

Acceleration equation errors resulting from any of the limit cycling
effects will be functions of the limit cycle frequency, the acceleration
integration frequency, and the attitude reference matrix updating frequency.
In Phase 2 of the study, these velocity errors will be examined for the
effects of the sampling frequency, limit cycle frequency, acceleration
amplitude and time variation, and computer quantization effects. If possible,
these results will be arranged in a form similar to that of the direction
cosines coning results (see Paragraph 5. 2. 3) to facilitate the design of

strapped-down systems.

The acceleration integration errors are a function of the vehicle
dynamics and can only be approximated in the simulations. Nonetheless;
meaningful results can be obtained by considering the effects of specific
inputs as was done with the attitude reference studies. In this respect, it

is convenient to consider the following motions:

(1) Vehicle Rotations

(a) Constant Slewing Rates

e About one axis only
e About two or more axes, in phase

e About two or more axes, out of phase

5-74



(b) Constant Rate Limit Cycling

e About one axis only
® About two or more axes, in phase

e About two or more axes, out of phase

(¢} Sinusoidal Limit Cycling

¢ About one axis only

® About two or more axes, in phase

e About two or more axes, out of phase
(usually referred to as vehicle coning)

(2) Vehicle Accelerations

(a) Constant Accelerations AO

(b) Ramp accelerations Ait

{(c) Parabolic accelerations Azt2

(d) 1In general, the acceleration is of the form

2
A-—A0+A1t+AZt +...

During powered flight, the vehicle may experience any combination

of these motions. So for a complete representation of the errors due to
the acceleration integration equations, each of the vehicle rotational
motions should be analyzed during each of the possible accelerations,
constant, ramp, or parabolic. Then the errors should be computed during
combinations of several vehicle motions while the vehicle is subjected to
the three types of accelerations, because the errors are apparently non-

linear functions of the vehicle dynamics being discussed.

At this time, the complete analysis of the acceleration integration
equations is not available., Only preliminary results are available for
constant slews about one axis, under the influence of constant accelerations.

The other errors and their combinations must be analyzed at a later time.

5.4, 1 Acceleration Integration Errors

The acceleration integration methods presented in Paragraph 5. 1. 2

are very similar, and may be represented as in Eq (82).



M| 7l211 %21 3‘31""" xb
Any‘ o I - T T I (82)
Al 23 23 233f | Vg
where
AV AV AV__ = velocity increments accumulated over At sec along

t £
=1 vi zl the x, y, 2z inertial axes.

AV AV AV .= velocity increments accumulated by the x, y, z body~
xb’ yb’ zb mounted accelerometers

E..J =ltransponse of the a.ij matrix reldting the vehicle
ji

body axes to the inertial navigation axis.

The velocity increments along the inertial axes and the vehicle body axes
were accumulated for At sec. The values used for the direction cosines

in the a. matrix may be the values at the end of the At interval the velocity
increments were accumulated (Method 1) or they may be the values of the

direction cosines present at the middle of the interval % {(Method 2).

The accuracy of these two methods is evaluated analytically while
the vehicle experiences several dynamic conditions of accelerations and
rotations. The errors of the two proposed acceleration integration methods
will be obtained where these results are compared with the correct integral

of the dynamic conditions.

5. 4.2 Error Analysis for Single Axis Slews and Constant Accelerations '

The accelerations and body rates for the error analysis are

A = vehicle acceleration = A1 %, + A2 Yb + A3 zZy

‘@ = vehicle rotation rate = wy X



For this constant rotation rate o, the aij matrix as a functioh of time is

% 1= i 0 0 e
Yy 17 0 cos wt sin ot Ve (83)
2y, 0 ~-sin wit cos wit Zy

assuming the aij matrix at the start of the rotation is the identity matrix

.
[ﬂ The inertial accelerations are

A= A=+ (A, cos it - Ay sinwt) y_ + (A, sin wit+ Ay cos wt) z
(84)

The true inertial velocity increments over T sec are

AV! = A At

xs 1

A2 A3

' = — i - si — -
AVYS o sin (to + T) w; - sin @, t0:|+ o, E:os @, (1:0 + T) - cos wy to]
. A2 As

o _ . o
AVZS = ——wi [cos Wy (to + T) - cos oy 1:0J+——m1 [sm @y (t0 + T) - sin Wty

(85)

However, the integration performed by the acceleration integration
equations, using the direction cosines at the end of an interval At, provides

the following inertial velocity increments:

&V 1 0 0
xS

A= [AiAt A, At A3At] 0 cos w(ty + AY  sin o (¢ + A)

AVZS 0 -sin mi(to + At) cos wi(to + At)

5-77 (86)



AV = A At
x8 1

&N =A

vs 2Ot cos w, (t0 + At) - A3At) —_A3Alt sin w, (to + At)

AVZs = ,A,3At cos & (t0 + At) + AZA’: sin wy (to + At)

" The accumulated velécity. increments, after T sec, are

I
At
NV = z Ai nAt
xs
n=1
T T
At At
= - i 87
AVYS AZAt Z cos [})1 (to+nAtZ} A3At Z sin [coi (t0+nAtﬂ (87)
n=1 n=1
I T
At At
AV, = ANt Z sin Eoi(t0+nAt)] + A At z cos | @, (t,+nAt)
n=1 n=4i

After T sec, the velocity errors may be found by subtracting AVjS from

’ché AVJ‘.S values, as shown below:

N = AV! - AV
x xS XS

AV = AV! - AV 88
VY ys ys (88)

AV = AV - AV
z zs zs.



Consider the second integration method using the direction ‘cosines
at the middle of the interval. These equations provide the following inertial

velocity increments:

~ - ~
AV 1 0 0 n
xs
3 At At
AVYS = [AiAt A, At A_,)At] 0 cos Eoi (to +2—-ﬂ sin E.ol (t0 +5 )]
. At At
szs 0 -sin Eni (t0 +§—ﬂ cos[w1 (to +—2—)]
- J - ]
(89)
AV = A At
X8 1
B At R At
Avys = AZAt cos [1 (t + 5= > )]— A3At sin E&i (to + > )]
A= Aatcos | (b +F0) [+ A,At sin|w (& + Aty
zs 3 T “1 % T2
After T sec, the accumulated velocity increments are
I
At
&V = Z A, nAt
XS i
n=1
T T -
&1 S At a! At
AVYS = A, At Z cos Eoi(to +5 + nAt) |- AgAt Z SLn[m to+t5 + nAt)]
n=0 n=1
T T
yo At a "t At
AV = AN z sin[ (g t5 + nAt)]+ ANt Z cos[wi(to t5 4 nAt)]
n=0 - n=0
(90)



The errors of both integration methods are shown in Table 5-XIIL
The errors are decreased considerably by using the direction cosines at
the middle of the interval for the constant acceleration and X axis slew.
Further analysis must be performed, however, to reveal which method is
the best. Some scientific simulation results are shown in Table 5-XIII,

which also shows that Method 2 is a major improvement.

5.4.3 Estimated Computer Word Length

The quantization errors will be made to cause velocity errors of
0.09 m/sec (0.3 it/ sec) or less after the 1000 sec flight, These errors

will be based on a maximum acceleration estimate of 4 g.

If the velocity increments are updated every 20 msec, the quantiza-
tion error for n iterations will be between 1.8x 10_6 msec (bx 10-6 ft/
sec) (0.3/n) and 0.4x 10_3 msec (1,34x 10_3ft/sec) (0.3/V7m) ). To pro-
vide the velocity register with the capability of containing velocity changes
as large as 61 m/sec (200 ft/sec) and still not cause unreasonable quanti-
zation errors, a word size between 18 and 26 bits would be required, For
the same considerations with velocity increments to be updated every

i0msec, the word size would have to be between 19 and, 27 bité.
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Table 5-XII. Acceleration-Integration Errors for a Constant
5 deg/sec Slew about the X}, Axis and a Constant
3-g Acceleration Along the Y Body Axis

[Accoloration Time | &V_ av, av,
Integ ration
Method
" . 10-5 -0 00838
T o o o1 | o 3x
Method 1 0 1 o o2 o 1 3x10™% | -0.01675
o o 1 0.3 0 3x10”% | -0.02513
T o o 0.1 ] o0 0 00594 -0.00590
00707-0707}| 0.2 ] o 0.0119 -0.0117
00707 0707 0.3 o 0 017989 { -0.0175
— 5
o o 0.1 | o [+0.00838 3x10
0 0 -t 0.2 o [+0.01675 1.3xt0™d
e+ o 0.3 o 0.02513 3x107?
1 0o o 0.1 ] 0 --- ---
Method 2 0o 1t o 0.2 | o ~2x107% ~2x1077
° ° 0.3 ] o -3x1072 S3x1077
pny ury -6
T o o ot | o ~6x10 ~7x10
0.707 -0.707 0.2 0 ~1.3x107% | -1.4x107°
fL 0707 0707 [ 5 5 | _zxi0™? ~2.1x1070
- =7 5
T o o ot | o -2x10 -2x10
0 0 -t 0.2 [} -3x1077 S3x1073
et o 03| o 27x1078 | _gx1076

Table 5-XIII. Summary of Velocity Transformation Equation
Errors with no Vehicle Limit Cycling

Modified
20 msec 40 msec 40 msec

Compute Cycle Compute Cycle Compute Cycle
Nyg &, | avgs vy NS v,
Error Error | Erior Error | Error Error
{ft/sec) {it{sec) |(ft/sec) (ft/sec) |{ft/sec) (ft/sec)

Casc 17 -0.158  +0.036 |-0.316 0.072 | -0.0060  0.0068

{400 sec

burn)

wz0.15

deg/sec;

A= 16

it/sec?

Case 18 -0.03907 +0.08436] 0. 07762 +0. 16900| +0, 00008 +0. 00004,

(5 sec

burn}

ws= 10

deg/sec,

=11

ft/sec?

New Casc | -0.03869 +0,07397| -0. 07613 +0. 16965 +0. 00024 +0. 00011

(2 sec

burn)

w=25

deg/sec,

A= 1

ft/sec?
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6.- COMPUTER STUDIES

Basically, the objective of the strapped-down guidance study is to
define a particular set of platform equations that will permit the use of
a strapped-down gyro assembly for an attitude reference system. The unit
that mechanizes these computations, the computer, is the subject of
this section. The incremental digital pickoff instrumentation of gyros and
accelerometers suggests the use of a computational unit that can accept,
perform arithmetic operations on, and deliver information in incremental
form. The most satisfactory means of implementing these operations is
the Digital Differential Analyzer {(DDA).

The primary difficulty with conventional DDA mechanizations is
that a large amount of equipment is needed for any substantial number of
equations. Therefore, the feasibility of using such a device depends upon
the organization of the element itself. It is apparent at the outset that
each minor computation cannot have a significant amount of hardware
reserved solely to itself, so if the device is to be practical, the arith-

metic section must be time-shared with many of the computations.

The other means suggested for solving the required equations is
the more conventional GP digital computer. Since GP digital computers
offer flexibility advantages, a study was made to determine the character-
istics such a device would require in order to satisfy the strapped-down
system demands., Pertinent information regarding solution time, number
of components, etc., is included in this section following the DDA
analysis.
6.1 DDA CONCEPT

£

6.1.1 Preliminary Considerations

Accuracy requirements and computation rate are the two most
critical factors governing the structure of'the DDA, The word length
necessary to maintain the desired accuracy was tentatively selected as
16 binary bits. Since the DDA is to operate on the data incrementally,
it is desirable for the unit to process data as rapidly as possible so that

time buffering of data (either input or output) is minimized. The
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time buffering hardware can be minimized by iterating at a rate fast
enough to service inputs as they occur, which also results in a short re~
sponse time for the computational un1t. The accelerometer 1nputs can vary
at a maximum rate of 805 blts/sec The DDA can iterate ,at a rate fast
enough to accept thls.' The gyro 1nputs on the other hand can vary up to

60 dngsec. This equates to a rate of 22, 000 bits/sec for a 10 arxc sec
increment size. The rec1proca.1 of this (45. 4 usec/bit) is difficulf to fit
into any DDA rnecha.nxlzat;on. As a result, it becomes necessary either to
provide foi‘ accumulating and time buffering gyro inputs when they are
changing at their max1mum rate or to increase the gyro increment size.
The latter would degrade the éystem accuracy for nominal inputs and hence
will not be considered further. Thus there will be an inherent lag in the
solution (for rates greater than 1.4 deg/sec) and an upper time limit on

just how long high rates can be present before information is lost.

The maximum data rate for the accelerometers, 805 bits/sec,
implies that their exists 1/805 or 1. 25 msec between data pulses. If
all the computations are to be done sequentially, this yields‘an iteration
time of 1. 25 msec, The least complex flight program requires 134 minor
computational cycles (see Table 6-II). The minor cycle time is then
1.25/134 = 9. 4 psec.

Recall that the minor cycle involves a y ’(16 bits); A v (8 bits);
R (16 bits); Ax (2 bits). Adding 10 control bits gives a total of 52 bits. If
serial (bit-by-bit) operation is considered, this results in a bit rate of
0.180 psec/bit, This requirement is not consistent with present, low
power, high reliability memory systems. Even if a memory system were
available, present integrated logic circuits could not process the data

within the bit time.

Consider then the accessing of more than one bit per memory cycle

and the associated required memory cycle time.



Number of Bits Required Cycle Time (psec)

1 0.18
2 0.36 Difficult to
4 0.72 Achieve
8 1,44
16 2.88
26 4,70 | Easy to
32 5. 71 Achieve
52 9.4

But the memory is only one section of the device; other considera-
tions such as the complexity of the arithmetic unit, control units, etc.,

will influence final mechanization choices,

In general, the arithmetic sequence involves combining two quanti-
ties (v and Ay), sensing a third (Ax) and on the basis of Ax combining
a fourth, R, with the previous combination of y and Ay, It is convenient
to package all these quantities into two words at most. By grouping vy,
Ay, and Ax into the first word, and R, scale, and control bij:s into the
second word, very efficient use is made of both the memory and the
arithmetic unit., This arrangement also results in a reasonable word

length for the memory and associated cycle time.

Due to the nature and number of equations to be solved, it is neces-
sary to use the output (Az) of a particular computational cycle in as many
as eight other cycles. The Az's could be given absolute addresses and
the individual cycles could address the required Ay's and Ax's. The
former approach implies the use of a large addressing scheme since a
minor cycle might need up to five different A's. The difficulty can be
avoided by use of a nonstandard core matrix for the memory device. With
this approach, the normal core matrix addréssing coupled with a specific
wiring pattern facilitates the transfer of the Az's to their respective
destinations, An added feature of this technique permits sign inversion

when required.



6.1, 2 DDA Computational Elements

During the course of this study, several different computational
elements were deémed 'Qecfessary to implement the various sets of
equations. The final set of equations dictates the use of three different
elements (operations). These elements are in reality programmed
instructions but can be interpreted as the equivalent of conventional DDA

" integrators, adders, and samplérs.

6.1.2.1 Integrator
The integrator element accepts an initial value for y, one Ax,
and up to four Ay's. The output is called Az. Schematically itis

described as follows:

Ax
IN (y) - E : A=
A)’4AY3 A)'Z A)’]

It is composed of a 16 bit R (remainder register) and a 16 bit y
register. The y and Ay information is summed to provide the up-to-date
magnitude of y. A plus or minus Ax signal causes the new y to be added
to or subtracted from the R Tregister, Overflow is detected on the final
sum or difference and becomes the output Az from this elemént, The
overflow point {scale point) is variable within certain limits. These ele-
ments are connected in such a manner that they facilitate all the multipli-

cations involved in solving the platform equations,
6.1.2,2 Adder

The adder element is similar to the integrator except that the A x

input is a fixed rate, namely, the highest iteration rate. It can accumulate
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up to four A y's per iteration and then issues a corresponding A z on the
same and next three iterations. Schematically, the adder appears as

shown below.,

Ayl — Ar
Az % :
Dy, —

The adder is essentially a time buffer for Az's. Consider the
summing of the outputs of three integrator elements, each of which might
emit a plus Az. If these were to be summed and used as a A x input
to another integrator, they must be time buffered since an integrator can

accept only a +1, 0, -1 A x during any one iteration.
6.1, 2.3 Sampler

The sampler element simply routes a selected input, say AVx, to
its preselected destinations. This element was deemed necessary since

an input may be needed in many different elements.

A slight variation on this operation will be used to enable the loading

of constants, initial conditions, etc,

SA

6.1.3 System Description

"It is convenient to use two 26 bit memory cells to store the data
associated with each minor computational cycle. This permits the time
sharing of much of the memory hardware and of much of the arithmetic

unit, The data can be stored as shown below,



Celln Ay(8) Ax(2) y(16)

Cell n + 1 OPN(7) Scale (3) R(lé)% Integrator N

Celln+ 2 Ay(8) Ax(2) y(l6) sIntegrator N+l
Cell n + 3 OPN(7) Scale (3) R (16)

So far in the study, no attempt has been made to scale the equations.
It is estimated that 3 ;bits will suffice to enable the scaling to be accom-
plished., This scaling information is envisioned as being used to specify
the overflow of the R register used in an integration cycle. The OPN or
operation code will be used to specify the type operation required to execute
the given instruction. Presently the need is for three different operations;
however, the 7 bits will facilitate the handling of input and output data.
The. 7 bit control word can be utilized in the following-manner, Two bits
can be decoded fully to specify the particular operation (i.e., integrate;
ADD cycle; ADD cycle and output; sample)., The remaining 5 bits can be
used to select 1 out of 12.incremental inputs or 1 out of 9 incremental

outputs.

Two bits are allowed for Ax, A ternary scheme will transmit
this incremental data. Using +1 = 01, zero = 00, -1 = 10 provides a
simple means for changing the sign of the increment. A simple inversion
or a juxtaposition of the two binary bits yields a sign change. This coding
enables the memory system to accommodate +Az!s to one location and
-Az's (the same Az) to another location., The specific manner in which
this is accomplished is described under "Special Techniques'" in Paragraph
6.1.6.

Table 6-I illustrates the sequence of events during an integration
cycle. For simplicity, most of the detailed operations are excluded.
The cycle time has been tentatively set at 8 pusec, yielding an iteration
time of 1, 07 msec for the flight program. This computation rate will
permit additional computations up to 22 to be added if they are so needed.

The present flight program iteration rate then is 945 iterations/sec.
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Table 6-I. Sequence of Operations During Integration
Cycle Consecutive Integrations Followed
by ADD Cycle

Memory Function Arithmetic Unit Function

i, Wrte (OPN. SC. R} N-2 Sum (R + YAX = R) Nt Set Az _,
2. Read (Y, 8%, T)
3 Store (AY, AX, Y) N-1 ’ Sum (Y + AY = ¥)
4. Read (OPN, SC, R,
5. Store (OPN, SC, R) N-1 Sum (R + YAX =R') |, Set AZy
6 Read (AY, AX, Y) N+1
7 Store (AY, &X, V) Sum (Y + AY = YIN+1

8  Read {OPN, 5C, R} N+1

9. Store (OPN, SC, R} Hy # 0, Set+AZ and sety" = y' ¥ AZ

6.1.4 DDA Operation

DDA operation is initiated by an external command setting the load
program indiscrete., Data is fed serially into the input register; the DDA
places the 26 bit word into the first cell in the memory. This is followed
by identical cycles in which all appropriate cells .could be initialized, The
DDA accomplishes this by presetting the address counter to zero, enabling
the write buffer to load serially, and initiating a write command to the
memory electronics when the buffer is filled, The address register can

be advanced at the end of each cycle.

The load program discrete is then reset and the alignment program
discrete set. This causes the DDA to access cell zero., A sample instruc-
tion is the first command to be executed. This command, when placed in
the control register, causes the selected input (as determined by the 5 bit

address) to be routed to the A z logic. A subsequent write cycle places
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the A z (now A x's and A y's) in those cells requiring it. (Recall that
the unique wiring arrangement routes the Az to several cells simultan-
eously. ) .

The inherent serial nature of a DDA affords. some freedom which
can be taken advantage of in the design of the mer;'lory. -Serial operation
means that each minor cycle is followed by the same minor cycle each
iteration. In other words, the program does not change from one iteration

to the next.

Since data is broken up into twé) DDA words, a read cell N, read
cell N + 1, restore cell N, and restore cell N + 1 sequence is required.
The arithmetic operations could be done concurrently. However, itis
desirable to use a read, write/read, write sequence instead, Figure 6-1
delineates how the data is sequenced in and out of the memory. One of the
advantages of the technique shown here is that the data is present in the
arithmetic unit longer than if a read, read/write, write cycle is used.
Thus the retrieval and storage of data for two consecutive instructioas
are interleaved. The manner in which this is accomplished in the memory

is treated in Paragraph 6. 1. 6.

1 MEMORY
CYCLE
READ l l
(aX,aY, Yy
WRITE N I I

(AX,8Y, Yy,

READ
(OPN Sc¢ R)N
WRITE, . I |
(OPN Sc Rl
READ R "
(8Y,8X, Yy
WRITE o
LAY, 8X,Y N
READ
- (OPN SC R)yy
WRITE .
OPN Sc Ry

‘471 MINOR CY’CLE—D"———I MINOR-CYCLE 4’*

Figure 6-1. In and Out of Memory Data Sequence
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The specific operations which occur during a minor cycle have been
shown in Table 6~I. Those operations relating to the Nth cycle are under-
lined. Note that the N + 1 cycle illustrates typical operations for an ADD’

instruction,
6.1.5 Input/Output
6.1.5.1 Mode Control

The present equation set implies three modes of operation for the
DDA. Itis anticipated that some external source will control these three

mode discretes.

These three discretes cause the DDA to perform either the load pro-

gram function, the alignment equations, or the flight equations.
6.1.5.2 Load Program

The ability to load the entire program (initial conditions, etc.) all
in one continuous operation appears to be the only requirement on loading,
This can be accomplished by use of the 26 bit write buffer register internal
to the DDA which will accept serial information. When the register is
loaded, the control logic places the contents of it into a cell in the core
matrix, The loading scheme requires that the program be loaded sequen-

tially, proceeding from cell zero to the highest numbered cell.

6.1.5.3 Incremental Inputs

The gyro inputs are accepted into 15 bit buffer registers which, in
turn, permit a 60 deg change at the maximum 60 deg/sec rate, If this
rate is maintained longer than 1 sec, information will be lost due to over=~
flow of the 15 bit buffers,

For purposes of this study, three options were considered for the
implementation of the interpolation of guidance commands. The simplest
implementation is to assume that the commanded direction cosine maxtrix
(6 terms) is transferred incrementally to the DDA, This implies 12 lines

with appropriate buffer circuits,

The second implementation assumes that the six AAi. 's are fed to

iR
the DDA and that the DDA will linearly extrapolate this information over

the 1 sec interval,
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The third implementation assumes that the charnge in three.angles
from one predicted point to the next is transferred to the DDA, The
DDA then'must calculate the appropriate sines and cosines and generate
the new Aag .o matrix and linearly extrapolate the information over the

1 sec interval.

Since the third implementation requires that a significant number
of computations be executed, it would increase the iteration time and thus
necessitate time buffering on the accelerometer inp'u'ts.‘ This method. also
would place an upper limit on the length of time the accélerometers could
operate at their maximum rate. The effects of these three approaches

appear in the summary,

The accelerometer inputs are sampled directly by the DDA in those
configurations which do not require the DDA to compute the commanded
direction cosine matrix. In the case where the cosines are computed,
time buffer registers are also required due to the reduction in major
cycle rate. These accumulators will permit the accelerometers to main-
tain' their maximum data rate (805 pps) for 10 sec., The buffer registers

are then 7 bits,

6.1.5.4 Incremental Outputs

The outputs from the DDA appear on nine channels; present design
is predicated on the assumption that the external equipment will be able

to accept this incremental pulse type information.

6.1.6 DDA Memory System

6.1.6.1 General Description

The memory function of the DDA is performed by a 354 word,
26 bit, sequentially addressed, ferrite core memory. Data is written
in and read out in parallel (26 bits). The cycle time {read followed by
write) is 4 psec, The block diagram for the DDA includes the items

associated directly with the memory.

6.1,6.2 Special Techniques

It is convenient to explain each of the three special techniques

separately and to superimpose them on each other for the final array.



The manner in which one word is read out and another is written

into is shown below.

BD
N-2
N-1
QD D D
N
> tS >
N+ X |
W

Yy ¥V ¥

Pulsing driver D causes the cores in row N to turn over (if they
store 1's) and a resultant sense amplifier output. Currently, row N-2 is
half selected in the write direction. Immediately after the readout data
is retrieved, the row N-2 can be written into by simply pulsing those bit
drivers where 1's are to be stored. Note that each cell j is also con-

nected to cell j-2 by the drive (select) line.

To transmit Az's to several different cells, it is only necessary
to route the select line for say cell j to the other cores in the other cells
into which data is required. However, the information (data) must be
duplicated on all the bit drivers requiring it, The technique is shown

below,
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& O N#a1 Oo———- )

CORES WHICH ARE LOADED
IN NON-STANDARD MANNER

During the write portion of the memory cycle, a half select current
is routed through the core pairs x and y. Data bits @ and @ are used
to turn on the bit drivers (if 1's are to be written) such that cells Na1and
N +1 will be written into during the same time interval that cell N=2

is loaded.

In order to effectively transmit a +A z to one cell and a -A z to
another, the following scheme is used, The code for +1, 0, -1 is chosen
as 01, 00, 10, respectively., Thus +1 differs from -1 either by a simple
inversion or a juxtaposition of the bits. In those instances where a -A =z
is required, the sense windings for the bit pair can be interchanged as

shown below,

NORMAL Az

SIGN CHANGE

NORMAL Az

NORMAL Az



The physical location of quantities within a word is shown below.

Row
1] aye ax@ y(16) » ]
2 | OPN (7) Scale (3), #(16) Integrator N
3 A8 A x(;) y(16) Integrator N+1
4 | OPN (7) Scale (3) £(16) - :

The overall block diagram for the DDA is shown in Figure 6-2.

6.1.7 DDA Signal Flow
. The functional flow of signals within the DDA is depicted in Figure
6-3, Detailed equations for the DDA are given in Section 5, and typical

DDA schematics for these equations are given in the following pages.

6.4.7.1 Flight Equations

e Gyro Rotation to Acceleration Coordinate Set

A“i = bilAaxg + b2lAayg + b3ldazg
Aol - bizpaxg + b22dayg + b32dazg
Aué = bi3Aaxg + b23Aayg + b33lazg
Typical implementation: 9 integrators, 3 adders
Aaxg

Lbu

[\—=2% 5 Aa !

[ P21 =

TN \— 2%z

| bt
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DATA PROGRAM) .

= g

I BUFFERS ﬂ GATE I

yIWRI'[E BUFFER AND INPUT

[3 [3

BIT DRIVERS 26
BUFFERS
MEMORY ADDRESS | {
r (354 X 25) m SELEG'ONﬁ reaiste || PECOPING
MODE DISCRETES :
¥ | SENISE AMPLIFIERS I } CONTROL l
TIMING AND @9 .
MICRO-
OPERATIONS
3
y Y
CONTROL {10) I ‘ R(16) ! AY (8) X )
3 l
AY ADDER
OFLOW DETECTOR
SELECTION
(ACCUMULATORS)
INCREMENTAL
= 1 SuTPUTS
l' 6 -
|I 1 ll
INCREMENTAL B
INPUTS
1
BUFFERS 1 7 I SELECTION
—
R e B

Figure 6-2,

DDA Block Diagram
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Aa.
ia Ag, (i=xy.2)
4 =xy,2) BODY RATE G =%y >
COMPUTATION,
Aq ,=Aa Aa,
! 17 ®i | ueoate cosine
+ha g EC, | =123 MATRIX
GYROS TO Y ’ Aa..
ACCELERATOR i
COORDINATES Aa,
i
l@aj‘ =123 §=x.2) )
Ve ESOLVE ‘\;ELOCITY
ACCELERATOR Av, RESOLVE i= &
*—1 COMPENSATION —£ 3] veary i =xiy.2) »{ TO INERTIAL SPACE L A
EQUATIONS * G=xy.2)"| 10 BODY AXES ZIMUTH ROTATION|
: - l Avjll l(i =x,2)
AV g =x2) AV
INTEGRATE »1  ALIGNMENT cy azmurn P20
VELOCITY Aa, INCREMENT . SSTATION R
MEASUREMENTS 31D —»{ COMPUTATION Sy |- AV,
(DURING ALIGNMENT)
s G =x7.2) 86, (= x,y,2) A9, E
INITIAL  ——p] EARTH RATE i ol RESOLVE 1O i} g 0»};‘5?}}“ oN i
CONDITIONS COMPl{TATION BODY AXES G =xy.2) Auin » C

Figure 6-3., DDA Signal Flow Block Diagram

@ Acceleration

AV,
XS

AV
vs

AV
zZs

Compensation Equations

C, AV, - C

X p.4

C, AV - C
Iy~ 'y

G AV, - C
z z

1

ZxAu'i _C3xAt
1

ZyAuz —C3yA1:
1

ZZAG'3 -C3ZA1:

Typical Implementation: 9 integrators, 3 adders

o

Av

XS

> =y,



¢ Velocity Conversion to Gyro Body Coordinates

AV = biiAV-xs + biZAVys + b13szs

xb
AV_. = b, AV + b, AV

vb 217 "xs 227 'ys + bZSszs
AV = b,, AV + b,, AV

zb 31 XS 32 ys + b33Ast

Typical Implementation: 9 integrators, 3 adders

Aa,

xb

P i Cline RN

e Attitude Reference Equation

SR T B%eg) e T A%an)Taea);

Typical Implementation: 18 integrators, 9 Adders

N Aag
21 Aa A

’ 21 a1 .

‘ b >——>
INS) e’ ' o
03] N .

‘ Aay,
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® Velocity Resolution to Inertial Space

AVXi' = 2y 1AVXb
i -

Avyi = ay, Avyb
1 -

AV zi - 3szb

+ a'ziAbe + a3LAbe

+ aZZXVyb + a33AV

+ a23AV2b + a33AVzb

Typical Implementation: 9 integrators, 3 adders

TR N4V

[N AV,
J z':_ ‘
1 Aq”

9
——A_—AC‘Z]

iN AV,
a

e Azimuth Rotation

AV, = Cpav
X1

AV . = SV¥AV
z1l .
X1

1

X

] zL AV, 1

+ SYPAV
xi

+ CPAV
zi

Typical Implementation: 6 integrators, 3 adders




e Body Rate
Aa.xb
Au.yb

Aa zb

Computation

= 50 (Ao,xg &Xb Af)
= 50 (Auyg - &YbAt)
= 50 (Aazg g, At)

Typical Implementation: 9 integrators, 3 adders

L2xb_/ -

[INy—

J oz —
|~/

50 / Ay
IN Aaxg
50
e Extrapolation of Guidance Commands
Typical Implementation: 6 integrators, 6 adders
_'\(— At (2n) At{2n+1)
AX z
X
L)
AX (20 +1) .
axs
; ] i=X,¥,2z
I
(20t 1) At (2n),
ax, \

BX_ (20)

D=
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e Sine Cosine Generation

Typical Implementation: 6 integrators

AX
— )
IN f - ACXx
‘ FOR Xx, v,z
N : + ASX

e Formulation of Aain (Commanded Angles)

bayp = (CX,CX - SX, SX _SX,)
daj,p = (CXSX, + CX,SX_ X, )
Nagp = (X CX, + SX SX X))
Dag,p = (SX.SX_ - SX cxyc?cz)

Typical Implementation: 24 integrators, 8 adders

ACXz .
M- ,
D
ASX
z
—
:r\:@_A_(SX'XSX)
14
+=~ASX
D=
IN
ASX,
X
IN




Baysp = -SX OX
Aayyp = TSX, X,
Aayp = CX CX,
N X

Typical Implementation: 8 vintegrators, 4 adders

N "
| 3 Aa
ACX ——— Doy

IN

e Attitude Error Signals
AE, = - a, Aagiptazyghayytayy,Aazptazpfay,

+ay38a3,gt ag3pfay,

AE, = - a3yBagypt oypAeg tagfept apA e,
toagzhagzpt ayzpfas;

AE, = - oy BayptaygAoy tayyAaptapleg,

Aa

tay3Bagapt ajzpiays

Typical Implementation: 18 integrators, 6 adders




e Integrate Velocity Measurements

AVxl

AVZ 1

e Earth Rate Computation

A8
x

AR
¥

AB
z

= (be -0.2V_,) At

= (Vzb 'O'ZVzi) At

= W_At
X

1l

W_At
y

W_At
z

Typical Implementation: 9 integArators, 3 adders

Ba

xI

At
0.2
\
x|
| E—
At
be AV
xb
F_Af_
@y
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e Resolve Earth Rate Computations to Body Axes

1 . )
Agx = a“AGX + aiZAgy + a13A9Z
1 .
AOY = aZiAgx + aZZAOY + a23A9Z
1
AQZ = a31AQX + a32A9Y + a33A9z
Typical Implementation: 9 Integrators, 3 adders
IN EMX
o X
11
Ac”
N Aey ‘ 5 \ Ag
a
‘._IEJCA‘HQ |/
IN Ad,
a
13
| Aayg
e Alignment Increment Equations
Aaxa = Cx3a32AT ~ Cx4sz1 + AQX
Aag, = Cyylagpagy * ayya5y0+ 2532333) AT+ A9
Ao’za = CZ3 aizA"l'+ CZ4AVX1 + AOZ

Typical Implementation for Ao.xa and Aaza: 6 integrators, 2 adders

‘ AV
IN z1 i Aa
Cx4 > 1= xa

N X l
a
L2382 AAag, ,

Ag

X

IN At




Typical Implementation for Ao’ya

7 integrators, 3 adders

Bag,
N wi
12 .
—Aay,
IN
932 -\
—:——i/
IN
a
L33 e N
‘ 33 M1
IN
93
Au]3

Aagp
Aa”

ya

g

A0y



6.1.8 DDA Computational and Component Requirements

6.1.8,1 Computational Element Count

Table 6-II itemizes the number of computational elements needed

to implement the three main approaches.

Table 6~II, DDA Element Count

Number
Inte- of
Approach grators | Adders | Samplers Elements

Flight Equations {without

extrapolation of guidance

commands) 87 33 14 134
Flight Equations (with

extrapolation of .

Aa...,'s) 29 51 14 164

ijR

Flight Equations (with

extrapolation of

Aain and inputs) 133 51 11 196
Alignment Equations . 31 11 i 43
Total Number of
Elements, Maximum 162 62 15 239

6.1.8.2 Component Count

Preliminary logic design of the DDA yields the following component

requirements.
Standard Logic No Extra- Power Extrapola- Power
Elements polation (w) tion Aain (w)
Flip-flops 210 4.20 255 5.10
Two input gates 275 4,95 300 5.40
Four input gates 12 0.10 i2 0.10
High speed gates 40 1.36 50 1.70
Clock drivers : 16 1.52 19 1.80
Totals 553 Flat-| 12.13 636 Flat- 14.10
packs packs
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Input/OQutput

Quantity
Input buffer circuits 35
Output buffer circuits 18
Memory
Quantity
Stack 400 x 28 bits
Sense amplifiers T 28
Drivers 20
Digit drivers 28
Switches 20

6.2 GP COMPUTER CONCEPT

This subsection is functionally divided into two main areas. The
first discusses the hardware required for a typical GP implementation
of the analytic platform. The second discusses the results of the timing
and memory estimates mode for the various equations of Section 5,
(Assumptions underlying the timing and memory estimates appear in

Section 5, also).

6.2.1 Hardware Considerations

A study was carried out to determine the effects on the overall

system if a GP computing device is used to solve the guidance equations,

The instruction repertoire selected is used in several available
space computers, one of which is manufactured by TRW. The following
GP approach assumes the use of TRW's Aerospace Computer (currently
used with a strapped-down guidance system) with special ir}put/output
equipment to facilitate the integration with the MSF C strapped-down

guidance system.



The computer is a binary fixed-point machine operating in parallel
on 18 bit words at 10 psec/instruction rate. It is a single address system
using a 4096 word core matrix as memory element. Its instruction
repertoire includes addition, subtraction, multiplication, division,
conditional transfer instructions, and special input/output commands.

Figure 6-4 illustrates the special input/output equipment required.

The iteration time varies between 7.5 and 8. 66 psec, depending
upon the specific sets of equations to be solved. The GP program takes
advantage of the fact that many computations need not be done each
iteration; they can be spread out over a long interval, reducing individual
iteration times. The DDA does not permit this freedom to be used to

any advantage.

(ACCUMULATORS)

—L
GYRO INPUTS (3) | BUFFERS SELECTION | * BIT COUNTER
— PR
X5 5 b
. A . 2 _
ARITHMETIC ._
ACCUMULATOR __E_= UNIT L,
_____ OUTPUT
FLIP-FLOP ] BUFFERS | (9 QUANTITIES)
—p

MEMORY
INIT

UNY
MODE DISCRETES {3} { BUFFERS (600—*>1500)

——>

i

1
*

)
LLLL
|

REGISTER

PROGRAM'LOAD | BUFFERS SELECTION

:

—

Figure 6-4. Special Input/Output Equipment
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6.2.1.1 Component Count

Input/Output Equipment and Arithmetic Unit

Quantity Power (W)
Flip-flops 306 6.10
Gates _ 636 11.40
High speed gates 85 2.90
Drivers ' 58 1,74
Clock drivers 26 2.47
Totals HFlat—packs 24,61
Buffers
Quantity
Input ) 35
Output 18
Memory
Quantity
Stack 18 x 1024
‘Sense Amps 18
Inhibit Drivers 18
Drivers i6
Switches 12

6.2.2 Sizing Results

All GP equations of Section 5 have been assumed to be mechanized
as independent routines, which require program linkage to form the
composite program, ‘It is assumed that two modes, selected by input
discretes, will be required for the computer program. These modes
are the Alignment Mode and the Flight Mode. Transition between these
medes will require a Flight Mode initialization routine to set the

necessary flags and initial conditions for the Flight Mode.
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The program linkage flow required for the MSFC strapped-down
system is shown in Figure 6-5. The program linkage selects all
routines required for any given mode. It also contains the necessary
cycle counters for determining which routines are to be linked during

each computational cycle.

Computer memory and timing estimates for the proposed MSFC
strapped-down system equations.are summarized in Table 6-III.
Estimates have been made for several sets of alignment equations and
attitude reference equations. For simplification estimates are listed
only for those equations requiring minimum and maximum memory and

timing.

SAMPLE DISCRETES
AND

SET MODE

MULTIPLY vEs

i i
f NO
FLIGHT ATTITUDE
MODE REFERENCE
INITIALIZATION ROUTINE @

@

COMPENSATION

COMPENSATION
ROUTINE

UTINE
0]

i

LINEAR BODY ACCELERATION
EXTRAPOLATION RATES INTEGRATION
ROUTINE _ROUTINE

i

ALIGNMENT ALIGNMENT ATTITUDE
© ROUTINE ROUTINE ERROR
FIRST HALF SECOND HALF ROUTINE @

o | ® | i

®

DELAY
UNTIL

INTI
INTERRUPT

Figure 6-5. Program Linkage Flow Required for Strapped-Down System
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62-9

Table 6-II Summary of MSFC Strapped-down System Memory and Timing Requirements

Block Constant LEM AEA
(Figures | Program | and Vari- Total Computer
5-2 and | Words able Words{Computa- Words| Adds | Multiplies| Computation
Function 5-3) (N) () tion Rate (N) A M Time (msec} .
Compensation ie, 14, | every 3 |
equations 4a 57 40 cycles 97 121 27 3.1
Body rate ia, 1b every ny
computation ic 14 10 cycles 24 28 3 ’ 0.49
Alignmient Eq ’ .
{Method 1) 2a, 2b, 2¢{ 102 33 every 3 135 120 25 2.95
(Method 2) * 233 . 38 cycles 271 194 74 | 7.12
Matrix multi-
plication at ’
alignment end 2d 49 39 once 88 117 30 4.5
Subroutines
Sine/cosine 42 42 16 14 1.14
Square root 44 44 32 12 1.6
Attitude Refer- every
ence equations 3b cycle
(1) First-order
Taylor's series 68 30 | 98 234 18 3.6
(2) Second-order
Taylor's series 88 21 109 156 30 3.66
(using secondary |
direction cosines) ‘
(3) First~order
Taylor's series 58 21 79 132 18 2.58
(using secondary
direction cosines)

%,
These equations are defined in Reference 5.1 as "Scheme {." This is a technique
involving matrix multiplication.
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Table 6-1I1. Summary of MSFC Strapped-down System Memory and Timing Requirements (continued)

Block Constant LEM AEA
(Figures | Program| and Vari- Total | Computer
5-2 and | Words able Words| Computa.- Words{ Adds | Multiplies] Computation
Function _ 5-3) (N) (N) tion Rate (M) A M Time (msec)
Storage of Pre- every .
vious 2y matrix 3c 6 9 cycle 15 27 0 0.27
Acceleration every 2
integration 4b 15 4 cycles 19 35 9 0.98
Linear extra-
polation of guid- 25 times?
ance commands 5 30 15 sec 45 27 3 0.48
Attitude error
computation 5 times/
(with Xi input) 6 165 34 kec 199 231 52 5,95
' With Xi2R 25 times/
input 38 12 sec 50 28 10 0.98
| Mode discrete
 processing and every
routine linkage 72 19 cycle 91 65 0 0.65
Total Memory Estimates
Minimum 558 198
Maximum 719 248




A rough estimate of the required program cycle time can be deter-
mined from the various timing expressions by use of the flow chart in
Figure 6-5. The computational path that consumes the most time per
cycle is that path that solves the attitude reference equations, the com-
pensation equations, and the acceleration integration equations, Imple-
mentation of the equations requiring minimum memory capacity will
require a minimum computational cycle of 380A + 54M (7.58 msec using
the LEM AEA computer). Implementation of the equations requiring
maximum memory capacity will require a minimum computational cycle
of 415A + 104M (8. 66 msec).



7. SAP AND PIGA ANALYSIS

7.1 DERIVATION OF EQUATIONS OF MOTION
7.1.1 Model
The following schematic (Figure 7-1) will represent the SAF.

| PLATFORM SERVO CONTROL AMPLIFIER
I GYRO OUTPUT AXIS PICKOFF

CB——
=
PLATFORM
TORQUER MOTOR
Y
YI
P
X \
STRAPPED -DOWN
z BASE (CR VEHICLE)
Z INERTIAL
i REFERENCE
Figure 7-1. SAP Model
where
X, Y, 2 indicate a reference system fixed to and rotating

with the vehicle.
X, V., % indicate a reference system fixed to and rotating
P P P gith the platform.
(Note: This reference differs from the véhicle
reference by angle ep.)
X, 'Y, 2 indicate a reference system fixed to and rotfating
with the float,

(Note: This reference differs from the platform
reference by angle 9.)
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7.1.2 Preliminary Equations

The equations to be developed will express SAP motions relative to
an arbitrarily established inertial reference (XI’ YI’ ZI)' The angular
rate vector of the vehicle axes (X, Y, Z) relative to the inertial set (XI’
YI’ zI) is denoted as @ and is resolved into components along the vehicle
axes as follows:

A A
@ = wxix + inY + wZIZ (1)
AN A : s .
where the iX’ 1Y’ 1Z represent unit vectors along the indicated vehicle

axis.

Newton's Law in rational form is obtained by applying the Coriolis
Equation to the angular momentum vector of a rigid body {see Reference 7. 1).

In equation form this is

. e
d—t(H)I—E(H)j+(;.)J.XH—-L]._/j (2)

(Note: In Eq (2) subscripts I and j refer to inertial space and
an arbitrary jth set of axes, respectively.)

It remains in this derivation then to apply this equation once to the
float and again to the platform and then to investigate the component of
interest in each application. Since the angular momentums and angular
rates are expressed in different coordinate systems, transformation rela-

tionships must be established. These are developed as follows:

The transformation relating the vehicle and platform coordinates is

X 1 0 0 x
4
Y|=1]0 cos8 sin@
P P yP )
Z 0 -sin® ‘cos8 z
P P

It should be noted at this point that in the strapped-down application the
angle 6_ is not necessarily a small angle and in general is not. Therefore
small angle approximations cannot be permitted as is generally done in
textbooks. (See References 7.1 and 7.2.)

*The transformaigions used in Eqs (3), (4), and (5) are consistent with those
employed in Reference 7. 2.
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Similarly, the transformation relating the float and platform
coordinates is

x cos® 0 -sin® x
P
=19 1 0 y (4)
YP
z sin® 0 cos® z
P

However, since the SAP is intended to null the float motion relative
to the platform, the small angle approximation can be permitted in this

transformation equation. Eq (4) can then be written as

p:q 1 0 -6 x

P
ol =]o 1 0 y (5)
z [¢] 0 i Z

P

7.1.3 Angular Velocities

The next step is to describe the angular velocities of the platform
and the float with respect to inertial space. These are the w, for use in
Eq (2). The angular velocity of the platform is that of the vehicle less

the angular rate ép about the X (or xp) axis? In vector form

T -w-62% (6)
P PP

In Eq (6) £ indicates a unit vector in the x_ direction. Similatly
$ wy_ and2 - z . Substituting Eq (1) into Eq (6) yields
P P P P
” A ’ A . -
w = -0 7
t.op wxix + leY‘ + mziz pxp . . (7)

Transforming the @ components (i.e., w , mz) into the platform

X’ Py
axes by use of Eq (3), Eq (7) takes the form

“The relative motions implied by Egs (6) and (9) are compatible with the
coordinate transformations defined by Eqs {3}, (4), and (5). See Refer-
ence 7.2, ’
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b . A .
wp = (wx - QP)§P+ (wY cos GP -w, s1n9p)yp+ (mY s1n9p+ oy cosep)/z\P (8)

For calculation purposes Eq (8) can be written as

A A A
T =w,Xx tow + W,z 8a
“p T O T 92Yp T 93% (82)
where
Wy = Wy - GP {8b)
W, = Wy <:oseP -0, 51n9P (8¢c)
w; T oy sinep + Wy cosep (8d)
Similar to the previous steps the inertial angular velocity of the
float is that of the platform less the angular rate 6 about the y (or yP)
axis. In vector form,
—_ _= _&aN . . .
o =, 8y (9)
inEq (9) 9 indicates a unit vector in the y direction. Similarly, fox
and 2 —z, Substitute Eq (8a) into Eq (9):
— A A A _ah R .
wp = wixp+ wzy‘p+ w3zp oy (10)

Transforming the Ep components into the float axes by use of Eq (5),
Eq (10) becomes

B = (0 H00,)% + (w, - )7+ (-Bu, +w,)2 ' (11)
By use of Eqs (8b), (8c), and (8d), CPRRCPP and w, can be eliminated

from Eq (11):

N - A ) <A
= _f . _ : -8
@ (“"X ep +6 [wY sm9p+mz cosQPDx + (mY cos@p o, smep 1

: b A
+ (wY 51n9p+wz cosep —B[wX - Op])z (12)

1=4



For calculation purposes, Eq (12) can be written as

3 =mx£‘;+wy9+wz’z‘ (122)
where
e 8 ; 12b
Lo T e 9p+ 0 [wY 51n9P +wZ cosGP] { )]
wy = 0y oSO -w, sind -6 {12c)
w, = sinGp +t.oZ cost - Q(mZ - QP) (12d)
7.1.4 Output Axis Equation
Applying the Coriolis Equation, Eq (2}, to the float,
L@y =3@E) +5,xH =L (13)
dt T T de et f f I/f
where
= _ A A A
Hf = waxx+ Iywyy+ (Izmz +Hr)z (14)

Here the I symbols represent the principal moments of inertia of
the float about its center of gravity (c.g.). This statement implies that
the principal axes are in line with the gyro output and spin axis. This
assumption will not degrade the accuracy of this ana.lyéis since the values
of the products of inertia are two orders of magnitude lower than those
about the float axes (see Reference 7.4b). For every torque term pertain-
ing to float axes inertias there is a nearly identical torque term associated
with the products of inertia. Therefore, due to the gross differences in
magnitudes, the product of inertial torque terms can be safely dropped.

The symbol Hr represents the angular momentum of the gyro wheel due to
spin. ' ’



Eq (14) can be.simplified for calculations to

- n N N
H, = Hxx + Hyy + H,Zz (14a)
where
H =-1w (14b)
x X X
H =1 w (14(2)
¥ yy
H =1 w_ + H (144)
Z 2 2z r

Using the simplified forms of Eqs (i2a) and (14a) in Eq (13),

d,=y .= _ A A A A - N
g Heyp = Lp T Hox + Hyy+ sz+(waZ - wZHy)x + (0, H - H))Y

A
+ (way - waX)Z (15)
where

H =Lé (15a)
X x X

H =10 (15Db)
y yy

H =14 (15¢)
%z oz oz

(Note: There is no time rate of change of either the moments
of inertia or the unit vectors with regard to the float
reference axes.)

The torque term, LI/f’ can be expressed in components along the

float axes, i.e.,

A A LA
LI/f-Lxx+Ly+ Lz (16)

vy z

A
At this point only the component along the y unit vector is of interest,

so the scalar magnitudes of that component can be equated:

.Lo=16 twH -oH (17)
Z X X 2



Eliminating H and H_ by means of Eqs (14b) and (14d), respec‘tively,

and grouping similar terms
L =16 +{(I_-1)ww -H (17a)
Yy vy X 2 X z T x

A comparison of the latter two torque terms in Eq (17a) permits
the term (Ix - Iz)mi{o.{Z to be neglected. This comparison merely relates
(I -1 ) to H_ which is itself of the form I'w_ (w_ = spin rate and 1!

x ‘z'z r z s ‘s z
is the wheel inertia about axis z; IZl A IZ). IX and Iz are approximately
of the same magnitude so that their difference is small, Also w, is quite
small with respect to w, 80 that the product is indeed very small relative

to H_.
I

The terms that are neglected by (IX - Iz)wxmz, i.e., after wx and w,

have been eliminated by Eqs (12b) and (12d), are shown in Table7-I,

After removal of the negligible terms, Eq (17a) becomes

L =16 -Huo (17D)

Table 7-I. Neglected Output Axis Torques

A) (IX - IZ) (c.oX— Sp) (mY sinep + ey COSGP)

RYA
B) (I, -1,) 0 -6)

Ve

- : 2
C) (IX IZ) Q(wY SlnGp + cosep)

z

2 .
D) (IX - Iz) 2] (mY smep + wg

cosQP) (wx - SP)




Substituting Eqs (12b) and (12c) into Eq (17b) yields
. d o sl e : ol
Ly _Iy'&E[wY cosep -wg smGP 9] Hr[‘*’X 9p+ <] (mY 51n9p+mz cosep)]
’ {17c)
The external torques (L_) will be considered to act either in the

form of error torques about the output (y) axis or control torques about

the output axis, i.e.,

= 1
Lo=Lg +L, (18)
where
L' = Error torques about y such as bias, mass unbalance,
anisoelasticity, etc.
and

La = Control torques about y.

Any external torques resulting from damping or spring effects are
negligible in a gas bearing gyro such as that considered in this study. See

Reference 7. 3.

By carrying out the indicated differentiation, substituting Eq (18),

and rearranging, Eq (17c) becomes

w .

1.6 -H Gp = —Her + Iy(wY c059p -Gy 51n9P) - Iyep(mY 51n9p +<.oZ cosOp)

- i - LI
Hre(wY smep + wg cosep) Le La {19)

If a new error torque,-L._,, is defined to include all terms on the right

oy
hand Sldfe of Eq (19) except “How, Iy(mY cos9p b, smep), and -Lis
Eq (19) can be rewritten as
. _ . _ _ - _ . . B _ : 20
Iye Hrap = Hrwx + Iy(mY cos ep w, sin ep) LE La (20)

where

=L i i 2
LE Le+Iyép(wY smep + W cost) + Hre(wY smep+wz cosOp) (20a)



Assuming no initial conditions exist, and that sinep and cosO_ are

approximately constant, then Eq' (20) can be written in Laplace notation as
2 ; X .
1,5% - H,S0_ = “Hoy + Iy([SmY]cosgp -[st]smep) Ly L, (21)

Eq (21) is a linearized "Output Axis Equation. " Note that general

forms of torques LE {as well as the sine and cosine of 5 ) cannotbe Laplace
transformed because of their nonlinear characteristics. The development of
SAP error terms in Section 8 is based on the LE- being restricted to

average or constant values, The linearization is performed for conven-
ience in establishing a block diagram of the loop. This loop is operated

on by the average values of these nonlinear torques in order to obtain the

resulting drift rates.

To complete the closed loop diagram, an input axis equation must be
determined, This equation, employing similar linearization techniques,

is derived next.

7.1.5 Input Axis Equation

The input axis equation is derived with nearly identical steps to those
of the output axis equation, the difference being that the angular momentum
of the so-called "rigid body" platform consists of both that of the float and
the platform excluding the float. Actually, because of the relative motion 8
between the two, the moments of inertia of the float change with time when
viewed from the platform axes. However, the eigenvectors of the float
and platform never substantially deviate from each other. Therefore, itis
sufficient to transform the float angular momentum to the platform refer-

ence axes without including time rate of change of inertias,

General solutions to the output axis equation and the input axis equation
{in Section 7) are to be performed employing computer techniques. Such

solutions will not restrict the LE torques or ep motion,
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Eq (2) to the platform-float combination gives

d [=\ _d - =
at (pr\)l T pr)p TepEHoe=Lyp (22)
where

H .=H +H

of " £ (23)

The float angular momentum .I_—I_Vf has already been defined in Eq (14).
The term ﬁp then is

A

) A
5 b, xp + Ip wzyp + I z (24)

@
- P, 3P
where the Wy wys Wy ATE defined in Egs (8b), (8c), and (8d),respectively,
and the I_ symbols represent principal moments of inertia of the platform

alone about its c.g.

Since the input axis, which is along the platform xp {or X), is the axis
of interest it is necessary to transform the float angular momentum into

platform coordinates by use of Egs (5) and (14a):

H, 1 0 -0 M=,
xp
H, =1o 1 0 H (25)
yp )
H, 0 0 1 H
Z
zp




which yields

Substituting Eqs

-

£

H =

A A
(Hx - eHz)asp + (Hy)yp + (Hz + eHX) 2,

(14b), (14c), and (14d) gives

(I(.o -G[Iw +H])§ '+(Iw)§ +(Ico + H +9[Iw])/z\
X x z Z )/7p v yl'p zZ z r x x|p

Now from Eqs (24) and (25b), Eq (23) takes the form of

pr

A A
(Ip:oi + Lo -0 [Izwz + Hr])xp + (Ipywz + 1 w) Vs

y

+(1 w, +Lew +H_+0 La |l
P, 3 z Z T X x|/°p
Z

Again for the sake of simplification,

H,=H L +H § +H 5
P pr P Ypf P pr P
where H =Iw+Iw-6[Iw+H]
X 1 X X 7 7 T
pf X
H =1 w, +Lw
2
Ypf pY vy
HZ = Ip wg + Izmz + 0 wax] + Hr
pf z
" H. represents = expressed in platform coordinates.

f

f

(25a)

(25b)

(26)

(26a)

(26b)

(26¢)

(264)



Substituting Eqs (26a) and (8a) into Eq (22) yields

d (_ ) _ . A . A . A A
—-— (H = L. =H X +H y +H z_ + [w,H - w,H
dt \"'pf/I T TI/p 7. Xop P Vpr P TZpe P <2 Zog 3 Ypf> P

A A
+ {w,H - wH v+ {w,H -w,H  \z (27)
( 3 xpf 1 pr) P. ( 1 Ypt - 2 xpf)‘ P

The torque term Il/p can be expressed in components along the-platform

axes, i.e.,

=L % +L § +1 2% (28)

Since we are interested only in the component along the Qp unit vector, the

scalar coefficients of that vector can be equated:

DL, =H_ +wH - wH ' (28a)

*p pf  ° Zpf Yot

The time rate of change o:é Hx is obtained from Eq (26b):
pf

H =1w+1w-é[1w' +H]'-e[1w] 29
X pxi X X zZ Z T Z %

pf

Substituting Eqs (29), 26c), and (26d) into Eq (28a) yields

S SRR TR | +H]-6[I<:o]
- pxi X X Z % T z 7z

+ w, (Ipzw3 + Izwz + O[waX] + Hr) - g (Ipymz + Iywy)‘ (30)

As Eq (172) does, the wheel momentum Hr is considered to be
sufficiently predominant over anylw terms that it is compared against such
that they are neglected. Also 0 is sufficiently small and the.expected - -
angular accelerations indicated by MSFC data are 'slow so BIZ(.:); can be

suppressed. The remaining terms in Eq (30)are then
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L, =1 Wy + wax - GHr + Hrmz - (30a)

The torque terms that have been neglected here are presented in

Table 7-II after w,, ws, w s @ s o have been removed by Eqs {8c), (84d),

Y
(12b), (12c), and (12d), respectively. -

Substituting Eqs (8b), (8c), and (12b) into Eq (30a) yields
L =1 d -é -i-Id -é+9 sin®_ + cosB
%, T p, dE % " %p x AKX~ p [wY p  “z p]
- eHr + HréwYcosep - sz1nep> {30b)

Table 7-II. Neglected Input Axis Torques

2 2\ . * 2 .2
A) Iz(wY - w, )snlep cos ep J) AIprwz(cos GP - sin ep)
B) I w,w cos29 - sinze ) K) -1 eé - )[m cosO_ - w,sing ]
z Y Z P P X \p X Y P z P
C) IZG(GP - X) wy,COS Gp - wzs1n6P]
D) -1 9 w,8ind_ + w,_cos9 L) I 62 w. z. ) 2 sin@_cos 6
z Y p. Z P X Y Z P P
o 2 2 .2
E) -ZIZ 96<6P - wx) M) Ixe wYcoZ(cos GP ~ sin ep)
F) -1 8l sine_ + . cose N) I fwy? 2)sin0_coso
2O\eysing, + oy osP oy -y Jsingy b
G) -Izez(ep - wx) . 0O) -Iwawz‘(coszetp - sinzep)

H) —IZSQP (wYcos GP - sz1nep) P) Iy_e(wymnep + chost)

3

2 2 .
I) AIP (wY - oy )cosepsmeP

o
Note. AI is defined as I_ -1
P P, Py




Again consider the external torques acting about the SAP input axis

to be composed of either error torques or control torques such that

Ly =Ly + Lo, . : (31)
p
where
Lpe, = Error torques about xp such as friction, torquer errors,etc.
and
Lpa = Control torques about xP

By carrying out the indicated differentiation, substituting Eq (31),
and rearranging, Eq (30b) takes the form

T o+L) (6 - ) o = - o si
(PX ) (B - ) + 7D H, (ay cose, g sine )

+ Ixe(mYsmep + wzcos ep\)

(32)
+ IXGQ»YsuleP + w,Cos ep)

" s B oy
+ Ixeep(chosep -wzmnep) - Lpe - LPa

If a new error torque terfn, _LpE , is defined to include all terms on

the right hand side of Eq (32) except I—Ir (wYcos ep - szinep) and ’Lpa.’

Eq (32) can be rewritten as

(IPX + I)}) ('e'p - &X) +H6 = Hr@Ycosep - wzsinep) -Lpé - L, (322)
where

LpE = Lpe' + Ixé(stinep + wzcosep) + IXQ(gl)isinep + ;)2cés~ﬂp>

+ IXBQPQA)YCOSGP - szinep) . . “(32b)



With no initial conditions, and restricting sing_ and cos8_ to be

approximately constant, Eq (32a) can be written in Laplace notation as
’I‘+ISé L HSe-H in6 }-L _-L (33
(Px x) (P—wx " 0= ercoseP—szm p)_ oE "Tpa (_ )

Eq (33} is a linearized "Input Axis Eguation."

A block diagram representation of Eqs (21) and {33) is shown below in
Figure 7-2. The diagram includes several symbols defined below it which
will be used during the remainder of this section.

(SIGNAL TO
6p COMPUTER)

where-

>

L_ £ F(s}o, (F(s)1s the platform control)

pendulosity of PIGA

> >

Ay & acceleration along the vehicle X axis

Figure 7-2. SAP Block Diagram
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7.2 SAP ERROR TERMS

Now that the equations- of motion have been deteriined, ‘there
remains to be evaluated those terms in the equations that contribute error
effects. Due to their nonlinear implications on Egs (21) and (33), certain
approximations will be made here to determine the effec;ts of the error
torques, LE and LPE in Eqs (20a) and (32a). Such approximations involve
the treatment of each effect acting independently of the others rather than
being coupled together. In this manner a set of.error contributions based

on closed-loop operation can be developed for use in error analyses.

These approximations imply the validity of superposition which is
generally not a property of nonlinear systems. However, the following
derivations sugéest that a reasonable degree of superposition does exist
in the SAP.

A more rigorous evaluation of the error effects (which would serve
as a verification of any preliminary supposition) would necessitate the
solution of the nonlinear equations, Eq (19) and Eq (32). This type of
evaluation could be implemented by means of either digital or analog
computer techniques. However, the scope of the current SAP strapped-down
study can be satisfied by the error equations which will be derived here.
Any future studies should include computerized solutions to Eq (19) and
Eq (32).

If an even broader scope of error evaluation is desirable, the
neglected terms in Tables 7-I and 7-II as well as product-of-inertia type
errors should be investigated. As it was pointed out previously, their
effects on rate measurement are at least two orders of magnitude smaller
than those terms that were retained. The cost of such a simulation goes

beyond the merits which could be expected.

7.2.1 Derivation of SAP Error Terms

If the linearized Eq (21) and Eq (33) are combined such that

(1) @ is eliminated
(2) Lpa = F(s)6 (F(s) = F in remainder of report)
(3) (ep - wx) is explicit
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then the resulting equation is

2

2f - . .
. - - S
(e e ) ) Hrlys (wY cos ep w,, sin QP) LpEIy
P. X

TI1S+H S+ HF
Xy r T

. -Iy(HrS + F) ([is],cosep - [swzl sinep) + (HrS " F) (LE + L, )

J LS +H&S+HF
Xy T r

(34)

The terms on the right side of Eq (32) are all "error terms" in one

.

form or another since ideally
(ep - wx) =0 (34a)

The right hand side of Eq (34) is then the drift rate about the SAP
input axis, and will be designated as ep(s).

Eq (34), in conjunction with the block diagram of Figure 7-2, shows
that ep(s) is a function of the vehicle angular rates and the error torques
acting about both the input and output axes. Included in the output axis
error torques (LE) are the more conventional drift rate effects due to such
phenomena as fixed torque and mass unbalances. These effects, lumped

into a single term (Le, }, will be developed f{irst.

Next a more specialized case (where the component of vehicle
angular rate along the SAP output axis is a ramp function) is evolved.
Finally, and with particular emphasis, the error effects due to vehicle
angular rates and output-axis or input-axis error torques thatare oscillatory

in nature are investigated.

The errors to be developed and a brief description of their associ-
ated causes were presented in Subsection 2.5 and are repeated here in
Table 7-IIT for convenience. Following this error listing is an explana-
tion of the steps to be used in obtaining expressions for the errors.

Finally, the steps are demonstrated and the expressions tabulated.

"Bothforms of outputaxis torques, i.e., Lpand Ly, willbe retainedin general
throughout much of the derivation of the SAP equations. The L are
retained for convenience in the deriving of the PIGA equations in the next
section. The L, are undefined for the SAP at this time and therefore
have significance only for the PIGA.
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Table 7-I1II. Drift Rate Errors and Causes

Error No. . Error Cause
€ L are fixed torques, mass unbalances, and
i e

anisoelasticity (MSF.C error model)

€5 Ramp input of wy (constant angular acceleration
during finite time interval)

€3 Rectification due to sinusoidal inputs of o, and w0y

; 4 Rectification due to sinusoidal inputs of Le' and
@y (Le' are Mubs and Mubi activated by vibration
vibration inputs)

€5 Rectification due to sinusoidal inputs of Le' and
wg (Lpe' are friction torques or mass unbalances|
excited by vibration)

€¢ Rectification due to sinusoidal inputs of W, and @y
(different propagation through loop than 53)

€ Rectification due to sinusoidal inputs of Lel and
wg (different propagation through loop than 54)

€g Rectification due to sinusoidal inputs of Lpe'
and wg (different propagation through loop
than e 5

€g Rectification due to sinusoidal inputs of W andwg
{maximum value occurs when Wy and wg
are in phase)




Error term Ei can be obtained by simply applying the final value
theorem to Eq (34) and considering La. and the nonlinear contributions to
Eq (20a) to be zero.

Similarly, error term €, can be found by again applying the final
value theorem to Eq (34), treating the angular acceleration component
along the SAP output axis as a constant, and considering LE and L, torques

to be equal to zero.

Error terms €3 through e9
drift errors induced by rectification. These rectified drift rates are

all fall into the general classification of

contained within the nonlinear portions of Eq (20a) which describe output-
axis error torques, LE‘ Each of the nonlinear terms in Eq (20a) serves

to produce a class of drift errors.

The first class involves the product of the float angle, 6 and the
component of vehicle rate along the SAP spin axis, wg (defined in Eq 8d).
However, an expression of 0 can be derived from a rearrangement of
Eqgs (21) and (33). This expression shows 6 to be a direct function of
L', L, 'y and w

e pe 2 -
diagram of Figure 7.2. By restricting these latter three forcing functions

(defined in Eq 8c), which is apparent in the block

to be sinusoidal, the frequency response of 6 with regard to each of them
can be obtained. Rectifications resulting from the product of each of

these frequency responses and Wy lead to the first class of errors.

The second class is similarly based on the product ?f 6 and wge
Either Eq (34) or Figure 7-2 clearly demonstrates that 8 is a direct
:Eunf:tion of Wy in addition to Le‘, ch;," a.nd Wy The frequency responses
of §_ due to oscillatory forms of these four inputs are inspected for recti-
fications with w3

7.2.2 Error Term € {Fixed Torque, G- Sens11:1ve)

Inspection of Eq (34) or Figure 7~ 2 assures that for constant values

w’ La’ LPE a.ndm2 + (defined in Eq 8¢), only those due to
Lygand La contribute to steady-state drift rate. This can be verified by

of the inputs L



applying the final value theorem after assuming* that the servo is such that
it permits the theorem's application. Also, since the use of controlled
electriecal output axis torgquing is undefined at this stage, the errors
associated with La (such as scale factor) are not treated here. The steady-

state drift rate is then

(35)

Fef!

where the T"E are the average values of the error torques defined in Eq
(20a) (which is repeated here): :

- 1 i
LE = Le + IyGP (wY51n6P + w

Zc:osep) + Hre(stmeP +w, cos ep)

If is substituted by Eq (8d) into Eq (20a), then Eq (35) becomes

“3

_ 1 ! ;
¢ = I—Tr(Le +10w (35a)

+ H_ 6w
p b

3 3)
Error term € pertains only to the drift effects of fixed torque and

g sensitive phenomena such as mass unbalances and anisoelasticity. These

error torques are implied by Le' in Eq (20a). Therefore, ¢4 can be

readily determined as

== (36)

7.2.3 Error Term €, (Ramp Input of w,)

A review of Eq (34) reveals that a ramp type input form of wy

(equivalent to a constant or "average" value of “.’2) creates a steady-state

-~
The assumption here pertains to the servo being of form F(s) = KG(s)
with poles of G(s) existing in left half plane and F(s) = K(1)
(i.e., G(s)= 1) atfrequencies of interest.



%

drift rate in addition to EE “ Such a forcing function could occur in the
form of constant angular acceleration during some finite time interval.
The dc value of drift rate caused by constant (';2 can be found by applica-
tion of the final value theorem to Eq (34),

I
- o7

7.2.4 Error Terms €4 to € (Rectification)

In this section it will be shown how vibratory inputs, both linear
and angular, can result in SAP drift rate errors. The method to be used
can most easily be described by means of Figure 7-3 together with the
relationships developed in deriving the expression (Eq 35a) for error
source €. Figure 7-3 is a simplified version of 'Figure 7-2 that employs

substitution of Wy and w3 by Eq (8c) and (8d),respectively.

As may be observed by examination of Figure 7-3 the following
disturbance inputs to the SAP may be independently specified: Wy W3
W Le" and LPS" The first three are angular rates about the gyro out-

put, spin reference, and input axis, respectively. The fourth term repre-

sents, in this case, torques about the gyro output axis due to linear

5
In Eq (34) recall the assumption that sineP and cos ep remain essentially

constant. Then by Eq (8c)

w, = Swz = S(mYcos Gp - stlnGP)

and from Egq (34),

€ I(HS+F)
2 y\

. 3 2
W,y Jxlys + Hr S + HrF
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o T8 w10 w3+18 6, wz)

P
- 1 €
P
F(s) is
st
] H
[ r
+ + 2 :
8
- +
[ Wy
IS
Y
S8 ] ) N
IS Hr <
Y . .
LE + La
' 8 . .
(LE =L, +H Cwy+ L ep w3)
Figure 7-3. Simplified SAP Block Diagram

The last term constitutes a torque about the

%
vibratory accelerations.
In establishing

SAP input axis due to linear vibration or friction torques.

=
Le' torques are defined to include vibratory acceleration effects as well
as constant error torques and unbalance effects. Vibration effects are
similarly included in Lpe' torques. See Table of Symbols at the end

of Section 7.



an error model of the SAP excited by the above five input, the following
assumptions will apply:

- {1) Each input will be a sinusoidal function of time.

(2) These inputé will be considered acting two at a time.
As will be shown below,rectification errors are excited
in this manner.

(3) The SAP rate, ep is sufficiently small such that sing

and cos ep can be considered as constant parameters.

In developing the error € it was shown by Eqs (35) and (36) that a
constant torque acting around the gyro output axis (Le‘) will result in a
SAP drift, while a constant input axis torque (L, e') does not produce such
an error. Referring to Figure 7-3 it is seen that the LE error teri is
composed of two product terms in addition to Le‘. Hence, any constant

value in these two product error terms will also yield a SAP drift rate.

On the other hand, since Lpe’ does not produce a constant drift rate
error, thenany constant component in the nonlinear terms in L o will also
fail to produce such drift errors. Hence, rectification errors will only
be evaluated for the two nonlinear terms in LE. The errors from these

two terms will be divided into two classes:

Class 1: H_ 6w
r 3

Class 2: 1 8 w
yp 3

These two classes of errors will be treated separately in the follow-
ing subsections.,
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Class 1 Rectification Errors: Hrew3

Considering the first nonlinear term (Hr,ew3) in LE’ a constant value
can occur if 9 and ©, are sinusoidal functions of time. To demonstrate,
let T

wg =_'Qa4-sgnwot - (38)

and
0= emaxsin’(wot-l- ¢1) _ (%’:9)

"I‘herefore, the product Hr ew3 is

H, 60, =H_0_ Q3sinwotsin(wot+ ¢1) (40)

or by using-trigonometric identities,

"H_6w =M [cos ¢1) cos (Zw t+ ¢1>] (40a)

The average value of Hr Buwg during one cycle is

—_— Hrem93
T, 00, = 22 cos <-¢1) (40b)

Now consider the effect of the term Hr eu)3 for the case where w, and

3
w, are acting simultaneously and w,, , Le‘, and'LPe' are assumed zero.

Whereas the rate w3 can be specified independently, the float angle

6 will be excited by woe However, the float angle 0 will also be excited by



the nonlinear terms (included in LPE and L) containing 6 itself and ws-
For sufficiertly small values of w3, the influen ce of these nonlinear terms
on 6 in comparison with that of w, can be made negligible. It is then pos-

sible to define 6 due to wy by a linear transfer function relating 6 and woe

To obtain a closed-loop expression for ,the linearized equations,
Egs (21) and (33),can again be used by rearranging in the following

manner:
(1) (6 - )is eliminated
P X
(2) Lpa. = Fe
(3) 6 is explicit
(4) Substitute Eq (8c).

The resulting equation is

2 2 *
(Hr + .TXIyS ) wy - HerE - JXSKLE + La. )

8= 3 > (41)
.Txlys + Hr S+ HrF
The transfer function between 8 and w, as indicated by Eq (41) is
H Jxlysz o
8 = w, = g-(s)w (42)
s rsP+uls+u F) 2 % 2
x"y r r

-

TLa is retained here only for reference to PIGA applications,



I w, (phased relative to w3) is
w, = @ysin(ot+ LbQ (43)

then © can be expressed as

0 ,. i 0.
9 = lEZ-(Jw)|S2251n Wb+ by - ZE—’;(Jw) (44)
where
92 = Amplitude of w, (44a)
|-59—(j ) ‘ = Amplitude ratio between 6 and w, (44b)
2
Z-‘Fe-(jw) = Phase angle between 6 and w, (44c)
2
Substituting Eq (44) for Eq (39), the average value of Hr9w3
can be obtained directly from Eq (40b), i.e.,
H o (o) e, 2
r 0)2 J 273 8
H 80, = ——=5————cos Lw—z(Jw) -4y (45)
Hence by Eq (35) the average drift rate due to wy and w3 is
Sla.a *
1 e wZ 273 8
€ = H—rHrew3 = —————cos Eg- by (46)

" Note that the jw notation has been deleted in Eq (46), Itwill be
deleted throughout the remainder of the report for convenience,



It should be noted that the validity of Eq (46) is based on the assumption
that any float angular motion 8 is induced only by @ and is unaffected
by wge Obviously, when wy reaches a sufficiently large magnitude, rela-
tive to w,, this assumption will no longer be valid. The maximum value
of Wy for which the above linearized method of analysis holds true cannot

be accurately established without benefit of a nonlinear analysis.

Two remaining Class- 1 errors can be determined by utilizing the
same technique used to obtain €3 in Eq (46). Error term €y results from
oscillations of Le' rather than wse In this case, the magnitude of wg must
again be considered as being less than some specified value, only this
time with regard to an Le' magnitude. A transfer function between 8 and
Le’ is obtained from Eq (41) and is solved for explicitly in terms of 8.
After substituting a sinusoidal form of Le' (phased relative to wS) the

average value of the product 6w, over one period yields €,,
g P 3 P Y 4

T , 9
G = 7L—er'Le|“3°°s Z:J—er"iz S (47)

Similarly, the same steps with Lpe' in place of Le' yield €55
- 1 8 ' e .
€ = ZlT 7| |Tpe |3 08 [T'% (48)
pe pe

Class 2 Rectification Errors: Iyépw3

Class 2 errors originate from the second nonlinear term A(Iyé w3)
in LE. In this class, drift errors occur if 8 and w, are sinusoidal

functions of time. Much the same approach as that used to determine the
Class 1 errors is adopted to develop this second group. First, Wy is

E3 : . : : | 1
ILe l and ,Lpell refer to amplitudes of sinusoidal L ' and Lpe .



again expressed as in Eq {38) and ep is shown in the form of 9 in Eq (39):

é =é sinfw t+ ¢ ' 49
P P o+ ¢2) (49

From these two equations an average value resembling Eq (40b) can

be obtained, i.e.,

i Iy epmn3 cos<—¢2)
16 w, = _ (50)
Y Py 3 2

Eq (34) can be rewritten to provide a closed-loop expression for
ép necessary in Eq (50: :

2 ( *
LFS@, 4L S LPE-(HrS+ F) L+ L, )

3 2 (51)
J IS"+H "S+H F
Xy T r

Pursuing the same procedure as that of the Class 1 errors, itis per-
tinent that w3 can be specified independently but ép in Eq ({51) results
from four forcing functions W Lpe" Le', and Wy Up to certain magni-

. Lo . R
tudes of oy with regard to ‘*{2’ Lpe Le’ and Wys respectively, ép is not
a function of wge Further, ©_ can be identified as being affected only by

the particular forcing function of interest, the other three being suppressed.

Within these restrictions, transfer functions between ép and each of
the four external sources are evolved from Eq (51). These expres-
sions, solve.d explicitly for ép’ are used with the sinusoidal forms of the
external sources implied in Eqs (38), (43), (46), (47), and (48). The transfer
function -between ép and W is unity. The drift error in each case then -
is the average value of the product of the particular transfer function ampli-
tude, the associated sinusoidal forcing function, and a periodic w3. In each
case, the other three inputs are suppressed while the input of interest is

being investigated.

%
La. is retained here only for reference to PIGA applications.
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Drift errors 66, 79 and €g are therefore due to the same external

causes as €3, €, €, respectively. The respective differences are due to
Accordingly, the frequency re-

different propagations through the loop.
Error €¢ is derived as an example

sponses will differ.

From Eq (51)

ép -1, FS

@ (8) = 3 Z (52)
2 J IST+H S+HF

x7y r r
From Eq (52) the frequency response (using Eq (43) ) is
6 6
o =|-L e, sinfet+ y, - /-2 (53)
P @, 2 [} 1 w,y

The average value of I’)’ epw3 indicated in Eq (50) is then

8
I § o :l—BQQcos —- (54)
Y P, 3 2 w
From Eqs (35) and (54) the drift rate € is
IV EE
€ = .21 __
. = ZHi. “’2 Q cos| 4’1 (54a)

! rectify individually with w,

Similarly, sinusoidal inputs of Le' and L,

as
P 1, ép 6,
- e . 1 -
€7 = ZHrf‘eT Le ﬂ3cos rer llJZ (55)



and

1|8 )
L yi pi, ' P_"_
& = FE-lTar Lpe R, cos| fr—r 4y (56)
r| pe pe

For the case of w,,. the drift rate is simply

X
(57)

This error is due to oscillatory coupling between components of
vehicle rate along the platform input and spin axes. If the form of Wy
(phased relative to w3) is ’

L Wg = QXSin(“’otfl' 4;4) (58)

then the average value of their product over one cycle will yield a frequency

independent of drift rate equal to

I
% 8y 9 cosy, (59)

m
O

n
N =

When the two oscillations are,in phase their maximum rectification effect

is reached, i.e.,

I
€ = H_Ln Q (59a)

max r

O
[N



The algebraic exprés sions for the drift errors are listed in

Subsection 2. 5. In summary, thére are four significant features

associated with these expressions:

(1)

(2)

(3)

{4}

They are restricted to the conditions that cos 6
and sin ep remain essentially constant.

Forcing functions are periodic in nature (exceptions
are e, and ez).

The SAP float angle 8 and platform angle rate
0_ are not excited by the SAP spin axis compon-
et of vehicle angular velocity (w3)’

The extentto which superposition may be used in
evaluating the effects of more than one error
source (acting concurrently) is unknown. Its
validity must await further nonlinear analysis for
resolution,



7.3 PIGA ERROR TERMS

If the control torque term L .in.Eq, (51} is considered to be the
torque due to instrument pendulos1ty and input axis. acceleratlon ie. ,
L= P-AX, and the vehicle rates and error torques-are .suppressed, then

a
the nominal equation for a PIGA results.

P(H_S + F)
A (60)

b = -
P 518+ H%+urF X
xy r r

Note: P and A, are pendulosity and input axis acceleration,
X P

respectively.)

In steady-state operation, Eq (60) becomes

S )
o = A

P (60a)

X

where the ratio P/ Hr is the nominal value of the scale factor relating
SAP angular rate to input axis acceleration. This same scale factor
serves to relate increments of SAP angles to increments of input velocity
after integrating Eq (60a). The ideal acceleration measurement, then,

is the SAP motion in Eq (60a) multiplied by the inverse of the scale

factor,
H. .
Am = 5= Bp = AX (60b)
Similarly, Eq (60) becomes
2
(I—Ir S+ HrF)
A = A (60c)

m 5183y H%S+HF X
Xy Y T

However, the existence of vehicle angular rates and error torques suggest
discrepancies in the acceleration measurement, The extent to which such
rates and torques affect the PIGA measurements involves a more complex
treatment than that of the SAP. The additional complexity arises from

functional differences in the two modes of operation.
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One of the pr1ma.ry suppositions used in der1v1ng the SAP error
terms was the restnctmg of the sine and .cosine of the input angle ep to
be constant during a limited time interval, In the case of the PIGA, the
same assumption can be allowed only dur'ing special conditions.. Such con-
ditions would exist when the vehicular acceleration component acting along
the PIGA input axis is either zero or nearly zero. When these conditions
are satisfied, the PIGA is susceptive to rectification errors that are nearly
identical to. those of the SAP, The forms of such rectification errors would
comply with those of SAP drift rate errors ¢ in Table 7-VI
multiplied by the ratio Hr/P'

3 through €

9
When this condition is not satisfied, and input axis acceleration com-
ponents do exist, the PIGA is designed to freely rotate proportionally to
the magnitudes of such acceleration components, As a result, the sine and
cosine of 0 are not maintained constant. Therefore, the technigues ’
utilized to develop SAP errors €3 through €g are not applicable to the

PIGA operation during an environment of input axis acceleration.

Actually, an advantage of the PIGA is its capability to utilize its free
rotation feature to average unwanted error torques to a zero value., Hope-
fully, this averaging feature will eliminate or at least minimize any recti-
fication effects. An accurate determination of any rectification effects
should be performed using computer techniques. Until such verification
of errors can be performed, it will be assumed that the PIGA's averaging

feature will eliminate rectification errors.

Only one further mention of the rectification-type errors is appro-
priate at this time. If it is determined later that rectification does play
a significant role in the PIGA performance, then particular emphasis
should be placed on such errors involving Le' and Lpe' type error torques.
These torques are stressed since they involve periodic accelerations acting
on mass unbalances. Due to the built-in pendulosity, which is intentionally
orders of magnitude greater than nonperfect mass unbalances, much

larger Le' and Lpe' magnitudes can be expected.



Under the criteria of neglecting rectification effects, only three

types of errors will be considered as being meaningful. They are

(1) Errors due to error torques about the output
axis such as bias, scale factor, etc. :

(2) Exlrors due to ramp inputs of @y
(3) Errors due to any vehicle rotation about the PIGA

input axis.

The first two of these error types are analogous to SAP errors € and
€5 The third is an effect which must be compensated. The mathe-

mathical expressions for each of the errors will be developed next.

7.3.1 Derivation of PIGA Error Terms

In the development of the SAP equations, an expression was first
determined explicitly for the drift rate error term e€(s), Eq (34). In
order to evaluate the PIGA error terms, a similar expression for the

acceleration measurement errors can be obtained by
(1), Multiplying Eq. (51) through by Hr/P’
(2) Subtracting Eq (60c),
(3) ’ Substituting W, by Eq (8c).

The resulting error equation is

2 .
_ Hr Hr (HrS + F)LE - IyS LpE - EyFSwZ
ML =Tt T R— - (6D
J IS+ H ™S+ HF
Xy r T
By applying the final value theorem to Eq- (61), the steady-state
acceleration errors can be determined, i.e.,
H T
_r . E
My TPxt T (612)
Also note that, if the time function of W, in Eg (61) is 2 ramp ~
function, Eq (61) implies an additional term to Eq (61a),
Y.
an = -Lh, (61b)



The three types of acceleration measurement errors, discussed pre-

viously, are apparent in Egs (61a) and (61b). They will be designated
as follows:

pA = S (62)
I

AA, = - % &, (63)
Hr

MM, = 5 oy (64)

Note that Eqs (62) and (63) are analogous to SAP Eqs (36) and (37),
respectively. Following the criteria previously set forth, the nonlinear
product terms of L_E' in Eq (61a) and originally from Eq (20a), are
.considered to have average values equivalent to zero.

The error designated as AA3 in Eq (64) is attributed directly to
input axis angular rate components, This error did not appear in the
SAP error equations since the SAP was intended only to measure that
angular rate component, In contrast, the PIGA would ideally measure
only input axis acceleration on a nonrotating vehicle, Thus, any form
of vehicle rotation about the PIGA input axis. becomes an acceleration
measurement error. This error, the rotation rate multiplied by the
PIGA scale factor, is independent of loop dynamics and should be

compensated for in the acceleration measurement equations.

The acceleration errors, their expressions, and their causes are

summarized in Subsection 2. 5.

7.4 VIBRATION ENVIRONMENT

This subsection analyzes angular and linear vibration conditions
and discusses their implications for the strapped-down guidance system.
The criteria for establishing the characteristics of these conditions are

discussed individually in the following sections.



7.4.1 Angular Vibration

The angular motion environment consists-of both sinusoidal and
random components. The random angular motion was obtained from
Reference 7. 5, entitled "Working Paper, Angular Motions in Instrument
Unit on Saturn Flights, "' supplied to TRW by MSFC. By mutual agree-
ment, the two agencies chose the random component to be a constant
0. 0005 _(d_e%:_e_ci rate spectral density up to 40 cps. This flat
spectrum of random angular motion is to be interpreted as an equivalent
to the actual spectrum shown in Figure 7-4. The RMS value of angular rate
associated with this spectrum is 0. 14 deg/sec. This figure was extracted
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T T
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0.024 |—{ MEAS, NO., F042 - 802

. LKF6 CHOB
SLICE TIME 465.00 TO +75.00 SEC
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SAMPLE RATE  +100.00/5EC
R-COMP-RRY 539 - 1747

Q
:
|

0.016
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} A

I LY
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FREQUENCY {CPS)

Figure 7-4. Angular Vibration Spectrum

from Reference 7.5. Reference 7.5 states that the high energy spikes
appearing above 30 cps were likely due to local mechanical conditions
within the rate measuring instruments. During advanced phases of

system design, such phenomena should be carefully evaluated by a larger
sample of data with a broader bandwidth since their effects on aécuracy
could be pronounced. An initial summary of a visual inspection of the
recordings of Reference 7. 11 angular rate-data measured on a Saturn flight
is shown in Figure ' 7-5. Figure 7-5 presents the approximate rate’ampli-
tudes and frequencies of the angular oscillations 'that occurred about each

axis during particular time intervals. An interpretation of the graph may
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Figure 7-5. Summary of Visual Inspection of Recordings

be demonstrated in the following manner: consider the roll axis trace.
During the first 6 sec following liftoff an oscillation with a 0.8 deg/sec
amplitude acting at 20 cps exists. During the 6- to 10-sec time interval
the amplitude is reduced to a 0, 1 deg/sec amplitude, Between 10 and 20
sec the 0, 1 deg/sec amplitude is biased so as to center about a -1.5 deg/
sec value, From 20 to 80 sec the amplitude changes to 0.5 deg/sec. Also,
during the first 80 sec the previously described oscillations are being car-
ried on a2 slowly varying wave at 1/4 cps. Other frequencies of oscillation
are indicated in the appropriate time intervals. The amplitudes shown
include large 30 to 40 cps components consistent withReference 7.5 {which
was derived from the same flight data). -If these higher frequency compon-
ents are assumed to be instrumentation errors and are ignored, then two
basic frequencies exist about each axis., These rate components are sum-
marized in Table 7-IV. The values used to establish the SAP and PIGA
errors are described as follows. First, an extreme condition assuming

a peak angular rate amplitude of 1.0 deg/sec acting at frequencies of up

to 40 cps about each axis is used and yields small errors. The maximum
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Table 7-IV. Equivalent Sinusoidal Angular Oscillations

Low Frequency Component Higher Harmonic Component

Frequency Amplitude Frequency Amplitude

Axis {cps) (deg/sec) (cps) (deg/sec)
Pitch 0.6 0.15 3.0 0.20
Yaw 0.5 0.10 2.7 0.15
Roll 0.6 0. 10 6.0 0.15

frequency assumed, although somewhat arbitrary, generally spans the
frequency range of greatest sensitivity of the instruments (Subsections

4.2 and 7.5) and still complies with the 40 cps limit agreed upon with
MSFC. Eiffects of potential extension of this frequency limit are discussed
in Paragraphs 7.5.2 and 7.5.3. Based on the review of the flight data of
Reference 7. 11, the assumed magnitude of peak rate appears to be a real-

istic worst-case value for the intended analysis of this report.

The angular rate environment established here generally agrees

with the data presented in Reference 7.6 also. This reference provides

a summary of angular rate environments of in-house data on Thor and
Atlas. The summary was prepared from Centaur as well as the SA-10
flight data referred to above.

7.4.2 Linear Vibration

The definition of a linear vibration environment is predicated on
the basis of flight test data from Reference 7. 11 and general considera-
tions of current spacecraft., Both sinusoidal and random components-are
assumed. This assumption is supported by state-of-the-art concepts
of booster environment (see References 7,7 and 7.8). Furthermore, by
establishing both random and nonrandom components of vibrati_on, the
effects of coupling between angular and linear oscillations of the two .
components can be investigated.

The vibration environment is inspected only up to 40" cps. Beyond

- that frequency no angular oscillations have been defined-so-that coupling



has been neglectedik The worst-case philosophy employed to set the
angular-oscillational environment is again used here for reasons of
consistenc-y'. The maximum sinusoidal level below 40 cps indicated in
References 7.7 and 7.8 is 1.0g. The peak level extracted from the
SA-10 flight test data is approximately 0.25g. TRW has selected the
former level (1. 0g) for purposes of investigating SAP and PIGA rectifica-
tion effects. This amplitude is considered to be constant up to 40 cps.

Similarly, a conservative estimate of a constant acceleration
spectral density of 0. 01 g2/cps is selected for the random component.
"This level corresponds to the highest value shown below 40 cps in
Reference 7.7. The RMS value of acceleration associated with this

spectrum is a conservative 0. 63g.

7.5 ERROR SOURCE MAGNITUDES

This subsection is concerned with the error magnitudes resulting

from angular transients and from linear and angular vibrations.

7.5.1 Angular Transients

The forcing function implied by Eqgs (37) or {63) is that of a constant
angular acceleration actiné about the gyro output axis of either the SAP
or PIGA during a finite time interval. Such a sustained condition does
not exist in the expected environment (see Figure 7-5). However,
properly interpreted in terms of the applicable environment, this error
source can be shown to result in a form of SAP or PIGA error. Such an
alternate form is developed next.

In the derivation of Eqs (37) and (63), the error was defined in terms
of a SAP drift rate for consistency with the forms of all the other error
terms considered. However, the significance of this error may be more

readily appreciated if expressed as a platform angle error by simple

* Coupling referred to here is drift rectification. Such coupling has been
shown to be a function of the angular and linear vibrations.



integration of Eq (37). This integration is performed for the case of

= 0 to single out the effect:

“x
de I .
€2 R © (652)
r

o)X=0

I
a8 = = g (65b)
pod

One point at which this error could be induced is during staging. At such
time the largest vehicle angular velocity transients occur. The maximum
instantaneous SAP angular error A8_ would be proportional to the maxi-
mum instantaneous angular rate and would correspondingly reduce to
zero as the angular rate transients subside. For the maximum value of
angular rate shown in Figure 7-5 (10 deg/sec), the SAP angular hang-off
would be 18 arc sec. This is obtained from the following numerical

values:
2
IY = 1210 gr-cm
H - 2.5% 106 gr-cmzlsec
T
w, = 10 deg/ sec

Since the average value of (;)2 is zero over any significant portion of the
trajectory, this error term (as given by Eq 65b ) will not result in

SAP drift rates having some average value over the boost flight profAile.A
Furthermore, since the average value of r:oz is also zero or small for
the reference trajectory, the average error over the flight profile'in

SAP angle gp (as given by Eq 65 ) will approach zero. Assuming an
average missile pitch rate of -0.25 deg/sec during powered flight, the
resulting SAP error would be 0.4 arc sec, which is certainly a negligible

value., Thus, this error term is negligible.

The same discussion holds true for the PIGA error of Eq (63). In
addition, the rotational mode of the PIGA will tend to reduce this effect
to an even smaller value. On this basis, the PIGA error source A A, is

neglected.
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7.5.2 Sinusoidal Errors

The SAP error magnitudes of £, to g (Eqs 46, 47, 48, 54a, 55, 59)
are numevrically calculated below. These error equations are presented
as a function of oscillatory amplitudes of vehicle angular rate components
and error torques. The angular rate amplitudes have been specified in
Paragraph 7.4.1 (1.0 deg/sec). The error torque amplitudes considered
here are due to the mass unbalance of the SAP gyro about the output and

input axes.
The error torque about the output axis of the SAP gyro is calcu-
lated from the MSFC determined coefficients of spin-axis mass-unbalance

Mubs'
environment of Subsection 7.4 is

The error torque for use in Eqs (47) and (55) associated with the

' = = -
L = lMubs' x H_x Ng = 0.51 gr-cm (66)
where
IM = 0.040 deg/br
ubs g
"N = 1 (number of g units acting)

The second error torque contributed by vibration (for use in Eqs 48
and 56) involves combined platform and float mass unbalance effects.
As vibrational acceleration acts perpendicular to the input axis, any
off-axis c.g. location will induce error torgues. Error source 55
indicates a high sensitivity to the magnitude-of this error torque. There-
fore, a close tolerance of dynamic balance is recommended for the

SAP about their input axes. It is assumed for purposes of this report
that the balance will be maintained less than 5 gr-cm/g. * Based on this
unbalance and the vibrational environment (Ng=1)the input axis error
torque is

LPe' =5 Big'_‘in_ x Ng =5gr-cm (67)

—
While some degree of precision balancing is required to meet this
magnitude, it is well within the state-of-the-art.
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Each of the calculations of drift rates involves a series of steps. Rather
than presenting all calculations, one term, £ is selected to demonstrate
the procedure.to calculate these rectified drift rates (see Eq 46). How-
ever, the results of the calculations of each term are presented as a
normalized graph for each term. Each term is numerically developed

as a function of the steady-state frequency of vehicle angular velocity.

An essential step in the calculation of the drift rates is the

" determination of the SAP closed-loop stability. The error equations
(Subsection 7.2) are based on use of the final value theorem which re-
quires the poles of the SAP closed-loop servo system to be in the left-
half plane of a root-locus plot. The open-loop parameters of the SAP
were furnished to TRW by MSFC along with estimates of the closed- .
loop parameters. The open-loop parameters include the poles and
zeros of the platform servo control amplifier and torquer motor. The
closed-loop poles were verified at TRW by means of a digital computer™

root-locus program.

By use of these poles the closed-loop amplitude and phase char-
acteristics of the transfer functions ( wi(jw), etc.) in Eqs (46), {47), (48),
(54a), (55), and (59) may be readily detérmined. Drift rates normalized to
the product of the forcing function amplitudes are then calculated for a worst-

case condition. Such a condition will occur when these forcing functions are

in phase (i.e., q,i =0, i=1, 2, 3, 4). SAP drift rates can then be

computed from these curves and the associated environments.
The five-step procedure to obtain the 2 drift rate is

(1) Presentation of open-loop gyro, amplifier, and torquer
parameters

(2) Determination of closed-loop. poles

(3) Calculation of Bode diagram of O—f— (joo)
2

(4) Calculation of ¢ 3/9 293 V8 frequency

(5) Computation of ¢, for angular rate environment.
P 3 g
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(1) Open-Loop Parameters

A line diagram of the SAP control system from gyro through to the
input axis torque motor is shown in Figure 7-6. The third order function
representing the platform mounted gyro corresponds directly to the open-

loop portion of the characteristic equation in Eq (34). This relationship is

Kg 1/Hr

2 = I Iy > (68)
S(—-——Z- + 1> S - ST+ 1

“n H,

The natural frequency of the SAP-mounted AB-5 gyro has been determined
by MSFC to be ©_ = 400 rad/sec. The SAP gain K, is2.25x 1072 g_:%?rﬁ'
The output axis of this gyro has a gas-bearing suspension and therefore

has an effective damping ratio of zero.

The remaining gains and functions of Figure 7-6 are lumped to-
gether to represent the platform control (F(s). This group begins at the
gyro pickoff and ends at the platform torque motor, i.e.,

2
(§-+1><§_z +%g—as+1> .
F(s) = KF i 2 2 (69)

z

s s 28y s

2 31 4+ 220 g {2 + 1
(‘11 ><q22 a2 >(q3 )

“Because of this type of suspension, a second natural frequency occurs at
2850 rad/sec. TRW was informed by MSFC of this second frequency sub-
sequent to completion of this analysis so it does not appear in the closed-
loop configuration. Preliminary analysis indicates that no significant dif-
ferences occur between’the root-loci of these two loop configurations.
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Figure 7-6. Line Diagram of SAP Control System

(Note that a zero of the amplifier and the pole of the torque motor

cancel each other.)

The numerical values of the F(s) parameters are:

Kp = 3.92x 10°

ry = 50 rad/sec

r, = 224 rad/sec, Ka = 0.45
a; = {1 rad/sec

a = 1800 rad/sec, Z;b = 0.84
q3 = 6000 rad/sec.

The product of Egs (68) and (69) provide the open-loop transfer function

from which the closed-loop poles may be determined.




" (2) Closed-Loop Poles

The closed-loop poles were calculated by means of a digital
computer program. Figure 7-7 is a reproductionr of the program print-
out sheet. The printout data includes the input data and the resulting
nominal closed-loop poles. Note that complex poles and zeros are

given in terms of their real and imaginary parts rather than in the form
used in Eq (69).

Figure 7-8 presents traces of the root locus for gain changes of
30 db above nominal to 24 db below nominal. Inspection of these traces

shows that adequate stability occurs at the nominal gain poles.

Converting the progra:mmed poles back to frequency/damping ratio
form, the closed-loop equivalent of Figure 7-6 is

2
1s,—+1 % + %55 S+t
i r, 2
s® ZZC s+1 §—+1 s* +2§ds+1 S i1\ (541
p_z Py p? _7 P3 Py P5

(70}

Gc.z. (s) =

or numerically,
P1 = 82 rad/sec, Zc = 0.87
‘PZ = 654 rad/sec
Py = 738 rad/sec, §d =0.24
Py = 1933 rad/sec

Py = 5913 rad/sec.

(3) Bode Diagram of —&(jw)
“2

It can be readily determined that the relationship between the w—e-(S)
transfer functions in Eq (42) of Subsection 7-2 and Eq (70) of this
section is as follows:

L£(s) = /s = G, {s) JXIVSZ+1 By
-5, = F/H T Mo 81X =22 Rl
1+ r' T
Ly 2 (71)
s L 5%+t
HI‘
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Bode diagram techniques can be employed to readily evaluate the fre-
quency response of Eq (49), i.e., w—e- (jw). The amplitude curve is
shown in Figure 7-9 and the phase inZFigure 7-10. From these

characteristics a normalized form of error term 53 may be calculated.
€

3 .
()
9293
In review of the basic form of € in Eq (46), two phase angles are

(4) Calculation of

involved. Inspection of the Bode diagrams in Step (3) reveals that the

peak value of Imi I occurs approximately at the same frequency as the

: 2
zero phase of-

A
©
Thérefore, vehicle angular rate components w, and w3 will be considered

—. °If b, were also at a zero value, then cos

®
.¢1) would ec_[u.all2 1.0 and a worst-case condition would be established.

as effectively acting in phase such that LlJi = 0. Drift rate €, can then
be normalized to the remaining two independent variables @ and 93'.

In this manner the indicated nonlinear product %'d)i-
2

cos / wﬁ- can be
calculated. 2
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This computation is performed in Table 7-V and the resulting

curve shown in Figulé'e 7-11, Particular emphasis should be placed on

the peak value of S 3 . This magnitude is 2.92 x 1073 13_7__deegg/1;1'ec)z

a2 Q3
and occurs at 16 cps. The units of the graph have been converted so

that vehicle rate amplitudes 2 and 93 may be expressed in conven-

tional deg/sec units.

(5) Computation of €3

The drift error is calculated by multiplying the normalized drift
error curve in Figure 7-11 by the rate environment amplitudes of Sub-
section 7.4 (i.e., 1 deg/sec). Comparison of the peak characteristics
of Figure 7-11 and the flat environmental spectrum reveals that the
ma}dmum SAP 53 drift error would occur if the vehicle were to be

excited by angular oscillations of approximately {6 cps. This error is

€, = 2.93x 103 é_gg_&r_z x (1.0 deg/sec)2 = 0. 0029 deg/hr
max (deg/sec) (72)

Drift rate errors of this magnitude would have negligible effects on SAP
performance. This statement is made with regard to the present fixed
drift rate. In fact, not until angular oscillations reach amplitudes -

of approximately 3 deg/sec should any concern be associated with

this error source. Under these conditions,

€3 *=2.93x 107 x (3.0)% = 0.026 deg/hr. (722)
max

For use in the error model the maximum value of 0. 0029 deg/hr is
selected for the value of €g- Tbis worst-case philosophy is applied to
the other six error sources. The normalized drift rate curves of errors
€4 through €g are shown in Figures 7-12 through 7-16. Drift rate 9
is independent of frequency and accordingly has no curve associated with
it. Table 7-VI presents the peak values of each no‘rmalized error source
below the upper environment frequency of 40 cps and the maxirntﬁn drift
rates corresponding to these peak values. The forcing function amplitudes

are repeated for convenience.

7
E3

T
€3 ax in Eq (72a) is not applicable to this study. It is presented only
to @éfionstrate environmental regions of potential concern.
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Table 7-V. 53/&'223‘23 Calculations
I |-9—x K* 9 x K 116! o °3
- w olplfle, © Tot 1 3600 —I—' —= Q.a,
2 bljjwa bl 2w =0 2 @, cos & 23
d °1b (57.3) 4 /h Wy 3 /h
::c db Numerical ) ___e_g_r_z_ deg er
{deg/sec) (deg/sec)
0.1 0 1.0 1.26x10°% | 0.63x 107 +7 0.993 0.63x 107%
0.5 1.0 1.12 0.71 % +26 0.900 0.64 x
1.0 3.0 1.41 0.89 x +45 0.707 0.63x
1.5 5.0 1.8 1. 14 x +53 0. 602 0.69 x
2.0 7.0 2.24 1.41 % +62 0.469 0.66 x
3.0 10.0 3,20 2.01x +68 0.375 0.75 x
5.0 14,0 5.0 3.15 x +73 0.292 0.92 x
7.0 17.0 7.1 4.48 x +75 0.259 1.16 x
10 20,0 10..0 6.3 x +74 0.285 1.79 x
15 24.0 15. 85 10 * +71 0. 326 3.26 %
20 26.0 20.0 12.6 x + 66 0.407 5.13 x
30 29.0 28.1 17.7 x +53 0. 602 10, 66 x
36 30.5 33.6 21,1 x +45 0. 707 14.92 x
50 32,0 40.5 25.5 x +33 0. 839 21,39 x
70 33.0 45.1 28.4 x +3 0.999 28.27x
100 34.0 50.2 31.6 x -22 0.927 29,29 x
150 32.0 39.6 25.0 x -60 0.500 12.50 x
200 30.0 31,8 20.0 x -80 0.174 3.48 x
300 21.0 T11.1 7.0 x ~100 -0.174 -1.22 %
400 - 0 0 117 -0, 454 0
400 -® 0 0 63 0. 454 0
500 19.0 9.0 5.7 x 50 0, 643 3.79x
600 26.0 20.3 12.8 x 42 0. 743 9.51x
700 30,0 31,8 20,1 x -4 0.998 20,26 %
850 |- 3t.5 36.5 23.0 x -53 0. 602 13.85 x
1000 28.0 25.2 4 }16.0 x ¥ _, -76 0.242 3.87x 4
1500 22,0 12,6 1.26 x 10 8.0 x 10 -100 -0.174 1.53x 10°

Koib

is defined as the Bode gain of the open-loop function.
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Table 7-VI. Drift Rectification Error Magnitudes (Sinusoidal)
Forcing . Error
Function Figure or Magnitude
Error Product " Normalized Drift Rate Equation (deg/hr)
o 90, 2.93x10"> ‘dL/hrz Fig. 7-11 0. 0029
(deg/sec) and Eq (72)
’ -4 deg/hr : -5
1
€y Le 523 1. 58x10 gr—<m)(deg/sec) Fig. 7-12 8. 05x10
-3 deg/hr s
1
€5 Lpe 93 3.98x10 {gr-cm)(deg/5e0) Fig, 7-13 0. 020
c Q.9 3. 30x10"% _deglhr . Fig. 7-14  3.30x10™%
6 273 2
(deg/sec)
-4 deg/hr . -4
1
€ Le 93 4,00x10 Gr—cm)(deg/5ec) Fig. 7-15 2.04x10
-6 deg/hr . -5
1
€g Lpe 93 8.29x10 Gr-cm)(deg/5e<) Fig, 7-16 4, 14x10
¢ 2,0 1, 5251072 {deg/br) Eq (59)  0.0152
9 3 2
(deg/sec)
Note: £, =8, =R, = 1.0 deg/sec

X 2 3

Lel = 0.51 gr-cm
Lpe] = 5,0 gr-cm

Maximum frequency of data is 40 cps




Further inspection of Figures 7-11 through 7-16 reveals that these
normalized curves achieve additional peak values above the 40 cps fre-
quency cutoff of environment. In fact for errors Egr Eqo €gs the peak .
values occur around 100 cps and are considerably higher than the maxi-
mum value below 40 cps. For purposes of evaluating these higher
frequency effects, the vibration environment is assumed to be "extended"
to include these higher peaks. The extended environmental effects are
t.abulated in Table 7-VIL. Only error e has any significance as an error
source (0. 013 deg/hr). However, even this value will cause a small

change to the constant drift term when combined by finding the RSS.

Table 7-VIL. Drift Rectification Error Magnitudes (Sinusoidal)
for Extended Environment

Error
X Frequency Magnitude
Error Normalized Drift Rate (peak) (cps) (deg/hr)
c 2. 06x10~3 —deg/hr _* 110 0. 0021

(deg/s ec)2

-2 de /hr 0. 013
€ 1.30x10 _—_L—f—(gr-cm)(deg ) 125
-4 deg/hr -4
5 2.91x10
€ 5.70x10 —J_ﬁ_(gr-cm)(deg se0) 9 . x
-5 o—deg/br [hx 110 4,85x10"
8 9. 70x10 (gr-cm)(deg/sec) e

4

*Note in Figure 7-11 that the indicated peak value at 110 cps is a
secondary peak to that occurring at 16 cps.
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7.5.3 Random Errors

The same error terms that were evaluated in Paragraph 7. 5.2 for
" sinusoidal inputs are investigated in this section for random environmental
conditions. An equivalent sinusoidal form of the random inputs is established.
By means of this form the resulting drift rate errors can be computed by a
procedure similar to that just used. Here agajin the result of each computa-

tion is presented, but only one term is selected to serve as a demcnstration.

Consider an element of power, @(mo)Awo, of the random input defined by
‘the spectral density function @(mo). As Awo;a.pproaches zero, the s;gnal repre-
sented by this element of power may be approximated by a single frequency
sinusoid with amplitude Yo K the power in this single frequency signal is

equated to the power in the element of the random signal,

.

voz .
- = & (wO)AmO (73)
or
v, = Vel )de, ~ (73a)

If this equivalent sinusoid is assumed to act at 45 deg to both the
SAPR-gyro output axis and spin axis, then the amplitudes of the components

of rate along the gyro output axis (92) and gyro spin axis (93) are

Q, =9 =—% = '\'/EIS-(QO)dwo (74)

2

The error. source €5 is again selected to serve as a demonstration. The

contribution to €, resulting from the above element of power (or its single

3
frequency equivalent signal) is



€ €
|3 _ 3
Aey = lga @ | By = | THriw)| Bleghe, (75)
i 273 273 i
‘3
where oo (wo) is the error coefficient obtained previously. The
3

total value of the error €, can be obtained by summing all elements @(w)Ami

contained in the bandwidth defined by @(wo). This may be expressed by the

integral
[eS) €3
€ 3 = f W (mo) [} (wo)dwo (753.)
o 273
Since ®(w) is assumed to be constant from @, = 0 to W, = w0 and zero for
®, to w: , the above integral can be rewritten as max -
max
o - €3
€3 = @(wo)f M 00 (0) | dw, (75b)
o

The indicated integration of Eq (75b) is by inspection of the area

under the curve of Figure 7-11., This area is numerically integrated to
be 4.30 x 1072 _de_g/_hg_z (cps).
(deg/sec)

The product of this area and the constant angular rate spectral density of

2
0. 0005 (i%c/.;:C—) is 2.15 x 10”2 deg/hr.

The random drift errors are tabulated in Table 7-VIII. This table
vincludes the numerically integrated area-under-the curve values up to

40 cps of Figures 7-11 through 7-16 plus forcing function products. The

" values of random induced error torques for terms €4 g € EgaTe the

torque per unit g values calculated previously.



The extended environment introduced earlier is again applied to the

random case. This environment extends the vibrational frequency to

include the higher magnitudes that appear in the spectra of Figures 7-11

through 7-16. These calculations are shown in Table 7-IX.

It is noteworthy

that these overall random errors are essentially noncontributory to the

error model.

Table 7-VIII. Drift Rectification Error Magnitudes (Random)

Forcing Function

Error Product Area-Under-Curve
- -2 __deg/h
€3 ‘Véz‘\, (I’S = q’T 4, 30x10 ——eu-z (cps)
(deg/sec)
-3 deg/hr
o VR 2. 92x10 ToNaegTeedy (ope)
-2 deg/hr
L] jﬁ}pe‘\/ (1’3 ok 6. 99%x10 Zr—cm){deg 550 {cps}

< VEVE =2 7.13x1073 _dggﬁx_r_z (cps)

(deg/sec)
-2 deg/hr
-\( V s
€7 q’e ¢3 1. 14x10 gr-cm)(deg/sec (eps)

" -4 deg/hx
vV AV sk
€g Qpe ¢3 1.73x10 Er—em)(deg/5ee) (cps)

o Vi VE, 6. 08x10™t deashz  (eps)

(deg/sec)

- 0. 0005 {des/sec)”
cps

Note: & = <I)X = §>2 = d’s
& =0 =001 gz/cps
e pe

*
€y and ¢, computations must be multiplied by 0. 51 gr-cm/g

ka3
¢ and ¢ g computations must be multiplied by 5.0 grecm/g

8

Error
Figure or Magnitude

Equation (deg/hr)
Fig. 7-11,  2.15x107°

Eq (75b)

Fig. 7-12 3.2(>x10'6
Fig. 7-13  7.84x10"*
Fi 7 -6

ig. 7-14 3.75x10
. -4

Fig, 7-15 1,28x10
: -6

Fig. 7-16 1.94x10
-4

Eq (59 3. 04x10
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Table 7-IX. Drift Rectification Error Magnitudes (Random)
for Extended Environment

Error Area-Under-Curve Bandpass (cps) Magnitude
’ (deg/hr)
e, l.daxiont _deglhr o, 300 7.20x107°
(deg/sec .
-4  deg/hr ~6
€4 9.80x10 gr—cm){deg/sec (cps) 250 1.09x10

-2 " deg/hr -4
€5 1.91x10 @r-cm)(deg/56<) {cps) 250 2.24x10

13 9.35x1071 _Q?gﬂle_ (cps) 230 4.65x107%
(deg/sec)

-2 deg/hr -4
€y 1.75x10 Er-cm)(deg 53] (cps 250 1.96x10

5. 50%10™> deg/hr

5
€g (gr-cm)({deg/sec)

(cps)y 240 6.18x10"
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Ta.b'le of Symbols for Section 7

- Acceleration along the vehicle X axis

Measured value of AX
Acceleration measurement errors

Transfer function of platform servo

A unit of gravity
SAP closed-loop transfer function

Angular momentum vector; appropriate use of
an H vector is identified with each reference
system and each application

Magnitude of angular momentum component
pertaining to gyro spinning wheel along float
spin axis (z); equal to Izws

Angular momentum vector of float; includes
Hr component

Component magnitudes of H, along the float
axes (x,y,2); H_ includes float angular momentum’
along z and Hr

"Angular momentum vector of platform isolated

from float

Angular momentum vector of platform and float

together; vector sum of T—‘I‘i + Hp

Component magnitudes of ﬁpf along the platform

axes ,
(XP’ Yp ZP)

Mass moments of inertia of float (including wheel)
about float axes (IZ' is wheel inertia about IZ)

Mass moments of inertia of platform (not includ-
ing float) about platform axes

Mass moments of inertia of platform (including
float) about input axis; sum of I_ and Ix
X
§ervo gains; particular usage is denoted
in text.

7-60



Table of Symbols for Section 7 (Continued)

o)
]

Moment vector; equivalent to the total time
rate-or change of H

/£ ~ Moment vector acting on float; equal to total
time rate of change of H; ’

L - Component magnitude of —fg[{ along the output
axis (y); composed of possi fe error or control
torques

LE - Error torques acting about output axis (y); com-
posed of both external (L,') torques and internal
(nonlinear) torques

L' - Error torques acting on float about output axis
(y) such as fixed torque, mass unbalance effects,
and includes vibrational torques

L - Control torques acting on float about output axis
(y) such as earth rate compensation or inten-
tional mass unbalance for PIGA

1/ - Moment vector acting on platform (including
P float); equal to total time rate of change pr

L - Component magnitude of Tj/p along the input
) axis (xp); composed of possible error or con-
trol torques

L E - Error torques acting about input axis (xp); com-
P posed of both external (L. e’) torques a.ns internal
(nonlinear) torques P

L e' - Error torques acting on SAP about input axis
p (x,) such as friction, torquer errors, and in-
cludes vibrational torques

L - Control torques acting on SAP about input axis
(x,); such torques are due to closed~loop torque
motor control; Lpa. = F(s)8

1Mubsl - Error model coefficient representi.ng float
mass unbalance along gyro spin axis
- Number of gravity units
P - Pendulosity of PIGA
7-61



Table of Symbols for Section 7 (Continued)

Py

93

r,

1

s
Xp Yy 24
X, Y, Z

> s Z

For Yp* "p
X, Y, 2
2.8.2
» Yp’ %p
AA A
Xy y', 4

A A
Lo 145 1,
YO

8
)

P

o, ¢
m’ “pm
b0 by

Closed loop poles

Open loop poles

Open loop zeros

Laplace transform notation

Inertial reference coordinates
Vehicle fixed coordinates

Platform fixed coordinates

Float fixed coordinates

Unit vectors along platform fixed axes
Unit vectors along float fixed axes

Unit vectors along vehicle fixed axes

General amplitude of a random/sinosoid
equivalent (see Eq 73)

Drift rate errors; deviation of ép from e

Qutput axis angle; angle between float (x,y, z)
and platform {x_, y_, z_)

PP P

Input axis angle; angle between platform

(Xp’ Y., Zp) and vehicle (X, Y, Z)

Maximum amplitudes of vibrational forms of
6, and BP, respectively

Phase angles of 6 relative to w

3 and §_ rela-
tive to wss respectively p
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Table of Symbols of Section (Continued)

@(wo) ~ Power spectral density (particular usage is
denoted in text)

‘1‘1’ llJZ, 413, 4’4 - Phase angles of w, relative to w3, L' relative
to w3, L e' relative to w3, and wy relative to
Wy, Tesp ctively ’

@ - Angular velocity vector representing motion of
vehicle axes (X, Y, Z) relative to inertial axes
(Xp Y Z))

Wyrs Wy, Wy - Component magnitudes of @ along the vehicle

. axes (X, Y, Z)
©. - Angular velocity vector representing motion of
P platform axes (xP, Ypr 2 p) relative to inertial

axes (XI, YI’ ZI)

W Wy Wy - Component magnitudes of Ep along the plat-
form axes (x_,y_, z_)

PP P

To—f - Angular velocity vector representing motion of
float axes (x, y, z) relative to inertial axes
(Xp Yy Zp)

Wy @0 W, - Component magnitudes of Wy along the float

¥ axes (x, y, z)

W - Magnitude of gyro wheel spin rate

W, - Frequency of oscillation

QX’ ﬂz, 03 - Amplitudes of vibrational forms of wX, wz, w3,
respectively

l l - Amplitude value symbols

L - Phase angle symbols
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8. ENCODER STUDIES

This section is devoted to a TRW-conducted survey of shaft encoder
state-of-the-art. The survey was limited to the types of encoding systems
that could comply with angular accuracy and resolution requirements of

10 arc sec or better.

The survey itself involved a literature search (see references follow-
ing this section) and direct communication with manufacturers of encoding

hardware.

The encoding devices selected for in-depth examination are discussed
in Subsection 8. 1 according to their primary detection concepts. Brief
functional descriptions for eachclass of device are given, and a more detailed
treatment of the inductosyn (including circuit implementation5 and the
theodosyn systems is given because of their more promising features.
Subsection 2. 6 includes the findings of the tradeoff study that support the
view that the inductosyn or theodosyn system is suitable for use in this’

system.
8.1 DESCRIPTION OF ENCODERS AND SURVEY RESULTS

Digital shaft encoders produce digital output signals proportional

either to the absolute magnitude of the shaft displacement or an angular
increment thereof. The flow of information from the whole angle digital
encoders is presented either in serial or parallel form. The outputs of
the serial or parallel systems are usually in the form of gray-coded binary
signals, The conversion to straight binary can be easily accomplished in

the digital computer or in peripheral circuitry.

The encoding devices may be categorized in terms of their principal

detection concepts, namely,

Optical

Variable reluctance
Variable capacitance
Magnetic

Variable inductance

Mechanical



8.1.1 Optical Concept

The simplest single-channel optical disc encoder consists of a
light source, glass disc, and masked photodetector., As the illuminated
disc rotates, the alternate opague and transparent radial bars near the
disc's periphery move past the detector, interrupting the light beam,

Additional wave shaping results in an incremental pulse output.

Another optical encoder employs two adjacent glass discs with
slightly different radial bar frequencies. The numbers of bars are N and
N+1, Four source-detector combinations are used to record the rotation

of the grading interference patterns.

An absolute disc encoder output is obtained with multiple tracks.

The tracks are normally coded in natural or gray binary.

8. 1.2 Variable Reluctance Concept

A typical variable reluctance encoder (Figure 8-1) consists of an
N segmented disc and two differentially wound E core pickoffs. The pick-
offs are mounted such that their outputs are in electrical quadrature. As
a tooth (a segment of the disc) passes the E core, the reluctance path
between the stationary E core poles and the rotating tooth will vary as the
subtended angle of the E core and the number of the disc's teeth enclosed
by that angle. Thus, equally spaced pulses will be generated as a function

of the rotating disc displacement and its number of teeth.

For example, if six teeth are enclosed by the subtended angle of the
E core, N equal pulses per disc revolution will be generated. If 12 teeth
are enclosed by the subtended angle of the E core, 2N pulses per revolu-
tion will result. Commercially, options are available up to 1212 pulses
per revolution (8N system). An interrogating carrier frequency greater
than the product of the desired number of pulses per revolution and the
maximum angular velocity of the disc is fed into the pickoffs. This opera-
tion produces as an output an AM carrier signal in quadrature with approxi-
mately sinusoidal envelope variations. (The modulating signal itself is
position dependent.) These signals are then amplified, demodulated, and
converted into square waves that are appropriately processed via digital

logic and are indicative of the angular position of the disc.



The direction sensing is accomplished by logically using the cosine
and the siné E core outputs. Referring to Figure 8-1, let A and B repre-
sent the cosine and sine outputs, respectively. Let A', A!, B', and B'
represent the differentiated transition from logical 0 to the logical 1 state
of the outputs A and B. Then during clockwise rotation of the disc the
output of the clockwise "OR" gate will be represented by logical 1
(A'.B+A'-B+B'. A +B'* A = 1), and the output of the counterclockwise
OR gate will be represented by logical 0 (A’ B+ ALB'-A+B5'. A = 0).
The reverse situation is applicable for counterclockwise rotation of the

disc (Figure 8-1 originally appeared in Reference 8. i.)

N cycles/Rotatian

o
14/ cycls

%= Eguin(Ng)

1 =S

H ] 1 1 o—
Logic Table ] i'ulgc""" b
i
- ]

NOTES: Subtended angle Logic Table Block Diogram

Mech, disc replacement

D O

nou

Figure 8-1. Incremental Reluctance Encoder Block Diagram (4N System)



8.1.3 Variable Capacitance Concept

) As é};own in 'Filgure 8-2, the éncoding transducer consists of a
grounded metal rotor and two insplatéd metal stators. The periphery
of the rotor has two rows of perfectly aligned teeth., Each statorval'so

has a similar array of teeth on its inner surface, surrounding a correspond

ing row of rotor teeth, (fFigure 8-2 origina]:ly appeared inReference 8. 2.}

DEGREE CODE DISC
DECIMAL SYSTEMS ONLY)

N,

Figure 8-2, Microgyn Configuration

A ‘c;'onstaint—speed motor spins the grounded metal rotor inside the
pair of stators. The stators are separated radially by a narrow air gap.
The reference stator is.fixed to the case of the encoding transducer,
‘while the ‘yariabls stator ‘is attached to the shaft whose angle is to be
measured. -As the rotor turhs inside the stators, the teeth produce a

high capacitancé betwéen rotor and stator when the teeth are, aligned

and a low capacitance when the teeth are misaligned. ', : -
A xircgl;:age'iappliedA across the rotor-stator air gap ca.ti‘s“e's:-e;..charging
current to flow in the variable capacitor formed by the rotéF and stator,
generating an ac sign'a*l_wit}'g:a frequency equal to the numbéxi/:séb of rotor
teeth that'paésé:s a given stat;ar reference point. The reference and the
variable sig’nalivéill;'"'be in plféée only when the two stators are exactlir’i’n
line., As t.h;v.ari‘aiale stator shaft is turned thrc;ugh one todth pitch, tl"1e
vé.ria.ble stator output (variable phase signal) will shift progressively

through 2w electrical radians with respect to the reference stator output

8-4



(reference phase signal). While the variable stator is turning, the
instantaneous frequency of its output will differ from the reference signal
by the product of the number of teeth and the velocity of the variable stator.
The change in the phase angle between these outputs is thus independent of

the variations in the rotor speed.

Implementation circuitry essentially identical to that described for

the inductosyn (Subsection 8. 2) may be utilized with this transducer.

8.1.4 Magnetic Concept

Magnetic encoders are available in two forms, incremental and
coded. The incremental encoder uses inductive coupling between two
sets of printed electrical conductors to generate a sinusoidal output
signal, Relatively complex accessory electronics are required to obtain

digital position information from the analog output,

The coded magnetic transducer, Figure 8-3, is similar in configu-
ration to the coded optical disc. Binary information is stored on the disc
in the form of magnetized areas arranged in circular tracks, one track
per bit. When they are interrogatéd, readout heads adjacent to the disc
indicate the presence of a local field. A binary output is obtained only

when the interrogation pulse is supplied.

8, 1.5 Induction Concept

The simple two-pole resolver as well as the multipole resolver
commercially known as inductosyn typify the electrical induction concept

in encoding transducers,

The inductosyn is a multipole, air-core resolver with windings
consisting of printed precision patterns on glass or metal support plates.
A 720-pole inductosyn exhibits 360 cycles of accurate, sinusoidal, electro-
magnetic coupiing between stator and rotor in one revolution. Output

accuracy is not affected by minor plate mounting errors.

For special applications, the support plates may be mounted directly
to the structure of a rotating mechanism. Weiglits quoted include only a

pair of aluminum support plates.

For a digital system, a digitizing electronics package is required.

Further discussion on the subject is given in Subsection 8. 2.



(This figure originally appeared in Reference 8, 3)

s MAGNETIC FLUX FIELD EMANATING FROM MAGNETIC
BIT IN CODE DISC
f—o an
INTERROGATE OUTPUT
WINDING WINDING
madl|
E T
1a 1 b { CODE DISC
| {
i i
1] 0] 1 o |1 EFFECTIVE BIT SPACING
1b N b
DETECTION LEVEL 6.0 v TYPICAL ENCODER OUTPUT
28 v =5% T L IPTP MIN
— 1.0 v PTP MAX
— I
lc DEMODULATED .OUTPUT
1d SQUARED GUTPUT
le — /.~\~__ /____\_ DIFFERENTIATED OUTPUT
14 OUTPUY PULSE TRAIN WITH
\ NEGATIVE -PULSES INVERTED

(Relationship between code disc pattern and output signal
at successive stages of signal processing)

Figure 8-3. Magnetic Transducer
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8.1.6 Mechanical Concept

The mechanical shaft angle encoder consists of a coded conducting
plate and pickup brushes. A parallel binary output is readily obtained since
the brushes are in constant contact with either the insulating or conducting

portions of the code plate.
8.2 INDUCTOSYN SYSTEM

8.2.1 Principle of Operation

The inductosyn transducer can be considered a multipole resolver
which depends on the inductive coupling between the stators and the rotor to
generate an output signal. The rotor and the stator windings are flat metallic
deposits bonded to flat annular rings. A typical inductosyn stator and rotor
are shown in Figure 8-4. The particular configuration chosen initially for
detail study was a 7 in. diameter unit with 720 poles, however, a 3 in. diam-

eter unit would more than satisfy the accuracy and resolution requirements.

(This figure originally appeared in Reference 8.4.)

73
=

!
\

b

INDUCTOSYN STATOR INDUCTOSYN ROTOR

e
')‘

Figure B-4, Inductosyn Transducer Discs
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The voltages induced in the stators are proportional tothe sine
and cosine of the mechanical angle of the transmitter-rotor. The rotor
output signal is transmitted via a rotary transformer used as a substitute
for a slip ring assembly. The output signal derived from the inductosyn
is the result of the averaging of the errors over the total number of poles;
thus, the effect of small errors in individual windings is minimized. For
this particular application, it was assumed that a 10 }u.':)== fixed carrier
signal would be fed to one stator while an accurate quadrature signal of
identical amplitude and frequency would be fed to the other stator winding.
The resulting signal output from the rotary transformer may be described

as

ER = EK sin(ut - NTG) = 30 x 10-3 sin(mt - Hzg), in v

where
E = 2.1 v (peak)
K= 1/70 at 10 ke

o= (211}(104} rad/ sec

b

720 poles

= rotor angle

A carrier frequency of 10 kc would take advantage of the optimum

voltage transformation ratio, K. As a matter of interest, K at 1 ke = 1/120.

8.2.2 Accuracy
According to Ferrand (Reference 8.4), the accuracy of the unit being

discussed is #3 arc sec. The error tolerance is not known.

The precision to which a mechanical position can be repeated on
successive trials is 0,6 arc sec.

The smallest movement that can be reproduced or measured for

normal bandwidths of operation (2 to 10 cps) is 0.15 arc sec. As a note

of interest, a 3-in, inductosyn having a nominal sensitivity of 0,25 arc sec,

¥ ; .
Subsequent studies have indicated that 10 kc is not required;
that 5 kc would, in fact, be adequate.
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when measured at a reduced bandwidth (1-sec time constant, single lag),
indicated a noise level equivalent to a rotation of 0,001 arc sec. This
manufacturer's data seems to be substantiated by TRW's inductosyn
experience, which indicates that electrical noise is not a major problem,
In fact, it was experimentally proved for a 3-in. inductosyn that the ¢
error for the instrument directly mounted onto a shaft was less than

3 arc sec.

In general, the errors introduced into the inductosyn system by the
associated circuitry, wiring, and undesired mechanical motions such as

shaft eccentricity and rotor coning, may be categorized as

e Once-per-revolution

® Fundamental

e Second harmonic, in phase

e Second harmonic, quadrature
® TFourth harmonic

The last four terms above are associated with the cycling frequency
of the particular inductosyn being used. Hence, for a 720-pole inductosyn,

the fundamental occurs once each mechanical degree.

8.2.2.1 Once-Per-Revolution Errors

Once-per-revolution errors are caused by mechanical misalignment,
specifically by mechanical misalignment in terms of eccentricity. For
instance, for a 720-pole, 7 in. in diameter inductosyn, an assumed eccentri-

. -4 . : .
city of 5x 10 in, will cause approximately 2 arc sec error.

8.2.2.2 Fundamental Errors

Fundamental errors may be related to extraneous coupling of
particular interconnecting cables. For instance, coupling either from
stator line to a rotor line or from the reference excitation to either stator

line can cause these errors.
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8.2.2.3 Second Harmonic Errors

Second harmonic errors of either type {in phase or quadrature) may
be introduced by either mechanical or electrical means. The mechanical
agency introducing the second harmonic errors is the coning of the rotor
due to bearing and housing tolerances. However, these errors are ‘small

even for a relatively large coning angle and thus may be neglected.

Unequal electrical gain of the stator circuit will introduce the
second harmonic error. A balance of 0.1 percent between the stator cir-
cuits will introduce an in-phase error of approximately 1/2 arc sec. The
quadrature type second harmonic error is usually introduced by the cross-

coupling of the stator circuits due to inadequate shielding.

8.2.2.4 Fourth Harmonic Errors

Fourth harmonic errors are normally traced to the nonlinear com-
ponents of the stator circuits, such as amplifiers or transformers not
capable of linearly transmitting the full range of stator signal amplitudes.

The manufacturer recommends a iinearity of 1 part/1000.

8,2.3 Inductosyn Readout

The following paragraphs give a method for implementing a precise
incremental angular encoder having a resolution of 3.5 arc sec. This
system utilizes a precision multipole inductosyn depending upon the inductive
coupling between the stator and the rotor to generate an output signal. The
rotor output signal is transmitted through a rotary transformer to the

electronics.

Table 8-I presents a preliminary size, weight, power, and parts
count estimate of the proposed system. Table 8-II presents a preliminary

reliability estimate of the incremental angle encoder system.

The proposed encoder is a binary incremented system capable of
an angular resolution of 3.5 arc sec and of storing the angular information
up to 360.-deg. The readout of the shaft position takes place within 1 cycle
of the excitation frequency. A readout rate up to 10,000 readings/sec is
available. The proposed system exploits the fact that the rotor signal
phase angle is directly related to the mechanical angular displacement.
The design is adequate provided the velocity of the rotor is less than
150 rad/sec. * For this case, under no condition will the angular readout

change by more than 1 digital count during 1 carrier cycle period.
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Table 8-1. Estimated Inductosyn System Characteristics

Physical
_ Components Features
o 2] 2 g
Circuits § '§ ol |8 E é @ B,
SRR glelzlg|2 (S 8| &
slalud 880|238 512853
o] g ®olS (9| cle|(el &g |22
A IR HHE KRS
Sl E|E0a|E| SO |=|A|6] 5|5 |a0E
Inductosyn
Drive 1 10 13| 4 |2 20| 2041 - ij1.8]40
Circuit
Logic Circuits - |4 |4 -] 10} 2 |- 1 -
Zero-Crossing 4 = _ 5.5
Detector N I D I B
07] 35
Incremental
Angle Sign - 14 |20 8 |- 181 2]-4- -
Detector
Totals 1 18 | 41 (12 {2 | 48} 24|41 1 i §2.5{75¢ 5.5
Table 8-II. Inductosyn Preliminary MTBF Calculations
=
-4 [ E
°
<15]2 slsl8ls]|53]s
Item ERR-N LN I - - - R
mlglwyg|g|Y]alalo]lg]s
|l d]lonlB njalall|a
Fle|ed]z|Tlofa|o]|]|n
oilplioiQ |l jOo (A |
Individual
Failure 76 |20 {150 |20 {30 {5 |5 | ? |30 (30
Rate 9
{bits/10” hr}
Quantity 1 (18] 41 J1212 (48124} 1 [ 1} 1
Total
Fail
Rote © 76 1360|6150 240! 60 240 (120 2 [30 (30
(Bits/ 107 nr)

Notes: MTBF = 109/7306 = 137,000 hr

*
Using HI-REL failure rates (does not include system

power supply).

HH . .
Does not include inductosyn.




The incremental angular encoder consists of a 720-pole inductosyn,
power drive circuitry, and logic control circuitry to obtain angular informa-
tion. The information is in the form of a logical { or 0, indicating a change
of angular position of 3.5 arc sec. -The block diagram of a proposed

system is presented in Figure 8-5.

A two-phase inductosyn is used to obtain the proper angle outputs,
which are fed to peripheral equipment. The two-phase power is obtained
in the following manner: A 10.24-mc oscillator is used as the system
clock. T};e output of the oscillator is buffered and fed into a seven-stage
counter that decreases the oscillation frequency by 128 or 27. The output
of this counter is fed into a seven-stage AND gate, the output of which is
a 40 kc pulse train. This pulse train is fed into a four-stage ring counter
and logic such that two square waves, precisely 90 deg out of phase, are
obtained, ‘These two square waves are filtered to produce sine waves.
(The filters consist of precision components mounted in close proximity
with each other to minimize the thermal effects on the pre(;i:se 90‘-deg phase
relation of the two sine waves.) These two sine waves are.power amplified
by i-w amplifiers and applied to the two'windings of the inductosyn.

Figure 8-6 shows the wave shapes at various points on Figure 8-5.

For precise distinguishing of the difference between the inductosyn
stator and rotor positions with respect to each other, a reference pulse
synchronized to the .stator drive voltage is used to set a control flip-flop,
FF-1. The voltage induced in the rotor winding is amplified and level-
detected to produce a discrete signal-during a rotor voltage null crossing.
This discrete signal resets the control flip-fiop, The output of this flip-
flop is a pulse whose width is proportional to the difference in mechanical
phase between the stator and the rotor of the precision inductosyn. Since
the function of the equipment is to detect relative change in the angular
position between the stator and the rotor, the output, Qi', of flip-flip 1,
is used to control the input gates to up-down counters. The relative dif-
ference is obtained by first enabling the up gate of reversible Counter No. 1
{U/D-1) and allowing 10. 24-mc pulses to be accumulated in the register.
The number of pulses contained in this register is proportional tothe
width of control pulse Q1 and is therefore proportional to the phase dif-

ference between the stator and the rotor. During the next sampling period
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Figure 8-6, Waveforms — Incremental Angle Encoder

(Q1 = 1) the high-frequency clock pulses are gated into the counted down
input of UD-1. The contents of this register then represent the change in

angular position which has occurred during the sampling interval (0. i msec).

If a continuous difference between successive samplings is to be
supplied, three reversible counters (UD-1, UD-2, and UD-3) and the

steering logic from a three-stage ring counter must be used. The descrip-

tion thus far is valid for a positive difference. If, however, the difference

is negative, the most significant bit (MSB) of the reversible counter will



be a logical.i. This information is used to complement the least significant
bit of the reversible counters. It should be noted at.this point that because
of the selection of the sampling rates, the differences that will occur between
any two sampling intervals will be £1 pulse or 0. Therefore, it is necessary
that only the léast significant bit of the reversible counters be sampled to
determine whether there has been a relative change in the angular position

of the rotor and the stator from the last sampling period. In the event that
the rotor and the stator pulses occur at the same time (at the input to flip-
flop 1) and also at the input of the coincidence circuit, logic is required to
disable the reversible counters since coincidence is equivalent to a full

register condition.

Even though the maximum number of pulses obtained during one
sampling interval may be 1024, no more than three stages are needed in
the reversible counters, because the reversible counters contain a dif-
ference of only two sampling periods, and the difference will never be
greater than 1. The other two stages in the counter are used for obtaining
the sign and for use in the control of the complementing logic. The output
of complementing logic consists of sign information and the incremental
change in the angular position between the rotor and the stator of the

inductosyn.
8.3 THEODOSYN SYSTEM
8.3.1 Description -

The heart of the theodosyn system is a 1/4 in. thick, 3 in. diameter
glass disc with an optical flat surface divided into 215 equally spaced clear
and opaque radial sectors. The light source, a low-power subminiature
lamp, is located under one side of the disc; the photocells are located
180 deg from the lamp. (See Figure 8-7.) The illuminated segment
comprises several hundred sectors of the disc pattern. This segment
is projected by the optical system to the cell side of the disc. When
the disc is rotating, the instantaneous translation of the pattern is in
one direction on the lamp side of i:he disc and in the opposite direction

on the cell side. Hence, the light is alternately transmitted and blocked



in the area where the image is superimposed on the actual pattern and

the relative displacement of the disc. Hence, the number of the lines _

on the disc is effectively doubled. The two 45 x 45 x 90 deg prisms and
the roof prism accomplish the folding of the optical path., The two
identical lenses between the roof prism and the 45 deg prisms facilitate
the alignment of the optical components. (Figure 8-7 originally appeared in

Reference 8.5.) -

__——ROOF PRISM

IMAGE
SEGMENT

FOLDING

PRISM \

LIGRT .

SOURCE PHOTOCELLS

DISC

Figure 8~7, Theodosyn Configuration -

The object plane corresponds to the front focal plane of the first
lens; the image plane corresponds to thé back focal plane of the second
lens. - The interference pattern by the counterrotation of the image and -
the object segments of the disc pattern is detected by photocells that
convert the transmitted light intensities to voltages. The‘outp'ut of each
photocell is a dec sign.a.l whose amplitude fluctuates at twice, the rate of .
the disc pattern passing across the principal diameter, The.theodosyn
channel comprises two back-to-back connected photocells offset by 1/2
interference-pattern cycle, or 180 electrical deg. "The output of the

photocells varies 'sinusoidally,



Two such channels, in qua.draturé with respect to the shaft angle
increment corresponding to one’electrical cycle, provide direction sensing
and the sine-cosine relationship required for phase-shift interpolation.
The relative pattern position completes two cycles, or 39.6 sec of shaft
rotation. Since these signals are 90 deg out of phase, their‘ zero crossings
are equally spaced and can be processed to provide directional information
while their sine-cosine relationship is used to generate the additional

phase-shifted waveforms required for increased resolution.

The output signal from theodosyn photocells are two quadrature-
phased, 2{' cycle revolution approximately sinusoidal waveforms whose
amplitude is 2 x 10-6 amp p-p when terminated witha shortcircuit. These
signals are amplified within the transducer to provide minimum ac signal
of 100 mv. Discrimination of the two null crossings/cycle of the signals
from each of the two quadrature channels provides angular resolution of
218 increments per shaft revolution at a minimum accuracy of £1 count
at all shaft positions.

8.3.2 Theodosyn Errors

8.3.2.1 Radial Runout

Because the theodosyn's ocutput is effectively the result of two
readings taken at both ends of the optical disc, the errors due to runout
may be disregarded. It appears that for such gross misalignment as

0,01 in. only a 0.04 arc sec error would result.
8.3.2.2 Axial Runout

Axial runout causes the object lens system to shift along the lens
axis. Hence, for unity magnification, the separation of the image and the
object surface is twice the magnitude of the axial motion of the disc. The
defocussing effect of this separation, however, is not significant, unless

it exceeds the depth of field of the lens.

8.3.2.3 Disc Ruling Accuracy

Errors associated with disc ruling are limited by specification to

+2 arc sec for 18-bit encoders.
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9. ELECTRICALLY REBALANCED OUTPUT AXIS SYSTEM

The study described earlier was oriented primarily toward the use
of a SAP technique to provide the basic angular reference data. This
section provides a discussion of certain aspects of an alternate technique
of electrically rebalancing the output axis of a single-degree-of-freedom
(SDF) rate integrating gyro. The first subsection is a tutorial discussion
of the principle underlying this technique. This discussion is followed by
an outline of pulse rebalancing techniques and a discussion of a typical

electronic hardware mechanization.
9.1 PULSE TORQUING, SDF, RATE INTEGRATING GYROS

Precision pulse torquing of inertial instruments offers certain advan-
tages that have led to their rather wide application to current guidance
system design. While the design details of the various systems are widely
different, there is much that all of these systems have in common. This
presentation “will develop a general description of the pulse torquing con-
cept and will then discuss the electrical error sources for two generic

categories.

The SDF rate integrating gyro is the only class of hardware involved
in this study, thereby eliminating nee.dless abstraction as the general
analysis is pursued. However, from the elecirical design point of view,
the analysis is applicable to other instruments that lend themselves to

precision pulse torquing.

A torque rebalanced, SDF g)‘rro can be represented as a torque sum-
ming member having a moment of inertia, J, and a damping coefficient, D,
about its output axis. Rotation about this axis, 0, is ca:used by gyro-
scopic and electrical rebalance torques applied about the axis. The genera-

- lized output axis differential equation may be written

7520 + Dso = applied torque (1)



If the applied torque consists of a pulse of amplitude o and duration T,

2 1-e"8T ~a1_g-s-r'
Jse‘“Dse‘“[—s_- 7|3 -Dp2
8 +§S

The rotation of the output axis gimbal due to this pulse can be

determined with the final value theorem:

Hm 6 =21 £ g™
tm Y=g um s 3,02
t— s—»0lL® T

=2 1m —Z———D—-—i"e;s‘r
Ts.0s +5s

Using L' Hospital's rule to circumvent the indeterhiindncy,

: -8T
lim @ »=% im | = =% (2)
t~—>»0c0 s——»0 | 2s +J—

That is, the final value gimbal displacement is equal to the product
of torque amplitude and the time of application, divided by the damping
coefficient. Response time may be gauged by the fact that the mechamcal

time constant of a typical gyfo is less thad 0.5 nisec,

The inertial angular rate input genefates a toz‘que about the output
axis by Acting through the arngular momentum of the gyro wheel:
inertial ihput torque = w(t)H
where ‘
w('t) = angular fate 1nput as a functlon

of time, and

H = ahgular momentum 6f the wheel

Applying superposition to the linear systein, w(t)H may be approximated
by the finite summation of a number of pulses of aniplitude wiH of width

so that; using Eq (2),



n o, Ht

BI(t) =2 1D

i=1

Allowing n —»co while T—»0 simulténeously',
T .
_H
o,(T) = 15-£ w(t) dt (3)

Eq (2) is now used to explain the generalized electrical pulse re-
balance system. A number N of torque pulses, each of which will produce
an angular displacement of G'—DT, are used to hold the output gimbal near
null (6'= 0, within the quantization limits) in opposition to the motion of

Eqg (3) that is,
. T . )
- H aT _
eI-eE-B{ wdt-N-E-_O

with GE being the gimbal displacement due to the electrical rebalance
pulses.‘

T )
J.H[ wdt=Nev . (4)
0 .

The pulse torque level a is related to the electrical current in the

torque generator by the relationship

o = KBI (5)

where K involves the structure of the torque generator, B is the mag-
netic flux density in the air gap, and I is the current through the torquer

winding.

These factors are functionally related and will be discussed later.



Now,

Hf wdt =

and

NKBIT, using Eqs (4) and (5)

= N4, for brevity, with A = KBIr (6)

(7)

Thus, N is a measure of the time integral of angula¥ Fate input,

which is simply the net input angle turned from an initidl #éfeFénce position.

A generic pulse rebalance loop is depicted in Figu¥e 9=1.

— Electrical
VA Cutrent
+D _Pulse
Sys j Génerator

[re]

NI~

Figure 9-1.

The Generic Puise Rebalaricé Loop

In actuality the electrical current pulde généfatoF will generate

negative and positive pulses to balance positivVe and hegative ifiput angular

rates. Thus

N=N" - N
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Typically the positive and negative pulses will have different areas
because of imperfectly controlled electrical current amplitudes and/or

pulse widths., Eq (6.) is rewritten to include these irregularities:
. _ T
N. (A+»A1)—N(A+A2)=Hf w dt
0

N=Nt-N ; -N =N-NT

+ + - T
N(A+A1)+NA-NA—NAZ=Hf w dt (8)
0

T
N+A1+NA-N'A =Hf wdt
2 0

T NTA - Na,
wdt ~ —mm——_—————

N =
0 A

»im

The first term is the ideal or desired measurement quantity of
Eq (7). The second term is an error term related to pulse area errors

and the specific pulse logic mechanization.

A number of pulse torqued mechanizations have been produced and
used (see Subsection 9.2). A symbolic representation of the essential
elements of the mechanization is presented in Figure 9-2. While other
techniques have been used for current reversal, the bridge switch is
typical and is usually constructed around switching transistors. Center-
tapped torque generator windings and reverse polarity current sources
have been used in this application also. In any event the problem is the
same: The inherent difficulty in maintaining the current pulses constant
and balanced plus to minus. The effects of these imperfections are
pointed up in Eq (8). If these effects are to be sepafa.f:ed into pure scale
factor and bias terms, the equation must be modified to describe more

specifically the mechanization.
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Figure 9-2. Constant Power Pulse Torque Representation

Recall Eq (7),

Nt N =

'édet

>

and bear in mind that for a constant power system
Nt + N =cCT

where C is the clock repetition rate and the reciprocal of T, the pulse

width. The error term in Eq (8) will now be computed in terms of the

nominal scale factor of Eq (7). The computational errors introduced as a

result of using the nominal scale factor will be of the second order.
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_Solving the above.two equations for tN+ and N,
Nt =1 C‘I‘+H/Imdt
2 A 5 -

o T
- 1 H
N =—2—<GT-K4 mdt>

Substituting into Eq (8)

T T
1 H 1 H
Z<GT+-K_([ wd§A1-2-<CT—K/O’ wdt>A2

T
L H

N—Ké wdt - —\ .
P Sl wadt—CTA1-A2 (s
= ZAT 'KO 2A ’

Comparison with the ideal relationship from Eg (8)
T
_H
N=Z { dt

'shows that for a continuously rebalanced mechanization, a change in pulse
area (the amplitude-time integral) results in clearly separable scale factor
and bias errors (see Subsection 9.2). This derived relationship agrees
with intuition. If the positive and negative pulse areas increase the sa.r;qe
amount (A1 = AZ), a scale factor change will result, but the bias term

will be zero. On the other hand, if the positive and negative pulses change

so that Ay = -4, the error will appear as a pure bias term.

An alternate type of logic involves torquing only when the gimbal

exceeds a certain deadband. This is often termed a "pulse-on-demand,"



(positive or negative) levels of the ‘cohtiﬁuously‘rebaianted appfoach. A
nominal zero rebalance torque level is added so that the system can call
up a positive, a negative, or no-rebalance pulse depending upon the state
of the gyro output axis. A small deadband is established around the gyro
output axis null so that no pulse is called for when the output state is
within this deadband. The continuous limit cycling of the binary system
_is eliminated. An extremely simplified symbolic representation of the
pulse on demand prototype is shown in Figure 9-3. Again, techniques
other than the bridge switch and the precision current source have been
used to generate the reversible polarity pulses. Magnetic core and capa-
citor storage discharge have been used, but the problem of maintaining
the constant and balanced current pulses remains, An additional problem
occurs in m‘ainta.ining the nominal zero rebalance torquing level sufficiently

close to zero.

Systems having transistor switches in the configuration shown are
most typical. Unbalanced transistor leakage current in the three-way
switch mechanization is the primary source of unwanted gyro torques
during the nominally zero torquing level periods. (A generalized equation

describing the pulse-on-demand mechanization will be derived.)

Note that in this mechanization, once the gyro gimbal is within its
null deadband and there are no input rates to the gyro, no pulses will be
called up or applied to the gyro except as required to rebalance extraneous
gimbal torques. ({An ideal drift-free gyro is considered in this electrical
analysis, so that the extraneous torques to be considered are due only to
electrical leakage currents:) In the derivation of Eq (4) only two terms
\;vere cqnsidered, displacements due to inertial rate inputs and rebalance
pulses. A third term is required for the pulse-on-demand mechanization
to represent the gyro gimbal displacement due to the unbalanced leakage

currents during the nominal zero pulse level.

The new equation is written:

-8 =—{ wdt-N%I-[CT-(N++N‘)]%I=o
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Figure 9-3. Pulse-on-Demand Pulse Torque Representation

where [CT - (N+ +'N")|is the number of pulse periods, ?time (T) and
with clock rate(C), where neither a positive pulse nor a negative pulse is
called up. % is the final value displacement for one period, T, with an
unbalanced current torque, B, -applied. The total finél value of the dis-
placement occurring because of the leakage current through the torquer
when it should bé flowing into the dummy load is represented by

.-

[CT—(N +N)]BT
Canceling -the D's, 1ntroduc1ng pulse amphtude variations as in the
derivation of Eg (8), substituting ot = A and Bt = 3, and solving for N,

the pulse-on-demand equation may be written

+ -
N—E/Iw&t-N 41N % cr-wt.nx ,
"x) 7.y y.y 3




By substituting the nominal scale factors for Nt and N°, thatis
T T . T ...
N R GFar v s B G a
A 0 ‘A:O .

into the equatiom, “the following equation is obtained: :

.. T..  AH
H /O + 2
K{ w? dt+—A | w dt

) T T
CH O+ H -
N“K.é‘ w dt+-K{‘(io dt - — vy
AH T AH
3 + 3 - R
A_/ @ dt - —— © 4t cxa
+ 0 R )
A ) SA T

= 1-——.—~_A'1-‘A3 HfTw;L dt + 1-—A2+A3 H - dt‘—CT’A\g
=|P-—=|% ran b -

Put in .other terms, the output count N will be equal to the algebnéic sum

of the integral of positive inpﬁt rate times its scale factor, thedintegral of
negative input rate times its scale factor, and a bias-term.- The scale
factor nolinearity, (discontinuity at zero) is caused by ~posif;i‘ve and negative
pulse unbalance; the bias term is caused by .unbalanced leakage currents
occurring during the nominal zero pulse state; apgl dc‘a\_/iations'of‘ the scale
factor slopé from its nominal value, H/A, are iﬁﬂuenced both by pulse

amplitude variations and the off-state leakage currents,
- r

It is instructive to write Eg (10) in another form. Since
. T - R st - ST K
Nt N =Ef o dt=2 iﬁk"w_' at =2 f ld) " dt
A0 A0 Ao,.0



Eq (10) may be rewritten as follows:

The first term is the ideal relationship, The other two terms represent
errors that are dependent upon circuitry parameters and mission profile.
It is significant that both error terms kinematically rectify alternating
input angular rates so that drift rate will be a critical function of vehicle
limit cycling. Thé secondterm, which results from pulse. unbalance,
will grow as the limit cycle «'s increase; the third term, which comes

about due to-the pulse off-state leakage will decfease as w increases.

Before elaborat1ng upon spec1f1c hardware errors, a few general com-
ments must be made rela.tlve to the somewhat idealized mathematical
models which have been generated. In Eq (6), which describes the general-
ized torque pulse,it is implicitly assumed that K (related to torque genera-
tor structure) and ‘B (magnetic flux density) are constants, Actually, K, B,
and I (torque generator current) are functionally related in a complicated
‘manner and, in fact, the pulse torqulng effort is primarily an attempt to

tie down variations in these coefficients that limit analog torquing methods.

A magnetic torque generator is nonlinear with curreat for two

reasons:
(1) Purely magnetic effects.

* (2) Heating effects which change the flux density directly
. . (magnetic, material sensitivity) and indirectly through
geometry cha.nges pr1mar11y those which affect the
air gap. :
In the des1gn of a high rate torque generator for a gyro, a tradeoff
1nvolv1ng torque 1eve1, power, welght and size is 1nv01ved but goes beg-
yond a s1mp1e electncal opt1m1za.t1on.4 Numerous system requirements

and gylo de51gn features must be considered for a thorough understanding
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of the situation. Among other things, a tradeoff between gyro mechanical

drift performance and maximum torquing rate must be undertaken.

Given usual conditions, gyro mechanical drift rate is inversely
proportional to the angular momentum of the gyro wheel. For high
performance it is desirable to make H as high as possible, consistent

with physical constraints. The general gyro torque rebalance equation
H w = rebalance torque

indicates that the torque level required to restrain the output.axis gimbal
near null is directly proportional'to H and to the maximum input angular
rate to be accommodated, Thus, if other system parametérs are held
constant, an increase in H to improve gyro drift rate performance re-
quires a similar increase in torquing capability. Unfortunately, because
of the increased mass of the gimbal about the output axis due to a larger
wheel motor and a larger torque generator, the theoretical 1:1 drift
performance improvement with inc'reased H is not achieved in practice,

so that gyro torque generator level requirements rise faster than any
corresponding improvement in performance, Attempts at optimal high-
level torquer design have led to awkward configurations and to large, heavy,
high-power consuming devices, typically with torque-versus -current
linearity no better than 0,05 percent. Unless an entirely new gyro and
torquer design concept can be produced, significant linearity improvements

are unlikely.

The purely magnetic part of the nonlinearity is reduced by operating
the torquer at 6nly two points on its torqué--versus-current curve, This
is, in fact, the essence of pulse torquing, However, due to rnagnei:ic
material saturation characteristics and fringing effects, the torque-versus-
current curve is a function of the applied frequency. " Similarly, the fre-
quéncy pomi)gnents in a pulse pattern will be a function of input rate, so
that in spite of constant current pulses, the torque leveis will change
somewhat as a function of input rate. Odd-order terms in the nonlj.nearity
will be reflected @s small scale factor nonlinearitics, Even-order non-
linearities will cause a2 more serjous problem of torque rec;cificatiqn, with
resultant gyro drift. These effects put constraints up.on ‘t};'e tox;éuer to be

used for pulse torquing,
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.The binary or constant power mechanization offers an orderly solution
to the heating problem. The torquing power is constant so that after
warm-up the thermal conditions in.the gyro'will be constant. The con-
stant power pulse-torqued system thus stabilizes the gyro parameter
variations with input rate, While the discussion here has been centered
about torque generator parameter variations, it should be noted that the
constant gyro temperature also minimizes variations in the temperatLire

and temperature gradient sensitive drift coefficients in the gyro.

The constant power system yields another advantage, of secondary
importance this time, The torquer winding is typically wound with cop-
per wire which has a resistance temperature coefficient of 0.4 percent/
deg C. Where the indicated precision current sources deviate from the
ideal, resistance changes in the torquer with temperature will be reflected
as scale factor changes. A constant power torquing system will eliminate
this effect on scale factor change with input rate, A variable power sys-
tem retains the pulse torquing advantage of reducing the torque versus
current nonlinearity due to direct magnetic effects, but it may suffer from
the effects of continual, self-generating temperature variations which are
a function of the angular rate input, These include magnetic material,

geometric, and torquer wire resistance effects which influence the gyro

scale factor and drift rate terms,

A conventional permanent magnet torquer typically will have a tem-
perature sensitivity of no better than 100 ppm/deg F; however, magnetic
shunting techniques may be applied to reduce this coefficient significantly.
This compensation is most desirable in any case, even in a constant power
system, to compensate for environmentally induced temperature changes.
While this technique works well in the steady state, some difficulty is
experienced in making the compensation track during input rate changes

accompanying thermal lags.

A method has been proposed to obtain the advantages of the constant
power mechanization (constant heat generation in the gyro) while the pulse-
on-demand mechanization is used. It has been suggested that the dummy
load required inthe ternary system {see Figure 9-3) be placed inthe gyro, but

that it be interwound noninductively with the torquer winding. This design
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can be justified only if it can be shown that the pulse-on-demand mechani-
zation will provide superior performance for the specified mission and.

that constant power.dissipation is required.

‘In suimmary, it can be said that

(1) Pulse torquing will reduce scale.factor nonlinearities
caused by direct magnetic effects.

(2); -A constant power torguing system inherently provides
an improved thermal environment for the gyro, leading
-to maximum stability of the gyro drift and scale factor
error terms,

(3) A basic variable power system will excite various gyro.
error terms either more or less, depending upon the
design and input rates.

The systerﬁ errors described up to this point are a function of the
mechanizétion sclieme, the instrument and circuit design, and the mis-,
sion input rates, Empirical evaluation of the resultant system is gener-
ally required. . .. P

In the preceding discussion, it is assumed that thé current pulses
to the gyro are rectangular, But because of the inductive nature -of the
torque generator, this assumption is'not strictly correct. At switching -
time, the current source cannot reverse the current instantaneédusly in
the torque generator. Switching circuitry must consider transistor break-
down problems related to the inductive flyback voltage generated. For
a feeﬂdback-regulated current source, the primary difficulty is that the
attempted current reversal will throw the regulator into.sa!:ura.ﬁion for
the major portion of the switching transient so that the transient. time
constant is determined by the static circuit parameters, i..e,, the torquer
inductance, résistance, and circuit series elements.. WJ}th the regulator
in sa:turation, the circuit is typically driven by the power supply-as a
voltage source. These factors argue strongly for a constant temperature
torquer and a hlghly regulated voltage source if the tran51ent occup1es a
significant portion of the pulse period, In any case, the trans1ent 1n any
pulse must be terminated es sent1a11y before the next sw1tch1ng t1rne

unless large-scale factor errors can be tolerated.
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If the pulse rise time constants differs from the fall time constant,
a scale-factor nonlinearity can arise. Under these conditions an isolated
pulse will have a different weight than one pulse butted against another
pL;l.se.. To prevent this condition, care must be taken to provide the same
charée ar;d discharge time cor;stants for the torquer. The continuously
rebalanced system comes closer to accomplishing this through inherent
characteristics, but the pulse;on-demand system demands that Vspecial

provisions be made for these constants.

Torquer tuning is sometimes used to shorten the transient, thereby
reducing the regulator recovery time and the junction energy dissipated
during transistor breakdown. This is accomplished to a first approxima-
tion by a series RC network across the torquer (Figure 9-4). The torquer
may be approximated ‘;)y a series inductor, L, and resistor, R. If the
torquer time constant, L/R, is made equal to the tuning time constant,
RC, and if the two resistors are made equal, the network will appear

purely réesistive at the torquer terminals,

===

LR =RC

Z]N=R+i0

\

Figure 9-4. Torque Generator Tuning

1 2 L
R + .wL}R + === LWRC - LCH1 4+ w05
me =,( Jw N JoC’ -Rrd © JwR

2
1 WRC - w"LC + 1+ .0RC
(R+ij)+(R+-j.—‘;-C—) j j
=R + j 0, since the numerator and denominator are equal when

= RC

e
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http:LC+1+.RC

Since the torque generator is nét truly a lumped pararneter ‘syéferh and

is not completely described by R + ij; the compérsation’is not perfect,
. althdtgh typically this simple compensation will rharkedly improve the
-torquer transient response. Réfined compens’atio’ﬁ networks yield furtﬁér

i'rnprove‘inent

The 1dea112ed sw1tches deplcted in Flgures 9-2 and 9-3 are only ap-
prox].mated in practlce, usually by trans1stors with thelr troublesome
shortcommgs of junction offset voltages, serles reslstance, a.bsence of
current 1sola.t10n between current drive and switch, parallel leakage
currents, and their reactlng to temperature and age. .As in tﬁe case.of
the gyro, the temperature changes are both env1ronmenta11y and self-
1nduced but an add1t10na1 complication arises in the bridge circuit. In
the constant torqulng power system, the total electronics power is in-
herently constant, but the duty cycle for the diagonal switches. in the .
bridge will che.nge as a function of input rate. This unbalanced duty
cyele will act to unbalance the temperature-sensitive parameters in the
bridge as a function of input rate.‘ In' the variable power system, heating

of the switching transistors will also be a function of input rate.

Because of the balanced bridge conﬁguratien,‘ symmetrical changes
are reproduced as pure scale factor changes. ‘That is, both positive
.and negative pulses are affected.similarly, while changes which unbalance
the bridge potentially introduce both scale factor and drift error terms,
depending upon the mechanization, the particular error source, and the
mission rate inputs. Eqgs (8), (9), and (10) reflect these errors in the

A guantities.

Typically, a gyro designed for high level (25 deg/sec) pulse torquing
will have a sensitivity of about 106deg/hr/amp. With the continuously
rebalanced system and an electronic drift rate uncertainty of 0.1 deg/hr,
it is necessary to keep the unbalance current below 0.1 pa. ~On the other
hand it is usua.lly de51red to maintaih the scale factor uncertainty under
0.01 percent or 100 ppm which 1mp11es a currént stability of better than
10 pa for a typical torquing current of 100 ma. Nominally then the cur-
rent unbalance requirements are about'100 times more stringent than the

requirements for current source stability.
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9.2 CATEGORIES OF PULSE TORQUING LOGIC

Figure 9-5 presents 2 method of categorizing pulse torquing

techniques.,

9.2.1 Synchronized Pulse Rate {Period Tg):Fixed Pulse

9.2.1.1 Two Charge State
The two charge state system is defined by the following equations:

Pilse off ’ci.rne/TS C

Pulse on 1:i.nr1e/Ts = 1-C

where C.is a constant, 0< C<i., When C = zero the system has two
current levels with the pulse time equal to TS,, When zero<C <1, the
system has three current levels. However, the charge or torque impulse
produced during each clock period is one of two states, These states are

positive maximum or negative maximum,

This system dissipates a constant energy per pulse in the sensor
torquer by applying torquing pulses to the torquer at a fixed rate, regard-
less of the sensor pickoff position, Three types of two charge state
.systems are discussed below. Their characteristics vary depending on
the relative frequency of the clock, fc’ and the dynamics of the sensor.
The dynamics of the sensor can be discussed in terms of fm’ the maximum
limit cycle frequency, which is defined as follows: Given a fixed energy
torquing pulse, fm is the maximum clock frequency for which a 1-1 mod-
ing of the system is possible, if closed loop operation for zero input con-

sists of alternating positive and negative pulses.

If fc is sul?stantially less than fm, the polarity of the a;npliﬁ.ed
pickoff signal from the inertial sensor controls the torque polarity of the
next pulse; however, the switching time is constrained to occur only at
the time of a clock pulse. Typically, in this case the clock period and
torque pulse width are identical. Since fc is muc}‘x less than fm, it is
possible with no input to force the gyro gimbal to move synchronously
with 1/2 fc. Under these conditions, the sensor would be operating in a

mode. Typical operating curves at zero input are shown in Figure 9-6.
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Figure 9-6. Synchronized Pulse Rate, Fixed Pulse W1d'ch Two Charge
State System (f > f )

If the sensor experienced an input, the mode would change accordingly.
For example, the mode may be 1-1 for a while then change to 1-2, and -
so on, In other words, the mode will vary as a function of inputs. In this
system, instantaneous inputs are not obtainable, and only integrated re-
sults are of any value, This'is the casé for practically all pulse torquing
systems due to their fundamental characteristic of storing. information in
the float angle, '

Now if fc is much greater than £ a torque pulse (the width of one
) torque pulse is usually a@justed to be equal:to the period. of fc) is not suf-
ficient to produce a phase reversal of the sensor pickoff signal prior to
the arrival of the next clock pulse, The result is that the ﬂ;)at motion
no longer moves at the same f_ but at soine’ other frequency dictated by
fiﬁ and the-inertial sensor's input. :In thiscase, .stable limit-cycles -

other than 1-1 canbe achieved and infactwillbe achieved. For example the
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limit cycle may be 10-10 in which 10 clock pulses occur each one-half
cycle of the float oscillating period, provided zero input is applied, (For
f >f , see Figure 9-7.)

c”'m

When the value of fc is close to that of fm’ the 1limit cycle cannot
be predicted unless some form of compensation is applied to stabilize the

limit cycle (e.g., to a 1-1 system).
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Figure 9-7. Synchronized Pulse Rate, Fixed Pulse Width, Two Charge
State System (fc > fm)

9.2.1.2 Three Charge State or Pulse-on-Demand

The three charge state or pulse-on-demand system uses three
torquer current states and has a deadband associated with the sensor

pickoff signal. leae three charge states are
{1} Full' scale positive
(2) Zero
3y EE'ull scale heéatiye.

When the pickoff signal is outside the deadband, a pulse of the appropriate
polarity is applied to the torquer coil.
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Typically, the pulse.energy is selected in design to be equivalent
to the information stored in the sensor (a A velocity or a A angle) when
the sensor pickoff is at the edge of the deadband. When the pickoff is
within the.deadband, no current is applied to the torquer. * The algebraic
sum of the pulses through the torquer as a function of time corresponds
to the change in angle rotation or velocity experienced by the inertial

sensor during that time period.

9.2.1.3 Four Charge States

The charge as a function of gimbal angle is illustrated by Figure 9-8.

The values of the torquing rates

e} Q,
<T—1- and T-Z—>
s s

depend on the system requirements,

. 4+,
fidf o
Q, 1 mT  ——_—
Q.
- S >
5 : 0 ' SENSOR PICKOFF
: ANGLE
-Q] .
—d, )

Figure 9-8. Four Charge State System

“If it is desired to have constanit power dissipated in the sensor torquer,
the torquing pulses might be switched through a noninductively wound
resistor in the torquer when the sensor pickoff is within the deadband,
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This system's advantage is that throughout the major portion of
the mission the torquing requirement will be less than the level cor-
responding to Ql; therefore, the torquer will be receiving a continuous
power input. However, a large level pulse is available for the maximum

vehicle rate to be considered during the mission,

9.2.1.4 Five Charge States

After cursory examinations, systems of five charge states or more
have no obvious merits. These systems would be extremely difficult to

mechanize.

9.2,1.5 Pulse Frequency Modulation

In pulse frequency modulation systems, the pulse width is fixed and
the pulse frequency is made proportional to some function of sensor pick-

off angle,

9.2.2 Synchronized Pulse Rate (Period Ts): Variable Pulse

9.2.2.1 Pulse Width Modulated Systems

Pulse width is modulated to within TS/N, where N is an

integer.

9.2.2.1.1 Two Current Levels. Many techniques are available, only

one of which will be discussed here. This system employs two clock
signals, fci’ and ch’ which are derived from the same source. A low
frequency clock, ch’ is used to switch the logic circuits so that a particu-
lar polarity of torque is applied regardless of the sensor float position.

A signal derived from the float position in conjuction with a high frequem;y
clock signal, fci’ is used to determine the precise time of the torque
reversal, which always occurs in synchronism with the fc,_1 pulse train.

By.this means a pulse modulation system is achieved (see Figure 9-9).
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Figure 9-9. Pulse Width Modulated, Two Current Level System

The relative widths of the torquing pulses may be measured by using the

logic circuits to gate the high frequency clock pulse, fci’ to a counter.

9.2.2.1.2 Three Current Levels. There is no obvious merit to systems

of two current levels or more.

9.2.2.2 Pulse Width Pulse Frequency Modulation

There are no obvious merits to pulse width pulse frequency modula-

tion systems.

9.2.3 Nonsynchronous Pulses

There appears to be little advantage to fixed pulse width, nonsynchro-
nous systems. The most desirable of the nonsynchronous approach appears
to be a nonfixed pulse width system wherein the total energy of each pulse
is accurately measured. (Of course, the concept of measuring the pulse
energy to improve accuracy is applicable to all the systems discussed so
far and, in fact, is often implicitly used.) Nonsynchronous systems, if

desired, could be subdivided into systems similar to synchronous systems.
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As an example, consider a two charge state, bang-bang, nonsynchronous
system. The torquing signal would have two states, full positive or full
negative. A negative signal from the sensor pickoff would tv;:lrn on the full
positive torquing current (this current would continue until the sensor
pickoff was generating a positive signal. Then. the torquing current would
be switched to negative until the sensor pickoff signal changed state.
Finally, a measurement of the a.ppliea pulse width and pulse area would

have, to be made.
9.3 PULSE TORQUING ELECTRONIC CIRCUITRY

In pulse torquing, an unbalance between the positive and negative
pulses delivered to the sensor torquer can cause an apparent sensor drift.
The magnitude of the drift depends upon the type of logic used and may also
be a function of the rate input. And since low drift rates are desired,
it may be necessary to take elaborate precautions in the design of the logic
and power switching circuitry and the constant current generator to mini-
mize asymmetry in the torquing pulses due to variation of circuit param-
eters. Also, any drift in this circuitry can cause the energy contained
in the torquing pulse to change, thereby introducing an error in the scale

factor (torquing weight per pulse).

The following discussion of a specific logic and power switching
circuit and constant current generator for a fixed pulse width, two charge

state, three current level system typifies the operation of such circuitry.

9.3.1 Logic and Power Switching Circuitry

The logic and power switches are shown in Figure 9-10. Transistors
Q1 through Q6 are the power switches. Q1 through Q4 determine the
direction of the current through the torquer coil, and Q5 and Q6 switch the
current through either the torquer coil or the dummy load in that order.
The remainder of the circuit consists of flip-flops and transistor drivers

and of pulse circuits for triggering the flip-flops.

The timing pulses are derived from the main counter chain to synchro-
nize the operation of the various switching transistors. As indicated, the
current through the torquer coil is turned off for an interval after each

pulse and is directed into the dummy load instead. Thus, the same set of
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Figure 9-10. Pulse Torquing Channel

flip-flops, driver transistors and switching transistors are used for both
the positive and negative torque pluses, thereby equalizing the effects of

turn on and turn off delay and other anomalies.

Consequently, as explained below, the turn on and turn off rise times
of the torquer pulses depend primarily on the turn on and turn off param-

eters of Q5, which is not polarity sensitive.

The sequence of operation with respect to the timing pulses is as
follows: Between times C3 and CO0, the applied torque pulse tends to move
the gimbal (or pendulum in the case of the accelerometer) so that the
demodulated signal out of the signal processing circuit changes polarity

before C0. At the time of CO, whatever polarity is registered in the polarity
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detector sets the state of the polarity ﬂip-ﬂop, F1, which stores this’
polarlty (regardless of the polanty affer €0) for determlmng the polarity
of the next torquer pulse It is essentlal that the polarlty ﬂ1p-ﬂop be set
before rather than after the end of the torque pulse in order to prevent the
torque pulse turn off transient feeding into the signal lines from interfering
with proper setting of the polarity ﬂii)éﬂ{)p. Approximately 4 psec after
the polarity flip-flop is tri‘ggereﬂ', ‘C1 triggers the master switch flip-flop,
F3 which turns off Q5 but does not tuih. off any of the bridge transistors

(Q1 through Q4)-, thus making the turn off time of either positive or negative
torque pulses dependent only on the turn off time of Q5. Approximately

4 psec after Cl turns off the torque pulse, C2 triggers the bridge flip-flops
to change their states if there has been a polarity reversal or to remain
unchanged if there has not been a polarity reversal. - Thus, the bridge
flip-flops are in their proper state and are driving basé current into the
selected plair of polarity switching transistors before the torquer current
is switched on. This does not make the turn on time of the torque pulses
completely independent of the turn on time of the bridge transistors, but

it does make it independent of base current turn on time. Approximately
30 psec after'C2, Cé triggers F3;, which' turns on the next torque pulse,

thus completing a cycle.

Obviously, the parameters which contribute to a difference between
the current time product of positivé and negative pulses is the variation
in the turn on voltages to the bases of Q1 through Q4 and the difference
between-the "turned on" collector current rise times of the positive and
negative polarity switching transistors. This rise time is ‘considerably
shorter than the normal transistof turn on time, since the emitter base
diode has been preset to the ON condition. Another accuracy considera-
tion for the switching bridge-is the saturation resistance of the various

transistors.

Therefore, it can be said that errors 'contributing to apparent g'y'ro
drift (unequal positive and negative pulses) are attributable-to differences
in the collector turn on and turn off time of the polarity switching transistors,
to bridge unbalance, and to variations in turn on voltage to the polarity
switching transistors. Likewise, nonideal conditions which contribute to

scale factor errors are those associated with the maintenance of a precise
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value of current in the polarity switches, master switch, and tofquer
plus those associated with variations in the turn on and turn off times of
the master switching transistor. Errors due to the inconstancy of the

current source are discussed below.

9. 3'. 2 Constant Current Generator

A block diagram of the constant current generator also is included
in the functional diagram of Figure 9-10. As shown, the circuit consists
of a precision reference voltage and a differential dc amplifier (current
supply amplifier). The precision reference circuit supplies a reference
signal to the differential amplifier, which compgre-s the voltage developed
across the torquer current sensing resistor with the reference voltage
and corrects the output voltage to make the'voltage across the sensing
resistor approach the reference %roltage. A detailed explanation is as

follows:

The current supply amplifier is a solid-state chopper stabilized
amplifier. The circuit consists of int'egra.teé circuit ac and ‘dc amplifiers
arranged with a semiconductor chopper in the standard chopper stabilized
amplifier configuration. The inputs to.the amplifier are the voltage refer-

ence and the voltage across the torquer current sensing resistor.

The precision reference circuit'shown in Figure 9-10 and in more
detail in Figure 9-11 consists of one circuit for: maintaining a constant .
current through a zener reference, diode, and another circuit for supply-
ing the precision reference voltage from a low output impedance source.
The constant current is maintained through the zener diode as follows: if

e, is initially negative, the zener diode is of such low resistance that e,

wiill be more negative than ess and will produce a positive voltage at the
amplifier output; as the output goes positive the static resistance of the
zener diode is greater than R, until the voltage across the zener diode
has reached its low dynamic resistance region, so that the voltage across
R2 will be less than that across the zener until the above zéener voltage is
reached. The zener voltage at which the static zener resistance is equal
to RZ can be made to be very stable by making it a voltage at which the
zener dynamic resistance is much smaller than RZ' At this'point, varia-

tions in ey will cause much greater variation in e, ‘than in the voltage

2
across the zener.
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Figure 9-11. Precision Reference Voltage Generator

The zener diode voltage feeds the voltage isolation amplifier, which

is a chopper dc amplifier having an emitter follower output with voltage

feedback. The circuits in the voltage reference are integrated circuits

and microminiature transistor circuits.



10. NEW CONCEPTS

During the period covered by the subject contract, no new concepts

were conceived or first reduced to practice.”
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