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PREFACE

In 1955,the team which hasbecometheMarshall SpaceFlight Center (MSFC)
beganto organize a researchprogram within its various laboratories andoffices.
The purpose of the program was two-fold: first, to supportexisting development
projects by research studies, andsecond, to prepare future developmentprojects
by advancingthe state-of-the-art of rockets and space flight. The effort during
the first year was modest and involved relatively few tasks. The communication
of results was, therefore, comparatively easy.

Today, more than ten years later, the two-fold purpose of MSFC's research
program remains unchanged,but the present yearly effort represents major
amounts of moneyand hundreds of tasks. The greater portion of the money goes
to industry anduniversities for research contracts. However, a substantial re-
search effort is conductedat the Marshall Center by all of the laboratories. The
communication of the results fromthis impressive researchprogramhas become
a serious problem byvirtue of its very voluminoustechnical and scientific content.

A plan was initiatedto give better visibilitytothe achievements of research

at Marshall in aform readily usable by specialists,systems engineers, and pro-

gram managers. This plan has taken the form of frequent Research Achieve-

ments Reviews, with each review covering selected fieldsof research. These

verbal reviews are documented in the Research Achievements Review Series.

This volume is a compilation of the first series of Research Achievements

Reviews which were held from February 25, 1965, through February 24, 1966.

To make this volume complete, a summary has been prepared of the unclassi-

fied portions of Research Achievements Review No. 4. This review, which

dealt with Chemical Propulsion, was not previously documented because of

its classified content.

The Research Achievements Reviews are now in a second series. Seven re-

views have already been held in this second series which, for reporting purposes,

will extend from March 1966 through February 1968. Each of the reviews is

being documented separately. When completed, the second series will also be

reprinted in a single volume.

William G. Johnson

Director, Experiments Office

°°.
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comprised of two classified papers titled "Solid

Propulsion Technology" (U) and "Liquid Propulsion

Technology" (U). The following are reports that

condense only the unclassified portions of the

presentations.



RADIATION PHYSICS
N67-30555

RESEARCH-

Russell D. Shelton

Presented at Research Achievements Review

February 25, 1965

SUMMARY

The progress and scope of the radiation research

program at MSFC is describedin this report. The ac-

quisition of radiation sources and radiation facilities

by the several laboratories is reviewed. The several

engineeringefforts concerned with the effect of radia-

tion on materials and components are discussed. In

the Propulsion and Vehicle Engineering Laboratory,

the emphasis is on the testing of materials under nu-

clear and space radiation environments. In the Astri-

onics Laboratory the interest is in the designand cal-

ibration of nuclear instruments for nuclear measure-

ments and in the effects of radiation on electronic com-

ponents. In the Research Projects Laboratory inter-

est centers about the transport of nuclear radiation

through shields; the penetration of charged particles

such as electrons, protons, and alphas in various ma-

terials; the interaction of charged particles and elec-

tromagnetic fields; and electromagnetic shielding.

Several engineering applications of radiation sources

are discussed. These include devices for leak detec-

tion, liquid level, stage separation, and measure-

ments.

References include the major MSFC research

contracts and publications in the field of radiation

physics. An appendix is also included listing current

MSFC contracts in the field with a brief statement of

the objectives of each contract.

Argus experiment

GLOSSARY

Explosion of nuclear device

above the earth's atmosphere

to test the feasibility of trap-

ping electrons by the geomag-

netic field.

Boltzmann transport

equation

Bremsstrahlung

Compton scattering

Coulomb field

Cross section

Curie

E

Elastic collision

The fundamental equation de-

scribing the conservation of

particles which are diffusing

in a scattering, absorbing, and

multiplying medium.

The process of producing elec-

tromagnetic radiation by the

deceleration that a fast c barged

particle, such as an electron,

undergoes whenit is deflected

by another charged particle,

such as a nucleus.

The elastic scattering of pho-

tons by electrons.

The electric field produced by

charged subatomic particles.

A measure of the probability
for collision reaction ex-

pressed in units of area.

A unit of radioactivity defined

as the quantity of any radio-

active nuclide in which the

number of disintegrations per

second is 3. 700 x i0 I°.

Denotes energy of a subatomic

particle or electromagnetic

radiation.

A collision of particles in

which the total kinetic energy

of the particles remains un-

changed.



Electrostaticshield

Faradaycup

Fastneutron

FM

Fluor

Flu.x

G

Hardproton

Inelasticcollision

Ionoptics

Ionization

Linac

Magnetic shield

MeV

A shield based upon the prin-

ciple of electrostatic repul-

sion of charged particles.

A device for collecting elec-

trons and integrating the

charge thus produced.

A neutron of relatively high

energy.

Abbreviation for frequency

modulation.

A device for producing light

from electron bombardment.

The number of particles which

traverse a unit area in a given

unit of time.

Acceleration of the force of

gravity.

A proton of relatively high en-

erg_ r.

A collision of particles in

which the total kinetic energy

of the system is reduced as a

result of the collision.

The study of the behavior of

ion beams under the influence

of electric and magnetic fields.

The process by which atoms

in gases gain or lose elec-

trons, usually through the

agency of an electric dis-

charge or the passage of ra-

diation through the gas.

Abbreviation for linear accel-

erator.

A shichl based upon the prin-

ciple of charged particle de-

flcctions by a strong magnetic

ficki.

Tile energy of a particle meas-

ured in millions of electron

volts (I Mcv = 1.602 x 10 -la

joule).

MHD

Monodirectional

beam

Monoenergetic

beam

Monte Carlo

Mossbauer effect

n, ff reaction

NERVA

Orion

0 utga s

PAM

Pair production

Abbreviation of magnetohy-

drodynamics, the study of

electromagnetic fields with

plasmas.

A beam of particles all trav-

eling in the same direction.

A beam of particles all having

the same energy.

A numerical method used to

obtain the solution of a group

of physical problems by means

of a series of statistical ex-

pcriments. The statistical ex-

periments are performed by

applying mathematical opera-

tions to random numbers.

The capability of a crystal lat-

tice to absorb the momentum

of a gamma emitted by one of

the crystal atoms so that the

gamma energy equals the en-

e rg_¢ between participating nu-

clear energy levels.

A nuclear reaction, in which

a neutron colliding with a nu-

cleus produces a new nucleus

and an alpha particle.

Abbreviation for Nuclear En-

gine for Rocket Vehicle Ap-

plication. A research and de-

velopmcnt program.

A nuclear propulsion system

which uses the "shock" from

small nuclear explosions to

propel a spacecraft.

The removal of impurities

from the surface of a metal

under the actionof a high vac-

uunl.

Abbreviation for Pulse Ampli-
tude Modulation,

The conversion of a photon

into an electron and a posi-

tron (antielcctron) when the

photon traverses a strong

electric field.



Pegasuspanels

Plasma

Pottingcompound

Quadrupole

(axial, magnetic)

R

Rad

Thin capacitor panels on the

Pegasus satellite which are

discharged when penetrated

by micrometeoroids.

A macroscopically neutral as-

sembly of ions, electrons, neu-

tral atoms, and molecules in

which the motion of the par-

ticles is dominated by electro-

magnetic interaction

Encapsulating material used

for environmental protection

of electronic components and

subsy ste ms.

A magnetic field source com-

posed of two coaxial, super-

imposed dipoles having op-

posed magnetic moments. A

dipole field is generated by a

closed current loop.

Roentgen- the quantity of

gamma or X-radiation that

produces an energy absorption

of 83 ergs per gram of dry air.

Unit of radiationof absorption.

One Rad is required to depos-

it 100 ergs per gram in any

material by any kind of radia-

tion.

T-peel strength

Thermionic diode

materials when cooled below

a critical temperature, when

the magnetic field and elec-

tric current are below critical

values.

Term used to denote resist-

ance to separation of lami-

nates of composite structures.

A vacuum tube consisting of

two electrodes in which one of

the electrodes is heated for

the purpose of causing elec-

tron or ion emission.

fl Ohm, unit of electrical re-

sistance.

I. INTRODUCTION

This report is concerned with electrons, protons,

alphas, neutrons, and photons, the mass and charge

characteristics of which are shown in Table I. Elec-

trons are found in the radiation belts surrounding the

earth and several other planets. In the case of the

earth, electrons arise naturally from electromagnetic

interactions and are injected heavily by high-altitude

weapons testing. Electrons are also present in space

as a relatively unimportant component of the cosmic

rays and are emitted from many radioisotopes as beta

rays.

Rest Mass

RIFT

Secondary particle

Soft proton

Super conducting

magnet

The mass of a particle meas-

ured in a frame of reference

in which the particle is at rest.

Abbreviation of Reactor in

Flight Test.

A particle produced by the in-

teraction of a primary parti-

cle with matter.

A proton of relatively low en-

ergy.

Anelectromagnet whose elec-

tric elements or wires are

made from superconducting

material. Superconductivity

is the property of zero re-

sistance possessed by some

TABLE I

PARTICLE RADIATIONS

Particle Rest Mass Charge

Electron 5. 4860x10 -4 + 1

Proton I. 007277 + i

Alpha 4. 00602 + 2

Neutron I. 008665 0

Photon 0 0

Unified atomic mass unit = i.6604 x 10-27

kilograms

,:-"Electronic charge unit = i. 6 x l0-19coulombs.



Protons are present in large numbers in the ra-

diation belts surrounding the earth and are the princi-

pal constituents of the cosmic rays and the energetic

radiation resulting from solar flares. Alphas, much

like protons, are important constituents of the radi-

ation belts and the cosmic rays and were observed

early in the emissions from radioisotopes. An alpha

particle is a helium nucleus. Neutrons, which arise

principally from fission reactions, decay with a life-

time of approximately 13 minutes into a proton, an

electron, and a neutrino. Because of this short life-

time, neutrons are not an important constituent in

space radiation. Energetic photons are sometimes

called gammas, X rays, or bremsstrahlung, depend-

ing on their origin. As a rule, energetic charged par-

ticles are naturally present in space, whereas un-

charged particles of interest in space shielding studies

arise from the application of nuclear fission or radio-

isotope power.

With respect to radiation effects, all these parti-

cles can produce ionization, and the heavier parti-

cles -- protons, neutrons, and alphas -- are effective

in displacing atoms from their proper locations in

crystals and compounds. It is also possible for both

the electron and the photon to produce atomic displace-

ments. This ionization and atomic displacement can

result in severe biological damage to living orga-

nisms -- from the simplest microscopic plant to man

himself -- and can result in substantial changes in the

properties of materials and components. Radiation

shielding is concerned with stopping radiation by the

interposition of matter and magnetic fields. Radiation

effects are concerned with the changes which radia-

tion causes in materials and components.

In several of our advanced propulsion concepts

(e. g., RIFT, Orion, and nuclear electric space ships)

propulsive power will be obtained from nuclear

fission. Because of the anticipated use on Saturn-

boosted experiments of some auxiliary power supplies

built around reactors and radioisotopes, there i s much

interest in neutrons and gammas from the shielding

and radiation effects point of view. The interest of

NASA in booster systems and spacecraft which have

prolonged lifetimes in the radiation belts and which

travel through cislunar and interplanetary space has,

in turn, stimulated interest in the electrons and pro-

tons captured in the radiation belts and associated with

the solar flares and cosmic radiation. This interest

is logically followed by an attention to methods of

shielding against these pal'ticles, and the effects such

particles have on materials and components. This in-

terest in radiation is not restricted to speculative proj-

ects of the distantfuture. Current space projects such

as Pegasus, Apollo, Gemini, and scientific payloads

for R&D Saturns are making considerable demands on

our knowledge of space radiation.

II. FACILITIES, PRESENT AND PLANNED

The disposition of radiation sources at MSFC is

shown in Table II. This table is based on data from

the MSFC Safety Office.

TABLE II

RADIATION ACTIVITY AT MSFC

AEC licenses

Radioactive sources

Kinds of radioisotopes

Electron beam welders

X-ray units

Electron microscopes

Electron probe

Van de Graaff accelerators

X-ray spectrograph

* i0 AEC civil defense licenses not included.

8,',,

31

12

5

20

2

1

1

1

Table III identifies most of the radioisotope users

and their particular interests and is based on infor-

mation furnished the AEC in their radioisotope li-

censes. Table IV lists some of the present, proposed,

and possible uses of radioisotopes at MSFC. The de-

velopment of instrumentation for radiation field house-

keeping measurements on flight items such as RIFT

and Pegasus require s a wide range of radiation sources

for test and calibration. The use of radioisotopes for

leak detection has already seen wide application at

MSFC. The Mossbauereffect is observedwithgamma-

emitting isotopes in cry stal form, and is very sensitive

to relative motion between the radiation source and the

radiation detector as well as to changes in gravitational

potential. The inverse square law can also be used to

advantage in indicating the position vector, the time

derivative of which is velocity. Since radioisotope

atoms decay randomly, the time intervals between

successive decays are random in nature and can be

used to generate random numbers.

The technique of radioisotope tracer chemistry

has resulted in tremendous advances in biolok2¢ and

agriculture. The use of radioisotopes for wear studies

on machinery and ablation studies on nose cones is al-

ready well known at MSFC.

]R



TABLE III

RADIOISOTOPE USERS AT MSFC

User

A. M. Payne, R-TEST-IDT

H. D. Burke, R-ASTR-IMT

B. Corder, R-QUAL-AVR

A. Hafner, R-ASTR-IMP

J. Dabbs, R-ASTR-NGD

R. Potter, R-RP-N

H. Hilker, R-QUAL

T. Knowling, R-P&VE-MEE

No. of

Sources

16

5

3

2

i

8

i

4

Purpose

Gas density measurements

Instrument calibration and research

Leak testing

Density measurements

Teaching

Electron density measurements

Leak testing

Instrument calibration

TABLE IV

USES OF RADIATION SOURCES

Design and calibration of radiation detectors

Leak detection

Velocity indication

Damage studies

Materials

Components

Radiation effects

Materials

Electronic components

Radiation research

Shielding

Activation

Random number generators

Tracer techniques

Wear, Ablation, Flow rates, Chemical

and Biological processes

Solid state

X-ray techniques

Proton shield evaluation

Gas density measurements

Saturn V test stand checkout

Inspection of components

Liquid level indicators

Disconnect signals

Radiation is generally damaging, but occasionally

beneficial. These aspects will be discussed in more

detail later. The fact that radiation is attenuated by

matter makes it greatly convenient for measuring the

presence or absence of matter, and it is widely used

for this purpose in medical X-ray service, shield e-

valuation, gas density measurement, weld inspection,

level indication, component inspection, etc. Radiation

can also be used for shielding, activation, and solid-

state research.

Almost every radioisotope source requires some

facility for safety and ease of application. However,

because of its versatility in producing all kinds of ra-

diation, the Van de Graaff accelerator at the Propul-

sion and Vehicle Engineering Laboratory is of unusual

interest. This instrument can be used to produce

electrons, photons, protons, alphas, neutrons, and

ions. When targets are bombarded and nuclear re-

actions induced, the energy spectrum of available par-

ticles extends much beyond the 2-MeV limitation im-

posed by the operating voltage. For example, the

deuterium-tritium reaction, easily accessible to

moderate-size accelerators, produces neutrons with

energies above 14 MeV,



Anotherimportantfacility will be thecobalt60
gammasourceplannedbyAstrionicsLaboratory.One
noteworthyfeatureofthisfacilityis thatthesourceop-
eratesconstantly,andoneshouldbeableto perform
anexperimentwithoutplacinga largemanpowerde-
mandonthefacility custodian.Electronsandgammas
are equivalentin manyrespects;this factincreases
thevalueof theproposedgammafacility.

Figure 1showsa layoutof the Astrionics Labo-

ratory radiation facility which is expected to be avail-

able in August 1965. This facility will eventually con-

tain a 20, 000-curie cobalt 60 gamma source which may

be arranged to produce a uniform gamma exposure

dose rate of 4x10 _ R/hr for instrument tests and cal-

ibration. Also available will be a one-kilocurie ces-

ium 137 gamma source for instrument calibration in

the intermediate energy range.

FIGUIlE 1. AS'I'III()NICS I,ABOI/ATOIIY [I()T

CI,;LI, FACII,ITY

There is presently on hand the followingequipment

for the instrument calibration facility:

(l) A Neutron Generator - capable of producing

4x1010 fast neutrons/see, a flux sufficient for the cali-

bration and checkout of many of the RIFT neutron

measuring instruments.

(2) An X-ray Generator -capable of producing

up to 100 kv X rays for calibration of gamma-ray

measuring instrumentation in the low-energy region.

(3) Other Equipment- including a variety of

small calibration sources and manipulators by which

anoperator on the outsicle can arrange sources on the

inside while he views tho operation through glass

shielding windows.

II I. RAD IATION EFFECTS ON MATER IALS

Radiation, because itproduces ionization and dis-

places atoms, can change the basic properties of ma-

terials. In addition, neutron radiation can make ma-

terials radioactive [ 1], for the capture of a neutron by

a nucleus creates a new isotope, which may be un-

stable. Radiation testing of materials is much like any

other kind of environmental testing: good guesses can

be based on experience, but confidence comes with

testing.

In addition, one must consider interference ef-

fects such that changes resulting from environment

are not simply additive. For example, the tempera-

ture may determine the rate at which a piece of optical

glass discolors under irradiation, or the pressure and

temperature may determine the rate at which a partic-

ular plastic outgases under irradiation. In other

words, radiation is another environmental factor which

must be considered, and it cannot be considered alone.

Every imaginable engineering property of a material

is subject to a possible synergistic and nonreversible

environmental influence, and it takes a considerable

test program systematically run to cover the material

problems from the radiation viewpoint, where the

radiation testing is only one aspect of a closely inte-

grated materials testing program.

The Materials Divisionof the Propulsion and Ve-

hicle Engineering Laboratory has promoted consider-

able testing of engineering materials at GenerM Dy-

namics/Ft. Worth under various environmental com-

binations of nuclear radiation, vacuum, and cryotem-

peratures. These materials and tests included the

types listed in TablesVand VI. The General Dynam-

ics/Ft. Worth program [2] and the supporting work

done in the Materials Division of the P& VE Laboratory

at MSFC have produced an impressive amount of inter-

esting and useful data.



TABLE V

ENGINEERING MATERIALS TESTED UNDER

NUCLEAR RADIATION, VACUUM, AND

CRYOGENIC ENVIRONMENTS

A dhe siv e s

Seals

Thermal insulators

Electrical insulators

Structural laminates

Potting compounds

Sealants

Dielectric s

Lubricants

Thermal control coatings

TABLE VI

TYPICAL TESTS ON PREPARED SPECIMENS

Tensile-shear strength

Leakage

Ultimate tensile strength

Ultimate elongation

Stress-strain characteristics

Thermal conductivity

Pull-out strength of potted wire

T-peel strength

The Van de Graaff facility now being installed by

the Materials Division will permit many of the same

kind of engineering materials tests to be made at

MSFC for electron, proton, ion, neutron, and gamma

(bremsstrahlung) radiation. The ultraviolet environ-

ment can be included also in the present Van de Graaff

facilities. The number of permutations of materials,

tests, and environments is practically infinite, and all

of them cannot be worked within any reasonable

periodof time. Therefore, the problem will be one of

judicious selection of tests within the limitations of

manpower and equipment.

Early workwith the Van de Graaffwill be directed

towardestablishing the realm of validity of the "equal

energy-equal damage" theory which, if verified, would

permit much broader application of data (such as that

obtained at General Dynamics/Ft. Worth) to predic-

tionof material behavior in the environment of space.

IV. ELECTRONIC COMPONENTSTESTING

The testing of electronic components in radiation

fields received heavyemphasis from 1948-1958 as the

Air Force pushed the development of the nuclear-pow-

ered airplane, and has continued since that time at a

greatly reduced pace in the Air Force, AEC, NASA,

and the Army. Many rules-of-thumbhave been devel-

oped. Typical examples from the Astrionics Labora-

tory, which has been conducting a series of tests at the

Lockheed-Georgia Nuclear Laboratory, will be shown.

As mentioned earlier in connection with materials

testing, it is not practical to test everything under all

possible conditions. From experience, one can design

components to be more radiation resistant, but, as in

any other environment, reliability is established only

by testing. Since one cannot afford a test program

which embodies the synergistic argument that whole

systems must be tested, one must learn to lookfor the

"weak links," or the components whose performance

is likely to be marginal. Finally, a systems test under

irradiation is done only after a thorough design {based

on radiation resistant components). One may argue

for going one step back and studying the materials

fromwhieh components are made, and then using this

materials knowledge to predict the performance of

components, in the same way that one studies com-

ponents to predict the performance of systems. This

position is partially correct in that it is obvious that

some materials must be avoided, and that it makes

no sense to test components made of materials which

are known to perform poorly in radiation fields. On

the other hand, the materials engineer does not al-

ways understand electronic components well enough to

know what the components require of the material.

The Astrionics Laboratory hastaken the realistic

approach that the radiation environment should be con-

sidered by each engineering specialist as another en-

vironmental factor affecting his particular kind of com-

ponent [ 3]. This avoids the creationof a special group

studying radiation effects in general without the moti-

vation to solve specific problems. It also permits the

specialist to be concerned with phenomena of interest

to him. For example, solid-state devices show more

sensitivity to total nuclear irradiation dose rate,

whereas insulators for high-impedance circuits show

important photoconductive and photovoltaic effects

which depend on the dose rate.

In testing the effects of nuclear radiation on elec-

tronic components, commonly it is found that compo-

nents which performed uniformly in other environments

do not act uniformly under irradiation. This lack of
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uniformity may be due to ordinarily insignificant vari-

ations in manufacturing processes or materials. This

may mean that production processes must be more

precisely defined and controlled if reliable components

are to be obtained. This problem is illustrated in Fig-

ure 2.
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FIGURE 2. PERFORMANCE OF A GROUP OF

TRANSISTORS UNDER GAMMA IRRADIATION

The design implications are evident when one

asks what happens if the incompletely known compo-

nent is used in a flight package on a vehicle subject to

nuclear radiation. There are good empirical means

for predicting the neutron damage to semiconductors,

but the means for predicting gamma damage is less

certain. The basis for this statement is that the prin-

cipal effect of neutrons is the predictable production

of lattice defects in semiconductor materials, where-

as the effect of gamma action is not readily predictable

because gamma rays interact with potting, moullting,

and sealing materials, the composition and disposition

of which are not always known or carefully controlled.

V. NUCLEARINSTRUMENTATION

In the search for ways to determine vapor quality,

gas density, liquid level, bubble inclusions in liquids

and solids, etc., every promising physical phenome-

non is usually explored [4-11]. Nuclear radiation

techniques are oftenvaluable, and the capability to use

them and understand their limitations is associated

closelywith the attempt to develop nuclear instrumen-

tation for nuclear vehicle housekeeping and radiation

effects studies.

Radioisotope applications, radiation housekeeping

on nuclear vehicles, and radiation testing of materi-

als and components all require the understanding, de-

velopment, and use of nuclear instrumentation to

measure the radiation environment. The kind of ra-

diation, the energy range, the directional distribution%

and the application must be considered in selecting

the detector or in designing the associated electronics

and logic systems. If the radiation level is high, the

radiation level can be measured by using the facts that

radiation produces heat and that it considerably in-

creases the conductivity of insulators such as air,

methane, or polyethylene. If the radia_onlevel is low

or if the energy spectrum is of interest, one may look

at the small electrical impulses available from indi-

vidual particle tracks in crystals or gases or from

nuclear reactions such as the (n, a) reaction in bo-

ron. When one deals with high-impedance input cir-

cuits and the statistics of random events, which is

generally the case, the design of electronic and logic

systems to feed into the telemetry is a challenge.

Table VII shows some proposed requirements for in-

strument development for nuclear stage housekeeping

[12]. The contents of the table represent a transition

from a ground state of the art, which still contains

many mysteries and uncertainties, to the constraints

of flight.

TABLE VII

NEUTRON AND GAMMA SPECTROMETER

SPECIFICATIONS FOR NUCLEAR STAGE

HOUSEKE EPING

]
Time Response - Sufficient to follow propellant lossi

Resolution- 8%, 0.1< E < 14MeV

Accuracy - Better than present state of the art

Output Impedance - 5000_

Restrictions - PAM/FM/FM,power,weight, volume

allotments

Shock - 50 G

The statement on accuracy is reasonable, for

there is considerable uncertainty in the absolute ac-

curacy of many particle measurements, especially

those concerning neutrons and gammas.

Moreover, even after the detector responses of a

spectrometer are calibrated with monoenergetic,

rnonodirectional streams of radiation, and test data

are obtained, the energy spectrum is extracted only

after considerable analysis and expenditqre of com-

puter time [13]. This aspect of nuclear instrumen-

tation is often ignored.



Vl. SHIELDING RESEARCH AT MSFC

Responsibility for the NASA space shielding effort

rests mostly with the Office of Advanced Research

Technology (OART), and MSFC participates heavily

in this program from both the management and re-

search points of view. Mr. Henry Stern and Mr.

Martin Burrell of the Research Projects Laboratory

are Center coordinators for the Radiation Shielding In-

formation Center of the Oak Ridge National Laboratory

(ORNL). Mr. Stern is also a member of the NASA

Radiation Shielding Steering Committee, which has

done much to bring professional responsibility to the

NASA shielding interests, and which directs i_he

million-dollar-a-year space shielding effort at ORNL.

Additionally some of the radiation shielding re-

search supervised or performed at MSFC will be de-

scribed in the following paragraphs.

,o_
_ INCIDENT SPECTRUM _:::::_:::_:_
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-- LAMINATE THICKNESS OF

SHIELD (gm/cm =) --

A. PROTON SHIELDING

Solving the problem of shielding against charged

particle radiation has many difficulties for several

reasbns: the high proton fluxes associated with solar

flares have been unpredictable; the significance of bio-

logical effects of radiation is disputable; the second-

ary particle production by high-energy primary pro-

tons is poorly understood; and the methods available

for making shielding calculations are not straightfor-

ward. With OART support, the Research Projects

Laboratory has carried the major burden for NASA in

its work on proton shielding.

Figure 3 shows how a typical solar flare proton

energy spectrum is modified by successive layers of

shielding [ 14]. Initially, the spectrum is highly peak-

ed toward the low energy end, but the shielding quick-

ly removes the softer protons. A little shielding is

very effective, but better shielding comes at a much

higherprice after the spectrum has become hardened.

Also, the dose from secondary particles becomes im-

portant for thick shields.
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FI GURE 3. MODIFI CATION OF SOLAR FLARE

SPECTRUM BY SHIELDING
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At one time, there was considerable fear that sec-

ondary gammas, caused by inelastic collisions of pro-

tons with nuclei, mightcontribute a significant fraction

to thetotal dose. Experimental and theoretical results

obtained recently [ i5] are compared in Figure 4.

Exhibitslike Figure 5 have done much to increase

confidence and versatility in the analytical approach to

the design of Apollo shields.
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These two curves compare a detailed numerical

calculation of proton dose rates by Dr. Alsmiller [ 16]
of ORNLwithcalculationsmade by Mr. M. O. Burrell

[14] of Research Projects Laboratory, which use an

analytical model developed for the dirty geometries of

practical crew shields. Both primary and secondary
radiations are considered.

Shielding studies for the Mobile Lunar Laboratory
(MOLAB), conducted in-house, have shown the use-
fulness of efficient computer machine procedures for

design studies [17]. Figure 6 shows a sample calcu-
lation.

These numbers are alarmingly high, because of
the very thin MOLAB walls and the assumption of a

solar flare with about a 0.01 probability of occurring

in a two-week period.
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Figure 7 shows the accumulated dose for a Mars

mission [ 18].
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The bottom chart shows the distance from the sun

in astronomical units. These mission doses are time

dependent. In Figure 8, the solid line represents an

average of three possible dosages for the coming solar

cycle.

* Copper, Iron, Carbon and Polyethylene applied as

shown in figure have been investigated in an opti-

mized shield. Further details of this composite struc-

ture are given in United Nuclear Corp Report 5049

Page 37.
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B. ELECTRON PENETRATION

Despite the fact that electron radiation in space is

stoppedwell by a shield with a few kilograms of mass

per square meter, there still are areas {listed in

Table VIII) where electron problems arise.

behavior is important. In some cases, after the sat-

ellite has flown, further studies on prototypes and

spares have shown a remarkable state of uncertainty

in the calibration of electron measuring instruments.

For this and other reasons, we are trying to develop

some capability of understanding how electrons inter-

act with matter.

TABLE VIII

E LECTRON INTERACTIONS OF IMPORTANCE

Damage to :

Solar cells

Surface coatings

Optic s

People

Charge storage in :

Dielectrics

Spacecraft

Lunar dust

Astronaut suits

Transmission and scattering in :

Instrument design

Instrument calibration

Analysis of thin layers

Bremsstrahlung and X-ray production

In the protection of solar cells [20] against radi-

ation trapped in the magnetic field of the earth, in the

storage of charge in unshielded or partially shielded

dielectrics [21], andin the damage to heat control and

optical surfaces, electron radiation is an important

consideration.

When an electron interacts with matter, it pro-

duces ionization by knocking electrons from their par-

ent atoms and bremsstrahlung when the electron under-

goes suddenchangesinvelocity. Because the electron

has a relatively small mass, its path through matter

is very erratic, and considerable straggling results.

Table IX exhibits the fundamental processes of inter-

est.

TABLE IX

E LECTRON COLLISION PROCESSES

Elastic collisions with free electrons

Inelastic collisions with attached electrons

Ionization

Interactions with nuclei

Bremsstrahlung

Atomic displacements

Bremsstrahlung reactions

Compton scattering

Photoelectric reaction

Pair production

Presently, much ground testing of Pegasus panels

is taking place with normally incident, monodirec-

tional, monoenergetic electron streams. The electron

spectrometer on Pegasus will yield crude measure-

ments which will tell something about a radiation en-

vironment in which electrons are distributed widely in

energy, direction, position, and time. For a deriva-

tion of meaningful results from the analysis of Pega-

sus data, there must be an analytical structure avail-

able for combining the satellite measurements with

the ground data, and for determining with considerable

confidence whether or not "hit" signal s are to be inter-

preted as meteoroid penetrations.

For an interpretation of the results of instrument

measurements, where calibrations are often extreme-

ly crude, considerable theoretical analysis of electron

The elastic interactions involve collisions between

the impinging electrons and relatively unattached elec-

trons in the target. The inelastic collisions are pri-

marily collisions with electrons deep within the atom.

These electrons have large binding energies, which

must be supplied if the electron is to be removed.

After collision, there is question as to which is the

primary and which the secondary electron. When an

electron feels the strong Coulomb field of the nucleus,

it may undergo large angle scattering and brems-

strahlung emission. This bremsstrahlung interacts

with matter to produce more energetic electrons by

Compton collision, pair production, and photoelectric

effects, and bremsstrahlung of lower energy.
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Figure10showsthelackof carefulexperimental
work in the energyrangesassociatedwithelectrons
in space[22-25].
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Figure 11 shows the experimental arrangement

being used at General Dynamics/General Atomic

(GD/GA) [26] under MSFC contract.

Electrons from the LINAC, a traveling wave ac-

celerator, impinge on a thin target. The beam in-

tensity is monitored by a retractable Faraday cup.

Electrons and bremsstrahlung through an angle 0,

which can be varied, are separated electromagnetic ally

and resolved into directional and energy distributions.

Later, thick targets will be used to test the transport

methods with the basic data obtained from thin target
studies.

Because of the broad application of the electron

data and the fact that not enough careful experimental

data exist, there is wide interestin thework at GD/GA,

especially in the electron cross-section datawhich can

be applied in analytical studies*. Table X lists a

group of interested experts who are closely but in-

formally associated in a cooperative program for com-

puting electron cross sections. Naturally, they are

intensely interested in finding out how accurate their

application of the theory has been. There are many

approximations and few exact calculations in nuclear

physics, and for this reason those scientists involved

in analytical and theoretical endeavors need something

to check themselves with occasionally.

ELECTRONS

[_O_ T_OET F'UOR MONITOR

FARADAY _ ', I _\/, \ V

CUP ROTATING _ N&l CRYSTAL
TARGET i _1'*-SPECTROMETER

SEMICONDUCTOR _I_ ""//_ _./"_
dE ELECTRON_ \II _ _" _P/'_

AI PLASTIC ___._ _/

[_ Be FLUOR PHOTOMULTIPLIER

FIGURE 11. DIAGRAM OF FACILITIES FOR

STUDYING ELECTRON INTERACTIONS

In connectionwith "Electron Shielding Studies" [26],

there exists a serious lack of cross-section data in

the energy range of 1 to 10 MeV regarding the inter-

action of electrons with materials suitable for space

shielding. On January 8, 1965, a meeting was held at

the National Bureau of Standards by recognized lead-

ers in the field (Table X) to discuss this problem.

In general, this meeting concerned theoretical and ex-

perimental aspects of the electron problem. Dr.

Edmonson suggested that an informal organization be

formed. This groupis beingcoordinatedby Mr. Reetz

(OART). Informal meetings will be held periodically

to discuss progress.
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TABLE X 
INFORMAL GROUP STUDYING ELECTRON CROSS 

SECTIONS 

Dr. Martin Berger 

Dr. Na t  Edmonson 

Dr. H. W. Koch 

Dr. G. C. Pomraning 

Mr. Arthur Reetz 

Dr. Richard Scalletar 

M r .  Wayne Scott 

Dr. Clayton Zerby 

National Bureau of Standards 

MSF C/NASA 

National Bureau of Standards 

Gene ral Dynamic s/ Ge ner a1 
Atomic Corporation 

OART/NASA 

General Dynamics/General 

Langley/NASA 

Union Carbide Research 

Atomic Corpora ti on 

Institute 

C. NUCLEAR REACTOR RADIATION 

The RIFT project found MSFC unprepared in sev- 
e ra l  areas: there were not acceptable means for com- 
puting the neutron and gamma radiation fields in the 
vehicle; there were not enough data on the effects of 
nuclear radiation on materials and components; there 
w a s  no capability for radiation environment house- 
keepingmeasurements; and there were many problems 
associated with launch facilities and operations. A 
lack of dependable knowledge generally results in 
enough overdesign to provide the necessary safety 
factors. Ideally, given a specific reactor and shield 
configuration, one would like to  be able t o  specify 
accurately the neutron and gamma-ray dose ra tes  at  
any location within o r  around the configuration, as 
well as the energy deposition o r  heating anywhere in 
the system, particularly in the liquid hydrogen storage 
tank and engine mounting structure. 

To this end, a contract w a s  awarded to General 
Dynamics/Fort Worth 1271 to develop afairly general 
computer program package capable of handling the 
complex geometries of a nuclear rocket system real-  
istically and to calculate the above-mentioned data for 
stages such as  the conception in Figure 12. 

FIGURE 12. NUCLEAR STAGING OF MULTIPLE 
ENGINE CONCEPT FOR A MANNED 

MARS MISSION 

In addition, studies were performed in-house at 
MSFC to obtain efficient solutions to particular prob- 
lems. For example, Martin Burrell ,  a member of the 
Nuclear and Plasma Physics Branch of RPL [ 281 , de- 
veloped some highly efficient machine calculation pro- 
cedures to calculate the distribution of energy depo- 
sition in plane geometry o r  in a cylindrical tank of 
liquid hydrogen from a point source of neutrons o r  
gamma rays located on the axis of the cylinder. By 
placing the point source a t  large distances from the 
tank bottom, a good approximation can be made to 
plane parallel beams of impinging radiation. The re- 
sults obtained with these codes have become the stan- 
dards  against which more general programs c a n b e  
checked, and the codes themselves have been used 
widely at other installations both within and outside 
NASA. 

With the curtailment of the RIFT program, re- 
quirements for dose rate mapping around specific de- 
sign configurations were eliminated. A reasonable 
course of action seemed to be to continue the develop- 
ment of a machine procedurc designed specifically for 
nuclear stages, and to begin a comparison of some of 
the calculation methods currently available. This 
course of action appears advisable because, in spite 
of the fact that a large number of people have been 
seriously concerned with the problems of radiation 
transport  and shielding for twenty yea r s  o r  so, there 
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are still manyareasof inaccuracy and uncertainty.

At the national meeting of the American Nuclear So-

ciety in November 1963 [ 29], the communityof shield-

ing analysts was rudely shaken by a report on a study

performed to test the consistency of various shield

calcttlationapproaches. Inthis study, shielding people

were invited to submit solutions to various standard-

ized deep penetration problems, using any method of

analysis they wished, and using the same basic input

cross-section data. While it was known ahead of time

that certain methods could not be expected to furnish

good answers for large depths in thick shields, none-

theless it was not expected that some of the "old re-

liable" approaches would show considerable variances

among themselves, and that overall discrepancies a-

mong all methods had existed in some cases for sev-

eral decades. Thus, the problems of shielding analysis

are today anything but trivial.

In an effort to shed further light on shielding a-

nalysis methods as applied to nuclear rocket systems,

a contract for such studywas awarded to the Lockheed-

Georgia Company [30]. The approach taken in its

workwas to adopt simplified but fairly typical reactor

and shield models and to try to calculate the pertinent

radiation quantitiesemploying several different meth-

ods. Figure 13 shows two such typical configurations.

The sketches are sections of volumes of revolution.
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CONE B
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FIGURE 13. TYPICAL SHIELD CONFIGURATION

MODELS A AND B

Following is a typical problem in radiation trans-

port. For the reactor configuration shown in Figure 13,

one wishes to obtain the neutron and gamma dose rates

at arbitrarily selected points of interest. In this con-

figuration the reactor materials may be divided into

regions (in this case trapezoidal or quadric surfaces

of revolution) and the determination of the transport

of radiation through these sections can be managed

analytically by a computer. In general, this is a te-

dious task of compilation from design drawings and

machine programming. A machine procedure is cho-

sen to compute the neutron and gamma fields, approX-

imating the source of radiation as a set of discrete

point sources within the reactor region. The two

dotted vertical lines indicate the planes at which the

data shown in Figures 14 and 15 were computed. Fig-

ure 14 shows a gamma-ray dose in configuration B as

a function of radial distance in a plane within the shield

assembly about i84 cm from the reference line. The

curves are the result of two machine programs, both

using "point kernel" or line -of-sight attenuation func-

tions obtained from data computed in other programs.
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In addition, Lockheed has proposed a further study

which would lead to the development of a special-pur-

pose machine program utilizing the best features of

the various programs now in existence and tailored

specifically to nuclear rocket shielding systems. Con-

sideration is being given to this proposal.

Although this work was done specifically for the

case of neutrons and gammas arising from fissions

in nuclear rocket reactors, the results should be use-

ful for the treatment of neutrons and gammas result-

ingfrom the production of secondary radiation by high-

energy protons impinging on thick shields.

D. PROTON SHIELD EVALUATION BY GAMMA

TECItNIQUES

The first manned spacecraft to venture through

the radiation belts into the solar proton storms and

cosmic rays will not have much shielding versatility

16

because of weight limitations. Nevertheless, the min-

imum hardware necessary for flight and reentry will

have some shielding value, and some means of eval-

uating the shielding effectiveness of a complicated and

inhomogeneous geometry is needed. There are those

in NASA who feel that the analytical techniques are

good enough to determine the material configurations

from blueprints and make confident calculations of

mission dose. Others in NASA feel that some experi-

mental test of shielding effectiveness is needed.

It is unlikely that the time, money, and influence

will be available to tie up the various proton acceler-

ators in the country while spacecraft are rotated in a

dispersed proton beam, and the energies are run up

and down. Fortunately, the protons interact mostly

with electrons, so if the electron density (expressed

in electrons/cm 2' along the proton path) is known, de-

pendable proton shielding calculations can be made.

Fortunately also, the Compton collision probability

when agamma photon traverses asheet of material is

mostly a function of the electrons/cm 2 along the ma-

terial path. Therefore, gamma rays can be used for

proton shield evaluation. Ideally, the intensity of the

gamma beam would be measured before and after tra-

versing the shield, and the results fed directly into a

computer along with a probable energy spectrum of

protons, so that the expected mis'sion dose through the

crew shield under test would be read out immediately

following the test.

In the simple configuration of Figure 16, one can

imagine a stream of photons emanating from the

source, traversing the shield, and resulting in pulse

outputs through the detector and associated electron-

ics. The unscattered photons produce bigger pulses

because they suffer no energy loss by collisions. By

counting these unscattered photons through techniques

which discriminate against scattered photons, one can

determine the number of electrons/cm 2 in the shield.

LIGHT FLASH FROM
SHIELD _REDUCED ENERGY PHOTON

_ DETECTOR, CRYSTAL
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% HTF'ASH
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(SCATTERED)

I
(UNSCATTERED)

FIGURE 16. GAMMA EVALUATION OF

PROTON SHIELDS



TableXI showssomeof thepossibleparameters
associatedwith this simpleexperiment. Research
ProjectsLaboratorypersonnelarepresentlyworking
experimentallytoaccumulateknowledgethatwill per-
mitabestchoiceofparametersfor ashieldevaluation.

TABLEXI
IMPORTANTPARAMETERSOFTHEGAMMA

PROBE

Photon energy

Detector crystal size, shape_ and composition

Source-detector-shield configuration

Kind of material

Pulse-height discrimination level

Scan rate

Usefulness of collimation

Detectable inhomogeneities

Mr. John Harris of MSC recently stated that the

gamma probe, the study of which was initiated by

MSFC with United Nuclear Corporation [31], will be

used to evaluate Apollo shields. Command Module

boiler plate 008 will be checked out at MSC in the first

of such tests.

E. PLASMA PHYSICS

The starting point for neutron and gamma shield-

ing calculations is the Boltzmann transport equation.

Closely allied to it mathematically and physically are

the Boltzmann-Vlasov, or collisionless Boltzmann e-

quations, which govern the behavior of tenuous plas-

mas. In particular, the interaction of space plasmas

and radiation, including chargedparticle motion in so-

lar flares and in the Van Allen belts, is described by

the Boltzmann-Vlasov equation. Table XII lists some

of the problems which have design implications and

which, it is hoped, will be treated by some of the tech-

niques now under study.

Plasma physics activities in the Research Proj-

ects Laboratory (RPL) began with the Argus experi-

ment [32, 33] and continued with studies of ion optics

and charge neutralization in electric thrust devices

[ 34-37]. Later, it was learned that the cesium plas-

ma diode, a promising device for converting heat en-

ergy to electrical energy, was susceptible to similar

theoretical treatment. During a visit to MSFC, Dr.

Ralph Lovberg of Los Alamos Scientific Laboratory

stated that he was very interested in some of the Re-

search Projects Laboratory work because controlled

T ABLE XII

PLASMA PHYSICS PROBLEMS

Ion optic s

Charge neutralization

Thermionic diode

Plasma probes

Controlled thermonuclear reactions

Space experiments

Evaluation of propulsion schemes

Potentials on satellites and astronauts

Charged particle shielding

thermonuclear reaction diagnostics depended heavily

on plasma probe measurements. Dr. Lovberg is co-

author with Dr. Glasstone of a well-known text on con-

trolled thermonuclear reaction [38]. Dr. Willard H.

Bennett of North Carolina State College pointed out

that a lot of papers based on satellite measurements

with plasma probes had not been published because the

experimental results could not be interpreted. The

need to continue research in this field is apparent.

The basic problem is illustrated in Figure 17.

DE

0

ToANDVo=TEMPERATURE AND VOLTAGE
OF OUTER ELECTRODE

AND VI=TEMPERATURE AND VOLTAGE
OF INNER ELECTRODE

THE PLASMA PROBE PROBLEM

FIGURE 17. THE PLASMA PROBE PROBLEM
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Whena coupleof electrodesare immersedin a
plasma,it is desirableto relatecurrentsthroughthe
plasmato temperaturesandpotentialsonthebound-
aries andto intrinsicpropertiesof theplasma. The
innerelectrodemaybepartofa plasmaprobe,thein-
sideof athermionicconverterina reactor,asatel-
lite, or anastronaut.Theouterelectrodemaybeat
infinity. Thegeometryfor manypracticalproblems
maybemoreirregularthanis pictured.

In trying to solvethis classicaland ubiquitous
problem,Dr. Seitz[39] of RPL is attemptingto re-
movethecomputerbottleneckby developinga new
self-programmingcomputerproceduredesignedfor
scientistsandengineers.Thiswillenablethemtojug-
glethemachineprogramtosuittheboundariesor iter-
ationsofthekindof problemthatrequiresanexperi-
mentalapproachwiththescientistsin the loop. The
programmingis donein normalmathematicalformat
withbuttonslabeledin thenotationof classicalanaly-
sis. Visualdisplaysofsolutionsandstylusinputswill
beavailable.

This workprovidesexcitingpossibilitiesfor our
theoreticians,andhasbeenmostgenerouslysupported
by theComputationLaboratoryof MSFC,which,of
course,hasamuchbroaderinterestthanthatof mere-
ly solvingplasmaphysicsand shieldingproblems.
Oneof theNationalAcademyof Sciences(NAS)pest-
doctoratefellowsat MSFC,Dr. JurisReinfelds,is
intenselyinterestedin theon-lineself-programming
procedurefor someofhis quantumfield theoryprob-
lems.

F. ELECTROMAGNETICSHIELDINGSTUDIES

Thepurposeofelectromagneticshieldingstudies
is to obtainlighter shields for chargedparticles
throughtheuseof theprinciplethatparticlesaresus-
ceptibleto electromagneticforces. For thedesignof
effectiveelectromagneticshields,thereis aneedfor
moreknowledgeaboutparticlebehaviorin electro-
magneticfieldsfor spacecraftuse.

Considerablestudyhasindicatedthatelectrostatic
shieldsalonearenotfeasible.Magnetostaticshields,
operatingon the principlethatchargedparticlesbe-
havediamagnetically,maybeuseful. Electromag-
neticshields,usingbothelectricandmagneticfields,
showpromisein weightreduction,providedinstabili-
tiessimilar to thosediscoveredearlier in thecon-
trolledthermonuclearreactionworksdonotoccur. In
all cases, theadvantagesof electromagneticshields
becomemoreevidentfor largeshieldedvolumesand
for protectionagainsthigh-energyradiation.
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1. Charged Particle Motion. The behavior of

charged particles in electromagnetic fields has been

the subject of classical studies by StD'rmer, Alfv_n,

and many other physicists interested in cosmic rays,

particle accelerators, and electronic devices, lnor-

der to estimate cosmic ray dose in low-earth orbits

and to evaluate magnetic shielding configurations,

RPL personnel have done considerable in-house study

of particle distributions inaxially symmetric magnetic

fields. Figure 18 [40] shows the regions where par-

ticles withvarious impact parameters, 7, can be found

in the neighborhood of a magnetic quadrupole located at

the origin. The concept of allowed and forbidden re-

gions ofvelocity space has been extended so that, at a

given point in coordinate space, permissible energies

and directions for charged particle radiations can be

determined.

_ FORBIDDEN

Q=-I

Q=I 7' =-0,5

F-_ALLOWED

FIGURE 18. REGIONS ALLOWED AND FORBIDDEN

TO CHARGED PARTICLES MOVING IN THE FIELD

OF AN AXIAl, MAGNETIC QUADRUPOLE

2. Development of Superconducting Magnets.

Electromagnetic shields require large volumes filled

with magnetic fields, and superconducting magnets

[30] appear to be the only way to achieve these fields.

Large magnetic fields are also of major importance to

the containment of fusing materials in controlled ther-

monuclear reactions, MItD thrust and power genera-

tion devices, and many scientific experiments in a

variety of areas.

Figure t9 shows the state of the art for super-

conducting magnets in the summer of 1964. The shad-

ed area to the right shows the region of interest to

electromagnetic shielding. The Lockheed points on

the figure are associated with a large curront loop

prototype shield for an Air Force radiation experiment

to be flown on the Agena.
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FIGURE 19. STATE OF THE ART FOR 
SUPERCONDUCTING YAGNETS IN THE 

SUMMER O F  1964 

The b a s k  limitations of superconducting magnets 
a r e  shown in Figure 20. The maximum current in a 
superconductor depends on the externally applied mag- 
netic field, which may be very large in magnet appli- 
cations. The permissible current  also is a function of 
operating temperatures. 

straight samples not wound into a magnet. Work by 
contractors [ 42-47] indicates that the difficulties can 
be circumvented by the techniques of special metallur- 
gical heat treatments of the superconducting wire o r  
strip before winding the superconductor and by pro- 
viding adequate thermal and electric shunting within 
the windings by embedding the superconductor inti- 
mately with a matrix of copper or other metal, Another 
important a r ea  of study involves the design of magnets 
whichwould prevent large catastrophic energy release 
should part of the superconductor rever t  to normal 
conductance. 

Naturally, it wouldbe desirable toease the prob- 
lem of refrigeration by finding materials which wi l l  be 
superconducting athigher temperatures, and to realize 
more versatility by finding materials that can tolerate 
large fields. However, the present concern is the 
profitable use of existing materials and the under- 
standing of superconductors from the solid-state phys- 
i c s  viewpoint in order to design shields more effec- 
tively. More work i s  needed. 

3. Shield Design Studies. A comparison of mag- 
netostatic and polyethylene shields i s  shown in Figure 
21 , which illustrates the ranges of parameters for  
which magnetostatic shields a r e  superior to  material 
shields. 

PROTON THRESHOLD ENERGY IN POLYETHYLENE. MeV 

FIGURE 20. TYPICAL OPERATING REGION FOR A 

SUPERCONDUCTING, AS ILLUSTRATED IN EXAM- 
PLE IN FIGURE, IF AT TEMPERATURE (a )  CUR- 
RENT (b)  AND MAGNETIC FIELD (c )  THE POINT 
( S )  LIES WITHIN THE ENVELOPE O F  THE FIGURE 

SUPERCONDUCTING MAGNET - A MATERIAL IS 

The principal problem has been to determine 
whether superconducting magnets with large volume 
andintense fields can be designed to operate satisfac- 
tori ly within the basic limitations of superconducting 
materials. For example, anumber of research groups 
have failed to achieve the current  in magnet configu- 
ration to the maximumvduepredicted by the curve of 
Figure 20, the data for whichwas obtained from short 

200 I50 

PRIMARY DOSE RATE,rad/hr 

FIGURE 21. SHIELD MASS VERSUS PRIMARY 
PROTON DOSE RATE FOR THREE 

SHIELDED VOLUMES 

A magnetostatic shield design 1481 for an early 
Mars mission is shown in Figure 22. In this case,  
the field i s  confined entirely between two spherical 
shells to avoid interference with men and equipment. 
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The plasma shield shown in Figure 23 i s  under 
contract for study by Drs .  Levy and Janes of AVCO 
1491 * 
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FIGURE 23. SCIfI.:MATIC DIAGRAM O F  A SPACI< 
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Large currcnts circulate around the toroidal 
spacecraft in sirI)erconcliictors, and :i niagnctic field 
following the arrowed path i s  produced. Figure 24 
explains the operation of the device. 
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ELECTRIC FIELD LINES _ _ _  

FIGURE 24. PRINCIPLE O F  THE PLASMA 
RADIATION SHIELD ’ 

Electrons are pumped out, leaving the space- 
craft positively charged. The electrons cannot get 
back because of the magnetic field, and the sepa- 
ration of charge produces an intense electric field 
which is in such a direction as to prohibit the en- 
t ry  of protons o r  other positively charged parti- 
cles. This device can use a weaker magnetic field than 
magnetic shields which depend on magnetic fields alone 
for  charge deflection, but may suffer from interfer- 
ence by dust and space plasma, and perhaps some of 
the instabilities common to the controlled thermonu- 
c lear  reaction effort. Figure 25  shows a comparison 
by m a s s  of the material, magnetostatic, and plasma 
shields. 
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Vll. PROJECT SUPPORT

In addition to the regular assignment of shielding

research, the Nuclear and Plasma Physics Branch of

Research Projects Laboratory attempts to maintain

the working capability necessary for support of cur-

rentprojects. A study of the Pegasus radiation prob-

lem begunin early 1963 [50] produced curves such as

shownin Figure 26 [51].

CHARGE STORAGE IN MYLAR

I0_2 1

160 200 240 280 320 360 400

TEMPERATURE "K

FIGURE 26. CHARGE STORAGE IN MYLAR

Charge is being injected in the Mylar dielectric

of the Pegasus capacitor panel, and is leaking away

because of the small conductivity of the Mylar, which

is a sensitive function of temperature. Computed in

this particular curve is the maximum permissible

electron flux in electrons/cm 2 day to which the Peg-

asus can be exposed without producing radiation

pulses. These calculations take into account the

energy spectrum expected for the Pegasus orbit

and contain a correction for the radiation arriv-

ing from all directions. These predictions are uncer-

tain because of insufficient knowledge concerning the

radiation environment, and because it is difficult to

predict the net charge deposition in the dielectrics and

to arrive at the basic parameters [ 52] (i. e., electri-

cal conductivity and dielectric strength) of Pegasus

panels. Now that the satellite is in orbit, various fac-

tors such as temperature [ 53], orientation [ 54], elec-

tron spectrometer readings [55], and experimental

data from ground tests may be studied so that one can

arrive at an evaluation of the radiation problem ( which

is hopedand believed not to be serious, butwhich must

be examined critically if faith in the Pegasus meteor-

oid hit measurements is to be maintained ).

Because of the similarity in physics and in com-

putational techniques between the treatment of swarms

of meteoroids interacting with gravitational fields and

swarms of chargedparticles interacting with the mag-

netic fields of the earth, several members of the Nu-

clear and Plasma Physics Branch of the Research

Projects Laboratory have become interested in the

concentration of meteoroids in the vicinity of the earth

[ 56-59]. This kind of study is necessary for an ex-

trapolation of the experimental measurements made

in the near-earth environment to the prediction of me-

teoroid impacts on the trip to the moon. Figure 27

[ 60] is a sample of some of these calculations. These

techniques have been extended to the problem of cap-

tured particles and particles injected by exploding an

orbiting vehicle.

1.2 I i I {

R = 6.528 x I06 metersl

LO _; _ I __ r=3-

x .e ---- ",k I _"-_.

I\I
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0 20 40 60 80 IO0 I;'0 140 160 180

(degrees)

ANGLE BETWEEN DETECTOR AND EARTH PATHS

METEOROID FLUX FOR TRANSFORMED ISOTROPIC CASE WITH

V¢o = 40 km/sec, 0 =<. g _. _, 00_ _'_;2 _ AND _=0 ° ASSUMING

UNIT APPARENT FLUX AT INFINITY FOR A DETECTOR MOVING

AT 30 km/sec IN POSITIVE Z DIRECTION

200

FIGURE 27. METEOROID FLUX FOR

TRANSFORMED ISOTROPIC CASE

MOLAB dose rates have already been exhibited,

[ 17] (Fig. 6). In addition to these kinds of calcula-

tions, the Nuclear and Plasma Physics Branch will

contribute to the planning of scientific payloads for fu-

ture Saturn launchings.

The work connected with radiation in space,

shielding, meteoroid distributions, materials and

components testing, and plasma physics all have im-

portant bearings on planning and supporting future

projects.

2i



In additionto theworkdiscussedin thisreport,
there has beena largeamountof significantwork
whichthe TestLaboratoryhascontributedto thede-
velopmentof nuclearrockettestfacilitiesatJackass
Flats,studiesofmanyradiationproblemsbytheRIFT
ProjectOfficewithsupportfromMSFClaboratories.
Also, therehavebeenmanyperformancestudieson
nuclearvehiclesconductedbyMr. W.Y. Jordan,et.
al., ofPropulsion&Vehicle EngineeringLaboratory
[61-120],andmanystudiesofnuclearsystemscon-
ductedby Dr. HilcheyandMr. Woodcockof Future
ProjectsOffice[121-139].Theseimportantstudies
are mostlyofa systemsandoperationsresearchna-
ture andarenotconcernedwith radiationperse, al-
thoughtheymaybemotivatedbytheradiationprob-
lem or be forcedto be consideredalongwithother
thingssuchas the Saturnbooster characteristics,
NERVAdevelopment,and launchpad availability.
AppendixI containsa descriptionof currentMSFC
radiationeffectsandshieldingstudies.

Vlll. CONCLUSIONS

The technology of radiation has become common

enough to find application over a broad base of space

engineering. As illustrated by our studies of the ef-

fects of radiation on materials and components and the

use of radiation sources for determining liquid level,

vehicle separations, and leakage rates, radiation

sources have broad application in several engineer-

ing disciplines. The potential application of nuclear

power for vehicle propulsion in space experiments al-

most guarantees that our interest in nuclear and _Dace

radiation will increase with time. The use of reactors

and radioisotopes as sources of power for nuclear e-

lectric systems in space will necessitate our continu-

ing competence in nuclear technology. The fact that

men will need to work for long periods of time in the

high-energy charged particle environment of space,

perhaps with the additional radiation from nuclear

systems, will require our best efforts in shielding.

Finally, it must be recognized that competence in ra-

diation physics is based on a thorough background in

basic physics plus a considerable period of training in

analytical and laboratory techniques.
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APPENDIX I

LISTING OF CURRENT MSFC HIGH-ENERGYRADIATION EFFECTS AND SHIELDING STUDIES

A. Investigation of the Combined Effects of Nuclear Radiation, Cryogenic Temperatures, and Vacuum on

Engineering Materials

Technical Supervisor: R. L. Gause, R-P&VE-ME, 876-4589

Contract Number: .NAS8-2450, Nov. 9, 1961- Sept 9, 1965

Contractor: General Dynamics Corporation, Fort Worth, Texas

This program is directed toward the development of experimental data on the combined effect of nu-

clear radiation, vacuum, and cryogenic temperatures on engineering materials. Materials of major inter-

est to this project are primarily organic, such as lubricants, plastics, elastomers, and surface coatings.

Testsire to be made during exposure to (1) radiation from a nuclear reactor, (2) reduced pressures of

10 -6 millimeters of mercury, and (3) cryogenic temperatures to determine progressive changes in the phys-

ical and mechanical properties of selected materials of potential use in nuclear-propelled vehicles. Tests

are to determine weight loss, gas evolution, and physical properties, as appropriate to the material and its

proposed use.

B. Experimental Investigation of Advanced Superconducting Magnets

Technical Supervisors: Eugene W. Urban and James C. Ashley,

R-RP-N, 876-4126

Contract Number: NAS8-5279, May 13, 1963 - June 12, 1965

Contractor: Avco-Everett Research Laboratory, Everett, Mass-
achusetts

The purpose of this study is to advance the state of the art of advanced high-field superconducting sole-

noids with large field volumes by design, construction, and evaluation of a magnet using strip superconduct-

ing material rather than conventional superconducting wire. Ultimate application of superconducting magnets

to the shielding of space vehicles against charged particle radiation requires early information as to the field

strength, field volume, and mass characteristics of these devices. A considerable amount of supporting

research is also to be accomplished.

Co Investigation of the Current Degradation Phenomenon in Superconducting Solenoids

Technical Supervisors: Eugene W. Urban and James C. Ashley,

R-RP-N, 876-4126

Contract Number: NAS8-5356, May 14, 1963 - January 14, 1965

Contractor: Atomics International Division of North American

Aviation Co., Canoga Park, California

The purpose of this study is to investigate theoretically and experimentally the phenomenon whereby

the maximum current of awound superconducting solenoid is less than the maximum current of a short sam-

ple of the same conductor in a similar magnetic field. Reduced current carrying capacity of a supercon-

ducting solenoid means that larger and heavier solenoids must be built to achieve the same magnetic field

strength that would be realized if short sample currents were attainable. Thus with the goal of applications

of high-field superconducting solenoids to the shielding of space vehicles against charged particle radiation,

it is important to seek ways to remove or reduce the degraded current limitation.
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D. ExperimentalInvestigationofAdvancedSuperconductingMagnets

Technical Supervisors: Eugene W. Urban and James C. Ashley

R-RP-N, 876-4126

Contract Number: NAS8-5278, May i3, i963 - May 12, i964

Contractor: AVCO-Everett Research Laboratory, Everett, Mass.

The purpose of this study is to provide, by means of analytical studies based on current information on

high-field superconductivity and related subjects, new information regarding the feasibility of protecting

space vehicles against charged particle radiation by means of electromagnetic fields.

E. Transport of Neutrons Induced by Space Radiation

Technical Supervisor: M. O. Burrell, R-RP-N, 876-1629

Contract Number: NAS8-5278, May 13, 1963 - May 12, 1964

Contractor: Radiation Research Associates, Inc., Fort Worth, Texas

The purpose of this contract is to perform an extensive set of Monte Carlo calculations for the trans-

port of energetic neutrons released by the nonelastic collisions of protons.

F. Minimum Weight Shields for Space Vehicles

Technical Supervisor: M. O. Burrell, R-RP-N, 876-1891

Contract Number: NAS8-5277, April 22, 1963 - March 22, 1964

Contractor: United Nuclear Corporation, White Plains, New York

The purpose of this study is to develop methods for obtaining minimum weight radiation shields for

spacevehicles. The major objective of the program is file extension and generalization of the proton shield

synthesis technique originaltydeveloped for Marshall Space Flight Center. This technique allows the shield

designer to determine which mater__als and/or mixtures should go into a minimum weight proton shield for

a space vehicle. It also enables him to specify the thickness of each material or mixture and the order of

these regions in the complete shield.

G. Data Compilation and Evaluation

Technical Supervisor: M. O. Burrell, R-RP-N, 876-1891

Contract Number: NAS8-11164, April 8, 1964-April 17, 1965

Contractor: Lockheed-Georgia Company, Marietta, Georgia

The purpose of this project is to update and extend the radiation shielding data and methocis developed

by the contractor under previous contract; specifically NAS8-5252.
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Ho Evaluation of Simulated Radiation Shielding

Technical Supervisor: Richard A. Potter, R-RP-N, 876-8036

Contract Number: N/A

Contractor: N/A MSFC In-House

The purpose of this study is to conduct an in-house effort to evaluate the gamma probe technique as a

possible tool for space radiation shield evaluation and space radiation shield design, to develop in-house

competence for handling MSFC nuclear radiation problems.

Investigation of Mechanisms of Superconductivity by Nuclear Irradiation

Technical Supervisors: James C. Ashley and Eugene W. Urban

R-RP-N, 876-4126

Contract Number: NAS8-11098, Sept. 13, 1963- March 1, 1965

Contractor: Westinghouse Research Laboratories, Pittsburgh,

Pennsylvania

The main purpose of this project is to investigate the changes in the properties of high-field supercon-

ductor materials due to irradiation. These studies are particularly important for the operation of super-

conducting magnets in space. In the use of these magnets for active shielding of space vehicles, where the

magnet system is exposed to cosmic ray protons, solar flare protons, and neutrons and gammas from nu-

clear reactors, the results of these studies will materially assist in determining the feasibility of various

active shielding systems.

J. Compilation and Summary of Space Radiation and Shielding Data

Technical Supervisor: Henry E. Stern, R-RP-N, 876-3542

Contract Number: NAS8-11083, with two modifications, June 29, 1963 - January 29, 1965

Contractor: Advanced Research Corporation, Atlanta, Georgia

The purpose of this study is to compile, evaluate and summarize pertinent information concerning space

radiation and shielding.

K. Electron Shielding Studies

Technical Supervisor: N. Edmonson, Jr., R-RP-N, 876-4126

Contract Number: NAS8-11304, January 30, 1964 - January 30, 1965

Contractor: General Atomic Div. of General Dynamics Corp., San

Diego, Cal.

The purpose of this study is to investigate theoretically and experimentally the transport of electrons

through materials covering a range of Z numbers and in the forms of slab targets of various thickness in

the electron energy range 1-10 MeV. The theoretical results will be compared with the experimental re-

sults to develop reliable analytical procedures for shield design for space vehicles. Accurate shielding

computationprocedures are necessary for the construction of the lightest possible shields against the elec-

tron radiations in space.
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L. Experimental Simulation of Large, High-Field Superconducting Magnet Operation

Technical Supervisors: James C. Ashley and Eugene W. Urban,R-RP-N,

876-4126

Contract Number: Government OrderH-71484, April 3, i964- February 28, i965

Contractor: United States Atomic Energ 3" Commission, Oak Ridge, Tenn

The purpose of this study is to investigate the scaling laws which might apply to the design and construc-

tion of large, high-field superconducting magnets based on the behavior of lower field and/or smaller sized

magnets. The high cost of superconducting magnets makes it highly important to be able, as much as

possible, to predictthe behavior of the types of magnets to be used for space radiation shields from experi-

ments on laboratory sized magnets.

M. Study of Properties of High Field Superconductors at Elevated Temperatures

Technical Supervisors: James C. Ashley and Eugene W. Urban, R-RP-N,
876-4126

Contract Number: NAS8-I1272, July 26, 196.5 - April 26, 1966

Contractor: RCA Defense Electronics Products, Camden, New Jersey

The object of this study is to evaluate indirectly the possibilities of enhancing current density and mag-

netic field capabilities of superconducting solenoids by operating them at temperatures greater than 4.2 ° K.
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THERMOPHYSICSRESEARCHAT MARSHALLSPACEFLIGHTCENTER

Gerhard B. Heller

SUMMARY

The scope and status of thermophysics re-

search at MSFC (in-house and contract) is given in

this report. It includes work in the thermal space

environment, the physics of radiation and radiative

properties of solids, computer programs for thermal

control, thermal similitude of time-dependent pro-

blems, effects of space environment on thermal con-

trol coatings, infrared physics, and thermal flight

experiments. The report covers theoretical re-

search, early experimental studies, and some early

results of thermal experiments on Pegasus I.

I. INTRODUCTION

The main incentive for the considerable ex-

pansion in thermophysics research in recent years

has been our national space effort. Active and pas-

sive control of space vehicles and spacecraft has be-

come an essential activity of design, test, and evalu-

ation in all space programs. Consequently, ther-

mophysics has developed into a specialty in national

space and guided missile work. The technical com-

munity in this field now comprises about 500 engineers

and scientists, employed in industry, university

laboratories, and government agencies such as NASA,

Army, Air Force, Navy, and National Bureau of

Standards.

A number of major activities at Marshall Space

Flight Center (MSFC) are concerned with thermal

problems, with the work being carried out by MSFC

and by industry and research institutions under con-

tract with MSFC. The in-house and contract in-

vestigations constitute a wed rounded research pro-

gram. Some of its achievements are described in

this report, which deals particularly with thermo-

physics research as it applies to the exchange of

thermal energy between a space vehicle or craft and

its surroundings, especially space, and to the action

of this energy on satellite instrumentation.

Through the early Explorer program, beginning

with Explorer I, MSFC contributed to the establish-

ment of many concepts which are generally accepted

today, for example, those concerning passive thermal

control, thermal vacuum testing, emissivity, and

effects of space environment.

Later, the need for more in-house research

arose, especially in connection with Pegasus prob-

lems. Laboratories were established as a result of

this need at the Research Projects Laboratory of

MSFC. They proved to be extremely valuable in the

Pegasus project, and later in Saturn projects as

well. Research results, for example, have been

applied to thermal control of the nine space vehicles

illustrated in Figure 1.

Experience gained in such in-house work is

enabling MSFC to supervise its contract work better.

The development of in-house research facilities,

moreover, is enabling MSFC to handle projects which

cannot practicably be delegated to contractors. Much

work, of course, has been done and is being done

under contract. As an incidental but beneficial con-

sequence of all contract work, an effective relation-

ship has been established between contractors and

theMSFC thermophysics laboratories. Such past

and present research connections are shown in

Figure 2.

II. RESEARCH ACHIEVEMENTS

A. SPACE ENVIRONMENT

The thermal space environment is important in

the thermal radiative exchange between a space ve-

hicle and its surroundings. The major influx of

thermal energy to the space vehicle is due to in-

solation, earth or planetary albedo, and earth or

planetary infrared radiation. The general status of

knowledge of thermal space environment is discussed

here briefly.

The thermal space environment is not too well

known. No direct measurement of the solar constant
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in space has been made. Estimates from ground

measurements are assumed to be accurate within

3 percent [ 1]. The spectral resolution is much less

well known, and inaccuracies in the intensity of

spectral lines can be expected to be 10 to 50 percent,

or even higher [ 2]. More accurate information on

solar ultraviolet is especially important because

solar ultraviolet has a strong effect on the space

stability of thermal control coatings.

The spectral distribution and intensity distri-

bution of the earth albedo flux incident on the sur-

face of a spacecraft constitutes another little-explored

field of knowledge. The general equation for radi-

ative transfer was written by Stokes [ 3] in 1852, and

a solution was published nearly a hundred years later

by Chandrasekhar [ 4], who solved the problem of an

infinitely extended plane parallel atmosphere for the

conservative case of scattering known as Rayleigh

scattering. Chandrasekhar's equations were pro-

gramed for computers by Coulson and others, and

the results were published in table form [5]. This

information was used by Snoddy [6] at MSFC in a

study, discussed in this report, of the earth albedo

due to Rayleigh scattering, and of the effect of the

albedo on an area element of a satellite in space.

Figure 3 shows the Rayleigh diagram for scat-

tering of nonpolarized electromagnetic radiation by

molecules. The scattered radiation has two com-

ponents of the distribution function, as shown by the

equation:

f4 p2
- (1 + cos 2 O)

I0'r 647r2 ¢ 2 c 4 r 2

0

in which

I
0,r

0

r

f

P

E

0

c

= intensity as a function of 0 and r

= phase angle of radiation

= radius of scattering molecule

= frequency

= induced dipole moment

= dielectric constant

= velocity of light

X&r
f4 p2

: ( I+ cos z e)
64-rr 2 E2c4r2

FIGURE 3. POLAR DIAGRAM OF RAYLEIGH

SCATTERING OF UNPOLARIZED LIGHT

The outer envelope is the vector sum of these two

functions. The radiative transfer equation has to

account for multiple scattering. In this case, the

scattering of fully elliptically polarized radiation

must be considered. The Rayleigh scattering ma-

trix, R, has to be used. For the "conservative

case, " only four elements of the matrix are required,

as follows:

3 1 0 0

R = o 0 cos 0 0

0 0 cos 0

(1)

From the four S-functions which are obtained through

the solution of the matrix for multiple scattering, the

four required Stokes parameters can be derived.

These are necessary and sufficient to describe the

state of fully elliptically polarized radiation ema-

nating at the bottom or top of the atmosphere.



Figure4showsthegeometryfor thealbedoradiation
fallingona satelliteelementin space. Thesun's
directionis givenbythedirectioncosinep_ measured

at a surface area unit (called a "section"} in the

direction of the sun. The spacecraft surface area

unit (called "element"} is seen from the "section"

under the direction cosine g. The azimuthal angle

between the two dotted planes is _b. Other variables

shown in Figure 4 are the altitude H, the angle at

the center of the earth 5 , the angle between
n

element_section vector and the normal to the

element fl, and the angle _ between the meridian
m

plane of the element and the plane containing the

element _ section vector.

ELEMENT

NORMAL

NORMAL TO

SECTION

SUN

ONE OF THE 400 "SECTIONS"

CENTER OF

EARTH

HRk = f

A E

I R(g, g0, 9, A,T} cosg eosfldA E

r 2
(2)

The results of the study are to be published

separately; therefore, only a few examples are

given here. Figure 5 is a map of isophotes for the

area of the earth sensed by the spacecraft element as

a function of given values of H, T, A, and the solar

incident angle at subelement point O 0. The illustration

FIGURE 4. SECTION ON PLANET SURFACE

The four Stokes parameters, angular distri-

bution, and spectral resolution of the radiation

emanating at the top of the atmosphere depend upon

five variables: (1) the direction cosine p_ of the

solar radiation failing on the section , (2) the

direction cosine p of the section toward the satellite

element, (3) the optical thickness of the atmosphere

% (4) the earth surface albedo A, and (5) the azimu-

thal angle _ at the earth surface section between the

vertical planes containing g0 and g.

Snoddy determined the radiation intensity coming

from each of the differential "sections. " The total

or effective albedo was obtained by numerically

solving the following integral:

FIGURE 5. MAP OF ISOPHOTES FOR H = 103 km

shows the angular distribution as it affects the space-

craft thermal control computations. The sun vector

is 30 degrees from the vertical to the right. The

brightest area under the specific conditions of this

case is not the subsolar point but the outside area.

There is definitely a case of brightening toward the

terminator. Figure 6 shows the isophotes for another

set of parameters. Here, the conical intersection of

the new field with the earth includes a shaded part

of the earth.

Figure 7 shows the spectral resolution of the

earth albedo incident on a spacecraft element. The

surface albedo, A, of the earth is the variable

parameter, and all other parameters are kept con-

stant at the kalues indicated. These parameters are

4



thealtitudeH, theelevationangleof thenormalto
thesatelliteelement@p, and the azimuth angle of

the normal to the satellite element _p. It can be

seen that the spectral distribution varies consider-

ably for the three albedos shown.
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FIGURE 6. MAP OF ISOPHOTES FOR H = 106 km

Because of its great importance for spacecraft

in the neighborhood of planetary bodies, further re-

search in this field is needed.

B. E MISSIVITY

Emissivity was the first research study in

thermophysics at MSFC. It began ten years ago in

the Army Ballistic Missile Agency, and was supple-

mented by a research contract for early satellite

studies. The research results were helpful in

solving the thermal problems of Explorer I and other

Explorer satellites [ 7]. Emissivity research is

continuing; current problems are concerned with

wider temperature ranges and the fundamentals of

the interaction of electromagnetic waves with matter.

Figure 8 shows a rotating-specimen furnace

developed under contract [8] by Richmond and Moore

of the National Bureau of Standards in support of

MSFC high-temperature emittance research. The

furnace heats samples to 1673 ° to 2073°K (1400 ° to

1800 ° C) while rotating them, so that they are evenly

heated and an equally hot area of the sample is always

FIGURE 7. RELATIVE IRRADIANCE FOR THREE

VALUES OF EARTH-SURFACE ALBEDO AS

A FUNCTION OF THE WAVELENGTH

exposed to the viewing port. The emitted flux is

taken out in near-normal direction and analyzed by

an infrared (IR) spectroradiometer. A shallow

hole, drilled into the sample, serves as a "black-

body. " Earlier work on the emittance of shallow

holes by Guff_ has been extended, and the appli-

cability of this emittance research has been proven

by further theoretical and experimental research.

Figure 9 shows some results of emittance re-

search in the far IR at room temperature and at

cryogenic temperatures [9]. It has generally been

assumed that it is sufficient to measure the emit-

tance of surfaces in the IR from 1 to 15 microns.

However, for a typical surface like the S-IV stage

with a white control coating, the peak of the Planck

black-body radiation curve is at approximately 15

microns. This means that 75 percent of the

total energy is emitted above this value. Figure

9 shows a reflectance curve measured by I_lau and

Aronson of A. D. Little Co. under MSFC contract

[9]. The reflectance is plotted against the
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wave number. The curve shows strong reflection
bands. Any extrapolation of emittances beyond 15

microns, using the value measured at the wave-
length, will mean a great error in the effective in-

frared absorptance. The far IR region of Figure 9
corresponds to wave numbers 667 cm -1 to 50 cm -1.

Very little study has been made of this region of the
electromagnetic spectrum between IR and millimeter

waves of the radio spectrum, partly because of the
inherent experimental and theoretical difficulties.
More research in this area is needed.
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Another outstanding research achievement in the

field of emissivity is the quantum mechanical

studies by Schoeken (MSFC) and a group of physicists
at Colorado State University (Burkhard and Ashby,

with the assistance of Condon and Holstein) under a
contract with P. E.C. Corp. at Boulder, Colorado

[ 10, 11, 12]. The purpose of the studies was to
derive emissivities _ and absorptivities o_ from basic

principles. According to Kirchoff's law, the ratio of
(_ / E is always 1.0 for opaque substances, provided
the same wavelength or the same spectrum distri-
bution of the radiation is considered. Kirchoff's law

can easily be derived for thermodynamic equilibrium
from the laws of thermodynamics. The next step is

to prove this on the basis of the electromagnetic wave
fronts, using Huygen's principle. In the early part
of this research, theoretical results previously ob-

tained by other investigators were confirmed (i. e.,
Kirehoff's law is proven to be valid under the assump-

tion of the wave theory). The final phase of this re-

search was the analysis of the probability of photons
leaving the lattice of a metal on the basis of principles

of quantum mechanics. The main difficulty of this
work was the generation of an attenuating function

which provides an exponential decay of electric field

strength. The total Hamiltonian takes into account
interactions of photons with several different types
of electrons and with lattice impurities. The overall
result is a difference between emittance and absorp-
tance. The main difference between these two non-

dimensional coefficients is due to the effect of the

incoming electric vector field on the electronic states
and on the probability of a quantum jump resulting in
a photon leaving the lattice. Figure 10 shows the

integrated gray-body radiation intensity as a function
of the ratio of two temperatures: the temperature of

the solid T and the temperature of the radiation en-
S

vironment T . The ratio of emissivity to absorp-
r

tivity, e/a, versus the temperature ratio, Ts/Tr,

is shown. The deviations due to the quantum me-

chanical effects are especially great at low values of
the nondimensional temperature ratio T /T . One

s r

interesting conclusion of this research is that the

emissivity can no longer be defined and standardized
as a materials property. It should also be pointed
out that Figure 10 cannot be generalized for all ap-

plications, because in many cases the spectral dis-
tribution differs from the one used in the computation

given. A corollary conclusion of this research is
that geometry factors and radiative transfer coef-
ficients can be in error if this effect is neglected.

Another research aspect of emissivity is the
determination of effective emittance or IR absorptance

values. Figure 11 shows the spectral distribution of

the IR earth radiation [ 13]. It has two main com-

ponents: (1) the radiation from the atmosphere,
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which has nearly a black-body distribution cor-

responding to a temperature of 250°K and (2)

radiation coming from the surface of the earth at

about 288 ° K, with a peak about twice as high as the

other component. However, only the bands for

which the atmosphere is transparent (between 8 and

13 microns) contribute to the total radiative flux

leaving the top of the atmosphere. The graph also

shows a curve of the measured emittance of sand-

blasted aluminum. The effective absorptance of the

surface for IR radiation is shown as a third curve

(data from Snoddy and Miller [ 14]). The value for

c (earth) = _ (earth) is obtained by integrating the

last curve from 0 to oo. This is one of the inputs to

the general computer program for thermal control

which will be discussed in more detail.
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C. COMPUTER PROGRAMS

The temperature of spacecraft depends mainly

on: (1) the exchange of electromagnetic radiation

with space and nearby celestial bodies, (2) space-

craft internal heat generation, and (3) energy fluxes

between parts of the spacecraft. Computer programs

have been developed at MSFC to analyze properly the

complicated heat-exchange mechanisms. From the

early phases of Explorer I thermal design, the com-

puter program was developed to a high degree of

sophistication. Papers on thermal design of Ex-

plorers and other space vehicles have been published

by several investigators [ 15-26] at MSFC.

Research at MSFC has concentrated on computer-

program use for satellite temperature prediction.

Experimental research in the laboratory gives es-

sential inputs and checks on specific points, but it

does not replace the computed results. Our computer

code is used as a powerful tool during the following

phases of thermophysics activities:

1. Preliminary analysis during the study and

early design of a satellite project. Requirements

for thermal design are given during this phase.

2. Determination of thermal test requirements.

3. Verification of thermal design as expected

throughout the lifetime of spacecraft. Design

parameters, launch days and hours, results of

thermal tests, and injection conditions are used in

this thorough analysis.

4. Analysis of telemetered temperature meas-

urements after successful launching of the satel-

lite is accomplished. Special computer codes are

used for analysis of data obtained from space en-

vironmental effects sensors which will be described

in this report.

The establishment of thermal vacuum test re-

quirements, a very important part of theoretical

studies, is very often overlooked or ignored. It

allows for the consideration of questions such as

usefulness of solar simulation and accuracy re-

qnirements for simulation parameters. Often

simulation knowledge is far behind spacecraft design,

and therefore only comparatively low accuracies

can be achieved in such testing. The use of a com-

puter program shows whether the actual behavior of

spacecraft in space can be determined better by a

complete test, by improved determination of

specific heat transfer coefficients, or by measure-

ments of optical properties of thermal control sur-

faces immediately before launch. Thermal vacuum

testing is a very active research field. In many



cases,atestcangiveonlyafewcheckpointssuch
asthe"coldcase"(lowesttemperatureconditions)
or the"hotcase" (highesttemperatureconditions).
Sincemorethan20parametersaffectthermalcontrol,
onlyafewcanbetested. Ourcomputercodeverifies
thesoundnessof thetestresultsobtainedandthecom-
putationof transientconditionsandsimultaneous
variationsof otherparameterswhichcanneverbe
includedin atestprogrambecauseof limitationsin
costandtime. Followingis adiscussionof theheat
fluxequationin its basicform.

Thecomputationof satellitetemperatureis
basedontheheatfluxequationwrittenfor aniso-
thermalelementA ofthesatellite:

J

A o_1 SD I+A oL2ghBScos 0 D 2 + A o_3gh E S
J J J

n

-Aj CT.] aT 4.j + _,[Ckj (T k- Tj) + rkj (T4k-Ta)]j
j,k=l

kCj

-AjdjcppTj + qj = 0
(3)

j = 1, 2, ...... n.

This equation has a number of flux terms which

are explained here in more detail:

1. Flux terms for incoming energy are:

Insolation = Aj_ IS D I

Albedo radiation = A o_2g h B S cos 0 D 2
J

IR earth radiation = A.o_3g h E S
J

wherein

A = isothermal surface element
J

1 = c_ absorptance for solar radiation
s

S = solar constant

D1 = step function (D 1 = i in sunlight

= 0 in earth shadow)

a2 = absorptance for albedo radiation

g = radiative transfer function (depends

upon spacecraft attitude angles)

B = earth albedo

cos 0 = direction cosine of albedo

D2

(x 3

E

= step function (D 2 = 1 in hemisphere to-

ward sun

= 0 in opposite

hemisphere)

= aE absorptance for earth IR spectrum

= ratio of earth IR flux to solar constant

2. Flux term for radiative energy leaving the

surface element A. to space
J

A. ET aT.
J j J

wherein

_T
J

= emittance of surface element A for its
J

Planck temperature T.. In many cases
]

eT. is set equal to OLE •

]

a = Stephan- Boltz mann constant

T. = temperature of element A
j J

3. Internal flux terms

a. Heat exchange by conduction and radiation

between isothermal surfaces

n

_,k= 1 [ckj (Tk- Tj) + rkj (T_- T4'J )]

kCj

wherein

Ckj

rkj

= conductive transfer coefficient from

element k to element j

= radiative transfer coefficient from

element k to element j

Tk, T. = temperature of elements k, j]

b. Heat flux absorbed duc to hcat capacity

of the element A.
}

h = radiative transfer function (depends -A d. C pj
upon spacecraft altitude) j J J J

8



wherein

d = thickness of area element A
J j

C.

J
= specific heat of area element

pj = density of area element

T. = time derivative of T
J j

c. Internal heat production of the element A.
J

qj

Equation (3) is a simplified version of the actual

equation used for the computer program. It is a

system of n (which may be up to 100) nonlinear

fourth-order differential equations which are solved

simultaneously on the 7094 computer. Many of the

terms are functions of several variables, such as the

step functions D 1 and D2, which depend upon the six

velocity and space coordinates of injection, the hour

and day of injection, and the time after launch. Many

parameters are also complicated functions of time.

All surface properties are affected by the space

environment, and the orbital parameters change by

precession and rotation of the line of apsides.

Thermal control inputs to the computer program

are shown in Figure 12. On the top line are the

external parameters: insolation, albedo, earth IR,

step functions, direction cosines, and station co-

ordinates.

The terms are:

S(D)

B(R,_,e)

= solar constant dependent on day D

= albedo, as function of radius

and angles fl and 0

PROPERTIESOF
OUTSIDE

SURFACE
ELEMENTS

_Tj(t)

C_T,2lt)
',
,,
i

_T,n (t)

as, i(t)

as,2(t)
,,
i
g

laS, n(t)

CI
C2

i

Cn

INTERNAL HEAT
OF ELEMENT j 20j

GROSS LINKING
TERMS BETWEEN
ELEMENTS j,k

rml

j#k
j,k
T. c.(T: - Tk)11=1c !
j#k

INJECTION h,/9,T
PARAMETERS-
V,_ ,T

s (D) S(_,B,e,) E_,B)

TEMPERATUREPREDICTION
FOR TYPICAL CASES

STATION
STEP FUNCTION_ _,(t)'_(D,H,t) _.R COORDINATESDI(t,D,H,Io,8 O) R'F
D2(t,D,H,Io,8O) _,(I)-_[D,H,t') 2. R BS' 7S

TIME IN SUNLIGHT VISIBILITY
PREDICTIONSFOR A FROMSTATIONYEAR

FIGURE 12. GENERAL COMPUTER PROGRAM INPUTS FOR THERMAL CONTROL



= latitude of satellite position

= angle between sun vector and radius

vector R.

E(R,/3) = earth IR radiation as function of

radius R and latitude angle/3.

D 1, D2 -- step functions dependent on day D

and hour H of launching, the sun

longitude 10, and sun declination

50.

R = radius vector

F = sun vector

X, Z = spacecraft fixed vectors

/3s' _s
= latitude and longitude of observation

station.

The input parameters in the vertical column are

the properties of the surface elements, such as IR

absorptance s T at temperature T, solar absorptance

o_ ,. and the heat capacities of these surface elements.
s

There are the internal heat production and cross-

linking terms for conductive and radiative exchange

between all elements k and j. In addition there are

the six injection parameters of the spacecraft.

Figure 13 shows a table of the coefficients rkj up to

n isothermal areas A.. These coefficients have to be
J

determined by ground tests or by special analytical

procedures based on view factors and emittances of

inside or outside surfaces of the n area elements A..
J

There are n (n-i) coefficients.

The computer program can be used to determine

special aspects which have a bearing on the thermal

control but which do not require step-by-step in-

tegration of the differential equations.

The time-in-sunlight of a spacecraft in earth

orbit can be computed by combining the step function

D 1 and the angular distance of the sun vector_ r from

from the radius vector of the spacecraft R with the

with the injection parameters of the satellite. The

step function D 1 is, in turn, dependent on the day of

K'X_ I 2 3 4 5 6 7 8 9 I0 II 12 13 14 15

I r2,1 r3,1 r4,1 r5,1 r6,1 rT, I rs, I r9,1 rto, I rll,I r12,1 r13,1 r14,1 r15,I

2 r 1,2 r4,2 r5,2 r6,2 • • - • .....

3 r 1,3 r2,3 r4,3 rs,3 r6,3 ........ •

4 r 1,4 r2,4 r3,4 :r5,4 • • • • ......

5 rl,5 r2,5 r3,5 r4,5 ..........

6 rl,6 r2,6 r3,6 .... • ......

7 r17 r27 ........ • " ° •
t I

8 rl,8 r2,e • , ..........

9 r! 9 .............

I0 q Io .............

I I rl_ll • • - • • - • • * o • "

1 2 rill2 • ....... .....

13 rl 13 ............
P

14 rl,14 • .... • • .....

15 r115 • • • • • • .......I

16 rl,16 " " " • ° i . . • o o • -

17 rn,o,!rz,,? r3,,7 • • • • • • ......

• • • • • • • • • • • • • e •

n rl,n ...... , • • " • - -

16 17 • • n

r16,1 rlT, i • . rn, I

rl7,2 • • o0

o • • e B

• • • w •

• • g • •

o • • • •

• o • • • •

• • • e •

• • o • •

• • • _ e

rnpn-
_ _ o e

.... rn-l,n

FIGURE 13. COEFFICIENT OF RADIATIVE TRANSFER OF TERMS
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launching after the vernal equinox and the hour of

launching (Fig. 12). The geometry involved is shown

in Figure 14. A typical result for the Pegasus I

spacecraft is shown in Figure 15; this shows a plot

of the percentage time in sunlight versus the days
after launch. Three hours of the solar day, T O= 0,
2, and 4, are used as parameters.

PERIGEE_I _% __ __

INGRESS

PROJECT OF SHADOW AXIS

FIGURE 14. PARAMETERS IN CALCULATION OF
SPACECRAFT TIME IN SUNLIGHT

__eo I I

o I00 ZOO 300 400

TIME (DAYS AFTER LAUNCH}

FIGURE 15. PERCENT TIME IN SUNLIGHT FOR
PEGASUS I VS. DAYS AFTER LAUNCH

D. THEORETICAL THERMOPHYSICS

Although thermophysics research has been ex-

panding rapidly under the stimulus of space programs,

a great deal of fundamental knowledge has yet to be
acquired. One field of thermophysics research which
promises to yield basic information is that of thermal
similitude. This deals with nondimensional numbers

or _r ratios; therefore, conclusions drawn from work

on models may be usefully extrapolated. The theory
of similitude has been well established in other areas

of physics, such as mechanics (especially fluid

mechanics). Wind-tunnel testing is a widely accepted
tool of research and development for which 7r ratios

like Mach and Reynolds numbers are common know-
ledge.

Such numbers are not well established in

thermophysics, and even the problems or goals of
the research activity are not well understood. Some

investigators are trying to prove or disprove the use-

fulness of thermal modeling by running extensive
series of tests in vacuum chambers. Claims have

been made that these tests have proved that a space

vehicle can be fully checked out by a thermal vacuum

test of a model. This conclusion seems highly im-
probable, and may even be the wrong objective for

this type of research. Model testing for aerodynamic

shapes and problems has proved extremely valuable
for airplane and space vehicle design. It is con-
ceivable that its usefulness for solving thermal

problems will develop ultimately in the same di-

rection. It is not the checkout phase, however, but
the research and development phase for which such

techniques can become a powerful tool. Hence, the

problems must be defined and solutions found by
employing the proper set of experimental parameters.
MSFC research is inclined in this direction. The

greatest potential for thermal similitude research

is in cost savings, because it may prove that ex-
pensive full-scale tests with solar simulation are

not required. Thermal similitude investigations are
more difficult in that six _r ratios are required for
the solution of the general case. These r's are the

nondimensional numbers which must be considered

in the similitude analyses. Such a set of _r ratios can
be obtained by trial and error methods, and a few of

such sets have been proposed. The research done by

Jones, in cooperation with the University of Alabama
[ 27], started out with the theory of similitude rather
than with a ready-made but limited solution. Some

excellent research in thermal similitude is being

done by Vickers of Jet Propulsion Laboratory [ 28].
Jet Propulsion Laboratory is interested in the
equilibrium case for long periods of coasting in in-

terplanetary space. Interest at MSFC is on the study
of transient conditions as they occur in the eclipsing
of satellites by the earth's shadow, and in thermal

vacuum testing when heat is applied in terms of a
step function. Research on thermal similitude at

MSFC, therefore, includes the more general case
in which the time derivatives of all functions have to

be considered. A discussion of the early and very
promising results of this research follows.

One example of many theoretically possible non-
dimensional groups is illustrated in Figure 16. The
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A groups were derived on the basis of Brand's 
formulation of the A theorem in matrix form. 
matrix has been programed for the 7094 computer 

This 

" J  

C j  Tj 

RAj Ij t 

FIGURE 16. NONDIMENSIONAL A GROUPS 

and solved. A total of 53 independent s e t s  of s ix  x 
ratios for thermal similitude has been obtained 
12'31. Theoretical and experimental work on the pro- 
blem is being done at the University of Alabama. 
The experimental research by Matheny is directed 
toward time-scaling laws [ 301. 
photograph of a prototype and model. The experimen- 
tal setup provides for heating of the upper disk and 
for thermocouple measurements a t  various loc a t ' ions 
in the upper disk, stem, and lower disk. Some tes t  
results obtained by Matheny are shown in Figure 18. 
The temperaturc of upper disk T, and lower disk T, 
are plotted against time t. The time scale is not the 
same, but is compressed for the prototype by a 
factor of d2, i f  d is the linear scaling factor. Theo- 
retical evaluation of these results is made in con- 
nection with MSFC's in-house computer program [ 311 

Figure 17 is a 

FIGURE 17. THERMAL SIMILITUDE PROTOTYPE 
AND MODEL 

FIGURE 18. TRANSIENT TESTS ON PROTOTYPE 
AND MODEL 

Other MSFC theoretical thermophysics research 
is concerned with the interface conductance of s u r -  
faces in the vacuum of space. 
contact" between two metal surfaces which are 
fastened together, such as in a flange, have very 
little thermal resistance under normal atmospheric 
conditions, It is known that the heat is mainly con- 
ducted ac ross  the interface by the absorbed o r  en- 
closed air in the gap. Rcsearch for space application 
is required to determine the ba ramc te r s  affecting the 
heat transfer in vacuum and the physical processes 
involved. 
utilized by Astrionics Laboratory of MSFC in the 
design of the instrument unit (IU) of the Saturn ve- 
hicles S-IV, S-IVB, and S-V. The problem here is 

The so-called "metallic 

Results of this r e sea rch  have been 
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to maintain and assure a high heat conductance be-

tween the IU instruments and "cold plates" on which

they are mounted. Research in this field has been

carried out by Atkins through in-house studies sup-

ported by contracted research [32]. A complete

bibliography is given in Reference 33. The ex-

perimental apparatus of Astrionics Laboratory,

which was used in connection with the IU thermal

work, will be discussed in the Measuring Techniques

section of this report.

Further experiments were performed by Fried

under an MSFC contract with General Electric Co.

[ 34, 35]. Figure 19 presents results compared

with earlier investigations by Clausing of the Univer-

sity of Wisconsin. The slope of the first portion of

the curve is close to the theoretical slope of 2/3,

which is the exponent for elastic deformation of the

contact points.

TIE

MANOMETER

OIL BATH & GAS FLOW

METER

MANOMETER

OIL BATH

SOURCE

TO ._l_TO VACUUM

GAUGE PUMP

v

x

I000

I00

_00

1.0

.I

J
........... _-_t .... f .' I1!,:1

' I _ AV[eAg[O OATA r_OM

1.0 _0.0 I00. tO00.

FIGURE 19. THERMAL INTERFACE

CONDUCTANCE IN SPACE VS. LOAD APPLIED

Interface conductance between powder particles

in "hard" vacuum (13 × 10 -8 N/m 2 or 10 -9 torr, and

below) is of another type. Research Projects Lab-

oratory at MSFC has measured thermal conductance

of pumice powder with a special calorimeter, il-

lustrated diagrammatically in Figure 20. This

apparatus measures thermal conductivity of powders

in the temperature range of 79 ° K {temperature of

liquid nitrogen) to 450°K. Data on thermal con-

ductivity of pumice powder as a function of vacuum

and particle size are given in Figure 21. The vacuum

causes a change of conductivity by two orders of

magnitude. The effect of particle size is complex

in that it varies with gas pressure. As shown in the

illustration, at the lowest pressures tested, particles

in the range of 44 to 104 microns had the lowest

conductance. At intermediate pressure, however,

particles less than 44 microns had the lowest

conductance.

The research discussed was done mainly for

information on insulating powders. Conclusions

WATER OUT IN

( THE RMO|TATICAI.LY

CONTROLt,ED)

111111111111111111

FIGURE 20. THERMAL CONDUCTIVITY
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FIGURE 21. THERMAL CONDUCTIVITY OF

PUMICE POWDER

can be drawn from this behavior and applied to the

very underdense powders on the surface of the moon.

Expansion of theoretical knowledge and the various

techniques associated with the exploration of the

lunar environment, and enlightenment on the com-

position of the "dust" layer of the moon seem to be
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logical steps in the extension of this research [ 36-39].
Results of current studies indicate that the use of the

concept of diffusivity, as in the Fourier differential

equation for conduction in solids, is not necessarily
applicable to thermal conductivity of powders. One
reason is that the conduction through interfaces in
"hard" vacuum is not well understood. Also,

radiative conduction plays a major role since lunar

"dust" is underdense by a factor of 10 to 30.

E. THERMAL CONTROL

Thermal control is one of the applied fields of

thermophysics research. Most of the people men-
tioned as contributors in other sections of this re-

port have contributed to space-vehicle thermal con-
trol at MSFC [40-48]. Research on the computer

programs mentioned earlier contributes to this area.
A study made by Shoddy and Miller on requirements
for thermal control surfaces, which was given as a

paper at the 1964 Thermophysics Specialist Con-

ference [ 14], will be discussed here.

The outside surfaces of a space vehicle are

among the essential parameters for effective thermal
control. Figure 22 shows the result of a study of all
available thermal control surfaces, such as metals
with various surface characteristics, interference-

type coatings, ceramic coatings, paints, etc. It
reflects the status of knowledge early in 1964. The
solar absorptance _ is plotted against the IR ab-

s

sorptance at temperature s T or eT' in which T is

usually assumed to be 300°K. Solid lines have a

constant ratio of _s/eT. The white area indicates

that they are available.

In Figure 23 data are given for coatings with the

requirement of those in Figure 22 and the special
requirement of ultraviolet stability. The white area
in this figure is considerably smaller, especially for

surfaces below the line _ / c T = 1.0, which includesS

most of the nonmetallic surfaces. An important

requirement for MSFC is the applicability of thermal
control coatings to large surfaces of space vehicles.

The availability of these surfaces is shown in Figure
24. Here, the white area is narrowed down con-

siderably, mainly because, for many cases where
surfaces are known, processes for the coating of

large vehicles are unavailable or are too costly for
consideration at the present time. Electrically
conductive surfaces are required for some scientif-

ically instrumented spacecraft. This is important
if the outer satellite skin has to be an equal-potential

surface. This requirement was imposed for Explorer

i':r,o.or2.0.,.5

0 02 04 06 08 10
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FIGURE 22. AVAILABLE THERMAL CONTROL
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FIGURE 23. AVAILABLE THERMAL CONTROL

SURFACES, ULTRAVIOLET-STABLE SURFACES

X. Figure 25 shows the thermal control surfaces
available for this purpose. The selection is narrowed

considerably compared to the previous illustrations.
If several of these restrictive requirements are

applied, as is necessary for most vehicle consid-
erations, only a narrow band of availability remains.
Research to fill some of these critical gaps has been

successful at MSFC, notably the studies of Gates in
collaboration with Zerlaut of IIT Research Institute.
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The S-13 paint which found application as a coating

for the S-IV stage and the Service Module Adapter

of Saturn flights 8, 9, and 10, was a result of the

research effort of Gates and Zerlaut over the past

four years. A nation-wide survey, conducted two

years ago by Fairchild-Hiller (the Pegasus prime

contractor) and Miller of MSFC, revealed that no

thermal control coating which would meet the Pegasus

requirements was available. At that time, the de-

cision was made to use the S-13 paint (90 gallons

were required for a Saturn vehicle). Although the

production of thermal control coating is not con-

sidered a research effort, it is mentioned here

because the earlier research started in 1960 by

Gates has found direct application to the Saturn

coating problem. Several laboratories of MSFC have

been involved in the procurement contract of the S-13

paint and its application to the Saturn vehicle.

Materials research for improved thermal control

paints is being done by Lucas and his coworkers in

the Propulsion and Vehicle Engineering Laboratory of

MSFC. This work in materials research is especial-

ly important for filling the large gaps which exist in

the availability of thermal coatings shown in Figures

22 through 25.

F_ EFFECTS OF SPACE ENVIRONMENT ON
THERMAL CONTROL COATINGS

The effects of three environmental factors (ul-

traviolet, solar wind, and micrometeoroids) on

thermal control coatings are discussed here.

1. Ultraviolet Effects. It was assumed in early

Explorer experiments that inorganic white oxides

such as TiO 2 or A1203 were stable in the space en-

vironment. Since then it has been learned that this

is not necessarily correct, and a great number of

substances now have been checked empirically in the

laboratory for ultraviolet effects. It has been found

that the semiconductor ZnO is less affected than many

other oxides. The mechanisms of the interactions are

not fully understood; consequently, a considerable

amount of research is being conducted in this area.

Research personnel who have made notable contri-

butions are: Snoddy, Miller, and Arnett of MSFC

[ 14], and Zerlaut of IIT Research Institute [ 49], under

contract to MSFC. The S-13 coating already men-

tioned in connection with the S-IV application uses

ZnO as a pigment, with a semiorganic silicone resin

as binder. It is used to keep a component cool, es-

pecially under solar irradiation. Research is con-

tinuing toward a better understanding of the de-

gradation mechanisms and to obtain better thermal

control surfaces [50].

Research on UV effects is presently the most

active research area of thermophysics. Each govern-

ment and industrial thermophysics laboratory is

engaged in research on UV effects because of the

immediate need for space vehicle thermal control

coatings. Unfortunately, most of this activity em-

phasizes testing rather than research. The status

of laboratory UV degradation studies was the subject

of a nation-wide "round-robin" at Ames Research
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Center. Identical paint samples previously had been
prepared from one batch and shipped at the same

time to the sixteen participating laboratories. For
the degradation experiments, all laboratories used

the same high-pressure mercury UV lamps (A-H6
made by General Electric}. Results of the experi-

ments and information about special test conditions
were sent to the Ames Research Center for evalua-

tion. Figure 26 shows some of the results of this

evaluation [ 51]. The increase of the absorptance
for solar radiation As is plotted against the

s
equivalent sun hours. The temperatures of the

samples under the simulated illumination are
indicated on the graph. The length of the dashes of

each curve indicates the intensity used (in some

cases, an intensity of 10 to 15 suns). This was also
connected with the highest sample temperatures.

"The darkening of the surfaces could increase the

temperature of the spacecraft by 30 ° to 50 ° C. It
was impossible to arrive at a conclusive analysis
of the effects. However, it became clear that the

simulation techniques were completely inadequate
at the times the measurements were made (end of

1963). Each of the round-robin participants knew
Chat his measurements would be evaluated and

correlated with others. Therefore, each experiment

was carefully done. However, results differed by a
factor of 5.
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FIGURE 26. RESULTS OF ULTRAVIOLET

DEGRADATION, "ROUND-ROBIN" TEST

Most determinations of UV stability of thermal
control coatings of space hardware were made by the
same laboratories. It is understandable that the ther-

mal control of some spacecraft did not turn out as ex-

pected. The participants learned that more careful

research is necessary. The experimental equipment

recently acquired by MSFC under DART sponsorship

has taken into account the lessons learned and addition-

al experience gained since the time of the UV degra-

Oation experiments. Most of the UV experimental work
still is done by contractors of MSFC. However, in-

house effort has already proved to be very valuable in

scientific research and in application to the Pegasus

project.

A few illustrations will highlight some of the
contract research results. Figure 27, taken from

Reference 50, shows the spectral absorptance as a
function of wavelength for the composite coating TiO 2

and epoxy resin. The solid line curve shows the

unexposed sample with the sharp UV absorption edge
which is typical for the TiO 2. After exposure to the

UV rays of an A-H6 lamp, the absorption edge is

shifted to lower energy and becomes less steep
(dashed curve). Another fact shown is the increase
of the absorptance at wavelengths in the visible and
IR. The third curve between the other two gives the

results of measurements after exposure of the

yellowed sample to the light of a fluorescent lamp.
A bleaching takes place. Apparently, some of the
color centers can be activated by the less energetic

light, and displaced electrons can fall back to their

original positions. Similar bleaching also takes place

by exposure of a UV-darkened sample to atmospheric
oxygen or to a combination of oxygen and daylight.
Some of the differences in past measurements could

at least qualitatively be traced to such bleaching
mechanisms. For all cases investigated, bleaching
neither eliminated all color centers nor brought back

the spectral absorptance to its original value. The

mechanisms of degradation and the means to prevent
or control it are not yet fully understood.
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Figure 28 shows an approach to the analysis

taken by IIT Research Institute under a NASA Head-
quarters contract (DART), for which Gates of MSFC
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is technical monitor [ 52, 53]. The upper portion

of Figure 28 shows the scattering of light by a matrix

of a UV-transparent substance, and embedded UV-

absorbing particles are shown as black balls. Many

paints follow this principle. If the matrix is com-

pletely nonabsorbent, and the particles absorb UV

and are not affected, the combination is stable. Since

about 5 percent of the solar spectrum energy is in

the UV and is absorbed by such a combination, the

solar absorptance _ is limited to a minimum value
s

of 0. 12 to 0.18. A lower value may be obtained if

the UV is scattered. The lower half of Figure 28

shows a combination of a matrix with a UV-

transparent pigment which could be particles or

voids (microbubbles). A smaller _ could be
S

Light Beam
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Pigments

Substrate

Light Beam

O0 00 

_ Matrix Surface

(_ Transparent
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Substrate

FIGURE 28. SCHEMATIC OF LIGHT WITH TWO

TYPES OF PAINT MATRICES

achieved by such a combination, and this is the goal

of present IIT research. The difficult problems are:

(1) requirements for UV transparency of the matrix

better than present by an order of magnitude and

(2) a perfect reflectance at the matrix-substrate

interface. Theoretical studies have been made by Miller

and other scientists of MSFC and of Ling-Temco-Vought,

in which Rayleigh-Gans and Mie scattering [54] is ap-

plied. Figure 29 shows a schematic of the systemin-

vestigated. The purposes of the research are to obtain

an understanding of the theory of the scattering pro-

cess and to apply it to the development of thermal

/ IN¢ DENT
MANY CYLINDRICAL FIBERS, --_ _ RADIATION

BASEJ \
_- SUBSTRATE

FIGURE 29. SCHEMATIC OF DIELECTRIC

CYLINDER SCATTERING MODEL

control surfaces with directional characteristics.

Figure 30 shows results of the study. The back-

scattering coefficient is shown Versus the angle of in-

cidence for different length-to-diameter ratios of the

cylinders. Strong directionality is obtained with high

length-to-diameter ratios.

2. Solar Wind. For the low-eccentricity orbit

of Pegasus, the problem of solar wind is negligible

because of the shielding by the earth's magnetic

field. For deep-space probes and vehicles traveling

to the moon, however, solar-wind effects are im-

portant. A research program on solar-wind effects

is being conducted through in-house studies by

Miller and Arnett, and contract support by Wehner,

of Litton Industries. Figure 31 is a schematic of

Wehner's sputtering apparatus for simulating solar-

wind effects [55]. The gas (hydrogen or helium)

contained in the bell jar is ionized by a 40.68-MHz

rf excitation coil. The ensuing plasma is accelerated

by a second rf field of lower frequency (about 2.5

MHz) applied to the sample. Accelerating voltages

of 100 to 3000 V can be achieved, and the sample is

kept electrically neutral. Figure 32 shows some of

Wehner's early results with samples furnished by

Miller and Arnett. The ratio of solar reflectance to

the initial solar reflectance is plotted against time of

solar-wind bombardment simulated for one

Astronomical Unit. The interesting result is that

some inorganic composite samples (e. g., ZnO with

potassium silicate) are strongly affected by the

solar-wind bombardment. In general, the heavy

(c_ particle) component of the solar wind seems to
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have stronger effects than protons, although there

is a greater abundance of protons. However, these

results are tentative and require further analysis.

In several cases, the reducing property of hydrogen

on some metal oxides contributes to the generation

of color centers. Research on the solar-wind effects

and an understanding of the basic physical phenomena

involved are particularly important to cislunar and

deep-space operation.

3. Micrometeoroids. Deleterious effects of

micrometeoroids on the optical properties were

minimized in Explorer I and later spacecraft by

using sandblasted metallic surfaces, which were

assumed to be little affected by the erosion of micro-

meteoroids. The effect has never been successfully

determined by a space experiment. Theoretical studies

at MSFC (by Schocken, Merrill, and Fountain) are

being supplemented by experimental investigations

under contract. Figure 33 shows the Van deGraaf

accelerator [56] used by Friichtenicht (Space

TeclmologTf Laboratories) for the simulation of

micrometeoroid bombardment of thermal control

surfaces [57]. The particle injector and charging

electrode generates a distinct spectrum of particles.

The charge is the maximum possible, based on the
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FIGURE 33. ELECTROSTATIC ACCELERATOR

FOR MICROMETEOROID SIMULATION

radius of the spherical capacitors and the given

charging voltage of 15 kV. Figure 34 (taken from

Reference 57) shows some of the results obtained by
bombarding a gold sample. The spectral reflectance

is plotted against the wavelength. The solid-line
curve is for the unbombarded sample and the two

dashed-line curves are for the sample after bom-
bardment by 200 000 and 400 000 particles. The

samp! e dimensions were 3 by 12 millimeters. The

sandblasting effect changes the reflectance at all

wavelengths. It is strongest in the yellow and red
of the visible spectrum and up to 5 microns in

the near IR, while the effect becomes definitely
smaller about 5 microns. It should be pointed

out that plotting in this fashion gives only one number,
namely the total energy of the reflected radiation.
It is possible that after some micrometeoroid bom-

bardment, the total reflectance changes very little,

but that the percentages of diffuse light increases
considerably. Further research is required for an

understanding of these effects and of the correlation

of laboratory results with flight experiments.

Research in environmental effects is of immediate

importance for NASA's projects. Additional work
at MSFC is being done on the effects of nuclear
radiation or simulated Van Allen or cosmic radiation

on materials, especially by Lucas and his co-workers

in the Propulsion and Vehicle Engineering Laboratory.
This work will be discussed in more detail in the

nuclear physics and engineering materials reports
of this research achievements review series.
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G. THERMAL ENVIRONMENT FLIGHT EXPERI-
MENTS

Many spacecraft have been launched into space,

and temperature measurements obtained from crit-
ical components onbeard have confirmed or disproved

the contention that the thermal radiation equilibrium

in space has been correctly predicted. In many cases,

it was sufficient to find out that the component stayed
in the allowed temperature range (e. g., 0 ° to 50 °C).

The most powerful tool for a detailed analysis
of telemetered temperature data is the computer pro-

gram which was used during the design phase. How-
ever, because of the more than 20 parameters (often
there are more than 10 different thermal control sur-

faces on the outside), it is not possible to resolve the
effects to better than +10 ° to ±20 ° C. This means

that the next spacecraft must be designed with the

same amount of uncertainty.

This problem arose in the analysis of telemetry
data of Explorer satellites. At that time, some

people at MSFC began thinking of methods for
obtaining meaningful results which would allow

analysis of the space environment and effects of the

space environment on thermal control surfaces. Work
was initiated by Snoddy of Research Projects Lab-

oratory, who started a thermal environment

measuring device [58, 59]. The instrument was
fabricated b.v Burke of Astrionics Laboratory, and

the design will be described in another report of this
series. For a scientific instrument, the measuring

device is comparatively simple in principle; however,
it took five years to develop it to its present state.

Figure 35 shows the type of instrument flown on
the Explorers. It is a disk, mounted flush with the

vehicle surface and connected by an insulating stem to

the housing which is bolted to the spacecraft. This
flight instrument can serve as a tool for engineering

tests to qualify thermal control surfaces, but it also

allows for the determination of space environmental
effects. Because of its small time constant, effects



of insolation, albedo, and infrared can be resolved. 
The analysis of the results is not as simple as 
might be expected. A knowledge of the space-fixed 
attitude is required. From the dot products of the 
vehicle-fixed vector with the sun vector and radius 
vector, the direction cosines of the sun and earth 
can be derived. 
are needed to determine these vectors. 
information is needed to explain fluctuations of 
temperatures due to variable insolation, variable 
albedo, and infrared effects. Further variation of 
the orbital characterist ics have to be taken into 
account. 
general thermal computer program. 

Two independent measurements 
The attitude 

The proper tool for evaluation is the 

FIGURE 3 5 .  EARLY ENVIRONMENTAL EFFECT 
SENSOR 

F i p r c  36 shows telemetered results of the 
sensor  flown on Explorer XI [ 1 4 ,  581. The coating 
of the sensor ,  applied by Haas of the Army Corps 
of Engineers, was a multiple layer,  optically thin, 
with the following composition: one-half wavelength 
thickness of S i0  ovcr 20 nanometers of germanium 
over onc and one-half wavclcngths of S i0  on an 
aluminum substrate. 
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FIGURE 36. COMPARISON O F  TEMPERATURES 
FOR TWO DAYS, EXPLORER XI SENSOR 

The data points were assembled from several  
orbits of s imilar  characterist ics on June 19, 1961, 
and October 8, 1961. The spread of points is not 
due to lack of measuring accuracy, but to some of 
the effects described above. It shows clearly the 
difficulties involved. 
the number of variables has been reduced. 
a considerable variation of parameters  has to be 
taken into account. A detailed analysis of the data 
presented in Figure 36 showed that the coating had 
not undergone a major change of i t s  total absorption 
o r  emission character is t ics  in the three and one- 
half month period considered. 

Through thc use of the sensor ,  
However, 

The environmental effccts s cnso r s  flown on the 
Saturn I SA-4 suborbital flight are very s imilar  to 
the one shown in Figure 35 [ 591. 
s enso r s  were arranged linearly in a common housing 
and mounted flush with the Saturn skin. 
coatings were: anodized aluminum, sandblasted 
aluminum, black paint, and vapor-deposited gold. 
Thc coatings were  applied by Manufacturing En- 
gineering Laboratory and Propulsion and Vehicle 
Engineering Laboratory, MSFC. 

Four of these 

The sensor  
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Figure 37 shows the telemetered temperatures 
of the four sensors  and the internal housing tem- 
perature plotted against flight time of the Saturn 
space vehicle. The sharp increase at 125 seconds 
is due to the retrorocket firing of the solid-propellant 
rockets attached to the first stage. 

o 30 60 90 120 isn i n n  210 240 n o  300 310 360 390 420 

FLIGHT TIME, SECONDS 

FIGURE 37. SA-4 FLIGHT OF ISOLATED 
TEMPERATURE SENSOR 

Figure 38 is a photograph of the thermal en- 
vironment sensors  used on the SA-9, the first 
Pegasus satellite. The therrnal contrn! coatings 
[ 601 used were: 

1. an Alodine inversion coating ( same as used 
on meteoroid penetration detectors) 

2 .  S-13 UV-stable white paint ( same as used 
on Service Module Adapter and on Zener diodes) 

3. black paint (same as used on frame of 
Pegasus; also used as  a standard) 

4. Ti0,-silicone paint (same a s  used on S-16 
flight and by 16 laboratories participating in the 
round-robin t e s t s ) .  

The bottom portion of Figure 39 shows a theo- 
re t ical  curve of the temperature of the black standard. 
On the upper half of this figure a r e  shown the meas- 
ured resul ts  f rom the core memory for the Alodine 
coating. In both graphs, the temperature is plotted 
against the t ime of an orbit. The telemetered curve 
shows some interesting results due to variation of 
the thermal environment. A more thorough analysis 
will have to be made before conclusions can be 
drawn. 

The thermal  environment sensors  have proved 
to be a very valuable experimental tool. They have 

FIGURE 38. PEGASUS ENVIRONMENTAL EFFECT 
SENSOR 

FIGURE 39. TELEMETERED TEMPERATURE 

TEMPERATURE OF BLACK STANDARD 
OF ALODINE-COATED SENSOR, AND COMPUTED 

provided useful information on the space environment 
and i ts  effects on thermal control surfaces. 
clusions drawn from the data acquired will be the 
basis for better thermal control in the future. 

Con- 

21 



H. MEASURING TECHNIQUES 

The greater  part  of the experimental research 
in thermophysics at MSFC is conducted under con- 
tracts to research institutes and research groups 
in  industry, government, and universities. How- 
ever ,  because of the urgent need for direct  experi- 
mental support of MSFC projects, especially 
scientific payloads, in-house work has been started 
at the Research Projects Laboratory of MSFC. 

Additional experimental facilities directly con- 
nected with Saturn vehicles have been built in other 
MSFC laboratories. Figures 40 and 41 illustrate 
research apparatus built in Astrionics Laboratory 
with the cooperation of Atkins of Research Projects 
Laboratory and its support contractor, General 
Electric. 
interface conductance under the "hard" vacuum 
conditions of space. This research is of importance 
in connection with the problems of heat conduction 
between electronic packages of the IU and the 
mounting plates. 
this report  is an interface conductance curve mea- 
sured by Fried of General Electric. Coating fac- 
ilities have been built by Manufacturing Engineering 
Laboratory, and engineering materials investigations 
are being conducted in the Propulsion and Vehicle 
Engineering Laboratory. A s  mentioned ear l ie r ,  
some of the coatings were prepared by these lab- 
oratories. 

The apparatus was made for measuring 

Figure 19 shown previously in 

FIGURE 40. APPARATUS FOR MEASURING 
THERMAL INTERFACE CONDUCTANCE IN 

SIMULATED SPACE VACUUM 

A small  in-house research capability in ex- 
perimental thermophysics is being established in 

FIGURE 41. DETAILED VIEW OF THERMAL 
CONDUCTANCE MEASURING EQUIPMENT 

Research Projects Laboratory. 
mainly with problems in space thermal environment, 
ultraviolet, electromagnetic radiation, and emissivity. 
Approval and funding of the experimental research 
tasks was obtained by OART and OMSF. 

Research will deal 

A space thermal-environment chamber, shown 
in Figure 42, is an example of the research equip- 
ment in use. It has a chamber bakable a t  450°C and 
an LNz-cooled shroud with a special radiation ab- 
sorptive coating. The chamber working space is 
0 .9  m in diameter and I. 5 m high. A carbon-arc 
lamp provides solar  simulation through a quartz 
window. There is a viewing port  and an infrared 
window for radiometric measuremcnt, and provision 
fo r  feed-through of thermocouples, high voltage, 
and high current.  
is 13 x IO-' N/m2 (lo-'  t o r r ) .  

The maximum vacuum capability 

I. PEGASUS THERMAL RESULTS 

Pegasus A was launched on February 16, 1965. 
The pr imary purpose of the satellite experiment is 
the determination of the frequency of meteoroid 
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FIGURE 42. SPACE THERMAL-ENVIRONMENT- 
CHAMBER FACILITY 

penetration of three thicknesses of aluminum. Two 
additional experiments being conducted with the 
satellite are considered vital for the scientific data 
evaluation and correlation of results. 
with a radiation experiment and the four thermal 
environmental effects sensors  described previously. 

These deal 

Besides other data, nineteen temperature mea- 
surements are telemetered over t h e  Pulse Amplitude 
Modulation (PAM) channel. These measurements 
serve to check on the functioning of onboard equip- 
ment and to determine the correctness  of the 
thermal control. 
effects sensors  and temperature measurement is 
par t  of the scientific evaluation task of the Research 
Projects Laboratory. Thermal aspects of the Pegasus 
experiments were studied by Heller, Snoddy, Mi l le r ,  
Bannister, and Arnett. Other members of Research 
Projects Laboratory contributed in their specific 
a r eas  of research  to the Pegasus thermal measure- 
ments and thermal control of the electronic canister. 

The evaluation of the thermal 

Some ear ly  resul ts  a r e  reported to indicate the 
excellent type of information received over the 
various channels. Figure 43 shows a 14-day record 
of typical electronic canister temperatures. 
day-to-day changes are recorded because of the 
large time constant (15 hours) of the canister. The 
cr i t ical  battery temperatures are in the middle of 
the band required by the design specifications. The 
forward solar  panel temperatures are shown in 
Figure 44. Orbital variations occur; therefore,  the 
maximum and minimum temperatures received 
during any day are shown. Figure 45 and 46 a re  
examples of the stored Pulse Code Modulation (PCM) 
temperature data. Figure 45 shows the micro- 
meteoroid detector panel temperature probes. 

Only 

Note 

FIGURE 43. PEGASUS I ELECTRONIC 
CANISTER TEMPERATURES 

FIGURE 44. PEGASUS I FORWARD SOLAR 
PANEL TEMPERATURES 

400 
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P 

2 200 
, 
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FIGURE 45. PEGASUS I MICROMETEOROID 
DETECTOR PANEL TEMPERATURES 
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the calibrations at 920 minutes. Figure 46 shows

data obtained from the Alodine reference temperature

sensor. Major fluctuations are caused by passages
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FIGURE 46. TYPICAL TEMPERATURES FROM

ALODINE REFERENCE TEMPERATURE SENSOR

into and out of the earth's shadow, while the "ripple"

is caused by vehicle roll. Detailed analysis of the

data promises to be very interesting. Details of the

Pegasus satellite experiments and data transmission

channels may be found in Pegasus Bulletins No. 1

and No. 2 [61, 62].

In Figure 47 results of the Pegasus thermal

control surface S-13 are shown in terms of its

spectral absorptance. Measurements were made

using a spectroreflectometer with an integrating

sphere.
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FIGURE 47. PEGASUS THERMAL CONTROL

STUDIES OF S-13

III. PROJECT SUPPORT

In addition to the assignment of thermophysics

research, the Space Thermodynamics Branch (RP-T)

of Research Projects Laboratory is actively engaged

in project support of MSFC. Contributions made to

various SATURN I vehicles, as previously mentioned

are:

SATURN flight IV thermal environment

sensor

SATURN flight V thermal control sensor

of orbiting upper stage

SATURN flight VIII

SATURN flight IX

thermal control of

canister of satellite and

thermal environment

sensors

SATURN flight X coupons with 352 thermal

control surfaces

Portable infrared equipment and reflectometers

of RP-T have been used at Cape Kennedy to determine

the IR and optical properties of thermal control sur-

faces prior to launch. These are compared to lab-

oratory measurements and in-flight telemetered

values.

IV. RESEARCH CONTRACTS OF THE SPACE

THERMODYNAMICS BRANCH

A. TITLE: SOLAR WIND DAMAGE TO SPACE-

CRAFT THERMAL CONTROL SURFACES

Technical Supervisor: Edgar R. Miller

Contract No: NAS8-11269

Contractor: Litton Systems, Inc.

Description of Research: To establish experimentally

the effect of simulated solar wind bombardment on

surfaces for thermal control, to perform theoretical

and experimental investigation of the damage

mechanisms involved, and to distinguish the separate

factors that operate synergistically.

S. TITLE: RESEARCH ON TItERMAL CONTROL

SURFACES FOR TttE EXTRATERRESTRIAL

ENVIRONMENT

Technical Supervisor: Edgar R. Miller

Contract No. : GO #H71465
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Interagency Purchase Order: Wright Air Devel-

opment Center

Description of Research: To perform research and

development on thrust control surfaces for the

extraterrestrial environment, especially areas of

large vehicles.

a. High solar absorptance to thermal emittance

ratio surfaces (ratios of I - 3)

C°

b. Universal reflector surfaces (a s -_ aiR< 0.1)

TITLE: THERMAL CONTROL UTILIZING

FUSIBLE MATERIALS

Technical Supervisor: Tommy C. Bannister

Contract No. : NASS-11163

Contractor: Northrop Space Laboratories

Description of Research: Development of analytical

and engineering techniques for utilizing (in a sealed

passive system) the heat associated with changes in

state, phase, and temperature of specially selected

materials for the thermal control of temperature-

sensitive vehicle and satellite components. Studies

include operation in zero-g environment.

To advance the use of phase-change materials for

thermal control to the point where space thermal

design engineers will not have reservations about

using the technique.

D. TITLE: RADIOMETRIC MODELS OF LUNAR

SURFACE

Technical Supervisor: William C. Shoddy

Contract No. : NAS8-20512

Contractor: General/Dynamics Convair

Description of Research: The measurement and

evaluation of the thermal (mainly radiometric)

properties of simulated lunar material. This in-

formation will be related to known lunar character-

istics with the end result being a thermal model of

the moon.

E° TITLE: SOLAR-RADIATION-INDUCED DAMAGE

TO OPTICAL PROPERTIES OF ZnO-TYPE PIG-

MENTS

Technical Supervisor: William C. Snoddy

Contract No. : NAS8-11266

Contractor: Lockheed Missiles and Space Co.

Description of Research: This study is directed to-

ward identification of the primary mechanisms

involved in solar-radiation-induced damage to the

optical properties of ZnO-type semiconductor pig-

ments, as exemplified by ZnO itself.

F. TITLE: INVESTIGATION OF SPACE STABLE

COATINGS WITH LOW O_s/_IR RATIOS

Technical Supervisor: Daniel W. Gates

Contract No. : NAS8-5379

Contractor: IIT Research Institute

Description of Research: The purpose of this re-

search is the study of thermal control surfaces

suitable for space vehicle surfaces to be maintained

at low temperatures. Emphasis is on the long-time

space stability.

G. TITLE: STUDY OF MICROMETEOROID DAMAGE

TO THERMAL CONTROL MATERIALS

Technical Supervisors: James A. Fountain and

Klaus Schocken

Contract No. : NAS8-20120

Contractor: TRW Systems

Description of Research: The main purpose of this

research is to simulate the micrometeoroid impacts

(especially particles of micrometer size) in the lab-

oratory, using a Van deGraaf accelerator. The effects

of these impacts on the optical properties of thermal

control surfaces are investigated with spectroradio-

meters.

H. TITLE: STUDY OF DIRECTIONALLY RE-

FLECTIVE SURFACES

Technical Supervisor: Edgar R. Miller

Contract No. : NAS8-11273

Contractor: Ling-Temco-Vought

Description of Research: The purpose of this re-

search is to conduct analytical and experimental

studies on surfaces whose reflectance by scattering

is directional with the angle of incidence. Fiber

optics plates are being investigated whose back-

scattering characteristics are in the Rayleigh-Gans

domain.

I. TITLE: EMITTANCE OF MATERIALS AT LOW

TEMPERATURES

Technical Supervisor: Klaus Schocken

Contract No. : GO #H2153A

Interagency Purchase Order: National Bureau of

Standards
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Descriptionof Research:Emissivityof surfacesat
cryogenictemperaturesis animportantresearch
area. It hasbeenfoundthatstrongvariationsin
reflectanceoccuratwavenumbersbelow500cm-1.
Thepurposeof this researchis to applynewequip-
mentandnewtechniquesto thedeterminationof re-
flectionbandsin thefar IRto wavenumbersof
20cm-1andbelow.

J. TITLE: MATHEMATICAL ASPECTS OF

DIMENSIONAL ANALYSIS AND THERMAL

SIMILITUDE

Technical Supervisors: Jimmy R. Watkins and

Billy P. Jones

Contract No. : NAS8-20065

Contractor: University of Michigan

Description of Research: To extend through a

generalized approach the mathematical theory of

dimensional analysis and the application of such

mathematical models to physical systems of thermal

problems. This is an extension of the work on

theorems by L. Brand and A. G. Hansen.

K. TITLE: THERMAL SIMILITUDE STUDIES

A PPLICA BLE TO SPAC ECRA FT

Technical Supervisor: Jimmy R. Watkins

Contract No. : NAS8-11152

Contractor: Lockheed Missiles and Space Co.

Description of Research: The purpose of this re-

search is an experimental determination of modeling

laws for correlation with mathematical analyses

based on the theory of thermal similitude. Emphasis

is on the time-dependent problems.

L. TITLE: THERMAL DESIGN STUDIES TO DE-

TERMINE LAWS OF THERMAL SIMILITUDE

Technical Supervisors: Jimmy R. Watkins and

Billy P. Jones

Contract No. : NAS8-5270

Contractor: University of Alabama

Description of Research: The purpose of this re-

search is to determine new mathematical approaches

and the physical processes involved in the thermal

similitude. Emphasis is on time-dependent relation-

ships such as occur in transient conditions. The

program is primarily experimental.

M° TITLE: EFFECTS OF REDUCED GRAVITY ON

THERMAL PROPERTIES OF INSULATION

MATERIALS

Technical Supervisor: Klaus Schocken

Contract No. : NAS8-5413

Contractor: Arthur D. Little, Inc.

Description of Research: It is the purpose of this

research to study the effects of reduced gravity on

heat transfer in particulate systems. Consideration

of the mechanisms of heat transfer in particulate

materials indicates that reduced gravity may affect

solid thermal conduction across contact points and

thereby influence heat transfer.

N. TITLE: RADIATIVE EMiSSIVITY OF MATERIAl

Technical Supervisor: Klaus Schocken

Contract No. : NAS8-5210

Contractor: P.E.C. Research Associates

Description of Research: It is the purpose of this

contract to develop a new theory of emissivity, to

apply the new theory to a large number of specific

substances, and to design and carry out experimental

tests to verify deviations from Kirchhoff's Law under

other than equilibrium conditions.

O. TITLE: INTERFACE THERMAL CONTACT

C ONDUC TA NC E

Technical Supervisor: Harry L. Atkins

Contract No. : NAS8-5207

Contractor: General Electric

Description of Research: Two metals in contact

touch only at small irregular points. The principal

parameter which affects metallic interface conduction

is the applied mechanical pressure. It is the purpose

of the contract to measure thermal interface con-

ductance of certain metals which are representative

of those used in spacecraft components and structures

P. TITLE: THERMAL CONDUCTIVITY OF NON-

M ETA LLIC MATE RIALS

Technical Supervisors: Klaus Schocken and

Charles D. Cochran

Contract No. : NAS8-1567

Contractor: Arthur D. Little, Inc.
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Descriptionof Research:Thepurposeof thecon-
tract is ananalyticalandexperimentalinvestigation
of thethermalanddielectricpropertiesof nonmetallic
materials. Specialemphasisis onthecontributions
of solidconductionandthermalradiationto theef-
fectivethermalconductanceof heterogeneousmate-
rials. Theresultsofexperimentalmeasurements
andtheoreticalanalyseswill beappliedto thethermal
behaviorof lunarsurfacematerials.

Q. TITLE: USEOFTHERMALMODELSFOREN-
VIRONMENTALTESTING

TechnicalSupervisors:JamesK. Harrisonand
Billy P. Jones

ContractNo.: GO#H-71483
InteragencyPurchaseOrder: ArnoldEngineering

Development
Center

Descriptionof Research:Thepurposeis to confirm
byexperimentthetheoreticalvalidityof dimensional
analysisandsimilitude. Threeshapeshavebeen
selectedfor study(flat plate, sphere,andcylinder).
Scalingof grossdimensionsfromprototypeto model
is 2to 1.
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By

C. C. Wood

SUMMARY

Cryogenic research conducted in support of

current space vehicle programs and in anticipation

of future vehicle requirements is summarized in

this review. Results are reported for investigations

in fluid mechanics, propellant storage, and instru-

mentation. Advances in cryogenic technology are

needed for missions lasting many days. Special

support is needed for studies in transient fluid

mechanics at reduced gravity, superinsulation for

flight tankage, efficient cryogenic reliquefaction of

evaporated cryopropellants, and system integration.

Mechanical design considerations are illustrated in

part C, in which yield strength of aluminum and

titanium is shown to increase with decreasing metal

temperature. As the temperature decreases from

160 ° to 40°R (89 ° to 22°K), there is a sig"nificant

increase in yield strength for titanium and a more

modest increase for aluminum.

I. INTRODUCTION

Cryogenic technology research in support of

space-vehicle programs encompasses a diverse

field of investigation. A part of this research effort

is discussed in this review under the divisions of

fluid mechanics, cryogenic propellant storage, and

instrumentation.

Hydrogen as a rocket-engine fuel has not been

used as extensively as oxygen, and specific para-

meters are not commonly known. As an introduction

to the work discussed in the next sections, com-

parative data on key characteristics are given in

Figure 1. In part A of the illustration, a comparison

is made of heat transfer coefficients as a function of

temperature ratio, T/Tsaturation For temperature

ratios expected in high-pressure thrust chambers,

the liquid heat transfer ratio of hydrogen to oxygen

is 12. This indicates that hydrogen systems would

require simpler, lighter equipment, but the opposite

would be required for propellant storage. Part B

shows the liquid hydrogen temperature increase as

twice that of oxygen for equal storage volumes and

heat leaks. The pre_sttre rise ratio of hydrogen and

oxygen per unit propellant temperature increase

varies between 8 and approximately t5. Obviously,

hydrogen is far more difficult to store than oxygen.
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b,. .._.---. _ I000 PSI

_ I0 /*"_""-_ HIGH HEAT TRANSFER< ..= "--w,'SMALLER COOLING

_-- _1 J EQUIPMENT

0 I 2 3 4 5 6 _

T/TsAT

u_ N / PRESSURE RISE

_" CLO I0 J BETTER INSULATION

_: _ __ _ --"I" _ AT H 2= 2 ATo2 ('6)_- = CONST

=_ 5 B.

0 I 2 3 4 5

AT02

O 2"0_ TITANIUM

o ,,5 ,,_

'- 'o ,oo2 g +o_+"
156) (Ill) (t67) (222) (278113331

TEMPERATURE. =R (=K)

HIGH STRENGTH --""

LOWER WEIGHT

FIGURE 1. COMPARISON OF SOME H2/O 2

PROPERTY EFFECTS



II. FLUID MECHANICS

A. PRESSURIZATION SYSTEMS

Several aspects of pressurization systems design

have so far defied adequate analytical representation

and require extensive testing for desig_ verification.

Two primary examples are the thermodynamic be-

havior of pressurization gases inside the propellant

tank and flow instabilities in the pressurization gases

of cryogenic liquid/gas systems. An understanding

of the thermodynamics of gases within a tank is

important for minimizing pressurant and weight and

also for designing systems that do not possess

transient flow instabilities. Flow instabilities orig-

inating within the heat generator of a pressurization

system usually cannot be tolerated, and elimination

of instabilities afterward imposes significant weight

penalties and loss of system flexibility. Marshall

Space Flight Center (MSEC) is currently studying

both propellant tank thermodynamics and flow in-

stabilities. Some results of these studies are ex-

plained in Figures 2 through 5.

STAGE WEIGHT

SYSTEM DESIGN

60o S-1C/3 S -To"
($33)

(;?o TE,M,NAT,ON

TOP BOTTOM

HEAT TRANSFER MODES TANK HEIGHT

FIGURE 2. PROPELLANT PRESSURIZATION

Figure 2 illustrates tanks used in the MSFC ex-

perimental program to verify analytical procedures

for predicting thermodynamic behavior. Existing

modes of heat transfer and a comparison of analytical

predictions with experimental data are shown. The

test tanks vary significantly in size, shape, and

number, and should provide ample variables for

validating developed analytical procedures. The

effects of propellant sloshing can be assessed on the

large single oxygen container (6 ft by 40 ft; 1.8 m

by 12.2 m) and on the one-third-scale S-IC con-

tainer (13 ft by 26 ft; 4 m by 8 m). Liquid oxygen

and nitrogen were pressurized by vaporized oxygen,

nitrogen, and helium. Data in Figure 2 obtained

midway and near the end of propellant drainage agree

well with analytical procedures. Measured pressurant

weights and pressurant weights established by ana-

lytical methods in most cases agree within 10 per-

cent. Data accumulated from tests with these various

tanks were published in NASA Technical Memorandum

S-53165. Currently, liquid hydrogen data are being

analyzed; the completion of these analyses will be

the culmination of several years' work in this field

by MSFC.

Figure 3 is an interesting plot of oxygen tank

pressurant mass per unit pressure versus vehicle

IOO
(65)

IO
(6.5)

• He PRESSURANT

0 He STORAGE CONTAINER MASS INCLUDED

• 0 2 PRESSURANT S-ZC_

S-Z
S-_-r ,/

JUPITER,

CENTAUR• THO

/
I0 100 I000 iO,000

(44) (445) (4450) (44,500)

THRUSTo LBF _ 103 ( N x IO _)

FIGURE 3. RELATIONSHIP BETWEEN OXYGEN

TANK PRESSURANT MASS AND VEHICLE THRUST

thrust. Data are presented for several vehicles. The

Saturn S-IVB stage and the Atlas vehicle use helium

as pressurant. Helium is stored in these vehicles

at liquid-hydrogen and liquid-oxygen temperatures,

respectively. The pressurant masses for the S-IVB

and Atlas include the mass of the storage bottles.

All remaining vehicles, except Centaur, use liquid

2



oxygen, vaporized and superheated in heat exchangers,

as pressurant. The Centaur stage is pressurized by

flash boiling of the propellant; the resulting pressurant

approaches the propellant saturation temperature and

is heavy. Contrary to general opinion, the S-IVB

and Atlas helium pressurization systems are heavier

than those in vehicles of comparable thrust that use

vaporized and superheated oxygen. Helium systems

which weigh less than oxygen systems can be de-

signed, but such systems are complex and costly.

Fluids undergoing phase change from liquid to

gas usually undergo violent oscillations. Typical

pressure instabilities of the J-2 rocket engine heat

exchanger, which is designed to vaporize liquid

oxygen, are shown in Figure 4. Also shown are

E
o
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FIGURE 4. HEAT EXCHANGER INSTABILITY AND

EFFECTS ON ENGINE INSTABILITY

variations in the J-2 rocket engine thrust caused by

pressurant flow oscillations. Preliminary results

of a study to determine factors that contribute to

fluid instability are shown in Figure 5. Fluid studies

for the subcritieal state have been completed and

regions of instability are mapped in this preliminary

figure. Flow instabilities depend on fluid density

p, fluid entrance velocity U, heat flux to the fluid

Q/A, flow rate V¢, heat exchanger geometry (tube

diameter D and tube length L), and pressurant

temperature rise AT. Flow instability for super-

critical conditions is also being investigated.
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FIGURE 5. HEAT TRANSFER INSTABILITY MAP

B. ROCKET-ENGINE COOLING

Rocket engines developed for high-pressure

operation appear to offer many advantages. One

advantage is reduced size. Figure 6 illustrates

anticipated rocket-engine thrust-chamber cooling

requirements versus engine chamber pressure for

two engine propellant combinations: liquid oxygen

and RP-1, and liquid oxygen and hydrogen. The

heat flux expected for a 5000-psi (34 MN/m 2)

thrust chamber is approximately 100 Btu/in 2 see

(1.6 x 108 W/m 2) , which is sufficient to evaporate

a cup of water in approximately 2 seconds. This is

approximately twice the heat flux on the nose cone of

an intermediate range ballistic missile, during

maximum reentry heating.. Cooling criteria limit

operating pressures of regeneratively cooled thrust

chambers to approximately 2000 psi (14 MN/m _)

for hydrogen and 1500 psi (10 MN/m 2) for HP-1.

Limitations are wall caking for the RP-1 system and

excessive tube pressure drop for the hydrogen system.

Stated limits of 2000 and 1500 psi represent signif-

icant increases relative to current engine designs.

Current studies to improve thrust-chamber

cooling at higher pressure include other aspects of
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heat transfer and of heat dissipation principles such

as film cooling, dump cooling, ablative cooling, etc.

Figure 7 shows the results of one of these studies,

the influence of surface roughness on heat transfer.

The advantage of surface roughness, although signif-

icant, is not sufficient to extend existing design

limits on chamber pressure.

Q/A ",7.SBTU,q,_--SEC
HEAT TRANSFER (61,5 MW/m<')

COEFFICIENT RATIO
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REYNOLOS NUMBER

107

FIGURE 7. INFLUENCE OF SURFACE ROUGHNESS

ON IIEAT TRANSFER COEFFICIENT

C. GRAVITATIONAL EFFECTS ON IIEAT

TRANSFER

Gravitational influence on heat transfer for

gravity levels both greater and less than 1 go are

shown in Figure 8. Gravitational levels less than

1 go were obtained with a counterweighted package

and a 32-foot (9.8-meter) drop tower. A centrifuge
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FIGURE 8. GRAVITATIONAL INFLUENCE

ON HEAT TRANSFER

was used to produce gravity levels greater than 1 go"

Saturated nitrogen and water were studied. Variation

in the gravitational field from 1 to 0. 001 go results

in a heat-flux reduction of one order in magnitude in

the film boiling region. Differences in peak heat

flux and heat flux in the nucleate boiling region are

smaller. Data are now being obtained with subcooled

nitrogen and with a fiat plate rather than a sphere as

the test specimen. Similar data are to be obtained

with liquid hydrogen. Of special interest is the

critical heat flux for incipient boiling in liquid hy-

drogen.

The influence on heat transfer rate of gravita-

tional fields greater than 1 go is important in the

nonboiling region. These data, shown in Fi_xtre 8,

were obtained with the heated surface perpendicular

to the gravity vector. Data with the heated surface

parallel to the gravity vector arc also being obtained.

D. FLUID GEYSERING

Geysering is the sudden eruption of cryogenic

propellants from lines and is caused by a

k



Taylor bubble formation within vertical lines attached

to containers of large diameter or horizontal line

sections. Geysering propellants create potentially

dangerous forces when reimpacting with the re-

maining propellants within the tank. Pressures in

excess of 900 psi ( 6 MN/m 2) were measured at the

suction line/rocket engine interface immediately

after a large liquid-oxygen tank had geysered.

Pressures resulting from line geysering frequently

exceed design pressures of feed system components.

Considerable effort has been spent on controlling

propellant geysering in vehicle suction and facility
fill lines.

Figure 9 shows a correlation for predicting the

initiation of geysering and the design used on the

first stage (S-IC) of the Saturn V rocket to prevent

geysering. The correlation is a function of suction-

line geometry and heat flux Q/A entering the fluid,

the Prandtl number N and thermal diffusivity
pr

force for a geyser, is eliminated. Helium gas is

injected to augment the flow as required. S-IC system

performance has been successfully demonstrated,

although complexities result because of the many

possible operational situations. The correlation for

predicting the initiation of geysering has also been

validated for large vehicle lines.

E. PROPELLANT STRATIFICATION

Thermal energy entering the propellant tank

through the side wall and tank bottom warms the

adjacent subcooled propellant and initiates propellant

flow within the tank. The propellant temperature

increases, warm propellant collects at the liquid

surface (stratification), or the two events combine.

Figure 10 shows the expected flow patterns and tem-

perature profiles of propellant within a tank at dif-

ferent times during propellant explusion. Stratification

°_°1 L
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(Q/A)L 6

12 a Npr'_

FIGURE 9. PROPELLANT GEYSERING

of the fluid. The correlation is valid for most fluids

and has been applied and proven adequate for liquid

hydrogen, oxygen, and nitrogen. Line diameters

up to 8 inches (20 cm) were used to establish the

correlation. Propellant feed lines for two MSFC

stages fall within the geysering region as established

by the correlation: the hydrogen lines for the S-II

stage (which appear to offer no problem because of

low propellant density), and the oxygen lines for

S-IC. Fluid circulation between interconnecting

suction lines prevents geysering in the S-IC; bubble

accumulation within the lines, the suspected driving
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harmfully reduces available net positive suction head

(NPSH) to propellant pumps. For compensation,

tank pressure must be increased, the relatively

warm propellants must be wasted as unusable resid-

uals and left on board, or a combination of the two

must be used. The usual solution is an increase in

tank pressure. For hydrogen, however, each degree

of temperature rise requires a tank pressure increase

of 3 psi (21 kN/m 2) for NPSH compensation. This

can result in a significant weight penalty. Also

shown in Figure l0 are various propellant stratification

predictions evolved during stage development. The

curve marked "MSFC Current Prediction" is sup-

ported by test data from several test configurations

including a test of a 22-foot (6.7 m)-diameter tank



with special instruments to provide stratification

data. Identical prediction techniques have accurately
represented propellant stratification during static
tests. Between the initial and final stratification

prediction, the efficiency of the thermal tank in-
sulation was improved; this explains part of the dif-

ferences in stratification temperatures shown.

Stratification can also occur under reduced

gravity during orbital flight. Since the boundary

layer for such conditions is usually laminar, the
Navier-Stokes equation, the first law of thermo-

dynamics, and the equation for mass conservation
were solved and used for stratification prediction.

Typical results are presented in Figure 11. These

F. FLUID DYNAMICS

Fluid dynamics problems of propellant feed

systems are continually studied. Potential remedies
for one such problem being explored, the so-called

"Pogo" effect (the vibrational coupling of structure,

propellant delivery system, and engine of a rocket
vehicle), is discussed. Oscillatory forces may cause
structural and propulsion problems as well as dis-

comfort to astronauts. One potential solution to the
Pogo effect is to change the acoustic velocity of the

feed system by injecting a noncondensable gas; thus,

frequencies of the feed system and structure are
separated. Figure 12 shows how gaseous helium

STREAMLINES
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FIGURE ii. STRATIFICATION PREDICTION

results are preliminary and have no experimental
verification. One interesting aspect of the data on

streamlines is the apparent vortex located close to
the tank wall and liquid surface.
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FIGURE 12. POTENTIAL SOLUTION TO FEED

SYSTEM INSTABILITIES

injected into a column of liquid oxygen changes the

acoustic velocity. In Figure 13, which shows the
effect on frequency, the curve designated "system lTM

is based on actual data from a feed system including

line, pump, etc. The large difference in frequency
between the line and the complete feed system (Fig.

13) for low gas injection quantities results from a
gas pocket or bubble near the pump inlet that ac-

complishes, to some extent, the same effect as

helium injection into the line. This gas pocket is

created by the pump and is not unusual. Gas in-
jection significantly affects system frequency and

offers a practical solution to the problem of unde-
sirable oscillations. During developmental testing

of the F-1 engine at MSFC, other oscillations were

detected. Injected helium has shifted the frequency
of these oscillations and reduced the amplitude. Gas

injection below 2 percent by volume, the maximum

tested, had no significant effect on engine thrust.
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G. REDUCED GRAVITY FLUID MECHANICS

Figure 14 illustrates the equilibrium fluid con-

figuration for a wetting fluid in gravitational fields

of one and zero. Data are shown for two tank shapes

and for varying amounts of propellants. Most re-

search has dealt with equilibrium fluid mechanics

for zero gravity and has ignored transient fluid

INITIAL ZERO - G

_L VAPOR

IOUID

FIGURE 14.

FINAL ZERO-G

(1
WETTING FLUID

REDUCED GRAVITY FLUID

MECHANICS

mechanics, the situation most likely to be encountered

on a practical mission. Marshall Space Flight Center

is conducting analytical and experimental studies of

transient fluid mechanics and has the assistance of

several universities and industrial groups.

The Saturn S-IVB stage, developed by Douglas

Aircraft Company and MSFC, burns cryogenic pro-

pellants and must restart in earth orbit after ex-

posure to the orbital environment for not less than

i. 5 hours and not more than 4.5 hours. Because of

the reduction in gravitational force from the boost

flight to the orbital phase, pre-insertion disturbances

of propellants are magnified significantly after in-

sertion. Figure 15 lists some sources of fluid dis-

turbance at insertion of the S-IVB into orbit, expected
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IN S-IVB

mass of hydrogen propellant involved, and velocity

imparted to the propellant for each type of dis-

turbance. The ordinate in Figure 15 shows pro-

pellant jump heights for the various disturbances;

zero propellant damping and full conversion of all

kinetic energy to potential energy are assumed.

Gravitational forces provided on the S-IVB are

5 × 10 -4 go for approximately 100 seconds im-

mediately after orbital insertion. Gravitational

forces are then reduced to 2 × l0 -5 go and remain

constant thereafter for earth orbit. These fluid

motions are a potentially serious problem because

hydrogen has low damping characteristics, and the

hydrogen tank must be vented. As an example, a

fluid motion possessing a vertical velocity of 1 ft/sec



(0.3 m/sec)duringboosterflightwouldjump100

feet (30.5 m) at the sudden reduction of the gravi-

tational field to 2 × 10 -5 go" Although not listed in

Figure 15, the attitude control system that limits

vehicle attitude drift while in orbit is considered a

major source of fluid disturbances. Firing in a

random fashion, this system may create fluid dis-

turbances during the entire orbital period.

Marshall Space Flight Center constructed a drop

tower to study these problems, and experimentation

began in mid-1965. Various features of the tower

are shown in Figures 16 and 17. Free-fall distance

for the test package is 294 feet (89.6 m), and the

test duration is 4.3 seconds. Figure 18 illustrates

RUSTERS
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SIZE= 3-FOOT CUBE (091-METER CUBE)

RELEASE MECHANISM

PLATFORM 334-FOOT(102M) LEVEL _

11111tt"''

GUIDE HAILS

PLATFORM 48- FOOT LEVEL--_

(15M)

AIR CYLINDER
CATCH DEVICE

C_3_

DRAG SHIELD

_/" 24 FT(7M)

294 F T - ACTUAL DROP

9DM) HEIGHT

40 FT (12M)

HOIST

FIGURE 16. MSFC 300-FOOT DROP TOWER

typical subjects being explored through analyses and

experimentation. An appropriate system design for

the Apollo program requires adequate information

about the following: time for propellant to travel

along the propellant tank, type of propellant inter-

face failure, time required to dampen fluid motion,

optimum thrust for settling propellants, tendency

for bubbles to collect on wails and in crevices,

extent of propellant foaming and frothing caused by

sudden tank pressure drop during venting, etc.

DEVICE

FIGURE 17. MSFC DROP TOWER DECELERATION

DEVICE AND EXPERIMENTAL PACKAGE

• EQUILIBRIUM INTERFACE

• DRAINAGE INTERFACE

RESULTS: COMPUTER

PROGRAM

• PROPELLANT BOTTOMING- INTERFACE FAILURE

• BUBBLE THERMOPHORESIS AND GROWTH

• SCREEN VAPOR ENTRAPMENT

q<l

0

--- _ TEMP

t
__ ACCEL:O

SCREEN

FIGURE 18. REDUCED GRAVITY FLUID

MECHANICS STUDIES
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H. DETONATIONANDEXPLOSIVEHAZARD TABLEI. CRYOGENPROPELLANTSTORAGE

Contributingto combustionhazardsarepro-
pellantsexhaustedin thegaseous,liquid, or solid
statefromtankventsonenginechill systems.Vehicle
systemsdesignedto eliminatehazardsoncurrent
vehiclesareshownin Figure19. Thesystemsare
heavyandcomplex,theydegradereliability, andthey

H2 BLEEOJ

LH 2 S-'I_ZSTAGE
LI

"_ CHILL
" " - PUMP

...... "I-RL-IO ENGINES

VALVE

S-I STAGE

'_-"_'_H-I ENGINES

12 S-I_'B ;S -Ti"

'_ 1"2
J-2 ENGINE

PROPELLANT BULBS

PROPELLANT

COMBINATION

LH2 -- LO 2

SH 2 -- LO 2

SH 2 -- SO 2

FIGURE 19. SYSTEMS TO ELIMINATE

DETONATION AND EXPLOSIVE HAZARD

are costly. Available criteria for assessing hazards

caused by oxygen and hydrogen mixtures in liquid,

gaseous, and solid states are inadequate. Such

criteria are being established under various degrees

of vacuum and for various ignition sources. The in-

vestigation has only recently been initiated and results

are not available.

III. PROPELLANT STORAGE

The storage of cryogenic propellants involves

many technical concepts, such as insulation for re-

ducing heat flow into the tank, surface coating for

reflecting incident energy, shadow shields for re-

ducing energy available to the storage container,

devices for reliquefying propellant boiloff, the

optimum state for stored propellant (slush, jell, etc. ),

and a combination of these (Table I). Current re-

search dealing with some of these concepts is dis-

cussed in this section.

INSULATION SYSTEMS

Booster Vehicles, 6 hrs.

Spacecraft, 96 hrs.

Space Operations, 6-12 months

PASSIVE SYSTEMS

Coatings, Shadow Shields

ACTIVE SYSTEMS

Refrigeration

CRYOGEN STATE

Slush, Subcritical, Supercritical

SYSTEM INTEGRATION

A. INSULATION

Insulation is arbitrarily classified according to

three types: Booster insulation (6 hours maximum

storage), spacecraft insulation (96 hours maximum

storage), and space operation insulation (6 to 12

months storage). Booster insulation used on the

hydrogen tank of several stages and the index to in-

sulation performance for each (product of insulation

density and thermal conductivity) are shown in Figure

20.

The Centaur insulation is outside the hydrogen

tank and has a passage for helium purge between the

insulation and the tank wall. The Centaur insulation

can be jettisoned; thus, the effective insulation per-

formance index, K, is dependent upon flight time for

insulation jettisoning. Insulation that is not jettisoned

must have a K-value between 0.05 and 0.12 to be as

efficient as the Centaur insulation.

The S-IV and S-IVB stage insulations are inside

the hydrogen tank. They consist of polyurethane foam

reinforced with small fiberglass threads (analogous

to reinforced concrete) and have a vapor or hydrogen

barrier of fiberglass cloth coated with epoxy resin.

Performance degradation occurs with use because of

hydrogen permeation of the barrier. The insulation

performance index is approximately half that of the

Centaur insulation, a significant improvement.

The S-II stage insulation is external to the hy-

drogen tank and consists of fiberglass honeycomb

filled with polyurethane foam. A composite of epoxy-

impregnated nylon and Teflon constitute the outer
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FIGURE 20. BOOSTER STAGE INSULATION 

layer and vapor seal. 
purged to eliminate hazards. Insulation performance 
for the S-I1 and S-IVB vehicles is equal. The S-I1 in- 
sulation considered for use on later vehicles, 504 and 
s ~ s e q u e n t ,  will consist of a mylar honeycomli sealed 
inner layer and a fibcrglass honeycomb outer layer. 
The outer layer is merely a channel for the required 
helium purge gas. The intermediate layer and outer 
layer a r e  aluminum foil. No foam is utilized. The 
pcrformance index of this insulation, 0. 18, is 
significantly less than that for any known insulation 
exclusive of the superinsulations. Figure 2 1  shows 
this insulation applied to a 24-inch (61-cm) diameter 
calorimeter tank. 

The insulation is helium 

Thc availability of higher temperature materials 
permits development of an insulation that omits tlic 
outer channel portion of the S-LT insulation. A pcr- 
formance index of 0. 05 is believed to be possible for 

FIGUIiE 21.  CALOIiIMETER \\'IT11 S-LT STAGE, 
BACKUP 504-TYPE INSULATION 

this insulation, a reduction factor of 8 from the current 
S-IVB insulation. Although significant progress in 
insulation for hydrogen containers has been made in 
the past few years ,  further improvements are im- 
perative. 

Spacecraft insulation of cryogenic vehicles for 
a 96-hour mission requires heat-leak reduction ratios 
of 150 to 500 relative to the S-IVB insulation. 
Space Flight Center is engaged, a s  are other orga- 
nizations, in an insulation development program for 
realizing this goal (Fig.  2 2 ) .  
significant contractor participation. Goodyear A i r -  
c ra f t  Corporation, for example, is conducting basic 
research aimed toward new insulation systems that 
will be simple to apply and that will provide fo r  
meteoroid protection. 

Marshall 

This program includes 

Lockheed Aircraft Corporation i s  attempting to 
improve existing computer programs and to devise 
new p r o g a m s  for predicting thermal system perfor- 
mance. 
model for the Lockheed work on helium-purged super- 
insulation. A typical propellant boiloff curve for 
hydrogen, for tank volumes comparable to that of the 
cryogenic service-module-type tank, is shown in 
Figure 24. 
pressures  of the insulation versus t ime for a typical 
mission. Tests to verify insulation evacuation r a t e s  
and thermal performance for various mission pro- 
fi les,  insulation concepts, and designs will be con- 
ducted in the tes t  chamber illustrated in Figure 25. 
This chamber uses radiation ba r r i e r s  and controlled 

The tank shown in Figure 23 is used as a 

Also given are ambient and internal 

10 
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conduction heat leaks for accurate thermal assess-

ments of individual components.
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Martin-Marietta Corporation is studying struc-

tural and thermal integration of insulation systems

and will demonstrate performance for the selected

concept at Marshall Space Flight Center, using a 105-

inch (267-cm) diameter tank.

The MSFC in-house program uses two commonly

known superinsulation concepts (Fig. 26), the National

Research Corporation's (NRC) aluminized mylar

radiation shield enclosed within a flexible jacket and

--FLEXIBLE JACKET

EVACUATED e[_

P _ Io -4 mm Hg
(13.3 mN/m 2) -- ALUMINUM FOIL

-- FIBER GLASS SPACER

///////////////////////////

LINDE

PURGED

--FLEXIBLE JACKET

--ALUMINIZED MYLAR

//I///IIII//I////III/IIII///

NRC

FIGURE 26. SUPERINSULATION CONCEPTS

purged, and the Linde Corporation's alternating

layers of fiberglass and aluminum foil enclosed with-

in a flexible jacket and evacuated. The milestone of

the program is the demonstration of adequate thermal

and structural performance for an insulated 105-inch

diameter flight configuration tank as required for a

96-hour mission (Fig. 27).

There are many supporting programs in progress,

and many have been completed. Typical component

programs are flexible jacket material development,

jacket fabrication, insulation evacuation rates, and

penetration wrapping techniques. The program

status for the 105-inch diameter tank is shown in

Figtu'e 28. The performance of the tank insulated

with Linde SI-62 and tested in 1964 was unsatisfactory.

Component tests have been initiated and are virtually

complete, thus permitting this concept to be re-

applied to the 105-inch diameter flight-configured

tank. The NRC insulation purged with helium gas

(concept 2 of Figure 28) has relatively high propellant

boiloff during ground hold (Fig. 24). This system

has been successfully tested. Insulation concept 3

(Fig. 28) uses a sublayer of insulation for reducing

ground boiloff and is expected to perform the same

as concept 2 at the low pressure in orbit. Appli-

cation of insulation concept 3 to the 105-inch tank

depends upon successful development of the mylar

honeycomb sublayer for tile tank bulkhead regions.

Concept 4 will be established for the work of

Martin-Marietta Corporation, and cannot be defined

at this time.

f- _J

/

FIGURE 27. MSFC 105-I: "li TANK ASSEMBLY

Tests are being conducted for both ground stand-

by and orbital conditions. Figure 29 shows the

vacuum chamber test facility used to simulate the

orbital environment. Acceptable insulations will be

tested under expected flight accelerations (Fig. 30),

and retested for thermal performance at the expected

orbital environment. Figures 31 through 33 show

various insulated components, and Figure 34 shows

the insulated tank.

Cryogenic propellant storage durations oi 6 to

12 months or longer require heat transfer reductions

between 2500 and 8500 relative to the S-IVB-type

insulation. The present state of the art for long-

duration storage of small quantities of propellant

(liquid hydrogen and liquid oxygen), thermal re-

quirements for the Gemini and Apollo spacecraft, and

a possible Molab design (established during feasibility

studies) are shown in Figure 35. Significant advances

in technology are required to obtain the established

Molab heat-leak requirement of approximately 2

Btu/hr (0. 586 W) for each of the liquid-hydrogen and

liquid-ox-ygen containers. Both MSFC and Manned

Spacecraft Center (MSC) have initiated development

programs for long-term storage of cryogenic pro-

pellants. In studies at MSFC, superinsulation is

used for reducing the heat leak, while at MSC

discrete radiation shields are used. Results of

12
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SOLID PROPULSIONTECHNOLOGY
By

Richard N. Eilermann

SUMMARY

Project Vector, a joint effort between Marshall

Space Flight Center and Langley Research Center,

has resulted in the development of a concept to per-

mit the use of rotating auxiliary solid motors for

attitude, velocity, and thrust vector control. The

control package consists of four solid propellant

motors with an 80-degree nozzle, a frame, and

associated actuators and position sensors. The first

stage of the launch vehicle was powered by an XM33-

E8 rocket motor plus two strapped-on Recruit

rockets. Stability was provided by four 1. l15-m 2

(12-ft 2) fins. The second stage was powered by an

Antares rocket motor (ABLX-254). One vehicle

was flight-tested at Wallops Island, Virginia. In

spite of two serious malfunctions which affected the

guidance, the control system recaptured the vehicle

and maintained its trajectory until thrust reduction

of the control motors occurred as programmed, All

major objectives of the test were accomplished.

quench the 1.32 m 2 (2200 in2)of burning surface, or

3.16 kg/m 2 (0. 0045 lb/in 2} , and this quantity of water

is small enough for practical flight application. The

total quantity of water required to achieve quench

is inversely proportional to the rate at which it is

injected into the motor. It is believed that the

amount of water required for quench is also a func-

tion of such factors as propellant type, motor

operating conditions, size of unit, and water dis-

tribution effects such as overlapping coverage and

water jet diameter.

MALFUNCTION PREDI CTION AND

ABORT IMPLEMENTATION

The objective of this program is to determine the

requirements for a complete malfunction prediction

and control system for large diameter solid propel-

lant rocket motors. This includes the establishment

of the abort implementation requirement, the pos-

sible malfunctions that should be sensed, and the

corrective action or abort sequencing possibilities.

START-STOP-RESTART

CAPABILITIES

A large scale start-stop-restart system for

solid propellant rockets has been successfully demon-

strated. Full scale quench and re-ignition system

tests were conducted on two 0. 736-m (29-in.) diam-

eter solid rocket motors containing 680 kg (1500 lb)

of composite-modified double-base propellant having

flame temperatures in excess of 3590 ° K (6000 ° F).

The final test used 4.54 liter s (1.2 gal) of water to

Two combustion termination methods investigated

were a head-end liquid injection quench system and

a head-end dry salt quench system. The capability

of the liquid injection system was demonstrated With

the firing of a 1. 016-m (40-in.) diameter 10.5-m

(413-in.) long rocket motor and the dry salt method

was tested through salt-canister and small motor

tests. The dry salt quench concept tested in this

program is not feasible at the present time. The

shock wave created by the exploding salt canister

and the resulting cooling effect from the decom-

posing salt in the chamber did not disturb the com-

bustion process sufficiently to terminate burning.



"'3 0 LIQUID PROPULSIONByTECHNOLOGY

Keith B. Chandler

SUMMARY

The Liquid Propulsion Technology Program has

two primary objectives: the improvement and up-

rating of present systems and the preparation for

future systems. The major effort related to the

improvement of present systems is an experimental

engine program known as the "J-2X. " The specific

improvements include minimization of engine pre-

fire conditioning, test and evaluation of a tapoff

turbine drive system, simplification of engine con-

trol system, test and evaluation of a catalytic ignition

system, and test and evaluation of operation on

mixed-phase propellants.

Nineteen tests have been conducted, and the

feasibility of eliminating the gas generator by the

use of thrust chamber tapoff has been demonstrated.

The J-2 Engine requires a cold chamber (172°K or

-150 ° F) in order to start without stalling the fuel

pump. The J-2X has been operated at a chamber

temperature of 255 °K (0 ° F) without incident. The

goal is to eliminate the chilldown requirement en-

tirely.

COMBUSTION INSTABILITY

Almost every engine development program has

been plagued with the problem of "combustion in-

stability, " which consists of high-frequency pressure

oscillations in the combustion chamber. Theoret-

ically, combustion instability can be eliminated by

the use of a liner in the chamber which is perforated,

much as ordinary acoustic tile used on ceilings.

Uncooled liners made of stainless steel and coated

with zirconia, and cooled liners consisting of a

bundle of copper tubes with a manifold at each end

have been successfully tested in a 17800 N-thrust

(4000 Ib-thrust) engine at Marshall.

A program has been started at Bell Aerosystems

Company to obtain data on propellant droplet size

and distribution under actual combustion conditions,

which can be correlated with stability and per-

formance characteristics. Bell will do this by

obtaining high speed, high resolution photographs of

ignition sprays under combustion conditions in a

small scale rocket engine with transparent walls.

One of the more difficult tasks required in the

testing in rocket engines is the accurate measure-

ment of pressure oscillations that occur during

periods of combustion instability. The instrument

must be capable of measuring high-amplitude pres-

sure oscillations at frequencies up to several

thousand hertz, and it must be capable of with-

standing the high heating rates which result when

placed near the oscillating combustion process.

These two requirements are incompatible. Princeton

University is in the process of evaluating commerc-

ially available transducers and providing consultation

in the means for improving transducers. To date,

no transducer has met the program goal of meas-

uring frequencies to ten thousand hertz at mean

pressures of 6.89 × 106 N/m 2 (1000 psia) and heating

4100 joules (25 BTU/in 2- sec). A
rates up to cm 2 - sec

unique measuring system developed by Princeton

University, known as the "small passage technique, "

consists of a transducer connected to the combustion

chamber through a small drilled passage. The

passage is continuously purged with helium or hy-

drogen and is tuned to a resonant frequency higher

than the frequency being measured.

STORABLE PROPELLANT FACILITY

Marshall has established a test facility for

eng2nes using stor,_,blepropellants (N204/Hydrazine

mixtures). The facility will provide for verification

of manufacturer performance data and investigations

of off-desig_ operating regimes of the S-IVB auxiliary

propulsion system (APS) _ngines.. The facility is

now ready for ::uaiificationof the GEMINI 445 N-

thrust (i00 lb-thrust) Orbital Attitude Maneuvering

System (OAMS) engine for S-IVB ullage application

and is ready to support the C-I Engine program

which is just getting under way.

2



INDUCER TESTING ADVANCED LAUNCH VEHICLE ENGINES

One of the shortcomings of the presently used

"helical" inducers is the loss in performance caused

by the back-flow of propellants between the tip of the

inducer blade and the wall of the pump. An improved

design known as the "hubless" inducer designed by

the Worthington Corp. is being tested in an H-I

LOX pump at Marshall. Compared to the standard

H-l inducer and using water as the pumped medium,

the hubless design1 showed an improvement in suction

performance of from 2.44 to 3.048 m (8 to I0 ft)

over the entire flow range.

In the preparation for future systems, work is

being done on advanced chambers and nozzles, new

power cycles, and higher chamber pressure. Two

concepts which utilize already developed engines in

a cluster arrangement are the "Multi-Chamber Ex-

pansion Deflection" and the "Plug Multi-Chamber. "

A third concept called the "Toroidal Aerospike" is

one offering considerable promise but requires

substantial technologs_ investigation. Studies related

to these concepts consist of analytical and experi-

mental investigations.

SECONDARY INJECTION US ING

HYDROGEN

Hot firing tests on an RL-10 Engine have been

conducted at Pratt & Whitney's Florida Research and

Development Center to correlate cold-flow tests of

secondary injection systems conducted at the re-

search laboratories of the United Aircraft Corpora-

tion in Hartford, Connecticut. The conclusions are

that the lateral force characteristics are improved

by increasing the up-stream angle, using a large

number of small holes and locating the injection slot

near the nozzle exit.

An Advanced Engine Design Study consisting of

analysis and design is underway to investigate high

performance propulsion systems in the thrust level

of i. 33 to i.78 million N (300 to 400 thousand lb).

The purpose is to define systematically the propulsion

systems over a range of design constraints such as

envelope, thrust, mixture ratio and specific im-

pulse. This program will point out deficiencies, if

any should exist in available technology data, which

require immediate remedial action before continued

definition and evaluation of advanced systems and

components can proceed.

INSTRUMENTATION FOR MEASURING

PERFORMANCE

A measuring technique has been demonstrated at

the Bell Aerosystem Company for measuring the

performance of rocket engines with thrust from 222

to 890 N (50 to 200 lb), and pulse widths from 10
to 100 msec.

Although the specific design of an advanced engine

has not been determined, some general require-

ments are known, particularly the advantages of

higher pressure levels. Therefore, a program is

under way to design, fabricate and test a breadboard

high pressure liquid hydrogen pump to verify the

performance characteristics that are desirable for

advanced rocket engines.
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OPTICALTECHNOLOGYPROGRAM

Joseph L. Randall

SUMMARY

A research and development program in optical

and infrared technology is described in this review.

The purpose of the program is to develop advanced

optical systems for guidance, tracking, and commu-

nication in aerospace missions. The program is

divided into four categories: (l) component and device

development, (2) technique development, (3) in-house

supporting research and development, and (4) optical

system study and development.

Component and device development deals with

laser sources, detectors, modulators, beam scanners,

and ring lasers ; all for use in optical systems. Super-

heterodyne receiver development and laser frequency

stabilization compose the technique work, the aim of

which is the development of communication and tracking

techniques for particular systems.

In-house research and development, which provide

essential support for the entire program, include the

theoretical and experimental study of the effects of the

atmosphere in optical tracking and communication

and the design, fabrication, and evaluation of optical

lenses, mirrors, and telescopes. The part of the

optical system study and development discussed in

this review refers to an optical technology satellite

program, which has two important purposes. One is

the development of an optical system for deep-space

communication. The other is the determination of the

effects of space environment on large diffraction-

limited optics in order to obtain engineering data which

can be used for designing 250 to 500 cm telescopes.

I. INTRODUCTION

With the development of the coherent light source

(laser) in 1960, its potential for optical tracking and

communication became apparent. Optical systems,

compared to conventional RF techniques, should re-

quire smaller antennas, use less power, weigh less,

give greater tracking accuracy, and increase deep-

space communication capability. However, consid-

erable research will be required to develop optical

systems that will be practical and reliable. Marshall

Space Flight Center has been engaged in an optical

technology research and development program for

several years with the aim of developing advanced

optical systems for aerospace use.

This review will discuss the optical technology

program, which is conducted in house and through out-

of-house contracts. At present, most of the program

is being carried on out of house under approximately

20 contracts.

The program is divided into (1) components and

devices, (2) techniques, (3) supporting research and

development (in-house), and (4) optical systems. The

purpose of the component and device work is to develop

better laser sources, detectors, optical modulators,

beam-scanning devices, ring lasers, etc., for use in

optical systems. The technique work is aimed at the

developmentof communication and tracking techniques

for use in a particular system. The in-house research

and development work supports the overall program

and allows the laboratory to maintain its technical

competence. Examples of such work include the de-

sign, fabrication, and evaluation of optical lenses,

mirrors, and telescopes used on other in-house proj-

ects; and the theoretical and experimental study of

the effects of atmosphere on optical tracking and

communication. The optical systems now being studied

or developed are: (1) a precision optical tracking

system for advanced launch vehicles, (2) an optical

guidance system for rendezvous of spacecraft, and

(3) an optical technology satellite system. Each of

these systems will be discussed in detail, the latter

in this report and the first two in the report on laser

research (Wyman).

Figures 1 through 10 illustrate the extent to which

Astrionics Laboratory is equipped for its research

and development programs.

II. COMPONENTS AND DEVICES

The development of components and devices

includes laser sources, detectors, modulators, beam}

scanners, and ring lasers, i
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A. SOURCES

For communication and tracking, it is desir-

able to have continuous wave (cw) operation or a

pulsed laser that has a high repetition rate; therefore,

research and development have been aimed toward

these ends. Research in these sources can be divided

into three areas: solid-state optically pumped lasers,

semiconductor injection lasers, and gas lasers.

l. Solid-State Optically Pumped Lasers. In

this area the goal has been to develop a cw, room-

temperature laser that is efficient and practical. In

1963, Marshall Space Flight Center awarded a contract

to the Linde Company to grow crystals that could be

evaluated spectroscopically for potential laser mate-

rials. In this way, many materials were studied.

This contract led to the development of yttrium alu-

minum garnet doped with neodymium (YAG:Nd+3).

This material is now used in the most practical cw

solid-state optically pumped laser. It operates cw at

1.06 microns, is water cooled at room temperature,

and is pumped with a tungsten lamp. It operates for

extended periods with little degradation, and outputs

of overone watt have been achieved. Figure 11 shows

the cavity and laboratory setup. Its limitations are

that the overall efficiency is less than one percent and

that the output is not diffraction limited as is that of a

gas laser. A contract is now in effect with the Linde

Company to improve the optical homogeneity of the

laser material. It is hoped that this will improve the

diffraction-limited narrow beam. In-house work will

be done to evaluate the performance of the Linde-grown

rods for better efficiency and beam divergence and to

design and build laser cavities to increase the power

output to several watts. A continued effort will be

made to improve YAG:Nd +3 as a laser material.

2. Semiconductor Injection Lasers. Semi-

conductor injection lasers, because of their small size

and high efficiency, offer great promise as spaceborne

laser sources. They have a disadvantage, however,

in that their emitting aperture is very small and is

rectangular. This means that the emitted beam is

very broad (several degrees). In general, the output

is not diffraction limited to the aperture size. Thus,

the power output per solid angle is not nearly as good

or usable as that of gas lasers for applications in

which tight beam divergence is a necessity. However,

for some applications, such as the optical guidance

system for rendezvous, it is very good because a very

tight beam is not desired.

Marshall Space Flight Center is now sponsoring

research in two areas: basic research in operation of

semiconductor lasers and development of a gallium

arsenide diode laser array. The basic research

contract, with Carnegie Institute of Technology, is

for the study of the basic physics of operation. It is

expected that the study will yield information leading

to the design of better lasers. The laser array con-

tract, with Radio Corporation of America, calls for

the development of an array that will give outputs of

50 watts peak on a pulsed basis at several kHz. At

the start, it was expected to operate at 77°K; now it

appears that the goal can be achieved at room temper-

ature. This development is in support of the optical

guidance system, and it is hoped that this source will

increase the acquisition range.

3. Gas Lasers. Gas lasers have the property

of being diffraction limited and, consequently, can be

beamed through a large telescope to projectextremely

narrow beams (of the order of 1 arc second or less,

depending upon the telescope primary size). The gas

laser is the only laser that has this advantageous

property. The disadvantageous feature of gas lasers

is a low overall efficiency (a few hundredths of a

percent). For ground-based beacons in tracking and

communication, however, this is not a serious draw-

back.

The only gas laser work sponsored out of house

has been the development of a special gas laser for

the precision optical tracking system being developed

by MSFC° This laser (50 by 20 by 20cm) will produce
o -

50mW cw at 6828A, and a beam width no greaterthan

25 arc seconds.

Recent work with argon and the rare-gas ionized

laser has beenvery impressive. For instance, it was

recently reported that 8 watts total cw in effectively

two lines (at 5145._ and 4880,_) has been achieved.

The limitation in this laser is that of developing

dielectric reflectors to act as the cavity end plates

that do not burnup at such power levels. It is antici-

pated that this problem will be solved in the near

future and power outputs of up to 100 watts are expected

early in 1966. These argon lasers are inefficient;

however, the output is diffraction limited and should

be the answer to the ground beacon for deep-space

optical communication systems. Atpresent, the argon

laser is the best choice for the ground beacon for the

optical technology satellite system. No work on the

argon laser has been sponsored by MSFC, but future

plans call for its development.

B. DETECTORS

In the visible and near infrared spectrum, two

types of detectors are useful for tracking and commu-

nication: photoemissive surfaces, as used in photo-

multipliers, and semiconductor junction detectors, in

which photons create electron hole pairs that are

detected.
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1. Photomultiplier Tubes. Photomultiplier

tubes are sensitive in the visible wavelengths;the

sensitivity is low from about 0.8 to 0.9 micron on to

longer wavelengths. The quantum efficiency {photo

electrons to incident number of photons) is low, but

efficient detection is possible because of the low-noise

amplification process of 10 dynodes with gains of 106.

The frequency response is limited to a few hundred

MHz. For coherent or superheterodyne detection,

where relative velocity between the spacecraft and

earth may cause optical Doppler shifts as high as 10

to 20 GHz, higher frequency response is desired.

2. Semiconductor Diode Detectors. Semi-

conductor diode detectors have high quantum efficien-

cies from the visible wavelengths to as high as 6 to 7

microns. The frequency response is limited partly

by the capacitance of the p-n junction and, since these

diodes are of the order of 25 microns on a side, the

frequency response can be high and therefore advan-

tageous for coherentdetection. For some applications,

the small size is a disadvantage. Also, even though

the quantum efficiency is almost one, careful design

is necessary to amplify the signal so that the signal-

to-noise ratio is equivalent to that obtainable in the

photomultipliers.

In 1963, MSFC sponsored work by Philco Corp.

on the development of high-frequency-response diodes

for the visible and near infrared spectrum for use in

coherent detection. A result of this work has been the

development of GaAs, Si, and Ge diode detectors which

have frequency responses in the order of 8 to 10 GHz.

These detectors are the fastest known today and have

been made commercially available to the laser re-

search community. They are widely used now in many

laboratories. Philco still is under contract with

MSFC, and the present and future research plans call

for further development in which some gain may be

incorporated in the diode without increase in noise.

It is hoped that larger detector areas will be developed

to enhance their use, while there will be little decrease

in frequency response.

MSFC has not sponsored out-of-house contract

work on photomultiplier detectors. The mainemphasis

has been on procuring commercially available photo-

multipliers and evaluating their sensitivity and fre-

quency response. In addition, work is being done in

house to improve the shielding against background

pickup. Figure 10 shows a specially designed photo-

multiplier housing and the setup for evaluation.

C. MODULATORS

For the transmission of information by optical

beam, the beam must be modulated in some manner.

For high rates of data transmission, the modulators

must have a wide bandwidth. The most efficient way

to modulate a gas laser or an optically pumped solid-

state laser is to modulate the ew laser beam outside

the laser cavity. Semiconductor injector lasers, how-

ever, may be amplitude modulated by directly

modulating the current into the laser. MSFC has

worked with commercially procured electro-optic and

interference modulators, evaluating their performance

for the laser system being developed. In addition

MSFC has worked oncircuit design for the modulation

of semiconductor injector lasers to be used with a

pulse position modulation communication system.

D. BEAM SCANNERS

In many cases it is desirable to scan an optical

beam for an acquisition operation. Where high-

frequency scanningis desired, mechanical modulators

are not serviceable. A devicewith an electrical input

to control the beam with very little mass motion would

be ideal. In 1963, MSFC awarded acontract to General

Telephone and Electronics Co. to develop a beam

scanner. This device, whichuses piezoelectric shear

plates to scan an optical beam, will scan up to 2 kHz

and will deviate the beam to about 1 degree. The

deviation in this case corresponds to about 100 spot

diameters. Each scanner deflects the beam in one

direction; therefore, two scanners are used to achieve

a two-directional scan. Figure 12 shows the labora-

tory setup of a two-dimensional beam scanner and a

rectangular scan pattern of the beam on a wall. This

system will be used as apart of the acquisition system

for precision optical tracking.

E. RING LASERS

A very interesting device developed since the

conventional laser was invented is the ring laser, an

angular motion sensor. In the ring laser the cavity is

formed by three or more mirrors rather than by two.

The cavity will oscillate as it does in the conventional

laser when the resonance condition of the length equals

an integral number of half wavelengths. This reso-

nance condition can be satisfied for a wave moving

clockwise and awave moving counterclockwise. If the

ring is allowed torotate, the path length is longer for

one wave and shorter for the other wave; hence, the
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resonant h:equency is increased for one wave and

decreased for the other wave. If the two waves are

then optically mixed on a photodetector, the difference

frequency is obtained. This frequency is proportional

to the angular velocity.

MSFC is now sponsoring work with Sperry

Gyroscope Co. and Perkin-Elmer Corp. to study the

basic properties and to determine the ultimate sensi-

tivity of the ring laser as a rotation sensor. The

most obvious application would be to use it in a guid-

ancesystem on a space vehicle. In addition, it might

be used for accurate angular motion sensing on a

tracking pedestal. Such devices are planned for use

on the pedestal of the precision optical tracking system

under development if the angular rotation sensitivity

is sufficient. The contracts with Sperry and Perkin-

Elmer call for a sensitivity of 1 degree per hour (or

1 arc second/second). This device is contained in a

triangular case 38 cm high, 68.6 cm on the base, and

12.7 cm thick. Indications at this time are that the

sensitivity of 1 degree/hour will be obtained by early

1966. The plans for future research aim at

increasing the sensitivity to 10 -3 degrees/hour (or

10 -3 arc second/second).

III. TECHNIQUES

Techniques development is divided into super-

heterodyne receiver development and laser frequency

stabilization development.

A. SUPERHETERODYNE RECEIVER

DEVELOPMENT

Coherent or superheterodyne detection is

more sensitive than incoherent detection in receiving

in the presence of a high-level background. For no

background light, the coherent receiver gains nothing

as compared to a receiver using predetection narrow-

band filteringor incoherent detection. However, since

there will be background light for almost all applica-

tions envisioned, development of the coherent receiver

is warranted.

Coherent detection is more complicated than

straight AM detection. Coherent detection is the

optical mixing of two light waves of different fre-

quency; the phase of the two waves must always remain

spatially constant for optimum heterodyning. This

means that the optics in the receiver must not distort

the received wavefront, and the local oscillator must

be frequency stable so that the beat frequency will be

constant. The atmosphere tends to destroy the spatial

coherence so that the received signal is not coherent

across the receiver aperture. This has the same

effect as poor quality optics, namely, that of de-

grading the output signal. Since the atmosphere dis-

tortion changes with time, the output signal from the

receiver will be randomly modulated in amplitude and

difference frequency. In spite of the problems, the

coherent receiver offers great potential, especially

outside the atmosphere.

MSFC now has a contract with Sylvania Corp. to

design and fabricate an optical superheterodyne re-

ceiver capable of receiving modulated laser signals

such as might be used in space communication. This

receiver must be capable of accounting for the large

optical Doppler shifts which change the carrier fre-

quency when large velocities exist between the trans-

mitter and receiver. This receiver is being designed

to track a transmitter to 0.1 mrad and account for

Doppler shifts up to 0.5 to 1 GHz0

Future plans call for development of the trans-

mitter and for establishment of a communication link

to evaluate and improve the technique.

B. FREQUENCY STABILIZATION OF LASERS

As previously mentioned, frequency stable

lasers are needed for superheterodyne receivers.

However, stabilizing the frequency of a laser is no

small task. For this reason, frequency stabilization

work is being conducted on contract separate from the

superheterodyne receiver work. The Technical

Research Group is now under contract with MSFC to

develop a HeNe laser operating at 6328/_ and stable in

frequency to i part in 1011. The current program is

to develop a prototype model demonstrating the stable

laser. Future plans are to design a more practical

field model which may be incorporated into the super-

heterodyne receiver.

IV. IN-HOUSE SUPPORTING RESEARCH

AND DEVELOPMENT

As part of its support of the overall program in

optical technolog_j, MSFC has an in-house research

and development program in selected areas. This

serves to maintain technical competence in house,

which in turn is necessary for effective direction of

out-of-house work. The in-house work program con-

sists of (1)optical design, fabrication, and evaluation ,

(2) atmospheric measurements, and (3)spectroscopic

measurements.

4
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A. OPTICAL DESIGN, FABRICATION,

AND EVALUATION

Optical design for many components and

telescopes used in in-house research is being done

with the aid of a computer. Limited fabrication and

evaluation are now being performed. The Pilot

Manufacturing Branch at MSFC is setting up an optical

shop in which lenses, mirrors, and flats up to 20 cm

eanbe made. The Applied Research Branch is engaged

in a program to set up facilities and establish tech-

niques for evaluating nearly all optical components

purchased outside or fabricated in house. Multilayer

dielectric filters, reflectors, and coatings can now be

made at MSFC.

B. ATMOSPHERIC MEASUREMENTS

In support of the precision optical tracking

system and optical superheterodyne receiver work,

atmospheric effects on laser beams are being studied.

Measurements are being made on atmospheric effects

on coherent mixing and on angular deviation of a laser

beam by the atmosphere. The measurements have

been made in the dome situated east of Astrionics

Laboratory. Many measurements have been made

with optical path lengths up to 3 kilometers. Figures

7 and 8 show experimental facilities for these meas-

urements.

C. SPECTROSCOPIC MEASUREMENTS

As previously mentioned, lasers of all types

have been measured and study in which spectroscopic

and electronic analysis of the output is made is con-

tinuing.

V. OPTICAL TECHNOLOGY SATELLITE SYSTEM

The optical technology satellite program has two

purposes. The first is to develop a two-way optical

system for use in deep-space communication. The

second is to determine the effects of space environment

on large diffraction-limited optics to obtain engineering

data useful in the design of 250 to 500 cm telescopes

of future space observatories.

One of the more serious problems facing NASA in

its deep-space missions is how to transmit large

quantities of data from spacecraft to earth. Theoret-

ical studies have shown that, because of its narrow

beam divergence, the optical communication system

may prove superior in some respects to microwave

communication systems, provided that certain prob-

lems peculiar to optical communication ean be solved.

One of the most serious problems is how topoint such

narrow beams (0.2 to t arc sec) accurately enough to
hit a receiver.

It has been said that, in the future, astronomy

will require large diffraction-limited telescopes in

space laboratories. However, there have been no

orbital flights of large diffraction-limited optics nor

are any planned. Orbiting such a system has two

equally important purposes. The first is to develop

the techniques for establishing two-way optical com-

munications for use in deep space. The second is to

determine the effects of the space environmenton large

diffraction-limited optics. Itwould be planned to mon-

itor the figure of the primary mirror and to make

corrections, if possible, to bring it back to the dif-

fraction limit.

A study has been performed for NASA by the

Perkin-Elmer Corp. to examine the problems and to

make a preliminary conceptual design of the satellite

and ground station necessary to perform selected

experiments.

Experiments have been chosen to simulate deep-

space communication for ranges up to 160 million kilo-

meters. The following experiments have been chosen

tentatively:

1. Atmospheric scintillation effects on coherent

beams.

2. Atmospheric effects on plane and circularly

polarized light.

3. Remote manual optical alignment on earth by

an eye/hand servoloop.

4. Optical heterodyne detection on earth.

5. Optical heterodyne detection on the satellite.

6. One-tenth arc second trackingin the satellite.

7. Point ahead.

8. Space-to-ground-to-space loop closure.

9. Tracking in the presence of spacecraft motion.

10. Telescope suspension system.

11. Transfer of tracking from one ground station

to another.

12. Earthshine effects on acquisition and tracking.
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13. Optical communication system with a band-

width of 10 Mltz.

14. Onboard determination of the effects of space

environment on large diffraction-limited op-

tics.

A conceptual design (Fig. 13) of how these ex-

periments might be performed has been made.

A synchronous circular orbit with the orbit plane

tilted 50 to 60 degrees to the equatorial plane has been

tentatively chosen to simulate the angular tracking

rates encountered for the deep-space conditions and

to allow continuous observation and communication.

Preliminary weight estimates for the satellite are

shown in Figure 14. A Saturn-IB Centaur would be

capable of placing this load in synchronous orbit.

Preliminary estimates of power consumption are shown

in Figure 15.

Future plans call for preliminary design study

under the AES program that would include design of

the integrated experiments, spacecraft, and ground

station based on the conceptual design.
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FIGURE 1. LENS PARAMETER MEASUREMENTS FIGURE 3. JARRELL-ASH SPECTROGRAPH 

s Is” 

i 

FIGURE 2. THIN-FILM DEPOSITION AND VAC- 
UUM CHAMBER 

FIGURE 4. CARY SPECTROPHOTOMETER 
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FIGURE 5. CONTROL ROOM FOR EVACUATION 
OF OPTICAL TUNNEL 

FIGURE 6. VACUUM TUNNEL FOR OPTICAL 
EXPERIMENTS 

FIGURE 7. OBSERVATORY DOME FOR LASER 
ATMOSPHERIC EXPERIMENTATION 

FIGURE 8. ATMOSPHERIC ANGULAR FLUCTUA- 
TIONS MEASURING SYSTEM 
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FIGURE 9. OPTICAL DOPPLER SHIFT USING FIGURE 11. NEODYMIUM YAG CW LASER 
SYSTEM CONSTANT-VELOCITY RECIPRO- 

CATOR 
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ir 

FIGURE IO. PHOTOMULTIPLIER TUBE CALI- FIGURE 12. LASER BEAM STEERER AND 
EQUIPMENT BRATION SYSTEM 
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FIGURE 13. OPTICAL TECHNOLOGY SATELLITE

t

STRUCTURE AND SKIN B39.16
SOLAR CELLS AND BATTERIES 272.16

ALITOPiLOT AND GUIDANCE 45. 36

INERTIA WHEELS AND CONTROL 226. 80
PULSED JET FUEL TANKS 226. gO

MICROWAVE PACKAGE WITH ANTENNA 45. 36

PULSED JET MOTORS, PLUMBING, AND CONTROLS 45.36
CABLING 45. 36
THERMAL CONTROL 19. 38

CONTROL COM PUTER 6. gO

SOLAR SENSOR SUBSYSTEM AND COARSE ACQUISITION MECHANISM 6. 49
TELESCOPE ! 295. 20

TELESCOPE 2 360. 97
DC TOAC INVERTERS 9.01

TELESCOPE 1 SUN SHIELD ORIVE ASSEMBLY 6. 80
TELESCOPE 2 SUN SHIELD DRIVE ASSEMBLY 6. go

TOTAL 2, 517.8"/

ADD APPROXIMATELY I0_ FOR UNIOENTIFIED MISCEI.I.ANEOUS ITEMS 226. go

SATELLITE WE| GIfT 2.144. 67

FIGURE 14. PRELIMINARY WEIGHT ESTIMATE

FOR THE OPTICAL TECHNOLOGY

EXPERIMENTS SATELLITE AND

MAJOR SUBSYSTEMS

MODEOF
,0 PERATION

AVERAGE POWERCONSUMPTION
(WA'n's)

SATELLITEWiTH SATELLITEWiTH
TELESCOPENO. I TELESCOPENO. 2

QUIESCENT 15 15

ACQU ISITION 300 370

TRACKING 260 330

COMMUNI CATI ONS 370 460

FIGURE 15. PRELIMINARY POWER CONSUMP-

TION ESTIMATE FOR THE OPTICAL

TECHNOLOGY SATELLITE IN MAJOR

OPERATIONAL MODES
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SUMMARY

Laser systems research and development at MSFC

have been concerned with communication, guidance, and

tracking applications. This report describes two laser

radar systems which are at an advanced stage of devel-

opment. One is an airborne optical guidance system

for rendezvous maneuvers and the other is a ground-

based precision optical tracking system for advanced

launch vehicles.

In advances beyond this breadboard development,

work is being done on room-temperature continuous

injectionlasers, image dissectors and beam steerers,

anoptical superheterodyne receiver, a precision gas-

bearing tracking mount, and other instruments and

techniques.

Advantages that are expected to result from the

research and development program are a reduction in

system size and power requirements, elimination of

problems associated with microwave techniques (e. g.,

ground clutter and backscatter), greatly increased

operation range, and very high accuracy in tracking

and ranging.

I. INTRODUCTION

The Marshall Space Flight Center is pursuing a

laser systems research and development program di-

rected primarily toward applications for guidance,

tracking, and communications. Such systems are im-

portant to the national space program for a variety of

reasons. Mostof these reasons are based on two fun-

damental characteristics of laser beams: first, lasers

are highly directional and, second, optical beams can

carry tremendous information bandwidths.

By judicious application of these characteristics

and by appropriate use of systems, the following po-

tentials for laser systems can be seen:

1. Communicating at interplanetary distances

with television bandwidths using systems of reason-

able size and power.

2. Trackingobjects, expeciallycooperative ones,

with unprecedented accuracy.

3. Developing guidance, tracking, and communi-

cations systems for use in space that are smaller,

more accurate, and use less power than comparable

systems using conventional techniques.

Several systems concepts are being investigated.

Two systems in the advanced development stage are

discussed in detail. These are the optical guidance

system for rendezvous and the precision optical track-

ing system for advanced launch vehicles. Communi-

cations and tracking systems for deep space are being

investigated under the optical technology satellite pro-

gram. This work is in a preliminary study phase and

is not discussed in this report.

The optical guidance system and the optical track-

ing system are both laser radars. The former is for

spaceborne application and the latter is ground based.

Certain techniques are common to both; consequently,

similarities will be noted. However, the requirements

and the overall systems are very different.

As an aid to the discussion of the two systems ,the

directional characteristics of lasers are briefly dis-

cussed and basic range equations are presented.

II. LASER BEAM DIRECTIVITY AND

BASIC RANGE EQUATIONS

The diffraction of coherent electromagnetic radi-

ation by a circular aperture causes an angular dis-

tribution of the energy for which, from the maximum

intensity of the beam to the first minima, the beam-

width 0 can be expressed as:

1.22 k
0 -

D

ll
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0 = beamwidth

2` = wavelength

D: aperture diameter.

To a close approximation, the half power beam-

width 0hp is expressed as:

2`

Ohp - D

For optical wavelengths the beamwidths are thou-

sands of times smaller than the beamwidths for radio

frequencies.

If the aperture is regarded as an antenna of area

A t , the gain or direetivity D t is expressed as:

4_rA tD

t 2,2

When equation 2 is substituted in equation 3, the

expression for D t is simplified to:

D -

t 02hp

A transmitter with directivity D t
target at range R with a power density

by the equation:

illuminates a

Pdt expressed

Pt Dt Pt 7r

Pdt = 4rrR 2 = 402hpR 2

A straightforward calculation will indicate that a laser

transmitter will illuminate a target with an intensity

millions of times greater than a radio frequency source

of equal power and antenna size.

A complete development of range equations for the

precision optical tracker is given in Reference I.

Range equations and signal-to-noise analyses for the

optical gLidance system are given in Reference 2.

Ill. OPTICAL GUIDANCE SYSTEM

FOR RENDEZVOUS

This system is the result of a research and devel-

opment program for the Office of Advanced Research

and Technology (OART) to investigate the feasibility

of using optical and laser techniques to generate guid-

ance information during rendezvous maneuvers. The

study has resulted in the development of a breadboard

optical guidance system which is being evaluated at

MSFC. The breadboard development has clearly estab-

lished the feasibility and practicality of the project and

is being followed up by development of a complete

miniaturized prototype system for performance testing

inaircraftoronarendezvous simulator. Table I lists

characteristic s of the breadboard model and the minia-

turized prototype.

t2

W

TABLE L OPTICAL GUIDANCE SYSTEM

Breedboard

Parameters Long Range Intermediate Rangel Short Range

above 3 laa 3 km to 100 m 100 m to 0

Acquisition range

!Acquisitlon angle

Range accuracy

Range rate

Range xate accuracy

Angular accuracy

Angular rate accuracy

14 km

I0 °

O. 5% of

measured range

120 m/s

4"0.2%

+0.I °

+0.5 m red/s

+0.5%

50 to 0.3 m/s

+0.3 mls

+O. 1°

4"0.05 m rsd/$

50 to 0.3 m/s

¢0.03 m/a

4-0.1 °

4"0.05 m rad/s

Teat Prototype

Acquisition range 50 1_ minimum

Other pazametera identical to breadboard syste_

Prototype weight less than22.7 kg

Power consumption less than 50 watts

Receiver telescope 16 cm aperture, 35 cm long, coaxial with

acquisition telescope

Mounting tracking pedestal for simulation of

automatic angular tracking

The basic system configuration is depicted by the

block diagram of Figure 1. An image dissector tube

and a telescope are used for angular acquisition and

tracking. The image dissector is a photomultiplier in

which an internal aperture i: ased to limit the active

area of the photocathode. By means of electrostatic

focusing and magnetic deflection of the electrons

emitted from the photocathode, the active area can be

made to scan across the face of the tube. Thus, be-

cause there is a quadrature magnetic field, the small

instantaneous field of view of the system can be scanned

over a larger total field of view to generate angular

information for acquisition and tracking purposes.

Acquisition is performed as indicated in Figures 2

and 3. The target beacon and the long-range source

on the chaser are thermoelectrically cooled pulsed

gallium arsenide lasers. The laseron the chaser also

supplies coarse-range information by measuring the

time delay of the pulse reflected by corner reflectors

on the target vehicle. The long-range system is indi-

cated by the _-ock diagram of Figure 4. Fine-range

resolution is determined from three kilometers to dock-

ing, with a second ranging system consisting of an

incoherent-light-emitting diode modulated continuously

at 4.88 MHz. Both range systems use phase lock tech-

niques to enhance signal-to-noise ratio. The short-

range system is shown in Figure 5.

Figures 6 and 7 show the breadboard system. The

chaser vehicle transceiver for the prototype system has

been miniaturized to the configuration shown in Figure

S. The prototype electronics use mierocireuitry and

will occupy less than 1/30 cubic mclz_r.

Fhe coneeptdepicted in Fig_tre 9, a logical exten-

sion of this prototype system, utilizes room-tempera-

ture continuous injection lasers for a simplified and



moreaccuraterangingsystem.-':'-It alsouseslaser
beamsteerers;theseeliminatethenecessityofcon-
trolling theattitudeof thespacecraftor ofgimbaling
thetelescopes.Thebeamsteerersareunderdevelop-
mentandarebeingdesignedintoanacquisitionsystem
fortheprecisionopticaltracker. Room-temperature
continuousinjectionlasersarealsounderdevelopment
andare expectedto beoperationalinayearor two.
Asthelasersbecomemorepowerfulandefficient, the
sizeof theopticalguidancesystemshrinksbecause
smallertelescopesare required. In theconceptof
Figure9,onlyonetelescopeandonedetectorareused
oneachvehicle.Lessthanonewattofcontinuouspower
fromthelaser is requiredtoextendtherangeof this
systemto over100kmwithanacquisitionangleof 30
degrees.Furthermore,withonewattavailable,the
telescopecollectorwouldbeonly7 cmindiameterand
thetelescopeanddetectorpackagewouldbelessthan
15cmlong.

IV. PRECISIONOPTICALTRACKINGSYSTEM
FORADVANCEDLAUNCHVEHICLES

Laserradarsystemshavethepotentialof tracking
objectstoanunprecedenteddegreeof accuracy.Areas
in whichprecisiontrackinginformationis ofinterest
toNASAareasfollows:

CHARLESL. WYMAN

phase have never been fulfilled. For example, when

microwave radar systems operate near the horizon

during the early launch phase, they areuseless because

of ground clutter and backscatter problems. In addition s

photographic and television techniques do not have

range measuring capability and lack in angular resolu-

tion.

Consequently, development of a precision optical

tracking system for advanced launch vehicles is well

underway. Reference i has a discussion ofthegeneral

system philosophy and several preliminary analyses

and studies including error analysis, trajectory analy-

sis, range analysis, refractive and turbulence effects

of the earth's atmosphere, and servo analysis.

Table 2 lists characteristics and parameters of

the system, which is being designed and assembled

in-house. There is work under contract for develop-

ing a precision gas-bearing tracking mount andfor

fabricating a tracking and acquisition subsystem that

utilizes image dissectors and beam steerers. Figure 10

is a simplified block diagram of the system.

TABLE II. PRECISION OPTICAL

TRACKING SYSTEM-':-"

1. Tracking advanced launch vehicles.

2. Tracking reentry vehicles.

3. Tracking satellites.

4. Tracking deep-space probes for communica-

tions purposes and position information.

With these applications in mind, an experimental

and developmental program was undertaken for OART

to develop and evaluate various acquisition, tracking,

and ranging techniques with lasers. The results of the

program ultimately will apply to specification of opti-

mum techniques and systems configurations for various

tracking problems.

Early in the project, it was determined that the

best results could be obtained by choosing one particu-

lar tracking problem and developing an experimental

prototype that could be used for testing under realistic

conditions. Tracking advanced launch vehicles was

chosen because it has many characteristics similar to

other possible systems and is an area in which the para-

meters are well known. Furthermore, some require-

ments for tracking the vehicle during the early launch

* Pulsed room-temperature injection lasers are avail-

able from several sources. One order of magnitude

decrease in threshold of these lasers will allow continu-

ous wave operation. Several materials show promise

of continuous wave operation. Research contracts with

IBM,RCA,and Tyco Laboratories are directed toward

eventual continuous wave room-temperature operation.

Early Launch Phase Tracking Requirements

Data RequiredFlight Interval

(Seconds)

0 to 5

5 to 25

25 to 50

position

velocity

acceleration

position

velocity

acceleration

position

velocity

acceleration

Reduced Date Accuracy

Class I Class II Class III

0.5 m 0.I m 0.I m

'i.0 r_/s 0.I mls z 0.I ml8
0.2 mls 2 0.5 mls 0.01 mls z

5.0 m 1.0 m 1.0 m

1.0 m/s 0. I m/s 0.I m/s

0.5 m/s = 0.1 m/s z 0.02 m/s z

30 m i0 m 5 m

1.0 m/s 0.2 m/s z 0.I m/s
0.5 m/s z 0. I m/s 0.02 mls z

System Parameters

Angular resolution 1.25 arc sec

Angular accuracy 5.0 arc sec

Range resolution i cm

Maximum range accuracy 5 to lO cm

Acquisition field of view 0.25 °

Tracking field of view 30 to 90 arc sec

Maximum range I0

Maximum range rate 200 m/s

Maximum angular rate 5°/s

Maximum angular acceleration l°/a I

Telescope collector aperture 15 cm

Transmitted laser power 50 mW

Beam divergence 30 to 90 arc aec

* This is an experiments1 system to be used to evaltmte laser tracking

and ranging techniques.

Techniques that will be evaluated but which are

hot indicated in the diagram include:

1. Measurement of the radial component of ve-

locity by optical superheterodyne techniques.

2. Measurement of angular velocity information

of the tracking mount, using ring lasers.

13
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Much work has been done at MSFC on optical

superheterodyne techniques [3]. In addition, there

is work under contract for the development of an opti-

cal superheterodyne receiver.

V. CONC LUSIONS

The two developmental models of the optical guid-

ance system will demonstrate the practicality of using

laser and optical techniques for space gxtidance prob-

lems. Future models will use essentially the same

ranging and tracking techniques but will become

smaller and operate over longer ranges as better laser

sources become available. Furthermore, use of other

optical techniques such as laser beam steerers will

result in very advantageous systems configurations for

which there are no microwave counterparts.

The optical tracking system being developed will

be a versatile research tool in experimentation and

investigations leading to design data for optimum opti-

cal tracking and ranging systems. Moreover, the

system will perform with accuracies unobtainable in

the past.

The useful application of lasers has required much

work in the development of associated technologies

including devices, components, and techniques. Much

more work is required in these areas and in the devel-

opment of the systems themselves. However, the use-

fulness of lasers for application in the space program

is established, and practical systems are beginning

to appear.

i°

2.

3.
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By

J. A. Lovingood

SUMMARY

Launch vehicle control research at MSFC has

been concerned with problems in adaptive bending

stabilization, adaptive load relief, and minimax con-

trol. One resultofthis research has been the develop-

ment of a spectral identification adaptive control

system for dealing with problems in bending stabili-

zation. The feasibility of the system's general concept

has been established; additional analysis is necessary

before the system can be recommended for in-flight

testing.

A second research achievement has been the de-

velopment of a system capable of adapting to changes

in disturbance forces. Called a switched integral con-

trol system, it has been applied to problems in load

relief. Its use has indicated that an appreciable re-

duction in maximum bending moment over all wind

speeds can be achieved. However, it is not consid-

ered to be the ultimate in a load relief system.

Other research has attempted to formulate a

mathematical statement of the launch vehicle control

program to provide an analytical procedure for de-

signing nonlinear load relief systems. Some solutions

havebeen found for restricted cases of the load relief

problem, called the minimax problem of vehicle con-

trol. However, much more work must be done for

the successful treatment of more realistic cases.

I. INTRODUCTION

The control systems research program in the

Aero-Astrodynamics Laboratory deals primarily with

control of launch vehicles during powered flight in the

atmosphere and, in particular, with the control prob-

lems encountered in the maximum dynamic pressure

region. In this max q region, the aerodynamic forces

acting normal to the vehicle attain their largest

values. Also, the effect of these forces on vehicle

pitching moments is increased because of the large

aerodynamic moment arm, which is due to extreme

forward location of the center of pressure. This unde-

sirable situation is usually compounded by the fact that

the max q region occurs in the jet stream, which is the

altitude range from 10 to 14 km. In this altitude range,

not only do maximum wind speeds occur but also the

largest wind shear and wind turbulence or gusts are

encountered. Because of these severe environmental

conditions, control problems arising at max q are re-

ceiving the greatest attention in Aero studies.

Before the specific factors which motivate the re-

search are outlined, the problem of launch vehicle

control will be discussed and objectives the control

system must accomplish will be indicated. The pri-

mary purpose of the control system is to execute

commands generated by the guidance system. In the

present Saturn vehicles, there is no feedback to gen-

erate guidance commands during first stage flight; in-

stead, the guidance command is time-programed as a

reference pitch attitude. The control system for Sat-

urnvehicles, therefore, executes guidance commands

by causing the vehicle to rotate to achieve the desired

attitude.

In the execution of commands from the guidance

computer, there are certain constraints which must

not be violated. Some typical ones are: structural

load limits or tolerable bending moments must not be

exceeded; for vehicles employing engine gimbaling to

generate control torques, allowable swivel angles

must not be exceeded; flight path or control system

following errors must be kept below certain values; in

manned vehicles, crew safety and comfort require-

ments impose limits on accelerations experienced by

the spacecraft; and, of course, there are stability

considerations, which to a certain extent are implied

in the other constraints.

Before a control systemwhich will meet these re-

quirements can be designed, information describing

the dynamics of the vehicle in its operating environ-

ment must be available. That is, one must know how

the vehicle will respond to external disturbances and

to the control forces and torques generated by the

control system. Thelack of such Imowledge, or rather

the anticipated lack of such knowledge for future launch

vehicles, has been the reason for establishing a sub-

stantial part of the Aero-Astrodynamics Laboratory

research program.

Presently, control systems are designed by de-

scribing the dynamics of the vehicle using linearized

differential equations of motion, with the various
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forces, torques, and damping terms which enterinto

these equations being determined experimentally by

elaborate testing facilities. For example, frequencies
and mode shapes of structural vibration modes are de-

termined by conducting dynamic tests on a full-scale
vehicle. Full-scale testing will probably be impractical

forvehicles larger than Saturn V. Scale model testing

and analytical calculations will probably yield infor-
mation concerning structural characteristics, but such

procedures may not yield the degree of accuracy re-
quired to synthesize satisfactory conventional control

systems.

The importance of having the capability of syn-

thesizing control systems when knowledge of vehicle
dynamic characteristics is limited also becomes ap-

parent when consideration is given to developing a

launch vehicle system with alternate mission capabil-
ity. That is, after some major system failure has

eliminated the possibility of achieving the primary mis-

sion objective, it would be desirable to make necessary

changes in the guidance system so that some secondary
objective could be realized. In some cases, it might

be possible to continue the primary mission after cer-
tain changes are made. An example of this occurs in

SaturnV/Apollowhenloss of thrust on a single engine

at certain flight times precludes continuing a lunar mis-

sion unless alterations are made to the tilt program.
Such tilt program changes alter the trajectory of the

vehicle and consequently change the aerodynamic en-
vironment in which the vehicle operates. Present

control schemes consisting of time-programed gains
will not necessarily cope with such environmental

changes, since Mach numbers and dynamic pressure
values will not coincide with the times which were used

in determining the gain program.

Control systems designed to operate with only

fragmentary information concerning vehicle response

characteristics are called adaptive control systems,
this terminology being derived from the ability of such

systems to adapt to whatever vehicle dynamic charac-
teristics might arise.

II. ADAPTIVE SYSTEMS

A conceptual block diagram of a typical adaptive
system is shown in Figx_re 1. Incloscd in the brokcn

rectangle are launch vehicle dynamics, thc control
device, and the usual feedback path necessary for

generating control action. For an adaptive system,
there is an additional path or combination of paths

and additional processes which are performed. These
processes are identification, decision, and adjust-
ment.

The identificationprocessdetermines the dynamic
characteristics of the launch vehicle, that is, how the
vehicle responds to control inputs. This could involve

determining or estimating aerodynamic parameters
and bending mode frequencies and mode shapes; or it

might be an observation of the nature of the output,
considering only such characteristics as predominant

frequencies, damping ratios, magnitude of certain
output variables, etc.

_F[ DECISIONI=

IADJUSTMENT

I

I

IIII[-'-J CONTROLLER

I

I

J _J. IDENTIFICATION_-

|
VEHICLE

1

FIGURE 1. A TYPICAL ADAPTIVE CONTROL
SYSTEM

The second process in the adaptation channel is

the decision block. Here a computer examines the
information obtained from the identification process

and selects one action out of perhaps several actions

which might be taken. Typically, the decision might
be to increase the amount of rate feedback based on the

identification process' indication of insufficient damp-

ing of the output.

The last process involves making the necessary
adjustments on the controller in order to implement
the decision which is made. In the case of increasing

the amount of rate feedback, the adjustment mechanism

mightbe a servo potentiometer or any type of gain ad-

justing device.

A. ADAPTIVE BENDING STABILIZATION

One area of application of adaptive control is
the bending stabilization problem. A considerable

portion of the control system design effort for a flex-
ible vehicle is directed toward ensuring that the elastic

modes do not couple back through the control force

to produce a dynamic instability. Present bending
stabilization schemes consist of filtering sensor out-

puts so that the elastic components of the control signal

are either eliminated or are phased so as to counteract
the elastic vibrations instead of regenerating them.

Such a design requires precise knowlodge of b_nding

mode frequencies and their variation with flight time.

Furthermore, it is necessary to select specific sensor
locations before the design canbe accomplished; there-
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fore, any change in sensor location requires a re-

design of the filter. If precise information is not

obtainable or if flexibility with respect to sensor lo-

cation is required, an adaptive system will be needed
for bending mode stabilization.

One such system developed in the Aero research

programis the "spectral identification adaptive control
system" of the Autonetics Division of North American

Aviation (NAA) [ 1 ]. A simplified functional block

diagramofthe systemis shown in Figure 2. The basic

input is similar to that of the kernel function. This is

illustrated in Figure 4, which shows the frequency re-
sponse of an integral filter with a square wave kernel

function. Here it can be seen that the output has a

sharply defined maximum whenever the input frequency
equals the tuned frequency.

A spectral frequency identifier for a given elastic

mode is composed of several (for example, 4 or 5) of

these integral filters tuned to different frequencies, w 1,
w2, etc., which cover the expected range ofelastic

COMBINEDRIGID ¢ ELASTIC RESPONSE

I_NOTCH FILTER

I IO_NTIFIER J ......

NOTCHFILTER NOTCHFILTER
:)rid MODE Srd MOOE
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CONTROLCOMMAND
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, ACCELEROMETER
•-- RATEGYRO
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RIGID AND
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GIMBALED-_"_Z_

ENGINES

FIGURE 2. SPECTRAL IDENTIFICATION ADAPTIVE CONTROL SYSTEM

idea is that the totalrigid-elasticsignalfrom an ac-

eelerometer isprocessed to identifythe flexiblemode

frequencies. This frequency information is then used

toadjustnotchfilterswhich eithereliminate the elastic

components from the total signal or provide proper

phasing for stabilization.The flexiblebody compensa-

tion is thus accomplished inflightwithoutthe require-

ment ofprior knowledge ofthe mode frequencies other

than their general broad range of occurrence.

The heart of the system is the spectral frequency
identifier. The identification technique makes use of

integral filters which provide a sharply defined peak

output whenever the input signal contains components
at or near the tuned filter frequency. The mathematical

form of the filter function is given by the integral ex-

pression shown in Figure 3, in which p(wo t) is some
periodic function (e. g., sine wave, square wave) with

frequency co o and period T. Since this integral product
of the input and "kernel" function p is an approximation
of the c ros s-co rrelation of the two functions, the filter

outputwill peak significantly when the frequency of the

1
PERIODIC "KERNEL" FUNCTION,

TUNED FREQUENCY • e0

OUTPUT

p(-ot)

FIGURE 3. INTEGRAL FILTER

mode frequency variation (Fig. 5). The outputs of the
filters are compared on an amplitude basis. If an ac-

celerometer or gyro signal containing flexible mode

components is applied to the filter array, the filter

having a tuned frequency closest to the mode frequency
being identified will have the largest output and thus
will provide mode frequency identification. The identi-

fied mode frequency is then used to adjust the corres-

ponding notch filter in the gimbal command loop.
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Interpolation schemes may be used to define the fre-

quency with more accuracy.
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Figure 6 is an illustration of the adaptive operation

of the system. The third bending mode frequency was

arbitrarily increased from 24 to 30 radians a second.

The lower fig_arc shows the operation of the system in

tracMng the frequency variation. The upper figure is

a plot of vehicle lateral acceleration. As seen from

the graph, an oscillation occurs at the third mode fre-

quency when the frequency variation is beg_n. As the

filter tracks and the system adapts to the new fre-

quency, however, the oscillation is damped out.

Although feasibility of the general concept has been

proveninpreliminary studies, there is a need for ad-

ditional analysis before the system can be rceom-

mended for in-flight testing. Currently, efforts are

BENDING RESPONSE DURING THIRD MODE

ACCELERATION ., b.
I

'"" .,ii i
lec

TRACKING

THIRD MOOE SPECTRAL FILTER OUTPUT FREQUENCY

FREQUENCY

( rodion/sec )

FIGURE 6. CLOSED LOOP ADAPTIVE FILTER

TRACKING

being directed toward determining performance limi-

tations under an extreme range of parameter and

system variations and toward improving the particu-

lar method used by NAA to implement the concept.

hnplementation improvement is beingaccom-

plishcd in two ways. In the first, speed and accuracy

of identification by the spectral frequency identifier

are being improved by developing "kernels" and inter-

polation methods M_ich arc more sophisticated than

the ones presently used. Implementation of the tech-

niques will still be relatively simple for a small on-

board digital computer to achieve even with time-

sharing operation of the computer. In the second, the

technique requires notch filters, as mentioned above,

to eliminate the elastic components of the control

signal. IIowever, sometimes there are advantages to

feeding back a bending signal with proper phase angle

for increasing stability margin rather than eliminating

the signal completely. For these eases, NAA is de-

veloping methods of using the output of the frequency

identifier to adjust phase stabilizing devices rather

than notch filters.

B. ADAPTIVE LOAD RELIEF SYSTEMS

Another class of adaptive control systems con-

sists of systems with the capability of adapting to

changes in disturbance forces. An important appli-

cation of the adaptive concept arises in the development

of so-called load relief systems. Before a launch ve-

hicle reaches the max q region, aerodynamic loads

are not critical because Mach number is relatively low

and the disturbing forces of wind shears and g_sts are

not excessively large. Since Ioading is not critical,

the control system can concentrate on its primary ob-
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j e ctive of following guidance commands with little con-

cern for loads. However, when the max q region is

entered and large disturbing forces are encountered,
load considerations begin to override the guidance re-

quirements. Then it is necessary that the load con-

straint on control performance be given more weight
than the flight path requirements of the controller.
Thus, it is desirable to have a control capability based

on different performance criteria, with the particular

criterion being utilized depending on both the aero-
dynamic environment and the magnitude of wind shears
and gusts.

Such a control system was studied by Space Tech-

nology Laboratories under Aero sponsorship [2]. A

summary report on the system was presented at the
t964 annual AIAA meeting [3]. This system, known

as a switched integral controller, attempts to make
use of the best features of the familiar "drift minimum"

control lawto maintain small flight path errors and of

the "load minimum" control law to reduce the bending
load.

The switched integral control system, diagramed
in Figure 7, makes use of these principles by adapting

ATTITUDE

ACCELERATION ERROR, qll
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i B

DRIFT t

NIN, |

i

CONTROL
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NTEGRAI. MTHSJ

ATTITUDE RATE,

FIGURE 7. SWITCHED - INTEGRAL CONTROLLER

the control law to the magnitude of the wind. Thus,

identification for this adaptive system is provided by
the determination of the wind level. For low-level

winds, the system causes the vehicle to fly a near

drift-minimum path; but high-level winds, as sensed

by an aceelerometer, cause the system to switch to
near load-minimum control in order to reduce the

aerodynamic loading below the critical level. Adjust-
ment of the controllaw is provided by a simple switch-
ing device.

The system utilizes inputs from the attitude refer-

ence and rate gTros and a pendulous aecelerometer,
which senses the angle between the acceleration vector

and the longitudinal axis of the vehicle. This angle is

denoted by _ on the block diagram of Figure 7. The

pendulous accelerometer is used instead of a conven-

tional lateral accelerometer to avoid gain scheduling.
To achieve drift-minimum control, the measured ve-

hicle acceleration vector is forced along the nominal
trajectory. This is accomplished with the switch in

the up positionby commanding the vehicle attitude q_ to
be equal to the pendulous accelerometer output ¢. In
high winds, the system switches and achieves load-

minimum control by commanding _ toward zero through
addition of its integral to the control command. The

switching is accomplished by using the measured ac-
celerationangle, which is an indirect measure of wind

level, to determine when load relief is required. The

rate signal and hysteresis in the switching circuit are
introduced to provide switching stability and to reduce
the magnitude of the limit cycle.

The performance of the switched integral system
in response to a high wind is indicated in the time

history shown in Figure 8. For comparison, a time

12.5 ^
WIND 10.0 / _.

ANGLE OF 7.5 / _,

ATTACK 5.0 /- _'_
(deg) 2.5

2 ,\
I _-J A ',

GERD,NG "_ V
MOMENT O _ _'

(Io' i.. Ib) _ / ]
-r

DRIFT RATE -I0,...,i ,ollt i
-30 1 I I I I [ i I

LOAD RELIEF
MODE DRIFT MINIMUM

J I I I I
O 4 6 12 IG 2i0 2'4 2_8

TIME (see)

-- SWITCHED INTEGRAL

CONTROL

--- DRIFT MINIMUM

CONTROL
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history of drift-minimum response to the same wind

disturbance is shown by dashed lines. The change-
over to load minimum is indicated on the switching

trace as the wind builds up (occurring atabout 6 sec-
onds). The increase in drift rate associated with the

load relief control is apparent. As the disturbance

decreases, the system switches back to drift minimum

(at about 14 seconds), and the drifting condition is
eventually arrested.

For the maximum design wind, a 20-percent to
30-percent reduction in bending moment over the pure

drift-minimum control is achieved. However, the

system exhibits an undesirable wind sensitivity charac-
teristic. This can be seen from the curves of Figure

9, which are plots of peak bending moment versus

wind magnitude for the switched integral controller
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and, for comparison, the standard drift-minimum con-
troller. It can be seen here that, although the adap-
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tive system provides significant load reduction at the
maximum wind conditions, a load increase is pro-
duced at the lower wind values. Even so, an appreci-

able reduction in the maximum bending moment over

all wind speeds is achieved by the adaptive system.

In conclusion, it canbe said that the switched inte-

gral adaptive system indicates some of the advantages
available from input adaptation and provides a first

step toward realizable load relief systems. However,
it is clear that this is not the ultimate in load relief

systems, and the fact that it is adaptive does not re-
move the requirement for examining in detail the sys-

tem perfornmnce under the complete range of deter-

ministi c wind inputs.

III. MINIMAX CONTROL RESEARCH

The approach to the synthesis of load relief sys-

tems just described is an engineering approach to the
problem in which some particular scheme evolves
froma trial-and-error procedure. After a basic con-

trol concept is determined from such an approach, one

must test the system's performance with various
levels of disturbing forces acting on the vehicle in

order to determine whether the system operates satis-

factorily for the range of disturbances the vehicle is
expected to encounter.

Present design philosophy at MSFC is to use the
worst wind out of a class of winds in determining loads

for which the structure is to be designed.

6

The class of winds used is determined from actual

wind measurements made at Cape Kennedy over a span

of several years. In design philosophy the wind is
worst inthe sense that it causes the vehicle to experi-

ence maximum structural loading. With linear, well-

damped feedback control systems, design experience
leads one to select statistical values representing ex-
treme wind conditions for use in design load studies.

Thus, the Saturn V design loads are based on wind

profiles constructed from 95-percent probability
wind-speed values and 99-percent probability wind-

shear and gust values.

When nonlinear feedback systems are employed,

as in the load relief system previously discussed, winds

still must satisfy the statistically stated constraints,
but there is no assurance nor any reason to suspect

that a wind profile constructed using extreme values
is necessarily the worst-case wind. Consequently, if

MSFC's present plan of designing for the worst case
is tobe continued, techniques will bc required for de-

termining what the worst disturbance is for a particular
control law.

Consideration of this requirement has led to the
formulation of a mathematical statement of the launch

vehicle control problem which, it is hoped, will result

inan analytical procedure that will provide gltidelines

for designing nonlinear load relief systems. In this
context, theload relief problem is called the minimax

problem of vehicle control.

The statement of the minimax problem is very

simple, but its solution continues to be v_ry difficult.

To give the reader an idea of what this concept entails,
Figure 10 shows a mathematical statement of the prob-

F = A FUNCTION OF VEHICLE DYNAMIC PARAMETERS
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FIGURE 10. MINIMAX PERFORMANCE CRITERIA

lem and gives an example of what is being attempted.

First, there is some mathematical function, F,
of the vehicle parameters which provides a measure of
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the vehicle's performance. Typically, F might be the

maximumvalue of the bending moment at a particular
vehicle station over some interval of time. Next, there
is a mathematical model of the disturbances or winds

represented by the class W. Here W might be chosen

to be all winds bounded in magnitude by 95-percent
wind-speed values and in slope by 99-percent shear

values. Finally, there is a class of admissible control

functions, U, which could represent allowable engine

gimbal responses. For example, swivel angle might
be limited to 5 degrees, with a swivel rate limit of

5 degrees/second.

Therefore, there isa mathematical description of

the winds, the controlforces, and the vehicle'sper-

formanee. The objectiveisto choose the controllaw,

out of the class U, which minimizes the maximum

value of the function F where the maximization of F

occurs as a result ofa particularwind inthe class W.

This last statement is more easilyunderstood by use

of the example shown on the lower part of Figure i0.

Suppose that class U consists of only two control
laws u 1 and u2, and that the class W consists of three

disturbance functions wl, w2, and w 3. In the figure
are shown two scale representations of the values of

the function F, one scale for each control law. Sup-

pose u 1 with the three winds--wt, w2, and w._-- yields
values for F as shown on the scale on the left. For

example, u1 with w 2 yields the lower value of F, and

ul with w3 the upper value. Then for ut, w 3 is the

worst disturbance in the sense that it yields the max-
imum value of F.

Similarly for u2, the three winds yield different
values of F as plotted on the scale on the right. Thus
for u2, w2 is the worst wind disturbance.

By comparingthe values of F which result for the

three winds, considering each scale separately, the

maximization over the class W is performed. Mini-

mization over the class U is performed by comparing
the largest value on each scale to determine which

control law yields the smallest of the maximums. Pro-

jecting the maximum on the u2 scale to the u t scale
shows that u2 yields the lesser maximum value; there-

fore, the control law u2 is the solution to the problem.

Of course, this is an oversimplification of the

actual problem, and it is not feasible to conduct the type

of comparison just made for complex launch vehicle
problems. In fact, the comparison has been made on

the basis of each class containing a finite number of

functions, which is not a very realistic situation. The
example serves to illustrate the nature of the mini-

max problem and indicates some of the difficulties

which might be encountered in attempting to develop

mathematical techniques for solving it.

In addition, it was decided to concentrate on the

particular case in which the function F corresponds to
the maximum value of another function of the vehicle

parameters as shown at the bottom of Figure 10, this

choice of F being motivated primarily by the objec-

tive of reducing the maximum bending moment ex-
periencedby the vehicle. Thus, there is an additional
maximization over an interval of time of some func-

tion H, F being the maximum value of this function,

and this maximization mustbe performed concurrently
with the others.

Because the generalized minimax problem is not

amenable to complete solution by currently known
techniques, the approach taken in the minimax re-

searchhasbeen to study restricted cases of the prob-
lemwhich offer promise of solution, and to extend the

results to greater generality upon successful solution
of the simplified cases.

Several contractors have been working on various
aspects oftheproblem. As an example, the work done

by Honeywell willbe summarizedhere [4]. Honeywell

has restricted the problem to consideration of linear,
constant-gain feedback controllers. The wind con-

sidered is bounded in amplitude only, and the per-
formance index chosen is the maximum over time of

drift rate.

The Honeywell method involves an arbitrary choice

of control system configuration as shown in Figure i I.
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FIGURE ii. LINEAR CONTROL SYSTEM TO BE

OPTIMIZED

In this example, the configuration chosen consists of

lateral acceleration, attitude error, attitude rate, and

engine gimbal angle feedback paths. For this configu-
ration, the control gains kt, k2, k3, and k4 are opti-
mized according to the minimax criterion.

Ordinary optimization theory is used to determine
the maximizing wind for a given set of the feedback

gains_ This wind is then used as a disturbance func-

tion to numerically compute the vehicle's response.
7
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Thus, for a given set of control gains or for a given

controllaw, a corresponding wind is determined which

maximizes the performance measure for that particu-

lar gain set. After the performance measure for each

set of control gains has been computed, a comparison

can be made of the resulting performance measures

to determine the particular set of control gains which

is minimizing.

To accomplish the minimization over the allowable

class of control functions, a four-dimensional grid of

control gains is chosen to represent the control law

class. For illustrative purposes, thisgrid is shown as

being two-dimensional in Figure 12. For each control-

ler, as representedbyagain set in the grid, the worst

wind is computed and the performance index for that

worst disturbance is calculated. The best controller

of the set, therefore, is the one which provides the

minimum of the performance index under this worst

disturbance.

A second grid then is chosen as a "fine tuning" on

the controller selected. An area around the first grid

"optimum" is searched to find further performance

improvement. This refinement process may be re-

peated if additional accuracy is desired.

A complication arises from the fact that the opti-

mum system chosen is dependent on the initial condi-

tions ofthevehicle parameters as well as on the wind.

This results in another dimension being added to the

search grid, that of initial conditions. However, for

this problem the sensitivity to initial conditions is

apparently not extreme, since consideration of seven-

teen initialcondition sets of sizeable variation produced

only four different optimum gain sets.
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As mightbe expected, the worst wind in the class

of bounded amplitude winds turns out to be "bang-

8

bang"; that is, one which changes instant_ncously from

its extreme positive value to its extreme negative

value. A more realistic ease of bounded wind shear

is currently under investigation. Vehicle response to

the "bang-bang" worst wind with the minimum control

is shown in Figure 13. The oscillations appearing in
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the responses are due to the oscfilatolT character of

the wind.

Other approaches to the minimax problem have

been directed toward developing new mathematical

techniques for solving the problem rather titan to-

ward using the classical approach which is restricted

to special cases. Ilowcver, Honeywell's efforts have

produced a tractable method of minimax solution for

the restricted eases considered. Work is being

directed toward the remov_tl of some of the restric-

tions and toward the treatment of more realistic eases,

such as bounded wind rate and nm_inear control.

IV. FUTUREDIRECTION

As is apparent from this discussion, the Acro-

Astrodylmmics program is strongly based on two re-

quirements. One is the acquisition of a capability for

stabilizing large flexible launch vehicles, vehicles

evenlarger than Saturn V. The other is the determi-

nation of control techniques which will pernfit signifi-

cant reduction in bending molnent loads in the maximum

dynamic pressure region.

At the time of initiation of the pl"ogram in 1960, it

was thought that the problems of bending stabilization
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and structural loads would be critical for the Saturn

V vehicle. In late 1962 or early 1963, after Saturn V

stability studies had been conducted, it was determined
that the current conventional methods of stabilization

would probably be adequate for suppressing structural
vibrations. However, in anticipation of the post-Saturn

launch vehicle, research was continued toward de-

veloping advanced techniques for treating the bending
problem for large launch vehicles. Out of this research

have come two satisfactory schemes, one presented

here and another, sponsored byAstrionics Laboratory,

which is identical in concept to the Autonetics system
but differs in mechanization. (Mechanization of the

Astrionics system is analog, whereas mechanization

of the Autonetics system is digital [5]. )

Research directed toward reducing loads in the
max q region was initiated with the assumption that

large structural weight savings with consequent pay-

load gains would be realized through the us e of adaptive
load relief systems on Saturn V. Studies have shown

that control techniques applied to Saturn V provide

only limited totalload reduction, since the major por-

t-ion of the design loads is established by burnout and
lift-off conditions. Consequently, bending moment re-

ductions at max q do not significtantly affect the weight
ofthevehiclestructure. However, this does not mean

that significant weight reductions and payload gains

will not be achieved for other launch vehicle systems.
Thus, theplans are to continue activities on the appli-

cation of load relief systems in order to achieve

greater payload capability. However, since post-Sat-
urn launch vehicle systems studies have been de-

creased, some of the effort will be directed to appli-
cations of load relief systems to vehicles whose

structural design is "frozen."

For vehicles whose structural design has been

finalized, it is often the case that the system will not

meet the loading conditions encountered for certain
types of missions. Then, load reductions of only a

few percent may be necessary in order to achieve the

required designsafety factor. Such cases have already

occurred in the Saturn-Apollo program and are likely
to arise in Apollo Applications Program {AAP) mis-

sions. AAPlaunch vehicles will be composed of stages
from various launch vehicle system s and, consequently,

the structural design of these stages will be "frozen."

In considering combinations of stages to comprise an

AAP, some missions may impose excessive loading

conditions on the spacecraft or launch vehicle struc-
ture. Inorder to alleviate such load problems, either
more restrictive launch wind conditions must be im-

posed or some structural redesign must be considered,
unless an effective load relief control system can be
determined.

In addition to loading problems which might be
encountered, AAP vehicles may exhibit elastic mode

characteristics which cannot be handled by conven-

tional stabilization techniques. Thus, adaptive bending
mode stabilization systems may also be necessary for
obtaining satisfactory performance of these systems.

Of course, in considering the use of adaptive sys-

tems for both load relief and bending stabilization, the
increased complexity of mechanization which will be

required must be weighed against the gain in system
performance which will result from the use of such

systems.

Another area of interest is the application of

stochastic optimization theory to the control synthesis

problem. Such an approach to controller design has
not been acceptable in the past because of the limited

knowledge of the statistical properties of the wind.

However, as better statistical models of the wind are
determined and confidence is established in these

models, the design of control systems on a statistical

basis will become an acceptable design philosophy.

Finally, effort will be directed toward developing

improved techniques for the design, analysis, and
synthesis of control systems. Present procedures

are costly in terms of both man-hours and machine
time primarily because the techniques being utilized
were developed prior to the advent of large digital

computers. Root locus, frequency response, and
other conventional tools for stability analysis were

developed during and in the years immediately after

World War H. Also, methods for studying time-re-
sponse characteristics of vehicle performance are

largely patterned so that they are amenable to analog-

computer solution. Little advantage has been taken
of the control technology developed in the past decade

and its potential for system design utilizing digital
computers.

V. CONCLUSIONS

Problems have been considered in adaptive bend-

ing stabilization, adaptive load relief, and minimax

control with the motivation provided primarily by post-

Saturn launch vehicle requirements. Various schemes

havebeen developed for bending stabilization and load
relief, but much additional research will be required

before the minimax problem can be solved.

Future research activities will be directed toward

solvin_ _roblems relating to achieving an alternate
mission capability for Saturn V, Apollo Applications

Program missions, and control system requirements
of future launch vehicles.
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• IN PULSEDMASSEXPULSIONCONTROLSYSTEMS

David N. Schultz

SUMMARY

The problem of space vehicle attitude control

has received much attention over the past few years.

The evolution of attitude control systems thus far has

followed a course that has led to serviceable but

nonoptimum designs of mass expulsion control sys-

tems. The purpose of the work described in this

report is to improve and optimize the design of these

systems in terms of system weight, energy utiliza-

tion, and actuator duty cycle. This optimization has

become necessary because the problem of obtaining

efficient, versatile, and economical attitude c(mtrol

systems becomes one of paramount importance as

mission durations increase and mission require-

ments become more demanding.

Because the dynamic range of an attitude control

system usually must be large, the conventional atti-

tude control system design approach usually has used

some type of pulse modulation scheme to fulfill the

requirement that the control engines produce thrust

pulses of either short or long on-times. This cor-

responds to minimum impulse generation and

compensation of large disturbances, respectively.

Over a certain range of the input signal applied to a

pseudo rate modulator, which represents a typical

conventional control system design approach, the

output is caused to be both pulse-width and pulse-

rate modulated as a function of the input signal level.

It is shown that pseudo rate modulation has desirable

characteristics of both of these modulation schemes.

A concept that has been called the "advanced

limit-cycle control technique" is also described.

This concept was developed to minimize the fuel

consumption of an on-off jet system used for space

vehicle attitude control when extended mission

durations must be considered. The control system,

which uses on-off jet engine thrust for vehicle-

restoring torque control, is caused to operate with

a special type of control logic. This logic causes

the vehicle to be placed close to a specific reference

attitude with the attitude error drift rate for each

axis as small as possible. If undisturbed steady-

state limit-cycle operation is assumed, the vehicle

will maintain these low drift rates for a very long

time, i.e. , until the specified attitude deadband is

reached. After the deadband for any axis is

exceeded, the remaining portions of the limit cycle

must have a finite value of attitude error rate that

brings the vehicle back to reference attitude rapidly

and allows the use of large-thrust jet engines with

correspondingly large minimum impulse.

Before the advanced limit-cycle technique can

be extended to a three-axis space vehicle control

system, however, the thrust-vector error effects

that are cross-coupled from one axis to another must

be considered. To evaluate these effects, an opti-

mization study was performed utilizing a three-axis

digital computer program for control system analysis

and comparison. Three basic engine and vehicle

configurations were analyzed by this computer

program and five control techniques were investi-

gated for each of three different acceleration values.

Two simple (conventional) limit-cycle techniques

and three advanced limit-cycle techniques were

studied. The nonlinearities of these control systems

were also considered in the analysis.

Even though a complete study has not been

accomplished, parametric trends were established

for the important parameters of the program. This

optimization study program has provided sufficient

information to show that the advanced limit-cycle

control techniques are extremely valuable and should

be the subject of further detailed study.

An attitude motion simulator facility that has

been fabricated at MSFC also is described. This

facility is a research and development tool that per-

mits dynamic testing of various attitude-control sys-

tems connected with space-flight investigations under

a variety of realistic conditions.

I. INTRODUCT ION

The purpose of a research program in the field

of pulsed mass expulsion attitude-control systems

is to improve and optimize the design of these sys-

tems for use on Saturn and future space-vehicle

ll
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missions. The problem of space-vehicle attitude

control has received much attention over the past

few years. The evolution of attitude-control systems,

to date, has followed a course leading to serviceable

but nonoptimum designs of mass expulsion control

systems. Current systems leave much to be desired

in terms of system weight, energy utilization, and

actuator duty cycle. This has not caused much con-

cern in present systems; but as mission durations

are increased and mission requirements become

more demanding, the problem of obtaining efficient,

versatile, and economical attitude-control systems

becomes one of paramount importance.

Two requirements usually are imposed on three-

axis attitude-control systems. An efficient quiescent

or limit-cycle period during requited vehicle coasting

phases must be obtained to conserve the total energy

consumed because any mass or energy expended

directly affects the payload and mission duration.

However, the usual attitude-control problem re-

quires a system with more flexibility than one that

simply has the ability to follow attitude-reference

changes. In particular, the torque-producing elements

of the control system must also provide the high

torque needed to control stage-separation transients,

internal movements, maneuvering sequences, and

thrust-vector errors of prime propulsion units. When

extended mission durations must be considered, these

varied and conflicting requirements sometimes lead

to the design of control systems with two or more

modes of operation. For example, both high- and

low-thrust reaction jets might be utilized, thereby

increasing the complexity of the resulting control-

system design. In using engines of only one thrust

level, however, the conventional system design

approach is to size the attitude-control engines to

meet the high-torque requirements, and then to

provide relatively short engine on-times of minimum

impulse operation to maintain the propellant con-

sumption or mass expenditure within acceptable limits

during specified vehicle coasting phases. Use of this

conventional approach would allow the vehicle to limit

cycle within a prescribed attitude deadband with

vehicle drift rates as dictated by the minimum impulse

capability of the particular engines used. For

maximum efficiency during undisturbed steady-state

operation, an attempt is made to reduce the minimum

impulse of the control engines to the lowest possible

value. Because the dynamic range from minimum

impulse limit cycle to full-on operation usually must

be large, some sort of pulse modulation scheme is

used to fulfill the requirement that the control engines

produce thrust pulses of either short or longon-times.

As an illustration of this conventional control-system

design approach, the results of an analysis of "pseudo

rate modulation" are presented.

A new and different approach, however, may be

taken for the attitude-control-system design to

minimize propellant consumption. Called the "ad-

vanced limit-cycle technique, " it differs from the

conventional approach in that no attempt is made to

reduce the minimum impulse of the control engines

to its smallest possible value. Instead, a control

logic (as a function of certain sensed inputs) causes

the vehicle to be placed close to a specified reference

attitude, with the vehicle attitude drift rate for each

axis as small as possible. If an undisturbed steady-

state limit-cycle operation is assumed, the vehicle

will maintain these low drift rates for a very long

time, i.e. , until the specified dcadband is reached.

After the deadband for any axis is exceeded, the

remaining portions of the limit cycle must have a

finite value of attitude error rate which brings the

vehicle back to reference attitude relatively fast and

allows the use of large-thrust jet engines with cor-

respondingly large minimum impulse. It will be

shown that extremely long limit-cycle periods, which

depend on performance repeatability of the sensed

inputs and the engine system, can be obtained for

undisturbed steady-state operation. This represents

optimum performance with respect to both propellant

consumption and number of pulses or on-off engine

actuations.

Before the design of control logic or the adoption

of one control technique can be achieved, however, an

important effect must be considered: thrust-vector

errors in one axis can give rise to accelerations in

other axes. These errors could produce vehicle

error rates that are of the same magnitude as the

conventional limit-cycle drift rates. Should this be

the case, there would be no justification for pursuing

the advanced limit-cycle control techniques. These

advanced control techniques have been examined,

however, and first-order answers as to their value

have been obtained. The results of these studies

will give direction to more sophisticated methods of

analysis in the future.

To investigate, test, and check out various

potential control systems connected with space-flight

studies, an attitude-motion simulator facility has

been fabricated at MSFC. In this facility, actual

torques are exerted on the inertia of a platform sup-

ported on a virtually friction-free spherical air

bearing. Thus, this facility is a research and devel-

opment tool permitting dynamic testing of attitude-

control systems and providing a high level of

confidence in the analytical results.

12
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I I. SPACE-VEH I CLE ATT ITUDE CONTROL

US ING PSEUDO RATE MODULAT ION

A. GENERAL DESCRIPTION

Use of on-off pulse modulation techniques in

space-vehicle attitude-control applications has been

extensively studied and many workable schemes have

been advocated [1, 2, 3]. To illustrate a conven-

tional space-vehicle control-system design approach,

the results are given for an analysis of one particular

modulation scheme called "derived rate increment

stabilization" [1] or, as it is commonly called in

Saturn V/S-IVB studies, "pseudo rate modulation. "

Because the dynamic range of an attitude-control

system usually must be large, pulse modulation is

used to fulfill the requirement that the control engines

produce thrust pulses of either short or long on-times.

This corresponds to minimum impulse generation and

compensation of large disturbances, respectively.

Over a certain range of the input signal applied to the

pseudo rate modulator, the output is caused to be

both pulse-width and pulse-rate modulated as a func-

tion of the input signal level. As will be shown,

pseudo rate modulation has desirable characteristics

of both of these modulation schemes.

To provide this type of operation, each actuator

or on-off contactor has a preset amount of deadspace,

a specified amount of positive-switching hysteresis,

and a negative feedback consisting of a first-order

lag network. The deadspace is adjusted to satisfy a

required amount of control-system attitude deadband

or attitude rate deadband (if rate control modes are

used). Both the amount of switching hysteresis and

the feedback network characteristics are usually sized

to ensure control-system minimum-impulse operation

of the particular engines used.

An additional characteristic of the feedback lag

network is the provision of a small amount of control-

system damping. Although this capability is some-

times not the dominant consideration for selecting

the network and gain factors, it is nevertheless

desirable and an important consideration for analysis

because the amount of damping is normally sufficient

to maintain control-system limit-cycle operation in

the event of a rate-sensor failure. All modulator

gain factors and network characteristics are mathe-

matically analyzed to obtain all possible control-

system operating ranges, and the results are

presented graphically.

DAVID N. SCHULTZ

Figure 1 shows a simplified single-axis control-

system block diagram which includes a pseudo rate

modulator. As illustrated, there are three cases for

sensed rate input into the • summing junction. For

Case I, ¢ is equivalent to sensed attitude information

only. This case will be analyzed first and is given

not only to demonstrate the basic characteristics of

pseudo rate modulation but also to illustrate the

provision of control-system damping by the lag net-

work of the pseudo rate modulator. For Case II,

sensed rate information is provided using an active

rate sensor. For Case III, electronic differentiation

is assumed to provide the sensed rate signal. If the

attitude reference is held constant with time, Cases

II and III give similar single-axis closed-loop

response. For simplicity, the analysis for these

cases will be considered similar, especially if the

time lags and gain factors through the respective

rate-sensing loops can be assumed to be the same.

r ....... - ......... 7

i

........ I i

AE_ERENCE__[ SENSEO ATTiTUOE _ _ I E_ il

!

FIGURE i. SIMPLIFIED SINGLE-AXIS

CONTROL SYSTEM

Note that Figure 1 also includes the effects of

engine-thrust characteristics as well as relay (if

used) and solenoid-valve characteristics, transport

time delay, etc. These effects as well as sensor

lags and contactor switching hysteresis usually dictate

minimum-impulse operation of an on-off control sys-

tem. If some sort of pulse-modulation scheme were

not used, large values for minimum impulse could

result.

B. STATIC CHARACTERISTICS OF PSEUDO

RATE MODULATION (INPUT HELD

CONSTANT)

Regardless of the state of the system, and in

terms of the parameters defined by Figure 1, the

input voltage •c(t) to the on-off contactor may be

expressed as:

(t) = •(t) + h(t) - V(t) (1)
C

13
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in which e(t) is the combined error-signal voltage

{sensed attitude only for Case I), h(t) is the positive

switching hysteresis, and V(t) is the voltage of the

negative-feedback lag network. For IEcl < IEcl, the

contactor is off;for lect >-Ir.cl, the contactor is on,

with the polarity depending upon that of •c"

To derive the static characteristics of the pseudo

rate modulator, assume the modulator input error

signal • is adjusted to some constant value equal to

• o" Since no steady-state pulsing action will take

place for t Col < IEcl, consider that leol >-IEcl. At

the instant t = 0- (just prior to contactor actuation),

h = 0and e c = E c so that equation (1) reduces to:

• =¢ -V =E
e O O C

or

V =• -E (2)
O O C

in which V is the initial condition of V at t = 0. At

the instant°t = 0+ (just after contactor actuation), in

terms of the parameters given by Figure 1, V(t) and

h may be expressed as:

- V )e-t/Tf
V(t) = KfE o- (KfE ° o

h=K E (3)
o o

The contactor will remain energized until t = t 1, at

which time •c(tl) = E c. For the instant just prior to

cutoff, when equation (3) is used, equation (1) may be

written as:

• c (tl) =•o +KoEo- [KfEol- (KfEo- Vo)e-tl/Tf]

= E . (4)
c

Using V o as given by equation (2), equation (4) may

be solved for tl:

t 1 = Tfln

in which

e -E
O e

K f- E
o

• -E
O C

Kf - K ° E
O

(5)

14
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• = constant.
o

In general, for steady-state operation, this expresses

the contactor on-time increment t 1 as a function of

constant values of •o and the circuit parameters K o,

Kf, Tf, Ec, and E o. It is interesting to solve equation

5 for •o = Ec to obtain the expression for the minimum

on-time tl = At.

= Tfln [Kf Kf-At _ Ko ] : Tfln

I expression

for

1 - --2-0 minimum
on-time

Kf (• =g )
O C

(6)

At _- Tf for _,
<< I .

The simplified expression for At is an approximation

obtained by expanding the natural logarithm in a

Maclaurin's series and considering Ko/K f small with

respect to unity. The error is less than five percent

for values of Ko/K f <- 0. I.

Two observations may be made from the

expression for minimum on-time given by equation

(6). First, because for most attitude-control systems

it is reasonable to assume that • is very nearly

constant during minimum impulse limit-cycle opera-

tion (Case I of Fig. 1), this equation establishes the

minimum impulse of the control system. In addition,

if there is a sufficient amount of transport time delay

through the engine and valve characteristics along

with time lags through the sensors, equation (6) also

enforces minimum impulse for Cases II and llI.

Second, equation (6) is independent of output voltage

E o as long as E o is not zero. This means that, even

if the output voltage falls off because of power supply

trouble or relay or solenoid loading, the minimum

impulse of the control system will not change, pro-

vided E remains constant (this threshold is usually
C

carefully controlled) and the passive-network para-

meters Ko, Kf, and Tfdo not change.

The following relationship applies in the general

expression for on-time, equation (5):

• -E
o c

t1--_ as E -- (Kf - Ko ) " (7)
O



Since this relationship shows the contactor to be

continuously on for this condition of input, the modu-

lation range may be defined as.

• -E
O C

0<---E -< (Kf- Ko) , (8)
O
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When t = t 2 is considered to be the instant just prior

to the time the contactor is again actuated, and when

equations (1) and (12) are used, equation (13) is obtained:

• (t,z) = • - V(t2) = E
C 0 C

which may be normalized and expressed as:

0 --< q -< 1, (9)

in which

_0- E
@___ C

Eo(K f _ KO ) = normalized input.

In terms of normalized input, equation (5) may be

rewritten as:

• - (• - E +K E )e -t2/rf= E . (13)
O O C O O C

The off-time increment t2 in equation (13) is defined as
follows:

t 2 = Tf In

-E
O C

w+ K
E o

O

• -E
O C

E
O

(14)

Kf - _I,(Kf - K )O

t l=_-fln (Kf_ Ko)(1 - q,)
0 _ ¢ _ 1 (10)

When the normalized input as given by expression (9)

is used, equation (14) is rewritten as:

for the general expression for on-time increment as

a function of the normalized input _.

Similar reasoning may be used to derive the

expression for the off-time increment as a function of

constant values of modulator input error signal %.

Because only time increments are of interest, the

origin of the time axis may be redefined so that t = 0-

at the instant just before contactor cutoff. Equation

(1) then may be expressed as:

(Kf - K o) + K °

t2=Tf In _I,(Kf- K ) , 0<-_- < 1 , (15)
O

which is the general expression for the off-time

increment. Observation of equation (15) reveals the

foil.owing relationship:

t 2 _ as _0 . (16)

=e +h-Vl=E (11)
C O C

or

Vl=e - E +K E ,
O e o o

in which V 1 is the initial condition of V(t) at this

instant of time. Just after cutoff, t = 0+; therefore

when equation (11) is used, V(t) may be expressed as:

Vle-t/T f KoEo) -t/TfV(t) = = (_ - E + e .(12)
O C

This illustrates the important characteristic of

pseudo rate modulation: for minimum-impulse

operation, the off-time increment approaches a high

value (theoretically infinity) as the minimum on-

time At is accurately timed to a fixed specified

amount. This long off-duration usually gives the

control system time to recover from all lags around

the various loops.

To graphically portray the on- and off-time in-

crements versus the normalized input _, equation (6)

is used to eliminate Tf from equations (10) and (15),

giving the following equations:
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t

t-_L _

A
t

In

.... Ko .....

In 1

K

normalized

on-time

increment

(17a)

At

In

K
0

,I, l---
Kf

In 1]K

normalized

off-time

increinent

(iVb)

E -E

o c

0 -< q,= KfEo _ KoEo

-< 1 normalized

input. (17c)

Figure 2 graphs expressions (17) which (more funda-

mentally) normalize the on- and off-time increments

against At, which is usually specified. The normal-

ized increments tl/At and t2/At are graphed as a

function of q, with Ko/K f as a varied parameter. The

value of Ko/K f must be different from zero but is

usually as small as possible (for reasons given later),

so that the maximum value for this ratio considered

in Figure 2 is 0.2. With reference to Figure 2, as

,P increases from 0 to 0.5, tl/At (on-time) slowly

increases while t2/At (off-time) rapidly decreases.

Just the reverse occurs for q, increasing from 0. 5

to 1.0, because tl/At rapidly increases toward the

full-on condition while t2/At decreases slowly

toward the fixed level of 1.0. This is characteristic

of a combination of pulse-width and pulse-rate

modulation, and is the means by which desirable

characteristics of both modulation schemes are

obtained. These are the previously mentioned long

off-time intervals (pulse-rate modulation) during

minimum-impulse limit-cycle operation and the

pulse widening effect (pulse-width modulation) to give

maximum restoring torque capability when needed.

Figure 2 also shows that, for a given value of Ko/K f,

,_ = 0.5whent 1= t2. This is easily verified by

solving expressions(17)for _P when t I = t 2.

II

iI
% %

li

_,, ,:

t 14

13

12

.I .2 .l ,4 ,5 .6 ,7 .| .9 1.0

_o-[©

-- "h_ m _o (IOHItlZEO _MPUT)

FIGURE 2. NORMALIZED ON-TIME AND

OFF-TIME INCREMENTS VERSUS

NORMALIZED INPUT

A deeper insight into the nature of pseudo rate

modulation may be obtained by using expressions(17)

to plot tl/At versus t2/At, holding Ko/K f constant as

the normalized input • is varied. This same graph

also provides a convenient comparison of pseudo rate

modulation with both pulse-rate and pulse-width

modulation techniques. In reference to the insert of

Figure 3, pulse-rate modulation is represented as a

straight horizontal line passing through (tl/At) min as

the normalized input qJis varied, because the on-time

must remain fixed as the off-time is varied [2].

Pulse-width modulation, however, retains a constant

period or carrier frequency [2] as both the on- and

off-times are varied. The period may be expressed

as:

__P=Xt +k_ (i8)
At At At

For P/At equal to a positive constant, equation(18)

represents a straight line with negative slope on the

graph for q/At versus t2//xt. As q, is varied, pulse-

width modulation is also easily depicted on this graph

(insert, Fig. 3). For pulse-width modulation, the

on-time goes to zero as q, becomes zero (eo-*Ed) ;

also the off-time goes to zero as ,I, increases (c o

increases). In certain instances, especially for very

short on-times, this is disadvantageous since control-

system power can be consumed with no generation of

thrust, i.e. , the pulses are too short for the solenoid

valves to respond. Pseudo rate modulation may be

seen to be a combination of pulse-rate and pulse-width

16
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FIGURE 35. CRYOGENIC STORAGE 
(6-12 MONTHS) 

preliminary analyses that consider nonvented liquid- 
hydrogen s torage (Fig. 36) indicate that approx- 
imately 600 lbm (272 kg) of system mass  is required 
p e r  100 lbm (45 kg) of usable liquid hydrogen f o r  

COMPONENT MASS 

100 L 0 M I + 5 K G I  LH2.12MONTH. 34Y.ULLAGE 

T O T U  SYSTEM 

UMlUUU M 1 S S  

INSULATlON 

FIGURE 36. LH, NONVENTED LUNAR 
STORAGE SYSTEM 

storage durations of 12 months. 
sulation thickness is approximately 12 inches (30 c m ) ,  
and the pr imary mass-contributing component is the 
outer shell. 
i n  progress ,  including storage without the nonvent 
requirement,  system optimization, liquid-oxygen 
storage,  and others.  

The required in- 

Numerous other analytical studies are 

B. SHADOW SHIELDS 

Another approach to cryogen storage in space 
uses shadow shields f o r  reducing the energy incident 
on the storage vessel.  Results of a recently com- 
pleted feasibility study of an inflatable shadow shield 
are shown in Figure 37. Inflatable shadow shields 
were optimized and analyzed for a typical Lunar Orbit 
Rendezvous (LOR) mission with a cryogenic service 
module and for a manned Mars landing mission. 
shadow shield configurations depend on mission phase; 
and such factors as basic shape, optical coating, 
development and storage mechanism were optimized. 

The 

Distinct weight advantages are not obvious for the 
lunar mission; however, shadow shields showed pay- 
load saving, in excess  of 5000 lbm (2268 kg) for  
the M a r s  mission. Effective shield design protects 
against direct  solar  radiation but does not completely 
exclude planetary albedo and planetary thermal 
emission. Therefore, the thermal effectiveness of 
a shadow shield is reduced during the LOR mission 
and during the Mars orbit  phase of the manned Mars 
landing mission. However, system mass  penalties 
with and without a shield are comparable during 
planetary orbit  phases,  and a detailed design analysis, 
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LUNA_MISS,ON _____..__

EARTH ORBIT

RESULTS: POTENTIAL SAVINGS

OESIGN STUOY REQUIRED

LUNAR ORBIT

MARS MISSION

SUPERINSULATION MASS PENALTIES, LBM (KG)

STAGES SHIELDEO UNSHIELDED

• MARS BRAKING 2281 (1033) 5295(2399)

• MARS ESCAPE 4507(2042) 4G97 {221B)

• EARTH BRAKING 1_40 (516) 2563(1161)

FIGURE 37. SHADOW SHIELDS (INFLATABLE)

including thermal integration of all vehicle systems,

is required before final vehicle design.

Conventional and high-performance insulation

systems were considered in conjunction with shadow
shields. Shield configurations were optimized and

preliminary design studies were used to establish

system mass comparisons. Structural design criteria
and properties of particular thermal coatings were

determined in a test program. The importance of
inflatable shadow shields was established for future

cryogenic vehicles.

C. CRYOGENIC RELIQUEFACTION/REFRIGER-
ATION

Cryogenic refrigeration studies have been in

progress for two years. Initial studies were limited

to reliquefaction of stored hydrogen boiloff on the
lunar surface. Recent studies have considered both

hydrogen and oxygen reliquefaction on the lunar sur-

face and in earth orbit. Figure 38 shows, in sim-

plified form, the basic elements of the systems con-

sidered. The prime energy source for lunar systems
operation is electricity from the nuclear auxiliary

power systems (SNAP). Design investigation was
based on hydrogen boiloff of 1 lb/hr (0.5 kg/hr)

from a 20-foot (6 m) spherical superinsulated

storage tank containing 19,600 pounds (8800 kg) of

liquid hydrogen. The reliquefier would operate only
during the lunar night to take advantage of the lower

effective sink temperature (thus, there would be

higher cycle efficiency). During the lunar day, the
pressure in the storage tank would be allowed to
rise approximately 5 psi (34 kN/m2). Propellant

QCLOSED LOOP CYCLE

COMPRESSOR

GH 2

....

PERFORMANCE
(Night Only )

=Ibm/.,
RADIATOR EVAPORATI 0 N :10"453 kg/hr)

POWER: 2 hp
{14gZw_

LIQUEFACTION 600 ibm
SYSTEM MASS_ (272_g)

EXPANS&ON

gOPEN LOOP CYCLE

COMPRESSOR

GH 2

INSULATION _ LUNAR B ORBITAL

OPERATION

HEAT

EXCHANGER

TEE EXPANSION A

FIGURE 38. H 2 RELIQUEFACTION

boiloff during 12-month storage without reliquefaction

would be approximately 2200 pounds (1000 kg). The
estimated mass of the reliquefaction system is 600

pounds (272 kg) ; thus, the break-even point is ap-

proximately 4 months storage time. For smaller
tanks, the boiloff rate would be less, although the

ratio of boiloff to stored propellant would be more.

Preliminary studies of the closed-loop relique-

faction system for earth orbital operation showed
excessive weight penalties due to greater radiator

area and power requirements. As a consequence,

open-loop systems are currently under investigation
for these missions. Studies considering the energy

of the stored hydrogen in open-loop systems show that
theoretical limits of about 60 percent reliquefaetion

can be reached. Realistic reliquefaction percentages

and systems weights are being determined.

D. THERMAL INTEGRATION

A study to determine vehicle thermal integration
criteria for interplanetary travel is under way. This

study (Fig. 39) considers effects of surface coatings,
shadow shields, insulation, refrigeration, and re-

quired acceleration for propellant control. Thermal
integration criteria for each of the following flight

missions are being established: (1) unmanned Mars

orbital reconnaissance, (2) unmanned Venus orbital

reconnaissance, (3) manned Mars flyby, and
(4) manned Mars landing. The importance of this

study cannot be overemphasized, and it should estab-

lish a guide for future research efforts and vehicle
configurations.
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FIGURE 40. GALLIUM ARSENIDE DIODE SENSOR

IV. INSTRUMENTATION

Many commercially available temperature,

pressure, and point-density sensors, and liquid-level

systems, are being tested at MSFC to obtain back-

ground information that will facilitate proper equip-

ment selection for each application. The programs

are far too numerous for detailed reporting in this

paper. Instrumentation research and development

programs to provide improved instrumentation for

special requirements are in progress. Some typical

programs are discussed in this section.

A. TEMPERATURE SENSOR

The performance of a gallium arsenide diode

sensor is compared with that of a standard thermo-

couple in Figure 40. Response time of the gallium

arsenide diode sensor in the liquid hydrogen tem-

perature region, where standard thermocouples have

poor response, is 0.5 second to produce 63 percent

of the total temperature change when the probe is

extracted from the liquid and exposed to circulating

gas.

B. FIRE DETECTION AND WARNING

A fire detection and warning system under

development is illustrated in Figure 41. The system

compares rocket plume radiation, solar radiation,

and radiation from within the compartment that con-

tains the system. The detection system discriminates

between OH- radicals, ultraviolet bands, and the

flicker frequencies to differentiate a fire, the rocket

SOLAR RADIATION

FLUCTUATION

FIRE DETECTOR

PLUME / NN_

RADIATION l

UTILIZES OH- RADICAL,

ULTRAVIOLET BANDS,
FLICKER FREQUENCIES

FIGURE 41. FIRE DETECTOR AND

WARNING SYSTEM

plume, and solar radiation. The system either warns

of a hazard or initiates the operation of protection

devices to combat the hazard.

Two other hydrogen detectors under development

are shown in Figure 42. The polarographic detector,

restricted to the prelaunch pressure environment, is

useful for hydrogen concentration ranges of 0.01 to

98 percent and has a response of 60 milliseconds.

The ultrasonic detector is applicable for concentrations

ranging between 0.0l and 0.1 percent hydrogen for

any pressure environment. Preliminary results

suggest that this detecter may be thermally unstable.

The polarographic detector is a disk approximately
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FIGURE 42. POLAROGRAPHIC AND ULTRASONIC

H2 DETECTORS

1 ½ inches (3.8 cm) in diameter and }-inch (0.64 cm)
thick. In this detector, the hydrogen gas permeates

a polystyrene or similar membrane and depolarizes
the two electrodes to establish an electric potential.

The hydrogen concentration can be established from

the measured electromotive force and appropriate
device calibrations.

The ultrasonic detector uses two harmonic

oscillating crystals and discriminators. The influence
of hydrogen on attenuation at 1 MHz and 11 MHz can

be used to establish the hydrogen concentration. This

principle of operation can also be used for detection
of other gases.

C. PROPELLANT MASS DEVICE

Propellant mass determination has always caused

problems in launch vehicle design and is expected to

cause even more difficulties for vehicles operating
in a reduced-gravity environment. The existence of

small surface-tension forces of the fluid (in reality
large forces relative to gravitational forces) will

result in liquid collection in the often-used capacitance
probe or similar device. Studies indicate that such

difficulties can be overcome through the use of

nuclear techniques; therefore, research and develop-
ment efforts with nuclear systems are in progress.

In Figure 43 one or more gamma radiation sources,

about one-half curie (1.85 x 101° disintegrations/sec)

-DETECTORS

J/t

_ RADIATION SOURCES

FEATURES
NUCLEONIC TECHNIQUES

0.25% INITIAL LOADING

TEMP INSENSITIVE

DIA 02 TANK<5 FT (15Zcm)

DIA H 2 TANK<lOFT (305cm)

_-" CAPACITANCE PROBE OR

MECHANICAL DEVICES

ZERO G LIQUID CONFIGURATION

FIGURE 43. PROPELLANT MASS MEASUREMENT

each, are on the common bulkhead of the propellant

tank, and the detectors are on the opposite tank
bulkhead. For defined propellant location, propellant

mass is estimated to be predictable within 0.25 per-

cent accuracy. For random propellant orientation,

propellant mass determination within 1 percent is
considered possible. The nuclear-principle technique

appears to offer the additional advantage of reduced

weight. An earth orbital experiment is being de-
signed for exploration of the system at near zero

gravity. The feasibility for early verification of a

complete system on the S-IVB vehicle is also being
established.

D. FLUID QUALITY METER

The same nuclear principle (as applied to the

propellant mass device) was studied for the quan-
titative assessment of the proportion of gas within

a liquid (Fig. 44). A device for installation within a

vent pipe of a liquid-hydrogen container has been
designed and tested. The device is accurate to + 5

percent for vent mixtures of gas-to-liquid ranging

between 0 and 100 percent. The device constitutes a
vital portion of the instrumentation for a large hy-

drogen tank to be launched into earth orbit for studying
fluid behavior under reduced gravitational forces.

Similar devices are currently being calibrated to

measure propellant quality in vehicle suction lines.
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modulation. For small values of q,, all lines of con-

stant Ko/K f are asymptotic to the straight line passin8

through (tl/At) min which represents pulse-rate

modulation; for midrange values of ,I,(0.4 < @ < 0.6),

the system very nearly displays the characteristics

of pulse-width modulation. As @ changes over all

possible values (considering steady-state operation

for each), neither the on-time nor the off-time can

become zero (each approaches a fixed specified level)

Therefore, during steady-state operation, pseudo

rate modulation does not have the disadvantage of the

continuously vanishing on-time that is characteristic

of pulse-width modulation.

An important characteristic immediately obvious

from Figure 3 is that for @ = 0.5 the period of the

modulator-pulse waveform is always minimum for a

given ratio of Ko/Kf, thereby giving the maximum

steady-state pulse frequency. When expressions (17)

are substituted into equation (18) for q, = 0.5, the

following equations are obtained:

@=0.5

=2 -

This simplified expression for (Pmin/At) $ = 0.5 '

which was obtained using the first two terms of a

Maclaurin's series expansion for the natural logarithm

with all second order terms neglected, gives less than

one-percent error when Ko/K f -< 0. i.

With reference to equation(6), the range with

Ko/K f varied from 0 to 1 corresponds to variation of

At/Tf from 0 to oo, thereby covering all possible

variations of these parameters with respect to the

minimum period (maximum frequency) of the pseudo

rate modulator output waveform. When Ko/K f

approaches 1 and 0, respectively, in equation (19), the

following relations are obtained:

lim (Pmin_ =2,

Ko/K --I \-hT-) • = o.s

tim (Pmin 
Ko/Kf--0 = 4 ;

\ At ]_=0.5

therefore,

( Pmin_ K-<4as 1->--9-°>-0 . (20)
2--- _'--_--) # = 0.5 Kf

2 - for o
\ At K <<1'

{

t,
---- _-_ (NORMALIZED OFF-TIME INCREMENT)---If"

FIGURE 3. NORMALIZED ON-TIME VERSUS

NORMALIZED OFF-TIME

(19)

This range of (Pmin/At) _ = 0.5 applies for all pos-

sible values for Ko, Kf, and Tf. Figure 4 graphs

equation(19), and the range of (Pmin/At) ¢ = 0.5 given

by relations(20) is clearly shown. To minimize the

design value for maximum steady-state frequency of

the particular modulator used, Figure 4 and relations

'-..,_,F,_'°
L " (' ::)J

Pmln Ko
z_-_ _ _ (_- _)

2 for 0 < K: < O.I

FIGURE 4. GRAPH OF (Pmin/&t) = 0. 5

VERSUS Ko/K f
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20 show that Ko/K f must be small. For example, if

At = 0.05 second and Ko/K f is made as small as

possible, then Pmin = 4At = 0.2 second and the

maximum steady-state pulse frequency of the modula-

tor output would be five pulses per second. The pulse

frequency would be less than five pulses per second

for any other value of q, (Fig. 3).

A plot of tl/(t 1 + t 2) versus q_ is of interest since

this is the variation of average modulator output

which is proportional to control torque (control system

considered to be open looped). Expressions (17) were

used to show this relationship, as given by Figure 5.

Even though the curves are nonlinear, as Ko/K f

becomes smaller, the average output waveform

becomes more linear as a function of the normalized

input _I,.

T
}_, oo

!i0
_l- o.

0z

i z 3 4 _ 6 r a 9 q o

K_Eo-KoEo

FIGURE 5. AVERAGE OF MODULATOR OUTPUT

WAVE FORM VERSUS NORMALIZED INPUT

Up to this point, no restrictions have been placed

on the variables defining the modulation range q,.

However, for lel > IEcl , when e is suddenly reduced

to zero (because of loss of signal or an intentional

command), the contactor may be inadvertently

energized if IV(t)l -> IEcl at this instant. This con-

dition will be called a "reverse firing" since the

polarity of the contactor output will be opposite to

that of _ prior to loss of signal; the time duration can

be considerable if the lag network has charged to its

maximum voltage. The maximum value for lV(t)l

is IKfEol and the requirement for the contactor to

remain off is that I_cI<IEcl. When thecontactor

turns off, h(t) must go to zero; therefore, the

following relationship is obtained [1] when

e(t) = 0:

18

or

t fEol IEcl

E
e

K f_ < _---
O

(21)

If noise is present at the contactor input, even though

inequality (21) is satisfied, the contractor can be

momentarily triggered into a reverse firing and can

then be held on when h = KoE o for an interval as long
as At. Therefore, the absolute requirement for no

reverse firings is specified by the expression:

or

IKfEol+lKoEo IEol

K E

Kf(l+_) <-_o "
(22)

Thus,

(Kf) m ax -

E
e

K

E (1+ o)o

As q, varies from 0 to 1, the modulation range that

satisfies the requirement of no reverse firings can

be obtained by substituting inequality (22) into expres-

sion (8), thus:

e -E E

0 _ o c _-_ ( __c _ 2K ) (23)
E E o

O O

This latter expression indicates that for values of

I _1 _ 12Eel - 12KoEol the contactor must be continu-

ously on if reverse firings are to be avoided.

As previously mentioned, it is usually desirable

to keep the Ko/K f ratio sm:dl, which requires that

K o should be made small and/or Kf should be made

large. Usually, some lower limit for the value of

K o is dictated by the hardware used; however, the

bottom equation of expressions (22) specifies an upper

limit for the value of Kf = (Kf) max. Use of (Kf) max

then g2ves the smallest possible value for Ko/K f if it

is required to avoid reverse firings.



Ct DYNAMIC CHARACTERISTICS OF PSEUDO

RATE MODULATION (INPUT TIME

VARYING)

Even through equation (1) describes the iaput

voltage to the on-off contactor in general, up to this

point it has been used with constant values ( e = e o)

for modulator input error voltage to derive the

steady-state or static characteristics of pseudo rate

modulation. These static characteristics describe

closed-loop on and off times over any time interval

such that e(t) can be assumed to be very nearly

constant (during Case I minimum-impulse operation,

for example).

The dynamic characteristics will now be analyzed

by allowing e(t) to vary as a function of the control-

system sensed inputs. When all disturbance torques

are neglected and idealized sensor characteristics

are assumed, Figure 1 is redrawn as Figure 6. For

Cases II and III and in terms of the variables defined

in this figure, e(t) may be expressed as:

• (t) = a0_(t) + al_(t ) (24)

in which _(t) is the vehicle attitude for _REF = 0,

(_(t) is the vehicle angular rate, and a 0 and a 1 are the

respective control gain factors. When a I = 0, equation

(24) then applies for Case I. If it is now assumed that

the vehicle angular acceleration _ is constant when-

ever control torque is generated, the vehicle attitude

and rate may be written as:

• = a0_ ° + ale °o

DAVID N. SCHULTZ

o = a°_o + al_

_b_,ro

r i

FIGURE 6. CONTROL SYSTEM WITH IDEALIZED

SENSOR CHARACTERISTICS

This equation describes the input voltage to the pseudo

rate modulator as a function of time and the initial

and Co) of the vehicle with time measuredstate (¢o
from the instant that constant control acceleration is

applied. Whenever _ = 0, _'o is also zero and equa-

tion (26) reduces to:

Cases II and III
,o

e(t) =• +e t _b=0
o o

(for Case I, a 1 = 0)

(27)

(t) = (_0 + _t

q_ (t) = q_o + (_o t + 12 gbt2

(25)

in which Oo and _o are any specified set of initial

conditions of attitude and rate at t = 0. Substitution of

equation (25) into equation (24) gives the following

equation:

Cases II and III

•"ot 1 q_ = constant+ + _" t2
e(t) = •o 2 o (for Case I, a 1 = 0)

(26)

in which

in which

• = a0_ ° + als oo

= a0_ °o

Equation (27) again describes the input voltage to the

pseudo rate modulator with the instant of contactor

cutoff now defining both the time reference origin and

the initial conditions _o and 6o •

Several interpretations may be given to equations

(26) and (27). For example, the overall control system

could be idealized by assuming that whenever the

contactor is on, _ is constant and equation (26) applies,

and whenever the contactor is off, _ is zero and

equation (27) applies. Because of the previously

mentioned transport time delays through the engine
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and solenoid-valve characteristics, it could also be

assumed that there are time intervals during which

the contactor is on, but during which no control torque

is produced. Equation (27) applies during these on-

time intervals. Even though other combinations are

possible, to show the damping capability of pseudo

rate modulation, the idealized control system will be
assumed.

Damping of an on-off control system is normally

depicted on the system phase plane (_ versus ¢) by

a specified amount of slope of the on-off switching

lines. This slope is usually a function of the rate-to-

attitude gain ratio al/a o of the system. As previously

mentioned, even though active rate sensing is not

used (i. e., a 1 = 0), a system using pseudo rate

modulation still possesses a certain amount of

closed-loop control-system damping. This may be

shown by deriving the equation for the cutoff boundary

as illustrated by Figure 7, which is a plot of • versus
• instead of _ versus qb, since equations (26) and (27)

show these to be equivalent. Since control-system

operation is similar for both polarities of e, the

cutoff boundary for positive • only will be considered.

The cutoff boundary is defined as the locus of points

( Co' .¢o ) within the modulation range 0 -< • -< 1 such
that •(t) = V(t) when the contactor switching condition

ec(t) = E c is met. On one side of this boundary
(shaded portion of Fig. 7) ,I d t)ldecreases faster

than IV(t)l after cutoff. Since V(t) always tends to

turn the contactor off because it is fed back negatively

(with the exception of reverse firings), the contactor

will remain off as the control system returns to the

specified deadband. On the other side of the boundary,

however, IV(t) i decreases faster than I ¢(t) I , thereby

causing the contactor to be reactivated before the

deadband is reached.

tm_A+,vl _+

::.:j o:;::'

DEADBAND

1

.A.ol

¢°:::_,.:77t'"

V,.o V,_]l

i

-'1"_.l_i'°"t'-

FIGURE 7. PHASE PLANE REPRESENTATION

FOR PSEUDO RATE MODULATION CUTOFF

BOUNDARIES (CASE I)

If it is assumed that _ and t are zero at the

instant of contactor cutoff, •(t) and V(t) for any time

after cutoff are given by equations (27) and ( 12), re-

spectively. The voltage rates _(t) and V(t) are

given by the following equations:

_(t) =
o

Vle-t/Tf - + K E )
_ c o o e-t/Tf.V(t) = - (Co S

Tf Tf ( 28)

If t 2 is defined as the time just prior to a possible

contactor reactivation and h = 0, the contactor

switching condition •c(t2) = Ec may be expressed as:

• (t2) - E = V(t 2)
C

or

(e +_ t2) - E = (• - E +K E )e -t2/Tf
O O C O C O O

(29)

When e(t 2) = V(t e) in equation (28) and t 2 is eliminated

from equations (28) and (29), the cutoff boundary may

be expressed as:

(l+--

Tfeo=- [(•o- Ec) +K E ]eo o

• -E
O e

• )
Tfe o

$

(30)

which represents the required (Co, Co) locus as a

function of the parameters Tf, Ko, Ec, and E o.

Whenever the control torque goes to zero for the

assumed idealized control system, and if the initial "

conditions at cutoff are within the modulation range

,I, and are as specified by equation (30), there will be

no more contactor actuations as the input error

signal ¢(t) drifts into the specified deadband.

Equation (30) may be normalized by dividing by

KfE o, to give the equation:

X

K (1+_)
Y = - IX +---q ] e (31)

Kf

in which

- E Tfe0 C 0
X - and Y -

KfE o KfE o

2O



Eventhoughequation(31)cannotbeexplicitlysolved
for Y asafunctionof X,a digitalcomputersolution
wasobtained,withFigure8representingthegraphof
theresultingdatafor thenormalizedcutoffboundary.

FIGURE8. NORMALIZEDCUTOFFBOUNDARY

If thedefinitionofX inequation(31) is used,
equation(9) for ¢ = 1 may be expressed as:

K
O

X=I---

Kf
(32)

When equation (32) is substituted in equation (31),

the following expressions are obtained:

1 - Ko/K f
(t+ )

Y= -e Y

(33)

lira

Ko/Kf_0

i

(1+_)
Y =-e

The last of these expressions has the solution Y=-I,

and from equations (32), X = -1 for ( Ko/K f) _0. It

would therefore seem reasonable to approximate the

cutoff boundary for (Ko/K f) _0 in the X - Y plane

by a straight line passing from the origin to the point

X = -1, Y = -1 as indicated by the lower dashed line

of Figure 8. When the ratio Ko/K f is small, the
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exponent of equation (33) is also small, allowing the

exponential to be expanded in a Maclaurin's series

to give the following equations:

K o

Kf
Y=- [2+ ]

Y
[34]

or

K

y2+2Y+1 ---9-° =0 .

Kf

Thus,

Y=-I+

When the ratio K /Kf is small, the cutoff boundaryo
can then be approximated by a straight line in the

X - Y plane passing from the origin to the point

X = 1 - (Ko/Kf) [equation (32)].

Y = - i + [equation (34) ].

In Figure 8, the approximation for Ko/K f = 0.02 is

shown by the second dashed line, which is reasonably

close to the actual curve for this value of Ko/K f.

The estimate is conservative since the approximate

cutoff line everywhere falls below the actual curve.

When the definitions of X and Y in equations (31) are

used, equations (32) and (34) may be written as:

K

o =Ec +KfEo (1 --_f )

KfEo _K_._qo-_ - (i- ) ;
o _'f f

(35)

these are the coordinates that specify the cutoff bound-

ary at q = i (Fig. 7). From both the approximate

and exact expressions for e (equations (35) and (30),
o

respectively), maximum damping is obtained for Tf

as high as possible (i.e., minimum slope of the

2i
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cutoff boundary). With reference to equation (6) and

with the assumption that At is a fixed specification,

another reason to make the ratio Ko/K f as small as

possible would be to obtain a high value for _f, which

corresponds to maximum damping. Figure 7 indicates,

however, that the damping because of pseudo rate

modulation alone (Case I) is only obtainable within

the modulation range which is bounded by equa-

tion (23) if reverse firings are to be avoided.

Since the damping derived from pseudo rate

modulation can be approximated as a straight cutoff

line on the phase plane (_ versus _), the cutoff

slopes will be additive over the modulation range

when active rate damping is used (Cases II and III).

Figure 9 illustrates this effect.

ON-OFF SWITCHING

SLOPE DUE TO

X -__IX_E .... .... SENS,ND

g
SLOP£ DECEASE DUE TO
PSEUDO RATE MODULATION

(VOLTS)

FIGURE 9. PHASE PLANE OF SYSTEM (BOTH

ACTIVE RATE SENSING AND PSEUDO

RATE MODULATION)

The dynamic on and off times within the modula-

tion ranges illustrated by Figures 7 and 9 could also

be derived using equations (26) and (27) along with

reasoning similar to that used in the static character-

istic analysis. However, since the dynamic on-off

time derivations for an idealized control system are

adequately covered [4], these derivations are not

included.

D. NORMAL ON-OFF DEADBAND OPERATION

When a typical pulse modulator such as pseudo

rate is used to enforce minimum-impulse operation of

the control engines, the vehicle will drift with constant

attitude error rate within the specified attitude dead-

band for undisturbed steady-state operation. For a

stable control system, the phase-plane trajectory

will eventually be located somewhere within the

limit-cycle boundary as shown by part A of Figure 10,
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FIGURE 10. NORMAL ON-OFF JET

DEADBAND OPERATION

which illustrates normal on-off jet deadband operation.

For simplicity, the slope decrease caused by the

pseudo rate modulator is neglected. The variation

of limit-cycle frequency as a function of initial angular

rate within the limit-cycle boundary is shown in part

B of Figure 10. The limit-cycle boundary is defined



by the specified jet deadband and both the positive
and negative 50 (in which 5_ is the change in attitude

error rate caused by the minimum jet-engine impulse).
If the jet torques of opposite polarity are not exactly

balanced (and this is usually the case), the phase-
plane trajectory will drift throughout the entire area

enclosed by this limit-cycle boundary.

To minimize the undisturbed steady-state fuel
consumption for a control system using this normal

jet deadband operation, the conventional approach is

to consider the minimum period (maximum frequency)
limit cycle as illustrated by part A of Figure l0 with

the trajectory enclosing the squared region symmet-
rically located in the center of the deadband. An

attempt is made to make this minimum period as
large as possible (maximum frequency as small as

possible), therefore requiring 6_ to be minimized if

the attitude deadband is fixed. Usually, however, the
thrust of the attitude-control engines is sized to

compensate the large disturbance torques acting upon
the vehicle. Thus, optimum propellant consumption
during undisturbed steady-state operation is obtained

by reducing the engine minimum on-time (and
therefore the minimum impulse) to the smallest
possible value.

III. ADVANCED LIMIT-CYCLE CONTROL
TECHNIQUE(SINGLE AXIS)

A. GENERAL DESCRIPTION

A new concept called the "advanced limit-

cycle control" has been developed to minimize the

fuel consumption of an on-off jet system used for
space-vehicle attitude control. For a wide variety

of attitude-control requirements, emphasis has also
been placed on hardware simplicity of the system.

It is therefore assumed that a system of jet engines
rigidly attached to the vehicle is available to provide

on-off thrust of fixed magnitude for vehicle-restoring-
torque control.

As previously described, in the usual approach

to minimize the fuel consumed by an on-off attitude-
control system, an attempt is made to reduce the

minimum impulse of the jet engines to the smallest

possible value during undisturbed steady-state limit-

cycle operation. The system developed by this study
[5], however, differs from that of the usual approach.

Instead, a control logic (as a function of certain
sensed inputs) causes the vehicle to be placed close
to the desired reference attitude with the attitude

error rate for each axis as small as possible. The

control logic always forces the system to have a
special type of limit-cycle operation. At zero attitude
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error, the attitude error rate is reduced to a very

small value. After this, the vehicle will slowly drift
with respect to the attitude reference frame for a

considerable time (for undisturbed steady-state
operation). After the deadband is exceeded, the

remaining portion of the limit cycle must have a

finite value of attitude error rate which brings the
vehicle back to reference attitude relatively fast and

also allows the use of large-thrust jet engines with

correspondingly large minimum impulse. For a

given axis, the attitude-control system, therefore,
can utilize the same engines for both optimum limit-

cycle operation and compensation of large disturbance
torques (which are normally used to size the thrust
of the control engines). The extent to which the
attitude error drift rate can be nulled at vehicle

reference position depends upon the accuracy of the

sensed inputs and the performance repeatability of
the jet engine system. For undisturbed steady-state

limit-cycle operation, however, optimum performance
with respect to jet fuel consumption is obtained when
the attitude error drift rate is reduced to its theoret-

ical value of zero, because a limit cycle of infinite
period will result.

During a previous study [5] the required inputs for
the control logic were attitude error, attitude error

rate, and a combined error signal defined as the sum

of these first two quantities multiplied by their re-
spective gain factors. Usually, these signals are

available in any space-vehicle attitude-control system,
or they can be generated easily.

B. DISTURBANCE TORQUES

Any attitude-control system must be able to

cope with various types of disturbance torque. This
was an important factor considered for the control

logic developed by this study. Three basic types of

vehicle disturbance torque that usually must be
considered are: (1) impulse disturbance, (2) dis-
turbance as a function of vehicle attitude, and
(3) constant disturbance.

An impulse disturbance torque is characterized

by a rapid change in vehicle attitude rate with very
little change in attitude. This can result from main

or vernier engine cutoff and ignition disturbance

(during initial injection or rendezvous operation),

from rendezvous-docking maneuvers, and possibly

from meteorite impacts or internal moving parts.

If on-off deadband operation (with or without the jet
control logic) is used_ the vehicle control system

would recover from this transitory disturbance to
reestablish limit-cycle operation. An important

characteristic for minimum fuel consumption is that,
starting from the initial condition of attitude error

23



DAVID N. SCHULTZ

rate, the system phase-plane trajectory should

converge to steady-state limit-cycle operation with
as few attitude error overshoots beyond the specified

deadband as possible. The jet control logic developed

by this study can greatly improve the system's ability
to meet this requirement.

Disturbances as a function of vehicle attitude can

result from gravity gradient torques, aerodynamic
torques (for sufficiently low orbits), and, to a lesser

extent, from the earth's magnetic field or solar pres-
sure. It can often be shown that the dominant steady-

state disturbance torque during vehicle orbital coasting

phases is caused by gravity gradient effects. This is
especially true for a vehicle with a moment-of-inertia

ellipsoid of high eccentricity.

To keep attitude orientation when the vehicle is
disturbed by a constant torque, the jet-control system

must generate enough average restoring torque to

compensate for the disturbance. Constant disturbance
torques can occur during periods of main engine

burning, for example, because of thrust misalign-
ments and exhaust swirl. In some cases, when the

local vertical is part of the attitude reference frame,

gravity gradient torque can be approximated as con-
stant if, over a given time interval, the vehicle axis

of minimum moment of inertia maintains a relatively

large angle with respect to the local vertical (maxi-

mum disturbing torque at 45 degrees). For a
sufficiently high constant disturbance torque, the

phase-plane trajectory will be symmetrical about the
attitude error axis at one side of the deadband. The

trajectory within the deadband will be parabolic
because of the constant disturbance. Outside the

deadband, the available: restoring torque will be
reduced because the disturbance subtracts from the

control torque of the jets. The vehicle-restoring
torque will still be constant, however, so that the

trajectory outside the deadband will also be parabolic.

Periods of constant disturbance, with the exception
of that approximated by gravity gradient, usually will

be relatively short.

If the attitude reference frame for the vehicle

is inertially fixed, gravity gradient torque will, in
general, vary as a function of orbital position.

However, when the local vertical is part of the atti-
tude reference frame, there are two optimum refer-

ence positions for the vehicle. The first is a stable

position for which vehicle reference would be defined
so that the vehicle axis of minimum moment of

inertia is aligned along the local vertical. If the

attitude error rate is reduced to a very small value

when the vehicle is aligned close to this reference

(nose or tail down), gravity gradient torque will tend
to keep the vehicle near reference position. The
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second is an unstable position for which vehicle

reference would be the position at which the axis of
minimum moment of inertia would be aligned per-

pendicular to the local vertical. Both of these

optimum reference positions show that the attitude
error rate should be nulled when the attitude error

is near zero, as is done by the advanced limit-cycle

control logic, so that the disturbance torque
effectively will be removed while the vehicle has a
low drift rate. If only gravity gradient disturbance

is considered, the phase-plane trajectories within
the deadband will be elliptical for the vehicle using

the stable reference, and hyperbolic when the
unstable reference is used.

C° CONTROL LOGIC

Even though the benefit of reducing 56 for a

normal jet deadband control system is clearly

demonstrated by Figure 10, an analysis has shown
that this is sometimes difficult to do because, as

previously mentioned, the jet-control thrust

usually must be sized to compensate for the large
disturbance torques acting upon the vehicle. This

often leads to the requirement of having large

"back-up" jets for the disturbances, as well as

small jets, for optimum limit-cycle operation. The
deadband for the small jets will usually lie within

the deadband for the larger "back-up" jets. How-
ever, the thrust ratio of the large to the small jets

is limited, if it is assumed that the thrust of each

is fixed (no throttling). This limitation is based
on the fact that after cutoff of the large jets the
vehicle attitude error rate conceivable can be high

enough to prevent the phase-plane trajectory from
getting captured within the deadband of the small

jets.

The approach taken for the advanced limit-cycle

control technique, therefore, is to ensure that a

limit-cycle period of very long duration is obtained
without the restriction of an extremely small 5_.

This is done by always forcing the limit-cycle

operation away from the condition of symmetry as
illustrated by the minimum-period limit cycle of

Figure 10. In reference to Figure 10, and for fixed

values of _bDB, _DB' and 5_, the limit-cycle period

can be made to approach infinity when the phase-

plane trajectory for the limit cycle approaches either

one of two locations on the graph. Both lie at the

limit-cycle boundary, one along the upper edge of
and the other along the lower edge of the boundary.

A control logic to force the limit-cycle trajectories

for undisturbed steady-state operation to either of
these positions would lengthen the limit-cycle period

appreciably while basically placing no restrictions on



5_. Thus,regions of very long drift time between

jet firings are obtained, thereby reducing the jet
fuel consumed per limit-cycle period to a very small

value for undisturbed steady-state operation.

Using the available signals, ao_, a15, and e, a

single-axis block diagram with control logic that was

used in a previous study [5] is illustrated by Figure

11. The phase-plane diagrams explaining the

concept for the control logic are illustrated by
Figures 12 and 13.
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ALL OTHER

DISTURE_NCE
TORO4JIES

FIGURE 11. SINGLE-AXIS BLOCK DIAGRAM
WITH CONTROL LOGIC

FIGURE 12. ADVANCED LIMIT-CYCLE CONTROL

LOGIC CONCEPT ( POSITIVE SEQUENCE)

FIGURE 13. ADVANCED LIMIT-CYCLE CONTROL

LOGIC CONCEPT (NEGATIVE SEQUENCE)
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These figures indicate that the vehicle, starting
from an arbitrary initial condition, will drift as in a
normal deadband until the threshold to fire the jets

is reached. Here, a sequence of events is initiated,

the polarity of which depends upon the polarity of the
threshold exceeded. As shown by Figure 12, after

initiation of negative torque (giving negative change

of attitude error rate), a jet hold-on logic is
enforced until the negative jet-cutoff threshold is

reached. If there are no disturbances, the vehicle
then drifts with decreasing attitude error. When the

polarity of the attitude error changes sign, positive
jet torque (giving positive change of attitude error

rate) is applied to the vehicle until the positive

jet-cutoff prediction level is reached. The region
for this last jet hold-on logic (shown by a squared

area in Figure 12) was generated by the first negative

jet pulse at the deadband boundary. Even though the

jet-restoring torque is commanded off by the control
system, the attitude error rate continues to change

because of the inherent time lags and engine shut-
down transients associated with on-off operation of

any jet-control system. For this reason, the jet-
engine control signal is shown by Figure 12 to be
deactivated at a cutoff prediction level before
zero-attitude error rate is sensed. After this

sequence is completed, the control logic is automat-
ically reset and the system is left with a low value

of attitude error rate within the deadband, causing

the vehicle to drift for a very long time, until the jet
threshold is again reached. Figure 13 shows the

control-logic concept for the opposite polarity. The

logic is symmetrically designed so that the sequence

of events for only one polarity can occur at any one
time.

If the factors causing the continuous change in
attitude error rate (after jet-engine cutoff command)

can be predicted within reasonable limits, the jet-
cutoff prediction can be adjusted to a fixed-bias

setting before vehicle launch. Automatic adjustment
of the bias during flight is also possible. If undisturbed

steady-state operation and repeatability of the jet-

control system are assumed, the vehicle will always

return to near zero reference attitude with practically
zero-attitude-error drift rate at the completion of the
logic maneuver.

It should be noted that the limit-cycle trajectories

marked by the X's in Figures 12 and 13 differ from the

infinite period limit-cycle (zero frequency) positions
of Figure i0. This difference stems from considera-

tion of disturbance torques caused by gravity gradi-

ent. The control logic was primarily developed for
use with either of the optimum vehicle-reference

positions as previously described for orbital missions.
This was the basic reason for nulling the attitude
error rate when zero attitude error was sensed.
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Another reason, however, would be the use of this

type of control logic during interplanetary missions.

For these missions, the nulling of attitude error rate

near some commanded attitude reference position

could be very useful when star or planet sightings

are made for vehicle-alignment maneuvers or when

accurate antenna-pointing periods are required for

long-distance communication.

When this type of control logic is used for an

orbital mission with the reference attitude for which

the gravity gradient torque is stabilizing, the phase-

plane trajectory for one vehicle axis will oscillate

about the reference position over a closed elliptical

path with very small attitude and attitude-rate

amplitudes. If no other disturbances are present, it

is entirely conceivable that the vehicle would coast

within the jet deadband without any jet firings for

extended periods of time. In this respect it may be

observed that a normal on-off jet-control system

does not have this capability and therefore basically

differs from the system using the control logic.

Even if the jet minimum impulse is made infinitesi-

mally small, the normal on-off jet-control system

will always null the attitude error at the edge of the

attitude deadband where, for limit-cycle operation,

the gravity gradient disturbance is maximum rather

than minimum. If the vehicle is assumed to be

torqued by gravity gradient only, the phase-plane

trajectory will extend across the specified attitude

deadband to cause jets of opposite polarity to fire

alternately as time progresses. Between jet firings,

the trajectory will be elliptical with the maximum

attitude rate depending upon the magnitude of the

gravity gradient disturbance.

IV. OPTIMIZATION STUDY

A. PURPOSE AND SCOPE

The purpose of this optimization study was

to evaluate a three-axis space-vehicle attitude-control

system utilizing advanced limit-cycle control tech-

niques when thrust-vector errors which are cross-

coupled from one axis to another must be considered.

The method of evaluating the advanced limit-cycle

control techniques is based on a three-axis digital

computer program.

The vehicle and control systems were assumed

to have the following characteristics:

1. The configurations of interest are as given in

Figure 14.
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2.

3.

4.

5.

6.

7.

8.

All engines of a given configuration are of the

same thrust level. The mass expulsion

system that was investigated utilized fixed-

thrust engines with provision for engine on-

time control.

The vehicle polar moments of inertia of the

pitch and yaw axes are equal.

The vehicle polar moments of inertia are

constant.

Angular accelerations about the pitch and yaw

axes that are caused by the nominal thrust

level are defined as unity in any convenient

dimension. Angular acceleration about the

roll axis due to the same nominal thrust

level is greater than unity by a factor between

one and one hundred.

The vehicle angular velocity is sufficiently

small that Eulerian rigid-body mechanics

can be neglected.

External disturbance torques are neglected.

For the parametric study, angular errors

are taken to be no greater than 2 degrees,

thrust variations no greater than 5 percent

of nominal, and a steady-state impulse error

of not more than 10 percent of the command

impulse.

6-UNIT CONFIGUR&TIC'N NO l
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Z

FIGURE 14. VEHICLE AND ENGINE

CON FIGURATIONS
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A program was evolved that encompassed the

following control techniques:

1, Simple box limit cycle (fixed impulse delivered

when position attitude deadband for each axis

is exceeded).

2. Advanced limit cycle with velocity information

(accurate attitude sensing).

3. Advanced limit cycle with velocity calculations

(moderate attitude sensing).

4. Advanced limit cycle with rate cutoff

(extremely accurate rate sensing).

5. Simple diamond-error limit cycle with rate-

switching option (fixed impulse delivered

when dictated by coupled-axis error signal).

For comparison of the control techniques, a

selected engine and vehicle configuration was used.

This configuration and the selected control technique

are examined in terms of propellant expended and

number of engine firings over an extended period of

simulated space operation neglecting external-

disturbance torques. A second control technique with

either the same or another vehicle configuration was

then substituted and the procedure was repeated. To

analyze effectively the control philosophies, the

same initial conditions, vehicle-design parameters,

design thrust levels, attitude deadband, etc., were

used in each corresponding control technical

comparison.

A detailed discussion of the results of this study

was given by The Marquardt Company [6]. The

discussion is summarized here.

B. DESCRIPTIONS OF CONTROL TECHNIQUES

1. Simple Box Limit Cycle. The most

straightforward attitude-control technique for space-

vehicle stabilization is to apply full control torque

once the desired attitude deadband has been reached.

This is the conventional control-system design

approach as previously described. Figure 10

illustrates the control-system operation that, for

this optimization study, has been called the simple

box limit cycle.

2. Advanced Limit Cycle with Velocity

Information. The approach employed in this

technique involves the application of a sequence of

two jet-engine pulses when the specified vehicle

attitude deadband is exceeded as previously described.

However, it is assumed that the last pulse of the

sequence can be activated only by a predetermined

on-time command that has been sized to generate

a minimum impulse bit that the engines can accurately

and repeatedly produce. Information to size this

predetermined on-time command is based on prior

engine-test data. Angular-velocity information is

assumed to be available to enforce jet-engine cutoff

for the first pulse of the sequence. The cutoff

vehicle rate of this first pulse is made equal to the

angular-velocity change of the vehicle resulting

from the predetermined impulse bit.

3. Advanced Limit Cycle with Velocity

Calculations. This method presents an alternate

technique that assumes velocity information as

obtained from active rate sensors is not available

during limit-cycle operation. A vehicle angular-

position sensing device with appropriate circuitry is

combined into a system which produces a cycle of

three pulses firing in alternating directions, the

last of which is intended to reduce the angular velocity

to zero at vehicle reference position without the use

of angular rate sensors. The average drift velocity

during the time between the first and second pulses

of the series is obtained by a measure of the elapsed

time between these pulses and from a knowledge of the

magnitude of the nominal attitude deadband. This

information is processed by the system intelligence

to establish the magnitude of the second pulse. The

difference between the magnitude of the second pulse

and the third pulse corresponds to an angular-velocity

increment equal to the average vehicle drift velocity

mentioned above. The effect of the second and third

pulses combined is to cancel the vehicle angular

velocity that exists prior to the second pulse. The

third pulse is timed to arrest the vehicle angular

velocity at vehicle attitude reference position.

4. Advanced Limit Cycle with Rate Cutoff.

This technique is similar to the advanced limit cycle

with velocity information technique and differs only

in the assumption of an accurate continuous rate

sensor. This sensor is used to provide rate informa-

tion near zero rate to cut off the final pulse of the

sequence. The impulse delivered after the electrical

signal-off will drive the vehicle to near zero rate.

This method fires the last pulse not as a function of

time but when the attitude sensor switches sign

(vehicle attitude reference position). Since active

rate sensing provides the engine cutoff command, this

system is free from the integrated effects of system

errors that plague the other methods if accurate

sensed rate information for extremely small vehicle

drift rates can be obtained. The only gross errors

with this method are those associated with the impulse

bit after electrical-off signal and the angular rate

sensor.
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5. Simple Diamond Error Limit Cycle (Rate

Switching Option). Depending upon the engine config-

uration used, the commanded control torques in

addition to the thrust-vector error effects can be

cross-coupled between axes for a three-axis control

system. For example, when using configuration no. 1

of Figure 14, four of the six engines (if operated

singly rather then in pairs) can be commanded to

simultaneously control about the X and Z vehicle

axes (roll and yaw). All four approaches described

above avoid this cross-coupling of commanded control

torques by requiring that the proper engines be

operated in pairs rather than singly. Sufficient logic

is incorporated into the control system to ensure that

opposing engines at the same vehicle location can

never be actuated at the same time.

The diamond error limit-cycle technique utilizes

control-signal mixing of the axes that are cross-

coupled not only to ensure that an engine pair at the

same vehicle location can never be actuated in op-

position but also to allow only one engine at a time to

be operated (although two can be energized if so

commanded). In all other respects, this technique

is similar to the simple box limit-cycle technique.

C. THRUST VECTOR AND IMPULSE ERRORS

In the absence of outside torques, the vehicle

angular velocity for each axis will be reduced to zero

after the first cycling of an ideal advanced limit-

cycle system. However, in the case of real systems

that inherently contain errors, the mean time between

cycling is finite. In the discussion which follows, the

errors are determined that were used in a computer

program [6] to establish quantitative relationships

between the system errors and the pulsing frequency

or mean propellant consumption.

Errors are known to exist in thrust magnitude,

pointing direction, and pulse widths. Some of these

errors can be associated with a particular system or

unit, such as mounting or installation errors. These

errors are fixed throughout the history of the unit in

question, but can vary from one system to another.

Other system errors are assumed to be time depend-

ent. In the general case, the total error is due to

errors of both kinds. Since the important factor to

be considered in thrusting errors of a space-vehicle

attitude-control system is the error of total impulse

delivered about the control axis, the pulse-width

errors are included at the same time as the thrust-

magnitude and orientation errors. The errors are

a function of thrust level and pulse width. The para-

meters of interest include:

1. Total-impulse-per-pulse errors
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2. Steady-state thrust-level variations

3. Time from electrical signal on to:

a. Start of valve travel

b. 90-percent full thrust

c. Centroid of pulse

d. Electrical signal off

e. 90-percent full thrust on tail off

f. End of pulse

4. Total impulse contributions due to:

a. Rise transient

b. Steady state

c. Decay transient

d. Shutdown transient (after electrical signal

off)

5. Specific-impulse variations with pulse width.

Recorded pulse errors include instrumentation

errors that are difficult to compensate. Instrumenta-

tion errors could be a major constituent of the record-

ed error, especially for small pulse widths. For this

reason any rigorous treatment of pulse errors should

consider the instrumentation errors. Thus, one of

the tasks of the optimization study described previ-

ously [ 6] was to provide data which would allow more

valid assumptions concerning the associated pulse

errors. A more refined treatment of the pulse errors

was not necessary because state of the art errors

continue to change as technology is advanced, and a

generalized treatment of the control techniques and

errors was desired so that any range of errors and

error distribution could be used.

The pulse characteristics of prime importance

used in the optimization study were:

1. Total impulse-per-pulse errors

2. Impulse error associated with shutdown

transient (after electrical signal off)

3. Specific-impulse variations.

A survey of existing data was made as part of

this optimization study. Pulse errors arising from

typical hypergolic bipropellant pulse rocket engines
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were investigated to establish better the statistical

range and distribution of pulse errors. In this

investigation, the mean value of an individual para-

meter was not of particular concern, but the asso-

ciated error and the nature of the error distribution

were, because these items have a great influence on

the performance of the more sophisticated attitude-

control systems.

Only a limited amount of data was examined
because there were few data available in a form

applicable to this optimization study. Figure 15 is a

typical distribution curve of data from a series of

tests of 67 N (15 lbf) bipropellant thruster. Super-

imposed on the distribution bar chart is a Gaussian

distribution curve having the same variance as the

data population. From this curve the normality of

the distribution can be clearly seen.
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FIGURE 15. IMPULSE DISTRIBUTION FOR A

67 N (15 lbf) BIPROPELLANT THRUSTER

Immediately available rocket-impulse data were

also surveyed to determine a mean value of specific

impulse as a function of pulse width. Figure 16 is

based on approximately 1000 pulses of various thrust

levels. This characteristic (specific impulse versus

pulse width) was used in the digital computer program

and it is accurate within eight percent of the data
used.

D. COMPUTER RESULTS

A series of 18 computer runs was made with

100 pulses to check out the computer logic. To

determine whether these runs would produce a mean

propellant consumption rate, propellant consumption

rate was compared with pulse time. Although some

mission times were not long enough to produce a

mean propellant consumption rate, the values of

propellant consumption rate after 100 pulses were

used to obtain preliminary system comparative trends.

Typical normalized results are shown by Figure 17.

THRUST= 668 N (150 Ibf)
MIN ON-TIME= 30 ms
MIN. IMPULSE= 20Ns (4.5 Ib-sec)
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FIGURE 17. CONTROL SYSTEM

COMPARATIVE TREND
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The three system 1 plots present  the propellant 
consumption fo r  the maximum theoretical ,  average 
theoretical ,  and computer calculations. Systems 
2 ,  3, and 4 utilize advanced limit-cycle control 
techniques with different implementations for  the 
control logic. 
out r a t e  sensor  e r ro r s .  Systems 2 and 3 are two- 
pulse systems;  system 2 fires the l a s t  pulse as a 
predicted function of time whereas system 3 uses  
active rate sensing to cu t  off the final pulse of the 
sequence. System 4 is a three-pulse implementation 
of the advanced lim it-cycle control technique. 
a s sumes  no active rate sensing because the ex t r a  
pulse allows velocity calculations to be made using 
elapsed time and the knowledge of the magnitude of 
the nominal attitude deadband. 

System 3 was run both with and with- 

This 

To determine the mission time required before 
a mean propellant consumption value becomes valid, 
a system was run for  the equivalent of 82. 5 days. 
Random points in time were used. The total pro- 
pellant consumed a t  given t imes w a s  used to compute 
the mean propellant consumption rate .  
system considered, the propellant consumption r a t e  
was valid after approximately 3 x l o 6  seconds. The 
resul ts  of this test of mission time for  the system 
considered showed that the random values deviated 
no m o r e  than f 1. 2 percent af ter  3 x l o 6  seconds. 

F o r  the 

V. ATTITUDE-MOTION SIMULATOR F A C I L I T Y  

An attitude-motion s imulator  (AMS)  facility has  
been fabricated at MSFC. 
and development tool that pe rmi t s  dynamic testing 
of attitude-control systems connected with space- 
flight investigations under a variety of realist ic 
conditions. In the facility, actual torques are exerted 
on the inertia of a real  body with three degrees  of 
angular freedom. Thus the level of confidence in 
study resul ts  obtained from the simulator is 
considerably g rea t e r  than that obtained from a pure 
coniputer study. 

This facility is a r e sea rch  

The facility consists primarily of three par ts :  
a gas-bearing platform o r  vehicle AMS, a pair  of 
movable a rm t rus ses  and c a r t s ,  and a control con- 
sole. 

The AMS shown in the conccpt drawing of Figure 
18  consists primarily of a platform that can rotate 
freely bccauae i t  is supportrd on a virtually friction- 
free sphcrical  gas bearing. The angular freedom of 
the platform i s  * 95 degrees about two horizontal 
axes  (pitch and y a u )  and is unlimited about the 
vertical  axis ( r o l l ) .  Because of extremely accurate  

balancing of the platform so that i t  will remain a t  any 
fixed attitude when positioned ( o r  will re ta in  any 
initial angular velocity given i t ) ,  the platform behaves 
dynamically as i f  i t  were in a gravity-free state. The 
physical geometry of the platform is that of a disk 
approximately 1.5 m ( 5  ft)  in  diameter  and 20 cm 
( 8 in. ) thick with a weight of approximately 5300 N 
( 1200 lbf).  This allows an adequate mounting area 
fo r  the various attitude control systems to be studied, 
developed, o r  checked out. 
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FIGURE 18. ATTITUDE MOTION 
SIMULATOR (AMS)  

The platform is equipped with a 120-amplifier 
analog computer that pe rmi t s  a great  deal of flexi- 
bility in programing fo r  various control sys t ems  
under study. To provide restor ing torque control,  
the platform a l s o  contains three orthogonal s e t s  of 
reaction j e t s  along with associated air bottles and 
regulators  which supply p r e s s u r e  up to 3.4 MN/iii2 
( 500 ps i ) .  To avoid extraneous external  disturbance 
torques,  d i r ec t  connections to the platform are not 
permitted.  Therefore  a 14-channel rf t r ansmi t t e r  i s  
providcd to obtain output information on the perform- 
ancc of the onboard control system. In addition, a 
5-ch:tnncl switching-command t ransmit ter  is avail- 
able in the control console to provide switching 
corn mantis into the onboard equipment for various 
functions such as on-off control of power,  system 
gain ch:ingcs, etc. Nickel-cadmium battery packs 
that h:tve sufficicnt capacity to operate f o r  approx- 
imately 4 hours  before recharging provide * 30 Vdc 
e l ec t r i c  power fo r  the equipment mounted on the 
platform. 
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Surrounding the AMS is a support  s t ructure  and 
a circular  floor track to support a pair  of movable 
a r m  t rus ses  and carts. 
i l lustrating the AMS facility and Figure 20 is a'photo- 
graph of the facility a t  its present  state of operation. 
Each cart can be servo-driven up and down along i ts  
a r m  t r u s s  ( fo r  elevation) as the a r m  is servo- 
dr iven around the t rack ( f o r  azimuth). Each a r m  
t r u s s  f o r m s  a c i r cu la r  segment of approximately 
103 degrees  of arc with a radius of 3 . 7  m ( 12 ft) . 
A s  the c a r t  and a r m  t rus ses  move, a portion of a 
spherical  surface is generated by a given reference 
point on each cart. This sphere-shaped surface 
cove r s  360 degrees  in  azimuth ( a r m  t rus s  motion) 
and from -18 to +85 degrees  i n  elevation (cart 
motion). The radial  center  of the spherical  surface 
is the rotation point of the AMs. 

Figure 19 is a sketch 

One of the car t -arm t rus s  combinations is 
designated as a reference system that provides 
optical attitude reference command signals to the 
control system mounted on the gas-bearing platform. 
With a reference l ight source fixed to the c a r t ,  azimuth 
inputs are generated by rotating the a r m  t rus s  around 
the track. Elevation reference inputs are obtained by 
moving the c a r t  up and down on the a r m  truss.  Rota- 
tion inputs about the optical reference line of sight 
are obtained by polarizing the reference light source. 

Attitude-Motion 

con t r o 1 
Console 

FIGURE 19. SKETCH O F  AMS FACILITY 

Although the other  car t -arm t r u s s  combination 
could also function as another reference system, 
its p r imary  function is to follow o r  t rack the gas- 
bearing platform, thereby providing platform attitude 
readout information. 
and an optical system , this follower system provides 
azimuth, elevation, and rotation ( ro l l ,  yaw, and pitch, 
respectively) signals that are determined by the 
angular position of the platform as a function of t ime .  

Again utilizing a light source 

A control console provides the power and control 
functions to operate the se rvos  f o r  the reference and 
follower systems. I t  a lso contains all interface 
connections with the telemetry system. To provide 
a capability for programed inputs and input data 
processing, the console is also connected by a set 
of 40 trunk l ines to  a general-purpose analog computer 
that is available external to the AMS facility. Thus,  
depending on the problem to be solved, signals 
generated by this computer can be connected through 
the control console to dr ive the reference system. 
Similar ly ,  readout information from the follower 
system can be transmitted to the computer,  thereby 
allowing either data processing o r  closed-loop 
simulations such as those required fo r  orbital- 
rendezvous studies. 

FIGURE 20. PHOTOGRAPH O F  AMs FACILITY 
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Vl. CONCLUSIONS

An analysis to describe mathematically the

concept of pseudo rate modulation for use with

space-vehicle attitude control has been described.

Both static and dynamic characteristics were in-

vestigated, as required by the assumptions for the

modulator input.

The static characteristics can be used to describe

closed-loop control system on- and off-times over

any time intervals for which the modulator input is

approximately constant. These characteristics show

that the dominant function of pseudo rate modulation

is to enforce minimum-impulse operation for a

control system which includes appreciable effects

of engine and solenoid-valve characteristics, trans-

port time delays, sensor lags, etc. As shown by

the static-characteristic equations and associated

graphs, the off-time increment (t 2) approaches a

high value (theoretically infinity) as the minimum

on-time (At) is accurately timed to a fixed specified

value. This is characteristic of pulse rate modula-

tion, and the long off-times usually enable the system

to recover from all lags around the control loops

during steady-state limit-cycle operation. Pseudo

rate modulation has an additional benefit in that

the minimum on-time is independent of modulator

output voltage and, therefore, of output loading (as

long as E o remains different from zero). With

increase of signal into the modulator, the pulse-

widening effect (which is characteristic of pulse-

width modulation) also gives maximum restoring

torque capability when needed.

As the ratio Ko/K f is varied from 0 to 1 (which

corresponds to the variation of At/_-f from 0 to _),

it has been shown (expression 20 and Fig. 4) that

the minimum period for the steady-state modulator

output waveform varies from four to two times the

specified minimum on-time At. Therefore, to

minimize the design value for maximum steady-state

frequency of the particular modulator used, the

Ko/K f ratio should be kept as small as possible. An

important restriction that must be placed on the

modulator gain factors and modulation range is

obtained from the requirement of avoiding reverse

firings. In essence, this restriction places an

upper limit on the value for Kf. Use of (Kf)ma x

always yields the smallest possible Ko/K f ratio

where the lower limit for the value of K o is usually

dictated by the hardware used.

The dynamic characteristics were then intro-

duced in a general way to allow complete determination

of modulator on and off times as a function of the
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state of the control system and the assumptions made.

For example, the damping capability of pseudo rate

modulation was shown by deriving the cutoff boundary

in terms of _ versus e. This capability can be

obtained only within the modulation range (Fig. 7),

and maximum damping is obtained with the value

of _-f as high as possible (equations 30 and 35). To

satisfy the requirement for minimum on-time /xt,

equation 6 shows that the Ko/K f ratio should again

be minimized to obtain a high value for _-f and,

therefore, for maximum damping.

If an idealized control system with negligible

transport-time delay is assmned, it is possible for

on-time intervals less than the specified At to be

produced when active rate sensip.g is used (Cases

II and III of Fig. 6). Since the effect of the sensed

rate signal is to provide control system stability,

this signal will help the lag network of the pseudo

rate modulator turn off the eontactor. To obtain

on-time intervals appreciably less than At, either

the value for angular acceleration _ must be high

or the rate gain factor a 1 must be large. Since active

rate sensing is responsible for an early cutoff, it

may be observed that it is not possible for on-times

less than the specified At to be generated unless

actual thrust of the engines is produced. Usually

there is a sufficient amount of transport-time delay

through the engine and valve characteristics along

with time lags through the sensors so that on-time

intervals considerably less than At will not be

generated.

Use of a typical pulse modulator (such as pseudo

rate), to enforce minimum-impulse operation of

the particular control engines used, represents a

typical conventional design approach for a space-

vehicle attitude-control system. To minimize both

propellant consumption and number of on-off engine

actuations, an attempt is usually made to reduce

the minimum impulse of the control engines to the

smallest possible value.

However, a new concept called the advanced

limit-cycle control technique has been developed

that utilizes a control logic as a function of certain

sensed inputs to cause the vehicle to be placed

close to the attitude reference position with the drift

rate for each axis as small as possible. Depending

upon the performance repeatability of the sensed

inputs and the jet engine system, exceedingly long

limit-cycle periods can be obtained for undisturbed

steady-state operation. This represents optimum

performance with regard to jet-fuel consumption.

Since gravity gradient is usually the dominant

steady-state disturbance torque for orbital missions

of long duration, the local vertical must be part of



theattitudereferenceframefor properutilization
of thecontrollogicto minimizejet-fuelconsumption.
Twooptimumreferencepositionsexistfor thevehi-
cle. If theattitudeerror rateis reducedto avery
smallvaluewhenthevehicleis alignednearthestable
reference(noseor tail down),gravitygradienttorque
will tendto keepthevehicleat referenceposition.
For theunstablereferenceposition(vehicleaxisof
minimummomentof inertia alignedperpendicularto
thelocalvertical), theattitudeerror rateshould
alsobehulledwhenthesensedattitudeerror is zero
to reducethedisturbingtorqueto as lowa valueas
possible.

It maybeobservedthatanormalconventional
on-offcontrolsystemdoesnotpossessthis capability.
Evenif 5_canbemadeto bevery small, theattitude
error rate is reducedto its minimumvalueat the
edgeof theattitudedeadbandwherethetorque
causedby gravitygradientis usuallyappreciable.

Beforetheadvancedlimit-cycle techniquecan
beextendedto a three-axisspace-vehiclecontrol
system,however,thethrustvectorerror effects
thatarecross-coupledfromoneaxis to another
mustbeconsidered.

Althoughtheresultsof theoptimizationstudy
of theseeffectsarepreliminaryandgeneral,they
showtrendsanddemonstratequantitativesupport
for previousqualitativethinkingontheadvantages
of usingadvancedlimit-cycle techniques.For

DAVID N. SCHUI,_TZ

example, this study showed that the advanced limit-

cycle techniques are capable of satisfactory attitude-

control operation with only 15 percent of the

propellant previously used in less sophisticated

systems. The techniques examined in the study

also indicated that a proportional reduction of engine

duty cycle is realized essentially with present equip-

ment and without undue complications of the control

system.

The attitude-motion facility that has been built

at MSFC should prove to be a useful research and

development tool for realistic testing of various

attitude-control systems associated with space

flight. Since actual motion of a physical body is

displayed and in certain instances actual control-

system equipment can be included in the simulation,

there will be a high level of confidence in study

results obtained from this simulation facility.

Because the studies conducted have been pre-

liminary and have included only incomplete error

and error-distribution data, additional work is

required before the full value of various control

schemes (such as advanced limit-cycle techniques)

can be quantitatively stated. It is anticipated that

future studies of pulsed mass expulsion attitude-

control systems for use on Saturn and future space-

vehicle missions will be broadened to include

additional vehicle and engine configurations as well

as other important parameters, thereby allowing

both requirements and performance of future systems

to be established.
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MATERIALSRESEARCHAT MARSHALLSPACE
By

W. R. Lucas

FLIGHTCENTER

SUMMARY

The materials research program at Marshall

Space Flight Center (MSFC), which combines in-
house and contract work, has resulted in the

development and improvement of many materials

and techniques, and in the acquisition of new informa-

tion on the behavior of materials in rocketry and
space-flight environments.

The types of materials developed or in a devel-
opmental stage encompass a wide range. Some

examples are: magnesium-lithium alloys, which are

the lightest structural alloys available; wrought- and
cast-aluminum alloys with superior strength an_i

toughness at cryogenic temperatures; wire-reinforced,
high-strength wrought aluminum; brazed aluminum

honeycomb; low-density inorganic insulation for use
on large, complexly shaped structures; insulation for

cryogens; dry-film lubricants; electrical brush

materials for use in vacuum; polymers usable in a
new high-t_mperature range; cryogenic seals and

adhesives; and adhesive compatible with liquid

oxygen.

The materials research program has been

attempting to solve specific problems through these
developments. As an additional consequence of this

work, it has contributed effectively both to metal

and polymer technology and to an understanding of
the behavior of materials in entirely new environ-
ments.

contract tasks by MSFC personnel who are involved

directly with similar or related work in MSFC
laboratories. Although the discussion of research

achievements in this report covers an integral

program, any substantial contribution by a con-
tractor is identified by the contract number.

Practically every known type of material is
utilized in the broad areas of rocketry and space

flight, and many so-called conventional problems

become very unconventional in the peculiar environ-
ments in which rockets and space vehicles must

function. As a consequence, the materials research

program has not been limited to structural materials

but has been concerned with a very diverse array of
applications as shown in Table I. Table II gives a

breakdown of materials by quantity used in the Saturn
V vehicle. Aluminum is the major structural

material. Carbon steel is used primarily for
fasteners. Titanium is used for fasteners in the

S-IC stage and for pressure bottles in the S-II and

S-IVB stages. The stainless steel is used largely

for ducts and tubes. The mixed metal category
includes components such as valves, black boxes,

and instruments containing several materials. The
list covers metals, nonmetallic inorganics, and

organics. Although metals constitute the largest

quantity of materials used, the demands on tech-
nology are as great, or greater, for other materials.

TABLE I. CATEGORIES OF MATERIALS

I. INTRODUCTION

Materials research at MSFC may be called

directed research in that it is oriented primarily
toward solving current or anticipated problems and

toward providing knowledge needed in current or

anticipated MSFC programs. Although the investi-
gations which make up the research effort have been
divided into in-house and contract tasks, MSFC

direction has attempted to coordinate them into a

single program. In this way the contracts supplement

in-house capability and provide continuity of effort
through periods of heavy involvement of MSFC workers

in materials engineering. An essential feature respon-
sible for program coordination is the direction of

Structural materials

Fasteners and Fittings

Ducts and Tubes

Thermal control materials

Electrical/Magnetic materials

Lubricants

Seals and Gaskets

Adhesives

Encapsulating materials

Working fluids



TABLE II. SATURN V MATERIALS TABLE III. ENVIRONMENTAL EFFECTS

MATERIAL

Aluminum

Carbon steel

Stainless steel

Titanium

Mixed Metals

Wire/C ables

Metal honeycomb

Nonmetallic

insulation,

Fabrics, Fiberglass

Engines

Miscellaneous

Paint

Total

MASS PER STAGE, kg (Ibm)

S-IC S-II S-IVB I.U.

77,587 20_019 5670 567

(171,047) (44,133) (12,501) (1250)

2663 55 237

(5871) (121) (523)

1599 2565 9

(3525) (5654) (20)

3255 117 61

(7176) (259) (135)

135 2258 2483 1017

(298) (4977) (5475) (2243)

1699 1472 392 313

(3745) (3245) (864) (689)

1011

(2229)

742 3937 1045 11

(1635) (8679) (2304) (25)

41,922 7736 1554

(92,420) (17,055) (3427)

510 595 66

(1124) (1312) (146)

191 107 54 5

(420) (235) (120) (10)

131,314 38,861 11,562 1922

(289,490) (85,670) . (25_ ,49fi) (4237

The first selection of materials is usually based

on the physical and mechanical properties, but the

compatibility of the material with its anticipated

environment and the capacity to maintain design

properties finally dictate the selection of the material.

Thus, later in the discussion research into the envi-

ronmental effects will be covered, but because of the

strong influence of these effects on the development

of materials, they are identified here (Table lit).

These factors distinguish materials science and

engineering as applied to rocketry from more

conventional applications.

Another factor affecting materials technology is

producibility or processibility. Most important

developments begin as laboratory curiosities, but

these items must be transformed into engineering

materials through processing techniques and through

a knowledge of the use and application of the material.

Some direct routes from the laboratory to the finished

product will be demonstrated later in this report.

Temperature Extremes:

Elevated

Sub-Zero (to 20°K,

-423 ° F)

Corrosion

Aim ospheric

Galvanic

Stress

Vacuum

Radiation

Meteoroids

II. MATERIALS

The materials investigated in the MSFC research

programs are discussed under the categories of

metals, composites, lubricants, electrical contact

materials, and polymers. Metals, constituting the

greatest weight of all materials used, are discussed

first. A short review of former applications will

help to explain the direction of future work.

A. METALS

The metals discussed here are aluminum

alloys, magnesium-lithium alloys, beryllium, and a

beryllium-aluminum composite.

1. Aluminum Alloy._. Eight aluminum alloys

have been used widely in MSFC applications. Some

of their properties are shown in Table IV. The

utilization of these alloys has paralleled their

development in this country, as illustrated in the

following review of alloy use. Weldability probably

was the most important criterion in the selection of

these alloys.

TABLE IV. ALUMINUM ALLOYS

ALLOY

YIELD STRENGTH
ULTIMATE TENSILE YIELD

TO
STRENGTH STRENGTti

MN/m 2 (ksi) MN/m 2 (ksi) DENSITY RATIO
2540 m (105 in. )

5052-H37 214 (31

5086-H34 303 (44

5456-H343 365 (53

2219-T87 427 (62

2014-T6 441 (64

7075-T6 558 (81

7075-T73 483 (70

7079-T6 545 (79

145 (21) 2. 16

234 (34) 3.54

283 (41) 4.27

"545 (50) 4.90

393 (57) 5. 64

496 (72) 7. 12

421 (61) 6.04

48:5 (70) 7.07



Alloy 5052 was used in the Redstone missile in

section thicknesses up to 3. 18 mm (0. 125 in. ). The

newer and better alloy, 5086, which had become

available, was used in the Jupiter missile in section

thicknesses up to 9.51 mm (0. 375 in. ). It was

planned to use alloy 5456 for a later model of Jupiter

(which was not built}, but the alloy was used in the

first stage of Saturn I in section thicknesses up to

9.51 mm. In the second stage of Saturn I and the

second and third stages of Saturn V, alloy 2014-T6

is used. Because the first stage of Saturn V required

the welding of section thicknesses of 12.7 mm

(0.5 in. ) or more, and because fewer welding prob-

lems are encountered with alloy 2219 than with

alloy 2014 (especially in these thick sections), alloy

2219 was used instead of alloy 2014, although 2219

has a slightly lower strength. The 7000-series alloys

have been used primarily in unpressurized areas

where fastening can be done mechanically, for

example, in the interstage between tanks, and for

forgings and fittings. If higher strength alloys become

available, they likely will come from the aluminum-

magnesitun-zinc system. Thus, the need is to

develop weldable alloys in this system with acceptable

behavior at cryogenic temperatures and with resist-

ance to stress corrosion. Because of the corrosion

susceptibility of 7079-T6, its use in heavy forgings

has caused difficulty. Alloy 7075-T73, although

lower in strength than the other 7000-series alloys

listed, is the best from the standpoint of stress

corrosion.

Toughness at cryogenic temperature is one of

the most important criteria in the selection of the

greatest quantity of Saturn structural materials. A

satisfactory index as to the fracture toughness of

alloys can be achieved by comparing the strength of

a notched specimen to that of a smooth specimen.

Figure I indicates the notched/unnotched ratio of

some Saturn alloys. One would desire this ratio

to remain as near to 1.0 as possible. Note that the

notched/unnotched tensile ratio of 5456-H343 is

somewhat inferior to that of the other alloys in this

comparison. This is probably due to the compara-

tively high magnesium content of this alloy. One

would not expect to use, at cryogenic temperature,

5000-series aluminum alloys with greater magnesium

content than about five percent. This figure shows

very clearly that alloy 7079-T6 (as a forging) is not

satisfactory for use at the temperature of liquid

hydrogen if toughness is required. The notched/un-

notched ratios of some 7000-series aluminum alloys

are shown in Figure 2. Only alloy 7002 would be

suitable for use at liquid-hydrogen temperature if

toughness is required.
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In the belief that useful aluminum alloys of higher

strength than is now attainable in weldable alloys can

be developed, MSFC is sponsoring a program at Alcoa

(NAS8-5452) with the goals of 517 MN/m 2 (75 ksi)

ultimate tensile strength, 448 MN/m 2 (65 ksi) tensile



yieldstrength,15percentelongation,andnotched/un-
notchedratiosof 1.0atroomtemperatureand0.9
at 20.4°K(-423° F). So far, the aluminum-copper

alloy M825 (recently designated X2021) and the

aluminum-zinc-magnesium alloy M826 (recently

designated X7007) are most promising. In Table V,

it is shown that M825 differs from 2219 primarily by

the addition of cadmium and tin, and that M826 is a

modification of X7106 with respect to content of

copper, magnesium, and zinc. In Table VI, the

mechanical properties of M825 and M826 are com-

pared with those of commercial alloys and the estab-

lished goals. It appears that these alloys will meet

the strength and toughness criteria. Weldability

tests and stress corrosion tests, although encouraging,

are inconclusive at this time.

TABLE V. CHEMICAL COMPOSITION OF

EXPERIMENTAL ALLOYS M825 AND M826 AND

COMMERCIAL ALLOYS

ALLOYING ELEMENT M825 2219

Cu 6.3 6.3

Mn 0.30 0.30

Mg ......

Cr ......

Zn ......

TI 0. O6 0. O6

V 0. I0 0. i0

Zr 0. 18 0. 18

Cd 0.15 ---

Sn 0.05 ---

A1 balance balance

M826 X7106

0. I0 ---

0.20 0.20

1.8 2.25

0. 12 0. i0

6.5 4.25

--- 0.03

0.12 0. 11

balance balance

Many aluminum castings are used on the Saturn

vehicle, and other castings could be used if better

alloys were available. Under contract NAS8-1689

with Battelle Memorial Institute, a heat-treatable

aluminum casting alloy (M-45) of high strength and

toughness at cryogenic temperatures has been

developed. The chemical composition of this alloy

is compared with other high-strength aluminum

casting alloys in Table VII. Note the difference from

alloy 195 with respect to cadmium, silicon, and

iron. The mechanical properties of M-45-T6 are

compared in Table VIII with those of other aluminum

casting alloys in corresponding tempers. This alloy

is comparable to alloy 195 in castability. It can be

welded to itself and to wrought-aluminum alloys.

Recent Saturn castings from this alloy have been

found to have ultimate tensile strength of 407 MN/m 2

(59 ksi), yield strength of 359 MN/m 2 (52 ksi), and

an elongation of three percent. The material is

available from ingot suppliers on special order. Two

types of castings, one weighing 42.2 kg (93 lb) and

one weighing 0.91 kg (2 lb), are being considered

for the S-IVB stage. Several hundred of the latter

casting have been made. Rocketdyne is also making

experimental castings for possible use on engines.

TABLE VI. COMPARISON OF MECHANICAL

PROPERTIES OF EXPERIMENTAL ALLOYS

WITH COMMERCIAL ALLOYS AND GOALS

PROPERTY TESTING TEMP. M825 M826 t 2219-T87 X7106-T6351 5456-H343 GOALS

Tensile Strength, 519. 9 548. I 466. 1 452. 3 386.8 517.1

MN/m_(kui) R.T. (75.4) (79. 5) (67.6) (65.6) (56. 1) (75,0)

78" K 619. 1 636. 4 586, I 598, 5 497, 1

(-320" F) (89.8) (92.3) (85.0) (86.8) (72.1) ---

20OK 683.3 685.3 706.7 515.7

(-423" F) (99.1) --- (99.4) (102. 5) (74.8) ---

Yield Strength, 455. I 497. 8 386. I 400.6 306. 1 448.2

MN/m 2 (ksi) R.T. (66.0) (72.2) (56.0) (58. 1) (44.4) (65.0)

78" K 508.8 598.5 466. I 4_6. I 360.6

(-320" F) {73.8) _86.8) (67.6) (70, 5) (52.3) ---

20 ° K 570.9 497.8 517. I 377.8

(-423" F) (82.8) --- (72.2) (75.0) ( 54, 8) ---

Elongation, % in

50. 8 mm (2 in.) R.T. 9.0 12.2 10,5 12.8 10.2 15,02

78"K

(-320" F) 12.7 2.2 II. 0 14.0 13.9 ---

20*K

(-423° F) IO.O --- 13.5 15.2 7.0 ---

Notched/Unnotched _

Tensile Ratio R, T. 0.98 1.31 I. 13 1. 36 0.95 1.9

78"K

( -320" F) 1.06 0.95 1.03 I. 06 o. 85 ---

2O° K

(- 423" F) 1.03 o, 95 o. 94 o. 94 o. 88 o. 9

I. 2t_K Test Data on M826 Not Complete

2. Recently Changed to I0%

3. K t = 10. o

TABLE VII. CHEMICAL COMPOSITION OF M-45

AND OTHER HIGH-STRENGTH ALUMINUM

CASTING ALLOYS

ALLOYING NOMINAL COMPOSITION l, MASS PERCENT

ELEMENT M-45 A 356 TENS-50 ALMAG 352 195

Cu 3.90-4. 50 0.20 O. 20 0.01 4, 00-5.00

Cd 0.08-0, 12 ............

Mg 0.06-0, 10 0, 25-0.40 0.40-0, 60 7.00 0, 03

Ti 0.02-0, 05 0.20 0.10-0.20 0. 10 0, 20

Si 0, 017 6.50-7.50 7, 60-8, 60 0.10 0, 50-1, 2

Fc 0. 010 0.35 0. 40 0. 10 0.80

Cr O. O01 --- 0.20 ......

Mn --- 0.10 0.20 0. 10 0, 20

Zn --- O. I0 0.20 --- 0.20

Be ...... 0, 10-0, 30 ......

A1 balance balance balance balance balance

i. Composition given is inmximum permissible unless given as a range

2. Typical



TABLE VIII. MECHANICAL PROPERTIES OF
ALUMINUM CASTING ALLOYS

ULTIMATE TENSILE TENSILE YIELD ELONGATION CHARPY

ALLOY STRENGTH STRENGTH PERCENT IN IMPACT

MN/m 2 (ksi) MN/m _ (ksi) 51 mm (2 in. ) J (ft-lb)

M-45 33l(48) 310(45) 5 17.6(13)

A 356 234(34) 200(29) 2 2.7(2)

Tens-50 255(37) 221(32) 2 1.4(i)

Almag 35 207(30) 110(16) 7 4. 1(3)

195 207(30) 165(24) 2 4. I(3)

2. Magnesium-Lithium Alloys. The
magnesium-lithium alloys are the lightest structural
metals commercially available ( 1. 349 g/cm 3,

0. 049 Ibm/in. 3), and applications for these alloys

are increasing. Battelle has developed for MSFC

two alloys, LA-141 and LAZ-933, which are compared

in Table IX. The initial interest in these alloys was
their use in the space environment, where corrosion

would not be a problem. However, these alloys are

now being used for several applications in the earth
environment. For example, about 31.8 kg (70 lb)
of LA-141 are used in the Saturn V Instrument Unit,

and about 2. 3 kg (5 lb) are used in an angle-of-attack
meter. It is expected that greater use will be made

of these lightweight alloys.

high thermal conductivity, low coefficient of thermal

expansion, low density, and a high degree of isotropy
in the conventional hot-pressed and sintered form.

MSFC work has been related to processing of the

beryllium powder and to the development of a system
for protection against corrosion. Other applications
have been considered but none has been implemented

yet, primarily because of the brittleness of the
material.

A much more potentially useful material for

structural applications is the beryllium-aluminum

(Be-A1) composite, which is compared with beryl-
lium in Table X. Although the initial development of

the Be-A1 composite was sponsored by Lockheed,

MSFC has contributed to the development (contract
NAS8-11448) by the determination of properties of

sheet material from production lots. The final report

has just been received, and the reproducibility of
properties between lots is surprisingly good although

only one sheet thickness ( 1.5 mm or 0.060 in. ) was
studied. The sheet is now available in dimensions of

0.305 m by 0.61 m (1 ft by 2 ft), but larger sheet
sizes will be available.

TABLE X. BERYLLIUM AND BERYLLIUM-

ALUMINUM COMPOSITE

TABLE IX. MAGNESIUM AND MAGNESIUM-
LITHIUM ALLOYS

DENSITY, kg/m 3 (]b/in. 3)

ULTIMATE TENSILE STRENGTH,

MN/m 2 (ksi)

TENSILE YIELD STRENGTH,

0.2% Offset, MN/m 2 (ksi)

YIELD STRENGTH/DENSITY RATIO,

2540 m ( l05 in. )

MODULUS OF ELASTICITY,

6898 MN/rn z (10 s psi)

MODULUS/DENSITY RATIO,

2540 krn (!0Sin.)

PURE
LA 141 LAZ 933

MAGNESIUM

1743.834 1356.315 1550.075

(. 063) (° 049) (. 056)

165 145 228

(24) (21) (33)

97 117 179

(14) (17) (26)

2.2 3.5 4.6

6.5 6.5 6.4

1.0 1.3 1.1

DENSITY, kg/m 3 (Ib/in. 3)

ULTIMATE TENSILE STRENGTH,

MN/m 2 (ksi)

TENSILE YIELD STRENGTH,

O. 2% OFFSET MN/m 2 (ksi)

MODULUS OF ELASTICITY,

6898 MN/m 2 ( 106 psi)

MODULUS/DENSITY RATIO,

2540 km (108 in. )

Be SHEET Be-38%AI

( FROM POWDER) SHEET

1826. 874 2092.601

(. 066) (. 0756)

483 347

(70) (50.4)

338 252

(49) ( 36. 6)

44 29

6.6 3.9

B. COMPOSITE MATERIALS

3. Beryllium and Beryllium-Aluminum.
Beryllium is used in the inertial guidance system of

the Saturn V, approximately 75 kg (165 lb) per
vehicle. The mass stability required of the gyro-

scope structures is very high, and only the slightest
imbalance is tolerable. The parts must be amenable

to polishing to a high surface finish,0.1 pm (4 _in.)

or better and be free from corrosion. Beryllium was

chosen for this applicationbecause of itsdimensional

stability,high elasticmodulus, high specificheat,

A class of materials with perhaps more

potentialthan any other iscomposite materials.

Composite materials can be defined so broadly as to

encompass practicallyevery engineering material;

however, here reference is tothe macrostructural

level. Sandwich composites willbe discussed first.

The increasing application of sandwich composites

arises from the high strength-to-density ratio and

high section modulus or stiffness of most sandwich
materials and low thermal conductivity of special

sandwich materials. Furthermore, this type of



materialallowsthemaximumflexibility in the utiliza-
tion of the most favorable properties of each element

of the composite.

1. Double-Seal Insulation. The flexibility

of sandwich composites can be illustrated by the
double-seal insulation concept developed at MSFC to

insulate the liquid-hydrogen tank of the S-II stage.
This composite consists of a layer of Mylar honey-

comb with a Mylar film bonded to one side and alumi-
num foil bonded to the other, so that each cell of the

honeycomb is sealed as shown in Figure 3. To this
layer is bonded a perforated phenolic-fiberglass

honeycomb core and, finally, aluminum film is
bonded to the exterior. The complete composite can

be preformed to the appropriate curvature and bonded
to the tank wall. The liquid hydrogen evacuates the

sealed cells of Mylar honeycomb by cryopumping
(condensing and solidifying} and, thus, provides the

insulation. The external layer is designed to with-
stand temperatures up to 492" K (425" F), which are

encountered in aerodynamic heating. By being per-

forated, it can be purged with helium to protect the

Mylar core from condensed oxygen, with which it
would be incompatible. The thermal gradient across

this material may be more than 700°K {800" F). This
scheme has been reduced to practice and will be used

on flight vehicles.

z-ALUMINUM FILM

MODIFIED EPOXY _ /.076mm.(.OO31n.IADHESIVE \._ ALUMINUM FILM-
038 mm.(.O01S in.)

\
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15.2T_--4m._V 95s mm.(3/e*n.)CELL

MYLAR FILM _'/'_" '\\\\\\\\\\\\\%\'_'_\\_ _ TANK SKIN

.051mm.(.OO2in.) POLYURETHANE ADHESIVE _--MYLAR HONEYCOMB CORE

9.53m_(3/8i_ CELL
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THERMAL CONDUCTIVITY • 0.0259 joule/msec.K °
(0.18 Big in./fl.2hr.F °

FIGURE 3. DOUBLE-SEAL INSULATION

The requirements for nondestructive inspection
of the dual-seal insulation involved another facet of

MSFC work. Based upon this need, MSFC developed

an acoustic technique involving both audible and ultra-
sonic frequency ranges to detect defects of less than
one 9.5 mm (0.38 in. } cell diameter. When the

acoustical energy echo in two planes is recorded on

an x-y type tape, the defect shape can be depicted.

The Space and Information Systems Division of North
American Aviation is adapting this technique for both

the dual-seal cryogenic insulation and the S-II stage
common bulkhead in production facilities.

Under contract NAS8-11761, Goodyear Aircraft

Company is extending in-house work by modifying the

version of the dual seal just described, and is study-

ing related concepts. On another contract, NAS8-
11747, Goodyear Aircraft Company is developing ma-

terials concepts to be useful as cryogenic insulation
and as micrometeoroid bumpers.

2. Nonmetallic Composites. In regard to
nonmetallic composites, significant achievements
have resulted from contract NAS8-11070. The

achievements have been in the development of

meaningful physical and mechanical test methods and

in the generation of data which are indicative of the
true structural potential of fiber-reinforced plastics

at cryogenic temperatures.

3. Brazed Aluminum Honeycomb. To avoid
the temperature limitations and other deficiencies of

adhesive bending, a task was initiated with Aeronca

Manufacturing Corporation (NAS8-5445) to develop
a brazed aluminum honeycomb. Considerable success
has been achieved. First, it has been demonstrated
that aluminum face sheets can be brazed to aluminum

core. Second, it has been shown that the composite

can be strengthened by quenching directly from the

brazing furnace into liquid nitrogen with a minimum
of distortion. Typical room-temperature mechanical

properties of brazed and adhesively bonded aluminum
face sheet (X7106) and core (6951) are shown in
Table XI. The increase in core shear strength is due

to the fact that this aluminum core normally is not

heat treated. The strength differentials would be
more favorable at elevated temperatures and at

cryogenic temperatures. Work is continuing with

other high-strength aluminum alloys and in improving

processes_

TABLE XI. TYPICAL MECHANICAL PROPERTIES
OF ALUMINUM HONEYCOMI_:'

FLATWISE FLATWISE EDGEWISE CORE

TENSILE COMPRESSION COMPRESSION SHEAR

kN/m 2 (psi) kN/m 2 (psi) kN/m 2 (psi) kN/m 2 (psi)

BRAZED

ADH ESIVE

BONDED

( FlVl 1000)

13,100 8270 468,840 8960

(1900) (1200) (68,000) (1300)

5515 8270 379,210 4830

(800) (1200) (55,000) (700)

':¢ Face Sheets: X7106: 1.57 mm (0. 062 in. ) thick

Core: 6951: 15, 24 into (0.6 in. ) thick

4. Wire-Reinforced Aluminum. Another

type of composite material being investigated is
metal-fiber- or wire-reinforced wrought aluminum

and aluminum castings. Significant progress in the



work has  been made recently through contract  NAS8- 
11508 with Harvey Aluminum Company. The purpose 
of this investigation is to produce wire-reinforced 
aluminum in thicknesses of 6.35 mm (0.25 in. ) and 
19 mm (0.75 in. ) having a minimum tensile strength 
of 1.2 GN/m2 ( 175 ksi)  and a maximum density of 
3.986 g/cm3 ( 0.144 lbm/in. 3) .  This  density results 
f rom a volume percentage of 7 5  percent  aluminum 
and 25 percent steel. Small samples  up to 19 m m  
thick have been produced with fai r ly  uniform distri-  
bution of the reinforcement wire  i n  the aluminum 
matrix,  as shown i n  Figure 4. These plates were 
made by pressing the reinforcing wire into thin 
sheets  and then laminating the sheets. Although the 
wi re s  i n  these samples  are unidirectional, it is not 
necessary that they be this way using the cu r ren t  

FIGURE 4. ULTRA HIGH-STRENGTH 
COMPOSITE MATERIALS 

technique. The aluminum alloys which have been 
used and corresponding tensile s t rengths  obtained 
f r o m  the composite are shown in Table XI. In 
each case, the reinforcing w i r e  is AM-355 with 
a n  approximate diameter  of 0.254 mm (0.010 in. ) 
and an  approximate tensile strength of 3.45 GN/m2 
( 500 ksi)  . T h e  contractor is prepared now to pro- 
duce plates 0. 3 m ( 12 in. ) wide by 2.4 m (96  in. ) 
long, and is expected to deliver some of these plates 
in  July 1965. Study is continuing on development of 
the ma te r i a l  and on joining techniques. Plates have 
been joined by diffusion bonding with an efficiency of 
92 percent. 

5. M-31. Another type of composite ma- 
terial was developed specifically fo r  the heat shield 
of the S-IC stage of Saturn V. This mater ia l ,  known 
as M-31, was  developed to be low in density, to have 

TABLE XII. WIRE-REINFORCED ALUMINUM 
ALLOY PLATES 

ALUMINUM ULTIMATE TENSILE 
MATRLX CoMPoSITE CoND1'IIoN STRENGTH, MN/mZ (ks i )  

5456 as  fabricated 945 

( 1371 

2024 sol. ht. treated, cw 3% 1193 

(173) 
aged, cw 3% 

2219 sol. ht. treated, cw 30/, 1093 
aged 

( 158. 5) 

7075 sol. ht. treated, cw 30/, 1200 

( 174) 

7178 sol. ht. treated, cw 2% 1210 

aged 

aged, cw 2% (175. 5) 

low thermal conductivity, to be nonburning, and to be 
applied easily by trowel and cured at relatively low 
temperatures.  The composition of the mater ia l  as 
developed is shown in Table XIII. 
t r ade  name of E. I. du Pont de  Nemours and Company 
and consists of fibrous potassium titanate. Ludox is 
colloidal silica. 
of honeycomb heat shield to which M-31 is applied. 

Tipersul is a 

Figure 5 is a diagram of a section 

I 25 4mm (1.000 in.) 15-7 PH BRAZED S S 4.76 mm (3/16 in.) 
HONEYCOMB 

EDGE ROLLED 
2 1 0 2 m m ( O 4 0 0 i n ) 1 5 - 7  PH BRAZED 368mm(01451n) 

FIGURE 5. S-IC HEAT SHIELD 

The metallic p a r t  of the heat shield consists of a 
stainless-steel  honeycomb which se rves  as the load- 
carrying member,  and a cr imped,  open-face honey- 
comb brazed to the load-carrying member.  
is applied to the open face as plaster  is applied to a 
wall ( Fig. 6) .  The completed assembly is dried at  
approximately 344" K(  160" F) . 
S-IC stage of Saturn, the m a s s  of the composite is 
about 10.3 kg/m2 (2. 1 lbm/ft?). 
M-31 can be varied between 753 kg/m3 (47  lbm/ft3) 
and 881 kg/m3 (55 lbm/ft3). 

M-31 

As applied to the 

The density of 

7 



FIGURE 6. HONEYCOMB SANDWICH 
CONSTRUCTION WITH M-31 INSULATION 

I78 

t22 

366 

311 

256 

TABLE XIII. BATCH COMPOSITION O F  M-31 
THERMAL INSULA TION 

- 
- 

- 
- 

- 

- 

- 
- 

- 
- 
- MATERIAL PARTS BY WEIGHT 

I t  T ipersu l"  block 

Asbes tos  f ibe r s  

The  problem of lubrication in  the vacuum of 
space  h a s  been one  of the mos t  p re s s ing  ones ,  pnr- 
t icu lar ly  for intermittently moving pa r t s .  
me ta l  p a r t s  tend to weld together in  the space  envi- 
ronment. 

Mating 

This  appears  to be par t icu lar ly  t rue  when 
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FIGURE 7. RESISTANCE O F  M-31 TO 
RADIANT HEATING 

FIGURE 8. ABSOLUTE SPECTRAL 
REFLECTANCE O F  M-31 

ma t ing  p a r t s  are of the s a m e  m a t e r i a l  o r  when of 
d i f f e ren t  m a t e r i a l s  and one of the m a t e r i a l s  tends to 
fo rm a s t ab le ,  solid solution in the  other.  Exposure  
of c l e a n  s u r f a c e s  e i t h e r  by p las t ic  deformat ion  or by 
sonic o the r  m e a n s  such  as ion bombardment  can  
r e s u l t  i n  e x t r e m e  f r i c t ion  and se i z ing  of mat ing  s u r -  
faces even  a t  modes t  vacuum. Moreove r ,  the  better 
known organic  lub r i can t s  will be subjec t  to evapora- 
tion i n  s p a c e ,  or  they m a y  be degraded  by irradiation. 
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1. Dry-Film Lubricants. The first

significant contribution by MSFC to the dry-film

lubricant field was the lubricant, MLF-5. MLF-5

was developed to MSFC requirements by Midwest

Research Institute under contract NAS8-1540 and was

evaluated by MSFC (described in MSFC-SPEC-253).

Some of its features are listed in Table XIV. This

TABLE XIV. MLF-5 DRY-FILM LUBRICANT,

MSFC-SPEC-253

PREPARATION:

INGREDIENT PARTS

1. Molybdenum disulfide 10

2. Graphite 1

3. Gold 5

4. Sodium silicate 7

5. Water 60

APPLICATION:

Spray and bake

ADVANTAGES:

1. Extreme pressure

2. Constant, low friction

3. Not sensitive to environment

4. LOX compatible

5. Moisture resistant

lubricant now is being used on the RL-10A3 engine

gimbal bearing on the S-IV stage of Saturn I and the

Centaur because the lubricants used initially were

shown to be unsatisfactory for vacuum operations. A

comparison of MLF-5 with some better dry-film

lubricants is given in Table XV. All except graphite

were tested under uniform conditions. Although the

graphite was tested under a higher load (75. 8 kN/m 2

or 11 psi compared to 15. 2 kN/m 2 or 2.2 psi for the

others) and a higher speed (8.1 m/sec or 1600 fpm

compared to 3.9 m/sec or 765 fpm for the others),

the results substantiate the generally accepted con-

clusion that graphite is an ineffective lubricant in

vacuum because of the absence of oxygen and moisture

on the surfaces of the graphite flake.

TABLE XV. DRY-FILM LUBRICANTS

LUBRICANT BINDER COEFFICIENT OF FRICTION

(AVERAGE)

101 kN/m 2 133 gN/m 2

(760 torr) {1 × 10 -_ torr)

Gold Electroplated 0.21 0.24

MoS 2 Teflon 0o 25 0.25

MoS 2 Na2OSiO 2 0° 21 0, 35

MoS2/Graphite Na2OSiO 2 0.21 0.26

(10:1)

MLF-5 Na2OSiO 2 0. 17 0. 10

Graphite 1 --- 0.15 0.702

1. From Ramadanoff & Glass

2. 1333 N/m 2 (10 torr)

In Figure 10, the coefficient of friction of MLF-5

as a function of bearing pressure in vacuum is com-

pared with that of Ease-Off 990, the commercial

lubricant originally specified for the RL-10A3 gimbal

bearing. In Figure 11, the coefficient of friction of

MLF-5 as a function of temperature in vacuum is

compared with that of Fabroid, the commercial

lubricant currently specified for the J-2 engine gimbal

bearing. Inasmuch as Fabroid is a glass-reinforced

Teflon, higher bearing pressure would be expected to

show Fabroid less favorably.

The utility of dry-film lubricants is not re-

stricted to space-related applications. The Saturn V

hold-down arms wiU be lubricated with a new related

compound, MLF-9, described in Table XVL The

choice of this lubricant for the hold-down arms was

based on data such as shown in Figure 12. Experi-
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TABLE XVI. MLF-9 DRY-FILM LUBRICANT

PREPARATION:

INGREDIENT PARTS

1. Molybdenum disulfide 10

2. Graphite 1

3. Bismuth 14

4. Aluminum phosphate 9

5. Water 60

APPLICATION:

Spray and bake

ADVANTAGES:

1. Extreme pressure

2. Constant, low friction

3. Not sensitive to environment

4. LOX compatible

5. Moisture resistant

mental data on commercial greases and the special

lubricants, MLF-5 and MLF-9, some of which are
plotted here as coefficient of friction versus bearing

pressure, demonstrated clearly the superiority of
dry films over greases at the bearing pressures of
concern (more than 689 MN/m 2 or 100 ksi) in the
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Saturn V hold-down arm application. In addition to

having a somewhat more favorable coefficient of

friction than MLF-5, MLF-9 is not hygroscopic as

is MLF-5. The substitution of bismuth for gold also

reduces the price of MLF-9.

2. Cold-Welding Problem. An interesting

adjunct to the lubrication studies has been the work

on the "cold welding" of metals in vacuum. Much

concern has been expressed over the possible welding

of metals, cleaned by long exposure to space, when

they come into contact, such as in a docking operation.

Under contract NAS8-11066, Hughes Aircraft Company

developed the data shown in Figure 13. This chart

depicts loads which can be tolerated without causing

"welding" of representative materials when exposed

to a pressure of 667 nN/m 2 (5 × 10 -s torr) for 19

hours. The samples were cleaned chemically before

they were loaded in vacuum. Results of this program

demonstrate that in essentially all cases no "cold

welding" occurred at static loads of up to 75 percent

of the compressive yield strength of the materials.

However, under dynamic loads, the mechanical

cleaning caused by vibration may enhance the "cold

welding" prospects, but the existence of any non-

metallic inorganic film (e. g., a surface oxide) on

either faying surface will preclude the possibility of

"welding. " These data indicate that the problems of

"cold welding" during docking maneuvers may not

be severe.
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D. ELECTRICAL CONTACT MATERIALS

The deficiencies of commercial sliding con-

tact material (slip rings and brushes) in the space

environment have been thoroughly established. The

complexities involved in circumventing these problems

by using ac power, and the sacrifices realized by

neglecting the attributes of dc equipment, prompted

MSFC to embark on a program to develop sliding

contact materials applicable to the space environment.

In a vacuum environment, the problem with

standard graphite brushes is excessive wear rate, as

illustrated in Table XVII. The additives developed

for airplane flight altitudes are not adequate for space

flight. It was shown in the vacuum lubrication program

that molybdenum disulfide is a good lubricant in vac-

uum; however, it is not an electrical conductor. To

utilize the lubricity in vacuum of molybdenum disulfide,

a composite of MoS 2 and metallic powder was prepared.

TABLE XVII. WEAR RATES OF GRAPHITE AND

GRAPHITE/ADDITIVE MIXTURES

PRESSURE

MATERIAL N/m 2 (torr)

Graphite 101 k (sea level)

(760)

Graphite 30 k (9 kin)

(225) (30,000 ft

Graphite plus Halide 30 k (9 kin)

additive
(225) ( 30,000 ft

Graphite plus MoS 2 30 k (9 kin)

pockets
(225) (30,000 ft

Graphite 133 p ( 152 kin)

(1 x 10 -6)

( 500,000 ft)

Graphite plus Halide 133 /1 (152 kin)

additives
( 1 x tO -s)

( 500,000 ft)

Graphite plus MoS 2 133 p (152 kin)

pockets
(1 x 10 -_)

( 500,0O0 It)

DURATION WEAR RATE

hours mm/hr (in./hr

--- 0. 0025

(1 × 10 -4)

6 2.54

(1 x 10 -l)

112 101, 6

(4 x 10 -3)

--- 7.6

( 3 x 10 -4)

O. 5 30.48

(1.2)

1.5

16

8.89

(3.5x 10 -1)

0.51

(2 × 10-2)

Both silver _nd copper were evaluated as the metal

powder. The processing technique involved hot-

pressing the mixed powder to a dense, composite ma-

terial capable of being ground to any desired geometric

shape. To date, the most successful compositions

have been prepared at a temperature of 1200°K

(t700 ° F) and a pressure of 27.6 MN/m 2 (4000 psi).

Compositions containing volume percentages shown

in Table XVIII have been evaluated, and results

indicate that a composition of 14 percent Ag-86 percent

MoS 2 represents the most desirable lubrication and

conductivity compromise. The conduction of these

11



TABLE XVIII. BRUSH MATERIAL COMPOSITIONS

COMPOSITION

NUMBER

1 95

2 90

3 80

4 90

5 86

6 80

7 73.5

8 61.8

9 82. 5

10 74. 2

11 60

12

13

14

VOLUME PERCENT

MOLYBDENUM SILVER COPPER TUNGSTEN SILVER

DISULFIDE DISULFIDE SULFIDE

10

14

20

26.5

38.2

14.5

2o

30

18

23.7

5

10

20

3

5.8

lo

82

76.3

67 33

composites has been studied, and indications are that

the composite does not contain sufficient metal atoms

to permit metallic conduction. Although this is not

conclusive evidence, the photomicrograph of the

composite (Fig. 14) indicates that the silver particles

are not connected. Furthermore, the electrical con-

ductivity is less than that of silver. A semiconducting

FIGURE 14. PHOTOMICROGRAPH OF

MoS2-Ag COMPOSITE

process may be involved in the composite brush to

provide electrical conductivity between the silver

particles. Work is being done now to verify this

possibility. There is experimental evidence that

the 14 percent Ag-86 percent MoS 2 composite brush

will function satisfactorily in pressures as low as

133 nN/m 2 (10 -9 torr). Brushes have been run in

excess of 7000 hours continuously without failure in

simulated commutator tests and have been run in

75-watt ( 1/t0 hp) motors successfully for a total

of 5580 hours. Preliminary testing has been com-

pleted successfully on 186-watt (1/4 hp} motors.

A comparison of the wear rate of these brushes with

other experimental brush materials and with com-

mercial brushes is shown in Table XIX. The

composite-brush wear rates at 304,800 meters (1

million feet) are less than the wear rates (2.54 pm)

of commercial brushes at 0.1 MN/m 2 ( 1 atm), as

shown in Table XVII. There is no reason to believe

that these composite brushes would not be applicable

to motors of much higher power than have been tested.

As indicated by MSFC's experimental program, the

dc motor can be used efficiently in space or on the

surface of our moon or other planets.

TABLE XIX. WEAR RATE OF BRUSH MATERIALS

PRESSURE DURATION WEAR RATE

MATERIAL uN/m 2 (torr) hours mm/hr (in./hr)

Graphite 133 at 152 km 0. 5 30.48

(I x 10-B at 500,000 ft) (1.2)

Graphite plus 133 at 152 km 1.5 8.89

llalides
(1 × 10 -6 at 500,000 ft) (. 35)

Graphite plus 133 at 152 km 16 0. 508

MoS 2 pockets (1 x 10 -_ at 500,000 ft) (. 02)

MoS 2 - Ag 13. 3 at 305 km 6,914 0. 03556 p

Hot pressed
material ( I × I0 -7 at I million ft) ( i. 4 × i0 ~6)

E. POLYMERS

Many materials of critical interest to MSFC

fall in the category of polymers; structural adhesives,

plastics, and synthetic rubber are common examples.

Some applications of polymers to MSFC work are

listed in Table XX.

A polymer may be described as an assemblage

of long, chain-like molecules. These molecules are

built up of repetitive identical linkages or chemical

building blocks which are induced to couple together

during a chemical reaction. Actually, one obtains

a statistical distribution of chain lengths or molecular

weights which depends upon the nature of the materials

and the process used to prepare the polymer. It is

possible in most cases to ascertain experimentally

an average molecular weight.

12



TABLE >IX. POLYMER APPLICATIONS

ADIlESIVES

1, Bonding clips, Brackets

2. Bonding composite materials

SEALING AND ENCAPSULATING

i. Seals, Gaskets, Valve seats

2. Conformal coatings, Potting

COMPOSITES (STRUCTURAL AND INSULATION)

t. Reinforced plastics (laminates, filament

wound)

2. Foams

3. Films

4, ttoneycornb cores

COATINGS

t, Temperature control

2. Corrosion protection

LINERS AND BLADDERS

1. Propellant ex-pul sion

2. Fluid containment

At the molecular level, a linear polymer may be

compared with a bucket of worms. The long, worm-

like molecules would be coiling and tangling around

one another in continuous motion; the extent and

frequency of this motion would be dictated by the

temperature and other factors. It is this capacity

for relatively free molecular motion, as compared

with metals and ceramics, which confers unique

physical properties on the polymer solid state. These

properties can be regulated in many instances by what

we call the degree of crosslinking or the number of

times an average worm-like /nolecule is attached to

one of its neighboring molecules. If there are no

attachment points along any of these continuous

molecular chains, the material may be a linear

polymer like Teflon, which readily undergoes

permanent plastic deformation. With only a moder-

ate degree of crosslinking, the molecular lattice

develops an elastic memory and tends to return to

its original form when a stress is removed. This

material may be an elastomer or rubber and, in

this case, the crosslink density is usually slightly

over unity. If this crosslinking can be continued

further, a highly complex three-dimensional molec-

ular array can be developed that will be characterized

by extreme strength and rigidity. An attempt is

made to achieve this highly crosslinked state in

structural adhesives during the curing step. In fact,

curing can be defined as a chemically controllable

process for increasing the crosslink density.

i. Polymers for High-Temperature Appli:

cation. A combined program of internal and con-

tractual work was started several years ago for the

study of polymers containing silicon-nitrogen bonds.

This type of polymer is compared with silicones in

Figure 15. As shown, starting with silicon dihalides,

a silicone results through reaction with water, or a

silazane (silicon-nitrogen polymer) through reaction

with ammonia. The high-temperature properties of

silicones are well known, and it was expected, and

now appears, that silazanes will have substantially

better high-temperature properties. Furthermore,

sflazanes serve as intermediates, as will be demon-

strated later, to make polymers of still higher-

temperature utility.

CH a H CH s H

I I I I
NHa ) -Si_N_Si_N-

ammonia I I

CH s CHs

silazanes or silylamines,
non-polymeric, tow molecular

weight

CHs
I

CI-Si-CI

I
CH s

HlO
J

water

CH s CHs

I I
-si_o_si_o-

I E
CH_ CH s

siloxane or silicone polymers

or plastics, high molecular weight

FIGURE 15. FORMATION OF SILAZANES

AND SILICONES

The current joint effort in this area with Southern

Research Institute has elicited a great deal of inter-

est. Both linear polymers and cyclic compounds have

been prepared by direct reactions such as those

shown in Figure 16. A direct halosilane-amine

reaction can be used to produce cyclic compounds or

low molecular-weight silazane polymers. In addition,

these materials can be modified by reactions involving

an exchange process between a Si-N compound or

polymer and an organic diamine.

SILICON-NITROGEN POLYMERS

PREPARATIVE METHODS:

a. DIRECT

R 2 Si CI 2 + R" NH 2 -*

R

H

/,N\ / S - R'

R2_i, _iR2 OR R2SiNN_R"
R'N NR

\sr/ H
R2

CYCLOTRISILAZANE LINEAR DISILAZANE

b. AMINE EXCHANGE REACTION:

RaSiNHR+ H2NR' _ Ra SiNHR' + RNH2 _

R'NH 2 MUST BE LESS VOLATILE THAN THE AMINE IT RE-
PLACES. IN MOST CASES, AMMONIAIS DISPLACED. FOR
EXAMPLE:

R?
/Si\

x HN NH

R2 Si _i R2

\N /
H

+3xHa N-R'-NH1-_ -N-R'- +3xNH3

j3x

FIGURE 16. FORMATION OF CYCLIC AND

LINEAR SILICON-NITROGEN POLYMERS

13



Someof thecyclicsilazaneshavethepropertyof
undergoingcomplexcondensationreactionsat elevated
temperatures(Fig. 17). Thebrown,benzene-
solubleresinis tractableupto793°K(520°C), but,
at this temperature,it suddenlyundergoesaconden-
sationreaction,producingaporous,intractable
polymerwhichis stableto about973°K(700° C).

Although the ultimate products of these reactions are

extremely stable materials, there are drawbacks to

their immediate use that will necessitate further

development. One potential application for this type

HEX APHENYLCYCLOTRISILAZANE

÷z

----/s,\ +6, c,..
3_2Si CI2 + 3NH3_ HN --NH

I f

÷zSJ N/SJ_'
H

573°K
--<[_b_Si NH]3_ _ BROWN BENZENE SOLUBLE RESIN300°C

793°K (REPRODUCIBLE)

520°C)

POROUS, CROSS'LINKED POLYMER,
BENZENE AND BIPHENYL EVOLVED

STABLE TO ABOUT 9730K (700°C)

STRUCTURE UNKNOWN, (C 6 H5 Si N) x

FIGURE 17. CONDENSATION REACTION OF A

CYCLIC SILAZANE

of polymer is in protective coatings. Some work has

been done to test this potentiality. Aluminum panels

were coated with pigmented (AI and TiO 2) silazane

coatings and held at 673°K (400 ° C) for four hours.

Only the middle portions of the panels were coated,

and the edges were exposed. At the temperature

of exposure, the aluminum is so soft that it must be

supported. Following the temperature exposure,

the panels were exposed 14 days to a standard salt-

spray test for protective coatings. As shown in

Figure 18, the coated areas were not affected

appreciably by this treatment.

A development that originated at MSFC was the

evaluation of simple silazane compounds as inter-

mediates for the formation of other polymers. Figure

19 indicates how silazanes can be used to prepare an

extremely interesting family of hybrid polymers.

These are half ether and half silicone, and the ordered

spacing of these units down the chain length offers

interesting possibilities for the development of crys-

talline order. The structural formula of a specific

polymer of this family Is given in Figure 20, and an

outstanding property of this material is shown in

At

4'

METHYLPHENYL SILAZANE ON ALUMINUM

4 hr,_, AT 674 ° K (752°F) 14 d(]ys SALT SPRAY

FIGURE 18. PIGMENTED SILAZANE AS

PROTECTIVE COATING

INTERNAL RESEARCH

ORDERED SILICONE-PHENYL ETHER COPOLYMERS

H

¢_ /N ¢ HO-R- OH-, [_Si + -O-R-O_
ORGANIC i

¢/ _N H ¢ DIOL

DISILAZANE

PROPERTIES:

GOOD THERMAL STABILITY

GOOD FILM FORMING PROPERTIES

SOLUBILITY

RESISTANT TO ULTRAVIOLET RADIATION (?)

FIGURE 19. ORDERED SILICONE-PHENYL

ETHER COPOLYMERS

Figure 21. This shows the weight loss of the hybrid

polymer under a uniformly programed rate of

temperature rise in comparison with a commercial

polybenzimidazole adhesive which may represent the

ultimate thermal stability obtainable in a practical

adhesive system. The polymer prepared locally is

relatively stable and, on the basis of this behavior,

it is being studied intensively to further define its

high-temperature potential. The polymer has been

made into fiber and film, and is being studied now

as an "organic solder" in the hope that it can be

converted into a crosslinkable adhesive. Full details

of this work were reported by Curry and Byrd of the

Materials Division (Propulsion and Vehicle Engineering

Laboratory, MSFC) in Journal of Applied Polymer
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Science (vol. 9, 1965), and this publication has  
aroused considerable interest  i n  the future of these 
materials.  

R R' R R '  
I I  I I 

I I 
R' R '  

HN-Si-NH + HO-R"-OH + -Si-0-R"-0- 

F'h Ph Ph ph 

Ph Ph 
poly(4,4'-bisoxybiphenylene 

diphenylsilane) 

FIGURE 20. DIOL-DIAMINOSILANE REACTION 

IOITE' Polybenzlmldarola \. \ I 
y-(4.4' blsorybiphenylana) diphenyl Y 

"----i 70t NITROGEN ATMOSPHERE HEATING RATE 4.1 O K  PER MINUTE I 
I I 1 I 

100 200 300 400 500 600 700 T 
373 473 573 673 773 E73 973 'U 

601 

TEMPERATURE 

FIGURE 21. WEIGHT LOSS AT HIGH- 
TEMPERATURE EXPOSURE, HYBRID 

POLYMER VERSUS COMMERCIAL 
ADHESIVE 

Southern Research Institute h a s  prepared 
interesting variations of these polymers  from silicon 
diols bridged by phenylene groups ( Fig. 22). These 
ma te r i a l s  appea r  to m e r i t  study as high-temperature 
e l a s tomers  because they respond to the same  curing 
agents that  are employed for  conventional silicone 
rubber.  In a comparison of one of the elastomers  
( silphenylene) with a high-temperature rubber (Viton 
A) under identical  high-temperature exposure,  the 
silphenylene w a s  found to retain its elasticity while 
the Viton A d r i e d  and crumbled ( Fig. 23) .  

Another i dea  which originated at MSFC is 
explained graphically in  Figure 24. 
t o  be a great ly  improved p rocess  f o r  the preparation 
of complex polymers  known as polybenzoxazoles. 

This appears 

H Ph H Me Me 
I 1  I 

Me-N-Si-N-Me + HO-Si ' O i i - o H  4 
I I 
Ph Me M e  

Ph M e  Me 
-si-o-A-Qsi-o- I I 

I 1  I 
Me Ph M e  

poly[ 1,4-bis(oxydimethylsilyl)- 
benzene diphenylsilane 1 

FIGURE 22. HYBRID POLYMER CONVERSION 
TO HIGH-TEMPERATURE ELASTOMER 

VITON A SILPHENYLENE 

I hour ,  674°K (752'F), NITROGEN 

FIGURE 23. HIGH-TEMPERATURE EXPOSURE, 
SILPHENYLENE VERSUS VITON A 

These polymers are not new and have been made be- 
fo re  by a number of methods. The new feature of 
this p rocess ,  which is the basis  of another patent 
disclosure being submitted from the Materials 
Division, is the use of a n  aromatic diamide to form 
a l inear  polymer which is converted thermally to the 
highly stable polyaromatic configuration. This idea 
has  been offered to one of ou r  polymer r e sea rch  
contractors  who h a s  had very good success  in  pre-  
paring stable polymers by this route. Although the 
ramifications of this explosively growing field of 
polymer chemistry may be discussed at much greater  
length, it cannot be done here. I t  may be noted he re ,  
however, that workers  at MSFC are highly optimistic 
that this process  will yield mater ia ls  useful in many 
aspects  of their  work. 
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H2N_NH 2 -I- H2N_ --NH 2

- _ _NH3
HO,_ .OH 0 0 "_
H /_ _ H II A I1|

LINEAR POLYAMIDE ._

%

J,_ POLYBENZOXAZOLE

FIGURE 24. POLYBENZOXAZOLE FORMATION

2. Polymers for Low-Temperature

Application. Two adhesive development programs

will be discussed first. Narmco Research and

Development Division of Telecomputing Corporation

is continuing its original contract effort which re-

sulted in the development of Narmco 7343, the only

adhesive now available commercially that was devel-

oped specifically for cryogenic applications. The

goal of this new program (NAS8-11068) is a structural

adhesive that is compatible with liquid oxygen; it might

be a sticky Teflon-like material which can be cured

under reasonable temperature and pressure conditions.

This promises to be a problem because Teflon-like

materials are renowned for their lack of adhesiveness.

However, the contractor has made very significant

progress in the preparation of new starting inter-

mediates which may prove capable of forming curable

LOX-compaUble polymers that will function as

adhesives. One sample of Narmco LOX-compatible

adhesive (hot melt) had a peel strength of 222 N

(50 lbf) at room temperature for specimens 51 mm

(2 in.) wide. This compares with 111 N (25 lbf) for

a 76 mm (3 in.) specimen of HT-424.

Monsanto Research Corporation, under contract

NAS8-11371, is investigating semiorganic or metal-

containing polymers of potential value as adhesives.

There are theoretical reasons to hope that these

materials may provide usable strengths over a very

broad temperature range, which may extend into the

cryogenic realm.

Narmco Research and Development Division has

developed an interesting new cryogenic seal material
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under contract NAS8-5053. Alternating plies of glass

fabric and Teflon film are pressed under conditions

which cause a partial flow and wetting of the fabric

by the resin (Fig. 25). The resulting laminate has

unique spring-like characteristics, which suggest

its potential as a gasket and seal material.

_GLASS

CLOTH

FIGURE 25. LAMINATED CRYOGENIC

SEAL DEVELOPMENT

One of MSFC's oldest contract programs, and

incidentally the least expensive one, has yielded

some valuable information on the allowable installed

lifetimes of rubber and plastic components in a semi-

tropical environment. The University of Florida has

a contract (NAS8-1523) to expose representative

hardware containing rubber and plastic components

to weather conditions in the area of Gainesville,

Florida. Periodically, these valves and other items

are pressure tested and cycled for evidence of seal

failure due to age degradation. A parallel exposure

and testing program is being conduoted in the

Huntsville environment by Materials Division person-

nel. The findings of this program have indicated that

aging under the environmental conditions of concern

is not as important a problem as once was thought.

Consequently, the age control documentation has been

relaxed, resulting in considerable saving of cost and

effort.

III. ENVIRONMENTAL EFFECTS

AND PROCESSES

As was indicated earlier, considerable effort is

devoted to effects of processes and environments on

the properties of materials. Being studied are such

things as thermal and mechanical treatment of metals,

corrosion protection, and compatibility of materials

with working fluids. In addition to their compatibility

with materials, propellants are being studied from

the standpoints of mixing phenomena, reaction



kinetics,andresultant blast effects• The Materials

Division of MSFC has made and continues to make a

significant contribution to the knowledge of the be-

havior of materials, especially metals, at cryogenic

temperatures. Part of its work in this area was

summarized recently in a report, "Effects of Low

Temperatures on Structural Metals," NASA SP-5102,

prepared by the Technology Utilization Office.

At the beginning of the RIFT Program, the

Materials Division initiated a study of nuclear radia-

tion effects on nonmetallic materials under anticipated

combined environments of extreme temperatures and

hard vacuum• The work was concentrated on organic

materials because of their greater susceptibility to

degradation and because of their critical applications

in a nuclear stage.

The radiation effects studies have been done

primarily at General Dynamics/Fort Worth (NAS8-

2450), with less extensive but equally important

support from in-house studies and cooperative pro-

grams with AEC/ORNL•

The program required the development of exper-

imental apparatus and testing techniques that can be

used under combined environmental conditions for

in-situ measurements and this, alone, was a signif-

icant achievement. The devices, which are designed

around standard laboratory testing methods and

procedures, ensure consistency with existing aata

and permit direct utilization for other combined

environment or hazardous testing as well as for in-

flight experiments.

The evaluation of synergistic effects was neces-

sitated because the mechanisms of material property

degradation are different and competitive for the

several different environments. Data on the effects

of irradiating certain materials in air and in vacuum

are given in Table XXI. Note the almost complete

degradation of the tensile strength of neoprene and

Buna N as a result of irradiation in vacuum• The

Buna N became weak, tacky, and ductile as a result

of the vacuum irradiation, and hard and brittle as a

result of air irradiation• On the other hand, Viton

A appears to be satisfactory for this environment on

the basis of increased tensile strength; however, the

decreased elongation would be an important consider-

ation in the application of this material as a seal,

particularly as a dynamic seal. Furthermore, Viton

A is unsatisfactory for very low temperature appli-
cation•

The effect of irradiating Teflon in air, vacuum,

and in vacuum at a cryogenic temperature is illus-

trated in Figure 26• The improved stability of Teflon

TABLE XXI• COMBINED ENVIRONMENTAL

TESTING OF ELASTOMERS

RADIATION TENSILE
PRESSURE TEMP.

MATERIAL TEST N/m2(torr) .K(°C) J(ergs/gm) STRENGTH ELONGATION WHERE
(C) MN/m 2 (psi) PERCENT TESTED

Neoprene Air 101 k 300 0 21.6 426 GD/FW

(RA 24160)
(760) (27) (3135)

Vao I. 3 m 300 0 23, I 405 MSFC

(1 x 10 -5) (27) (3250)

Air/Rad 101 k 300 190 19. 1 265 GD/FW

(760) (27) (1.9x 109) (2769)

Vac/Rad 667 _ 300 190 I. 3 218 GD/FW

(5x 10 -8) (27) (1.9× I0 _) (191)

Runa N Air I01 k 300 0 18. I 686 GD/FW

(RA 30760)
(760) (27) (2630)

Vac I. 3 rn 300 0 16.2 700 MSFC

(1 × 10 -5) (27) (2640)

Air/Rad 101 k 300 190 14. 9 390 GD/FW

(760) (27) ( I. 9 X i0 _) (2175)

Vac/Rad 667 _ 300 170 1.4 450 GD/FW

(6x lO -_) (27) (1.7 × 10 _) (203)

Viton A Air 101 k 300 0 9.3 172 GD/FW

(RA 26360)
(760) (27) (1343)

Vac 1. 3 m 300 O 8.1 238 MSFC

(i x I0 -5) (27) (1168)

Air/Rad 101 k 300 2000 18. 1 31 GD/FW

(760) (27) (2 x 1Ol_ (2629)

Vac/Rad 67 p 316 1660 12.6 36 GD/FW

(Sx10 -? ) (42) (1.6x 1010) (1830)

|
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FIGURE 26. ULTIMATE TENSILE STRENGTH

OF TEFLON

under the vacuum irradiation condition is well es-

tablished; the combined radiation, vacuum, and

cryogenic temperature environmental results, while

not unexpected, were demonstrated as part of this

program. The effects of irradiation of fiberglass-

polyester laminate (Paraplex P-43) under several

conditions are illustrated in Figure 27. As will be

noticed, the effects of radiation in combination with

one or more other environments cannot be determined

from data for another particular combination of

environments.

17



413.-/. _--

_ 344.7-

_ 275.11-

206.| -

RADIATION LEVEL IOOO joules/_ (IOl°er_s/g) CARBON

VACUUM LEVEL 13_FN/m 2 (lO*611orr)

FIGURE 27. ULTIMATE TENSILE STRENGTH OF

PARAPLEX P-43

Since the radiation effects testing has been done

parametrically, it is believed that applicable data

are now available for the design of nuclear-powered

space vehicles. So that the great store of radiation

effects data may be used for the design of spacecraft

as well, recent work has included correlation studies

between nuclear reactor radiation effects and space

indigenous radiation effects.

IV. CONCLUSIONS

Some recent achievements in materials research

have been discussed in this report. Some of these

already have been applied in the Saturn program and

others will be applied.

Although the research program has made sub-

stantial gains, all recognized problems have not

been solved, and all worthy ideas for improvement

have not been exploited. It is believed that the

demands of advancing technology for more performance

from materials will be met not by dramatic break-

throughs but by the continuous application of

significant resources in a program flexible enough

to allow the specialists to modify lines of investigation

to take advantage of changing trends.
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INTRODUCTIONTO MANUFACTURINGRESEARCH
AT MARSHALLSPACEFLIGHTCENTER

By

H. F. Wuenscher

Research and development in manufacturing has

gained importance with the advance of the space pro-

grams. In the Apollo program, the state of the art

in manufacturing technology seemed to be extended

to practical limits; consequently, in many instances

new approaches had to be made available by more

intensified manufacturing research activity. This

manufacturing research activity has the following

broad purposes:

1. To provide the scientific basis for manufac-

turing and to establish the principles for control of

all variables and boundary conditions.

2. To develop new manufacturing concepts by

application of existing and new scientific principles.

3. To verify the feasibility of advanced concepts

in experimental manufacturing applications.

The major areas in which MSFC is doing in-house

or contract-supporting manufacturing research and

development in fulfillment of these general purposes

are listed in Table I.

TABLE I. MANUFACTURING RESEARCH

AND DEVELOPMENT AT MSFC

MANUFACTURING RESEARCH

Technique s

Welding Bonding

Brazing Chemical processing

Soldering Electrical processing

Mechanical joining Thermal treatment

Forming

Material removal

Material deposition

Sterilization

Concepts

Tooling Metrology

Handling and Cleaning

EXPERIMENTAL MANUFACTURING

Element development for structures

and systems

Configuration development for structures

and systems

Space manufacturing for orbital and

lunar operations

The three reports which follow cover research

achievements such as welding, bonding, forming,

and the use of intense magnetic fields and lasers for

novel processing and tooling concepts. The status

and results of MSFC research work in all the other

areas are given in the supporting research and

technology reports published in the semiannual prog-

ress reports issued by Research Projects Laboratory.

Although this achievement review cannot give details

of all Manufacturing Engineering research and de-

velopment, some of the interesting projects which are

not covered in detail in the reports which follow will

be mentioned here.

Research and development contracts in the field

of high-frequency welding and in diffusion bonding

were started late in fiscal year 1965. This work

will pioneer the "perfect" joining of metals to form

large, one-piece ("unitized") structures. Beyond

structural improvement for the present programs,

such joining processes are important for possible

manufacturing application in space vehicle programs.

In regard to tooling research, the modular

tooling concepts in weld joining of large structures,

new approaches in automation and measuring technol-

ogy, and local environmental control concepts have

gained basic importance for the present program.

Experimental manufacturing, which provides the

only realistic test bed for large-scale verification of

manufacturing research results, is subdivided under

the categ_)ries of development of structural elements,

configuration development, and manufacturing de-

velopment for space programs.

One example of the development of structural ele-

ments is the 2.4-meter (8-foot} long ultralightweight

box beam series, in which similar beams are optimized

in high-strength aluminum, titanium, beryllium,

Lockalloy, magnesium-lithium alloy, and fiberglass.

This work is being done to establish state of the art

limitations and to provide the necessary support in

manufacturing process research to the point at which

space vehicle application becomes feasible.

Another example is the insulation systems de-

velopment in the short-duration double seal and the
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long-duration multilayer radiation barrier superin-

sulation. Here the manufacturing feasibility for

system elements such as I_enetrations by the sup-

porting structure and fuel lines, and manhole cover

closeouts and vacuum-sealed jackets, determine to a

large extent the systems configuration. The research

work in energy-absorbing elements should be men-

tioned, because the extruding tube mode, used for

absorbing the Saturn V launch release shock loads,

basically uses a manufacturing process. There is a

very promising new mode under development in

which wire rings are rolled over and over between

telescoping tubes. This is a unique reusable energ_¢

absorber and is now under consideration for use on

the Lunar Excursion Module and the Lunar Hopper.

The configuration development program con-

sists of a number of common-dome conceptions

such as the bonded strip seal and the all-welded

face-sheet versions. Furthermore, a series of

configuration developments for tanks 5 meters (200

inches) in diameter provide the basis for develop-

ment and verification of many manufacturing re-

search projects. As an example, the magneto-

motive hammer principle was first used for the

experimental multicell tank. Also, tack welding

and subsequent automatic skate welding were first

used at MSFC as a new modular concept for large

space vehicle manufacture.

The second experimental tank, being assembled

now, is a torus tank, made of a new type high-

strength aluminum alloy, 7039, for which new form-

ing processes, magnetomotive flaring processes,

and advanced welding concepts are used. A third

experimental tank of semitoroidal shape is in pre-

paration.

Application of manufacturing processes in

orbit and on the moon for maintenance, repair,

modification, and even orbital assembly and lunar

manufacturing, is entering the study phase within

the Apollo Applications Program. MSFC is se-

lecting manufacturing processes which could

utilize the space environment to their advantage,

and is looking for tooling concepts suitable for the

given payload and power conditions. All this is in

preparation for the planned activities in the fiscal

year 1966 and beyond.
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James R. Williams

SUMMARY I. INTRODUCTION

Research achievements applicable to the pro-

duction of Saturn V components are described in this

report.

Leakage at the mechanical connections in high-

pressure lines has been minimized or eliminated

through the use of precisely flared tubes. Flaring

to close tolerance is done with an orbital flaring

adapter, and the forming operation is precisely con-

trolled with an electronic control console.

A technique of "aging" or heat-trea_ent hard-

ening of aluminum materials has been used to form

cylindrical-tank segments and double-contoured gore

segments precisely, and to remove weld distortions.

The control of weld porosity has been improved

as a result of research which demonstrated the close

correlation between electrical energy input per inch

of weld and weld porosity and metallurgical quality.

Based on this information, the gas metallic arc

method has been used successfully for two-pass

welding, and thinner gage aluminum has been welded

(LOX tunnel to fuel bulkhead) with an MSFC designed

gas metallic arc unit.

Much research has been done in processing and

assembly techniques as they apply to composite

structures and materials. Using brackets and

fasteners on Saturn wall structures as well as

strengthening and repairing substandard tank struc-

tures have been made possible by the studies in ad-

hesive formulation and application. Other investi-

gations are concerned with the fabrication of double-

curvature common bulkheads and with improvements

in fabrication technology of other bulkhead structures.

Tooling costs have been reduced as a result of

the development of skate-type tooling for S-IC gore-

edge trimming. Research is continuing on self-

regulating skate systems.

Control techniques for milling by chemical

etching have been developed. As a consequence,

chemical milling has been used extensively for

Saturn V gore segments.

This report reviews manufacturing research

achievements which are being used today to assist

in the production of Saturn V components. Manu-

facturing technology required for the Saturn V

vehicle covers a broad range of requirements. The

following, which are typical areas of research

application, are discussed in detail:

1. High-pressure liquid and pneumatic ducting

systems

2. Age forming and sizing

3. Welding research applications

4. Composite structures research applications

5. Tooling research and applications

6. Chemical milling.

These research applications reflect the cooper-

ative effort of MSFC and the stage contractors in

defining common problem areas, outlining research

projects, and applying the gain of knowledge to the

original problem.

II. HIGH-PRESSURE LIQUID AND
PNEUMATIC DUCTING SYSTEMS

A problem which has been general for all orga-

nizations building Saturn hardware is manufacturing

leak-tight liquid and pneumatic ducting systems for

the vehicle. The defect is leakage at the mechanical

connector of the higher pressure.ducting systems,

which operate at pressures up to 27.6 MN/m 2

(4000 psi). The connectors join the many subsystems

throughout the Saturn vehicle. For example, the

first stage alone of the Saturn V space launch vehicle

required over 1000 flared-tube connecters of the de-

sign shown in Figure 1.

Component designers and fabrication research

personnel are working to eliminate mechanical

connections through welding and brazing. However,
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many mechanica l  connections are still r e q u i r e d  to 
p e r m i t  effect ive u s e  of subassembly  and modular  
fabr icat ion principles. 

COUPLING 7 
FIGURE 1. FLARED TUBE CONNECTOII USED ON 

THE S-IC STAGE, SATURN V 

A typical installation us ing  hundrct ls  of these  
f larcd-tubing connections i s  the S-I1 s t a g e  ( b u i l t  by 
North Amer ican  Aviation) shown in F igure  2. The  
m a j o r i t y  of the f l a r e s  are on tubes with a d i a m e t e r  
of 25. 4 nim ( 1  inch)  o r  less. 

The  m a j o r  deficiency of this  type of connec tor  
h a s  been  the  inconsis tent  configuration of the  tube 
flare. Exper ience  and tes t ing indicated tha t  if the  
f l a r e  could be formed to v e r y  c l o s e  d imens ions ,  
the n ia jor  leakage problem would be el iminated.  

R e s e a r c h  funding dur ing  the past three y e a r s  has 
m a d e  i t  possible  f o r  Manufacturing Engineer ing  
Labora tory  of MSFC to devclop a unique technique 
of prec is ion  tube f lar ing which produces  the c h a r -  
a c t e r i s t i c s  requi red  by tube flare design s tnndard  
MC-14G. T h e s e  basic r e q u i r e m e n t s  are shown in 
F i g u r e  3. 
within 0. 02 nim ( 0. 0008 inch) TIR,  the ID anglc  
and  OD angle  e a c h  m u s t  be within 10. 0087 rad ian  
(i 1 degree ) of the basic  0. (i5 radian ( 37 dcgrec) 
ant1 0. 58 raclian ( 33 degrcc) clcsigi:7latioti, rc- 
spcc t ivc ly ,  m c l  i t  is neccssnry  to control the ni:~jor 
d i a m e t e r  of the f la re  within 0. 254 nim (0 .  010 inch) .  
T h e  roughness  allowance of thc sea l ing  s u r f a c c s  i s  
0. 0004 n im ( 1 6  micro inchcs)  for  s t n i n l c s s  s t e e l  
and 0. 0008 m m  ( 3 2  micro inchcs)  f o r  a luminum tubing. 

The  f lared end of the tube m u s t  be round 

L 

IJIGUIIE 2. INSTALLATION WITH FLARED 

STAGE, SATURN V 
TUBING CONNECTIONS ON TIIE S-I1 

4 
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FIGURE 4. ORBITAL FLARING ADAPTER

DEVELOPED BY MSFC

flared end of the tube from beth sides simultaneously

with an ID cone and an OD rolling die.

Precision control of the forming operation is

obtained by use of an MSFC-developed electronic

control console, shown in Figure 5. The electronic

console provides the operator with precision con-

trol over important phases of the forming operation

such as flaring pressure, machine speed, and the

number of revolutions.

The results of this improved flaring capability

are shown in Figure 6. Here a comparison is made

of the spread of angular tolerance for seven dif-

ferent sizes of tubing produced by the new dual-

rolling technique and by the split-die method.
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Although efforts are currently underway to auto-

mate completely the flaring operation to improve

the quality of the flare further, all of the required

characteristics of the design specification MC-146

can now be produced with a high degree of consist-

ency.

This development of the flaring tool and elec-

tronic control console is currently being introduced

into manufacturing engineering shops. Many of the

Saturn stage contractors are already using or are

evaluating this new development for use in their

programs.

III. AGE FORMING AND SIZING

An interesting research project using the "aging"

or heat treatment hardening of aluminum resulted in

precise forming of contours of the very large Saturn

V first-stage cylindrical tank segments and the

double contoured gore segments. The aging process

consists very simply of restricting the oven-warm

aluminum alloy material to a shape for a period of

time until it conforms to the desired contour.

Aging, as related to type 2219 aluminum alloy,

is the metallurgical process which is used to obtain

the maximum strength from the material. Rela-

tively soft 2219 aluminum alloy is heated to 436°K

(325" F) for 24 hours. During this time there is

rearrangement of the crystalline structure of the

alloy, with the result that the material increases

its strength approximately 40 percent.

Exploiting this phenomenon, Boeing Company

and MSFC embarked on several research programs

to determine whether the 2219 aluminum components

of Saturn V could be formed or their contours cor-

rected during this aging cycle. An MSFC-funded

research program at Boeing proved that 2219 alu-

minum alloy would respond desirably to the a_e-

forming techniques.

Figure 7 illustrates the practice now employed

by Boeing to form the large cylindrical skin panels

for the S-IC LOX (liquid oxygen) and fuel tanks. The

flat machined parts are wrapped onto a ruggedly

built contoured fixture and then placed in a furnace

for the prescribed time and temperature. During

this period, stresses are relieved and hardening

takes place. A 25-percent springback allowance is

compensated for in the design of the holding fixture.

After release from the fixture, the part is perfectly

contoured to the desired radius. The completed part

in acontour inspection gage is shown in Figure 8.
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MSFC engineers also exploited this age-harden- 
ing principle to remove weld distortion from the 
gore segment and fitting subassemblies. The gore 
segments for the LOX and fuel bulkheads are  welded 
in the T-4 o r  semihard condition. Figure 9 shows 
a correct-contour fixture of the type provided for 
holding the distorted part to the desired contour 
during the aging cycle. 

A RESTRAINED TO TOOL FOR 
24 HOURS 4 1  ‘50% 1350°F) 

I 25% SPRINGBACK’ 

FIGURE 7. AGE FOitMING THE LARGE SKIN 
PANELS FOR CYLINDRICAL S-IC LOX 

Ah9 FUEL TANKS 

After  the part  has been clamped to the fixture, 
it is subjected to furnace heat treatment for 24 
hours a t  436°K (Fig. IO). During this time, most 
of the weld stresses a r e  relieved and the material 
becomes metallurgically stronger and more rigid, 
and after removal from the.fixture it resists re- 
turning to its distorted contour. 

North American Aviation has also adapted this 
age-sizing technique to improve the contour of the 
welded 2014 aluminum alloy gore segment sub- 
assemblies on the S-II stage. 

The applications of the research project findings 
to full-scale hardware a t  MSFC, Boeing, and North 
American Aviation have resulted in reduced proc- 
essing costs and improved quality of parts. 

IV. WELDING RESEARCH APPLICATIONS 

A major problem in welding type 2219 aluminum 
alloy is porosity control a s  related to the mechanical 
and metallurgical properties of the weld. During 
the past two years, several welding research pro- 
jects were  directed toward relating weld porosity 
and metallurgical quality to the electrical energy 
input per inch of weld. The research projects re- 
vealed a very distinct correlation for these factors 
in reference to aluininunl alloys used on the Saturn 

__IC C^ - -  

FIGURE 8. FORMED PART IN A CONTOUR INSPECTION GAGE 
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vehicle. Basically, as the energy input rate was 
lowered, porosity decreased and the mechanical and 
metallurgical properties improved. 

The knowledge gained in this series of research 
projects is now used throughout the Saturn program 
and it also applies to material other than aluminum, 
such a s  the hardenable stainless steels. 

The findings of the weld research program are 
particularly applicable in welding the thinner gages 
[ 6.35  to 25 .4  mm ( a to 1 inch)] of 2219 aluminum 
alloy used on the Saturn S-IC tank structure. 

Figure 11 illustrates the horizontal welding of 
the Y-shaped transition ring to the dome-shaped 
tank closure. Initially, MSFC used the gas tungsten 
a rc  (GTA) process on this 5 . 7  mm ( 0 . 2 2 4  inch) 
thick joint, but the quantity of weld porosity was un- 
acceptable. 

Data obtained in MSFC research dictated the use 
of a lower-energy level type of weld. The final 
selection was a two-pass weld with the gas metallic 
a rc  ( GTA) process,  which produced excellent re- 
sults on the first effort. 

Another recent application of this energy control 
technology was the welding of aluminum LOX tunnels 
into the fuel tank (Fig. 12).  Previously MSFC had 
attempted to produce this horizontal circular weld 
by means of the GTA process, but the slow rate of 
deposition of the weld metal caused objectionable 
weld porosity and excessive distortion of the rela- 
tively thin walls of the 2219 aluminum alloy tube. 

-- 

I 
WELD FIXTURE 
WF-302-7026 

FIGURE 11. HORIZONTAL WELDING OF 
Y-SHAPED TRANSITION RING TO THE 

DOME-SHAPED TANK CLOSURE 

JAMES R. WILLIAMS 

Using research data and the knowledge gained 
by MSFC and B e i n g  in welding the thinner gage 
aluminum bulkheads by the high-speed GMA process, 
MSFC engineers designed and built a GMA mech- 
anized unit for welding the LOX tunnel end to the 
lower bulkhead. Figure 13 is a diagrammatic illus- 
tration of the machine attached to the vehicle in 
position for welding. 

FIGURE 12. CUTAWAY VIEW OF LOX-TUNNEL 
WELD 

9 
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The above-mentioned examples do not mean that gages above 9.5 mm (3/5 inch) thickness. Shown 
GTA n.elding does not have i ts  place within Saturn V 
welding requirements. On the contrary, i t  is 
particularly applicable to 2219 aluminum alloy in 

- TUNNEL UIAMETER - 
0 615 METER l 2 S  IN I d 

TUNNEL WALL THICKllESS 
5 69mm 10 771 IN \ 

HDlSTlNG DEVICE 

EXPANDING BANDS 

T R A C I I N C .  ROLLER 

PROXIMITY BALL 

SKIRT ADJUST SCREW 

VERTICAL RODS 

LOWER FUEL 1ANK 

in Figure 14 is a typical GTA welding setup. Elec- 
trical energy input ra te ,  which must be considered, 
is determined by the ability of the thicker materials 
being welded to c a r r y  away excessive and damaging 
heat generated during welding. 

Energy control research has not provided 
answers to all MSFC welding problems, but i t  has 
provided experience and information which have 
bccome useful fo r  determining the causes of many 
other Saturn V welding problems and for solving them. 

V. COMPOSITE STRUCTURES RESEARCH 
A P P L I C A T I O N S  

One of the nener  a reas  of fabrication develop- 
ment applicable to Saturn hardware is  the composite 
type of structure. A composite structure is defined 
as one composed of a variety of materials (e.  g. , 
aluminum, plastics,  etc. ) joincd by adhesives, 
mechanical fasteners,  welding, etc. 
structure offers major advantages in weight savings 
and insulation ch:ir:tctcristics, which a r e  important 

This type of 

FIGURE 13. LOX-TUNNEL WELDING MACIIINE 
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Figure 17 shows the S-I1 test  panels fabricated 
by Manufacturing Engineering Laboratory being 
fitted to an evaluation tank. The Laboratory's re- 
search in this project helped to define characterist ics 
such a s  material  preparation and cleaning, applica- 
tion techniques for  the various adhesives, vacuum- 
bagging methods, development of time and tempera- 
tures to obtain desired properties from the adhesives, 
and the handling methods for the large insulation 
panels during all phases of fabrication. 

in producing a more efficient space vehicle. A 
typical composite structure is shown in Figure 15, 
and actual and potential applications are illustrated 
in Figure 16. 

Manufacturing Engineering Laboratory has  
sponsored many research programs on composite 
structures. Because the advantage of the best  of 
any material selection can easily be nullified by im- 
proper fabrication processes,  the objective usually 
has been related to developing assembly and proc- 
essing techniques for  materials previously selected 
by the Propulsion and Vehicle Engineering Labora- 
tory. 

Problems often reveal themselves during a 
phase of fabrication; an example is the cracking a t  
the seal o r  doubler s t r ips  between the large sub- 
assembled panels. Numerous closeout configura- 
tions were considered, fabricated, and tested. 
18 illustrates a type of joint which can offer adequate 
flexibility and expansion characterist ics to prevent 
cracking and thus maintain the gas-tight seal  re- 
quired for optimum insulation properties. 

Figure 

Adhesives developed through research in adhe- 
sive fabrication currently are being used to bond 
special bracketry and fasteners on the tank walls of 

FIGURE 

, 

FIGURE 16. CURRENT AND POSSIBLE 
APPLICATIONS O F  COMPOSITE 

STRUCTURE ON S-IC STAGE, 
SATURN V 

h 

i 

TIGURE 17. S-I1 TEST PANELS BEING FITTED 
TO A N  EVALUATION TANK 
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CLOSEOUT SEAL FOR F L A T L H 2  TANK 

W C U T  OR ROLL GROOVE 
APPROXIMATELY 9.5 mm (318  IN.) WIDE 
AND 2.5 mm (0.1 IN.) D E E P  

FIGURE 18. FLEXIBLE GAS-TIGHT SEAL 

the Saturn structure. This bracketry is used fo r  a 
variety of purposes, for example, holding special 
instruments in place and providing support points 
fo r  flight electrical  control cables. Adhesively 
bonded patches also have been successfully used to 
strengthen a damaged o r  substandard tank structure.  

Another important composite fabrication problem 
under intensive investigation deals with the tech- 
niques for  building common bulkheads o r  a s t ructure  
of double curvature. A typical common bulkhead 
s t ructure  on the third stage of the Saturn vehicle is 
shown in Figure 19. Current research projects 
also a r e  intended to improve fabrication technology 
and subsequent reliability of s imilar  bulkhead struc- 
ture  for  the Saturn V second stage. 

VI. TOOLING RESEARCH AND 
APPLICATIONS 

Tooling research a s  related to welding and 
routing skates is being done at MSFC in an attempt 
to lower tooling costs. 

Figure 20 illustrates the principle of skate- 
type tooling. A track is attached to, o r  aligned along, 
a weld seam o r  edge trim zone. A carr iage carry-  
ing a weld head, o r  a router,  skates along the track 
a t  a preset  rate. 

Figure 21 shows an application of skate research 
which involves the S-IC gore-edge trimming opera- 
tion. The pa r t  i s  held in position against the polka- 
dot vacuum chuck and the skate travels along the arc-  
shaped track. 

Figure 22 shows a similar  application of surfacc 
tr imming the honeycomb core during the manuf:icturc 
of the S-I1 common bulkhead. 

12 

FIGURE 19. TYPICAL COMMON BULKHEAD 
STRUCTURE ON THIRD STAGE O F  

SATURN VEHICLE 

Currently r e sea rch  work is underway on skate 
systems which are self-regulated through the use 
of various systems of a r c  guidance o r  analog com- 
puters ,  o r  both. 

V I  1. CHEM I CAL M I LLI NG 

The purpose of an important series of research 
projects on the chemical processing of types 2219 
and 2014 aluminum alloy has been to determine the 
control techniques for  chemically milling and sur-  
face treating these Saturn V materials.  Chemical 
milling is the process  of removing metal  by chemi- 
cal etching. 
apex gore segments a r e  shown in Figure 23. 

Results of this process  on the base and 

Undesirable resul ts  of chemical milling included 
a wavy milled surface o r  one with a rough texture 
caused by an uneven rate of etching in recessed 
areas .  

A series of research contracts was established 
with several  commerical chemical companies to 
develop etchants and processes  to avoid these de- 
fects. A s  a r e su l t  of these contracts,  hundreds of 
l a rge  gore segments used on al l  stages of the Saturn 
V vehicle have been chemically milled,  with thick- 
ness and surface roughness successfully controlled. 
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FIGURE 20. EXAMPLE OF SKATE-TYPE TOOLING 

FIGURE 21. S-IC GORE-EDGE-TRIM OPERATION 
FIGURE 22. S-I1 COilIilION BULKHEAD 
HONEYCOMB-CORE-TRIM OPERATION 
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FIGURE 23. BASE AND APEX GORE SEGMENTS AND THE CHEMICALLY MILLED SURFACES 
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ESTABLISHINGA COMMONDENOMINATORIN WELDING

Gordon Parks

SUMMARY

The solutions to various welding problems

ultimately depend upon the establishment of a more

systematic and scientific basis for welding practices

than has existed. One of the approaches to welding

fundamentals undertaken at MSFC has been to relate

all welding processes and materials to a common

denominator of time-temperature relationship.

With this basic relationship applied to the vari-

ous welding parameters, relationships can be drawn

for better systemized information. For example,

there may be optimum time-temperature curves for

yield strength, ultimate tensile strength, elongation,

porosity, distortion, material thickness, etc.

The efficiency of gas metallic arc and gas

tungsten arc, the chief welding methods used in

Saturn V manufacture, differs with the electric

current used (AC or DC). A statistical study is

being made to obtain quantitative measurements of

the various responses in AC and DC welding.

Investigations onthe very efficient and practical

electron-beam technique are aimed at minimizing

or removing the need for a vacuum welding environ-

ment. Three conceptions have been considered to

achieve this aim. One is a split, or local, chamber

method in which only the joint to be welded is in

vacuum. The second is a plasma electron-beam

system in which a hollow electron gun operates in a

low vacuum provided by a mechanical pump. The

third is a nonvacuum system in which the material

to be welded is in a normal atmosphere and the

vacuum is maintained within the electron gun.

I. INTRODUCTION

A weld may be defined as a continuous defect

surrounded by sound metal. This is not meant to

be facetious nor disparaging; rather it expresses

an acceptance of a problem, and thus places the

investigator in the favorable position of emotionally

unhindered investigation. Two weld-development

objectives may be postulated: (1) to minimize this

total defect to the maximum extent possible and (2)

to establish a high level of confidence in the repro-

duction of known weld quality.

Much of what must be considered in attaining

these objectives is well delineated in the welding

handbook chapter, "The Physics of Welding," pub-

lished by the American Welding Society:

'rWelding involves more sciences and variables

than any other industrial process, which may ex-

plain why most of those concerned are satisfied

with a very crude understanding of its problems.

"The principal sciences involved in welding are

physics, chemistry and metallurgy. Of these, the

physics problems are the ones most neglected and

least understood, specifically from the quantitative

point of view. These involve heat, mechanics,

elasticity, plasticity, electricity and magnetism,

as well as those very complicated and as yet little

understood phenomena of the welding arc. Testing

and research work in this field require a knowledge

of optics, including polarized light, X-rays, X-ray

diffraction, crystal theory, and the constitution of

matter. "

In reference to the present stage of welding

theory and techniques, no common abstraction is

found to which all processes and materials can be

related. The absence of such an abstraction has

made welding appear to be an art, consisting of

isolated, unrelated modes and materials. There-

fore, welding research at MSFC has involved: (1)

the formulation of a common, unifying denominator

or general index based on theory and experiments,

(2) a program which will arrange the various ele-

ments of the welding complex into their proper,

quantitative relationships, and (3) the methods and

means of applying such knowledge to manufacturing

of space vehicles.

I I. THE COMMON DENOMINATOR

Realizing that energy, or heat, in some span of

time results in degradation of material, one may go

directly to the core of the problem and select time-

15
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temperatare relationships as the common denomi-

nator to which welding processes and their effects on

metals can be related. The time-temperature re-

lationships are more clearly defined in Figure 1, in

this general index of time-temperature relationships,

a coherent, logical framework of the metals-joining

complex may be formulated.

PEAK

l
TEMPERATURE

SUB-

TEMPERATURE

TIME,SECONDS

FIGURE 1. TIME-TEMPERATURE

CHARACTERISTICS CURVE

which the welding temperature gradient reflects the

peak temperature, and the time above a subtemp-

erature adversely affects the material. Such curves

can be related to the responses, strength, and

porosity, as shown in the chart below and in Figure

2. There will be an optimum curve for each re-

sponse sought, for example, ultimate tensile

strength, yield strength, elongation, distortion, and

porosity. Thickness and material changes may re-

quire other time-temperature curves.

Y1 = f (XI* X2)

Y2 = f (Xff X2)

Y_ = f (X 1- X 2)

IN WHICH:

YI = YIELD STRENGTH

Y2 = ULTIMATE STRENGTH

Y3 = ELONGATION

X 1 = MAXIMUM TEMPERATURE

X 2 = TIME ABOVE TEMPERATURE

Each welding process has its limits in the ma-

nipulation of variables that produce time-temperature

curves; thus, processes can be located on a curve

of time-temperature versus strength or other re-

sponse (Fig. 3). Lowest in efficiency is the tungsten

inert gas DCSP ( straight polarity), and highest in

efficiency is electron beam welding. In a similar

manner, we can consider different materials,

material thickness, mass, and joint geometry. With

50-

40-

30.

20.

10"

0

.51

(.020)

O 25 INCHES/MINUTE, 4%REPAIR

• 3O INCHES 'MINUTE. 1 REPAIR

_" 35 INCHES MINUTE. 0 REPAIR

NOTE: WELD WAS MADE ON ONE CYLINDER

O HAVING A DIAMETER OF 3.35 METERS
(132 INCHES)
EACH WELDING SPEED IS FOR APPROX-

IMATELY I '3 OF THE CYLINDER

,;2 _.;2 _.'os 2;,
(.040) (.060) (.080) (. 10O)

SIZE OF DEFECT, MM (INCH)

FIGURE 2. WELD DEFECTS, FREQUENCY OF

OCCURRENCE VERSUS SIZE

EGCTRON

EAM

TA

DCSP)"

GTA (AL)

Io:RP .

HEAT INPUT/UNIT TIME

FIGURE 3. RELATIVE EFFECT OF PROCESS

HEAT INPUT VERSUS WELD STRENGTH

CHARACTERISTICS

III. PROCESSDEFINITION

A. INERT GAS ARC WELDING

Two welding processes are predominant in

Saturn V manufacturing: consumable electrode, gas

metallic arc ( GMA), and nonconsumable electrode,
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gas tungsten arc (GTA) . Efficiency differences in 
the processes using alternating current  (AC) and 
direct  current (DC) can readily be seen by a com- 
parison of the melt  a r eas  shown in Figure 4. A 

AC OPPOSED ARC CONVENTIONAL DC 

COWVENTIMUL AC 

FIGURE 4. MELT AREA COMPARISON 

narrower bead and deeper penetration a r e  produced 
with DC than with AC. The GTA DCSP offers more 
potential of increasing the conventionial AC a r c  
efficiency, while retaining the assumed advantages 
of cathodic cleaning and nugget structure refine- 
ment caused by the AC st i r r ing of the molten puddle. 
On the other hand, when the AC cleaning and refine- 
ment potentials are not considered, two opposed DC 
arcs may have a still greater efficiency. A sta- 
tistical study is being conducted to place quanti- 
tative measurements on these responses of AC and 
DC welding. 
the processes ,  as shown in Figure 5. 

The study will ultimately include all 

B. ELECTRON-BEAM WELDING 

The most  efficient and practical process related 
to the common denominator of time-temperature is 
electron-beam welding (EB).  A GTA weld on 6.4 
mm ( a inch)-thick plate through which an EB weld 
has been made is shown in Figure 5, and aptly 
i l lustrates the gain in efficiency. The EB process 
can be used to weld material  76 to 102 mm ( 3  to 4 
inches) thick, whereas the GTA process is limited 
to mater ia ls  approximately 19 mm ( 3 / 4  inch) thick. 
The lower time-temperature of E B  welding results 
in higher strength and quality. 

FIGURE 5. COMPARISON O F  WELD ZONES, 
ELECTRON BEAM VERSUS GTA 

1. Split, o r  Local, Chamber Concept. A con- 
ventional high-vacuum chamber is often impractical 
if large components must  be completely enclosed. 
The split chamber,  with adequate local sealing, re- 
duces the vacuum chamber s ize  to that necessary to 
encompass the joint to be welded. An example of 
this technique is shown in Figure 6. The welding of 
fittings into bulkhead gore segments by the low time- 
temperature EB process wil l  eliminate the severe 
distortion and buckling which result  from the high- 
energy TIG process,  and the consequent shrinkage 
stresses. 

Electron beam welding has been limited in 
application because of its higher vacuum require- 

FIGURE 6. SPLIT-CHAMBER VACUUM SYSTEM 

ment ( 0 . 0 1 3  N/m2 o r  I O J  mm Hg). Three approaches 2. Plasma Electron-Beam Welding. A s  stated 
have been made toward removing this limitation, and before, the conventional EB system requires a high 
thus they make this most  efficient process a s  ver- vacuum and uses a complex and bulky gun. 
satile as the GTA and GMA modes. plasma electron beam system (PEB)  , on the other 
in progression, a r e  as follows: hand, uses a simple, hollow electrode gun which will 

The 
These approaches, 
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function in a vacuum of 13.3 N/m 2 (0. 1 mm Hg)

provided by a mechanical pump (Fig. 7). The

higher positive pressure of the system may permit

the use of a simple, inexpensive ducting system

rather than the complex, directly coupled, diffusion-

pumped, high-vacuum system now being used. De-

velopmental tests indicate that weld joint efficiencies

will be equal to those produced by the high vacuum.

In addition, the PEB system can be combined with

the split-chamber method to increase the system's

potential versatility.

35.6 CM

(14 IN.)

_L_

CONVENTIONA L

I Il

16.5 CM

i
PIERCE COLD CATHODE

13.3 N m 2 13.3N m 2

(lO*_mlmflg) (O,ImmHg)

FIGURE 7. ELECTRON-BEAM WELDING DEVICES

3. Noavacuum Electron-Beam System. The

most direct approach toward versatility is to remove

the vacuum requirement, i.e., to remove the mate-

rial being welded from a vacuum. Such a system

exists, and currently is being improved and refined

for selected application studies. It eliminates the

need for chambers and ducting systems. Figure 8

shows schematically a method of bringing the electron

beam out of the chamber. The vacuum is main-

tained within the g_n as the beam passes through

a series of orifices which separate the differentially

evacuated compartments. Helium gas is introduced

outside the last orifice to minimize beam scatter. In

welding 12.7 mm (_ inch) type 2219 aluminum alloy,

the gun-to-work distance is approximately 9.5 mm

(3/8 inch).

DIFFUSION PUMPS

POWER _

SUPPLY

_J

FIGURE 8. NONVACUUM ELECTRON-BEAM

WELDER

Comparison of a two-pass tungsten arc weld

with a nonvacuum EB weld is shown in Figure 9.

The tungsten arc weld was made at 15 cm (6 inches)

per minute, and the EB weld at 318 cm ( 125 inches)

per minute, with an energy input about 90 percent

less than the tungsten arc weld.

The present nonvacuum EB package has a mass

of 102 kg (225 lbm). The equipment, shown in

Figure 10, will be used at MSFC for application de-

velopment.

4. Lightweight, Hand-Held EB Gun. The EB

system is not necessarily earthbound. It has the

intriguing potential of being usable in a space environ-

meat (in which a very high vacuum exists). Figure

11 shows conception of hand-held EB guns which

would have a mass less than 20 kg (45 Ibm). The

g_n on the right would be powered by self-contained,

rechargeable batteries. The gun on the left would

obtain power from an independent source.

IV. DEVELOPMENT AND APPLICATION

STUD IES

Our development effort, which ca,_ be repre-

sented as a welding development complex, is shown

18



TYPE 2219 ALUMINUM A L L L O Y  
12.7 MM ( .500 I N . )  

FIGURE I O .  NONVACUUM ELECTRON-BEAM 
SYSTEM 

TWO-PASS GTA 
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~ 

GORDON P A R K S  

NONVACUUM EB 

FIGURE 9. COMPARISON O F  A TWO-PASS 
TUNGSTEN ARC WELD WITH A NONVACUUM 

E LEC TRON-BEAM WELD 
FIGURE 11. PORTABLE ELECTRON-BEAM 

WELDER 
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in Figure 12. The complex of projects constitutes

an ordered and coherent program, each project being

a logical step toward the goal of high joint perform-

ance and reliability. Thus, basic studies now being

made are: base metal analysis at Battelle Memorial

Institute to determine the weld defect potential in

materials; mechanism of porosity at Douglas Aircraft;

time-temperature effects at MSFC; means of con-

trolling time-temperature at Harvey Aluminum; arc

shaper, to increase process efficiency; electron

beam studies; and so on to the industry/NASA verifi-

cations and application, specifically to the Apollo

program, and to space vehicles in general.

'_,T,'?;LLE_;'_;E,,_E_#,L,'_,S'O,'^SEe.,,"E-TEM-E,,ECTO,,ORCES,".OAS.o,os,.y,,, ,,F,C,So.---_.....
H...... o,.,/ARC SHAPER TIME-TEMP NONVACUUM E6 PLAS'MA Ell

c '--'N,0E:E::'R°_ _OCRHEE0'

,'_:C.H,,0..Z_:_,oy/TRANSFER tlMIT_

INDUSTRY & NASA

FIGURE 12. WELDING DEVELOPMENT COMPLEX
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RESEARCHIN SUPERPOWERLASERSAND

R. J. Schwinghamer

INTENSEMAGNETICFIELDS

SUMMARY

New tools and tooling concepts based upon MSFC

research developments in superpower lasers and

intense magnetic fields are discussed in this review.

Superpower lasers are being investigated for

drilling and welding applications. One of the most

promising lasers, a pink-ruby type in a coaxial gun,

with a Cassegrainian focusing system, has an input

power of 240 000 joules and an output of 2000 joules,

sufficient for vaporizing any material. Since this

welding system operates in a normal ambient

pressure while its beam can be projected into vacuum

to do work, it has potential for use in space as well

as the laboratory and shop.

Research developments in intense transient

magnetic fields are being successfully applied to

many manufacturing problems. An electromagnetic

constriction technique, employing high-intensity

pulsed fields, is used to correct oversized metal

tunnels (Saturn V LOX and others). Pneumatically

clamped and hand-held magnetomotive hammers,

based upon the same principle of pulsed ma_gnetic

fields, have been developed for removing weld

distortions from Saturn V heavy skin sections, gore

segments, and bulkheads. Other magnetic-field tools

for manufacturing processes such as fastening,

swaging, blanking, sizing, and coining are being

developed and tested.

I. INTRODUCTION

New research developments in superpower lasers

and magnetic fields are reported in this review, and

some of their current and potential applications are

discussed.

The very considerable potential of lasers is

well recognized, as evidenced by the many research

and development programs being conducted by

numerous laboratories and agencies. The broad

objective of such work by Manufacturing Engineering

Laboratory is a laser tool which will be used in the

shop, in the laboratory, and in space.

The Laboratory's work in intense magnetic

fields also has a very practical objective. It has

been based upon magnetic-field phenomena dis-

covered at Harvard Cyclotron Laboratory in 1955,

and these have led, at MSFC, to significant new

tooling concepts.

II. SUPERPOWERLASERS

Manufacturing Engineering Laboratory has

concentrated on doped-crystal lasers available.

There are about five other basic types of lasers:

gas discharge, semiconductor junction, liquid,

plastic, and glass. The number of laser materials

has increased very rapidly, so that it has become

difficult to keep up with all the details of new de-

velopments.

For drilling and welding studies, Manufacturing

Engineering Laboratory has considered both red and

pink ruby (there are two kinds, depending on the

amount of chromium dopant) and the glass lasers.

While general agreement on their relative merit by no

means exists even now, the pink ruby seems best

suited for high-power drilling and welding studies

because: (1) it has a very high thermal con-

ductivity, (2) its emission wavelength is more suit-

able for welding because this laser is characterized

by less reflection and more absorption (3) life of

the crystal still is better than that of any other laser

material because the crystal does not craze or so-

larize easily, and (4) the unfocused beam spread is

very small, being approximately 0.15 mrad (30

seconds) of arc.

Subsequent events have verified the superiority

of the choice made two years ago. Features of the

superpower laser work are discussed briefly in the

following paragraphs.

A. PINK RUBY LASER SYSTEM

Figure i shows a typical transition diagram for

the so-called three-level ruby laser. The con-

ventional excited chromium atom population inver-

sion is shown by the solid lines; a less likely and

rather unusual transition is shown by the dotted lines.
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Transitions can be considered roughly as a shifting 
of electron orbits. 

FIGURE 1. TRANSITION DIAGRAM FOR 
THREE-LEVEL RUBY LASERS 

B. TYPICAL HIGH-POWERED LASER GUN DESIGNS 

The l a se r  gun is the next important system ele- 
There a r e  three basic high-powered gun de- 

The coaxial de- 
ment, 
signs which a r e  shown i n  Figure 2. 
sign was selected primarily bacause this was, and 

REFLECTIVE ELLIPTICAI 
CAVITY \ 

ClLlHDRlCbL CAVITY REFLECTIVE INNER CbYITY 
IPOLISHED H A L F  SHELLS] 

y y  
COAXIAL CUN 

CLOSE COUPLED 
GU” 

ELLIPTICAL 
ClLlNOER GUN 

FIGUI<E 2. TIIItEE BASIC IIIGII-POWER GUN 
DE SIGNS 

still i s ,  the only configuration able to handle the 
full 240 000-joule input that was available from the 
Medusa capacitor bank. 

Building such a gun required a flashtube of 
unprecedented size. The Kemlite Company of 
Chicago provided a speciai tube wiiiaii is said t~ be 
the largest  in the world. 

C. LASER GUN WITH FLASHTUBE AND RUBY 

Figure 3 shows the flashtube in the f i rs t  version 
The top half of the reflector of a 240 000-joule gun. 

1 

FIGURE 3. FLASHTUBE IN THE FIRST VERSION 
O F  A 240 000-JOULE GUN 

cavity has been removed. The flashtube helix is 
approximately 13 cm ( 5  inches) in diameter and 
33 cm (13 inches) long, while the ruby is 1. 6 cm 
(0.625 inch) in diameter and 30. 5 cm ( 12 inches) 
long. The flashtube has  very high light output, a s  
can be seen by the graph in Figure 4. 

D. XENON FLASHTUBE LIGHT OUTPUT VS. 
E NE RGY INPUT 

With full energy input of 240 000 joules to the 
system, the light output of the Xenon flashtube is 
:1 little over 7. €+billion candelas (%billion hori- 
zontal candle power). 
the question was raised a s  to what kind of energy 

Earl ier  in this research 
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density could be produced from this output so that 
i t  could be used for drilling and welding. A focusing 
system was considered as a basic requirement for 
obtaining an adequate energy density. The early 
efforts at focusing were frustrating because ordinary 
crown glass and composite lenses disintegrated. 
Finally some success with single quartz lenses was 
achieved, and later the Cassegrainian focusing 
system shown in Figure 5 was developed. 

FIGURE 4. XENON FLASHTUBE LIGHT OUTPUT 

'la 

-Ea?- - 

E. CASSEGRAINIAN FOCUSING SYSTEM 

This system is basically of the astronomical 
telescope type except that it functions in reverse 
order. In the astronomical telescope the terminus is 
behind the large reflector, but in the laser  system i t  
is somewhat beyond the small reflector, and has a 

FIGURE 5.  CASSEGRAINIAN FOCUSING SYSTEM 
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focal length of about 0.6 meter. The maximum power 
density attained to date has been on the order  of 
218-million watts per square centimeter, with an 
input energy of 240 000 joules and an output of about 
2000 joules. This is sufficient to vaporize any 
material. even diamond. About 300 000 watts per 
square centimeter produces vaporization of the 
metals that the laser is being developed to dril l  and 
weld. The efficiency is almost I percent, which is 
commendable for  the ruby laser.  

F. WELDING WITH THE LASER 

In 1962 a small ,  4000-joule system w a s  used to 
weld type 304 stainless stcel 0.2 mm ( 0.008 inch) 
thick, and types 508G and 2219 aluminum 0.127 mm 
(0. 005 inch) thick. Stainless steel w a s  easy to weld 
even in air, but the same technique was  not suitable 
for  aluminum. The short pulses were not as effec- 
tive in preventing oxidation as had been expected. At 
that point, Manufacturing Engineering Laboratory 
demonstrated that a l a se r  could be operated in a 
"shirt-sleeve environment, 'I (i. e. , a normal ambient 
pressure)  and that the beam could be projected into 
vacuum to do work. The l a se r  is the only welding de- 
vice which can be operated in this manner, and this 
is one of i ts  very advantageous features for  space 
use. The aluminum welds made i n  vacuum were of 
good quality because of the absence of an oxidizing 
atmosphere. Figure 6 shows stainless steel  welds 
being made by a repetitive pulsing technique , and 
Figure 7 shows one of these welds. 

Although these studies conclusively proved the 
suitability of small  lasers  for  microwelding applica- 
tions, much more power w a s  needed to handle the 
kind of materials in which Manufacturing Engineer- 
ing Laboratory w a s  interested. Inasmuch a s  the 
Medusa capacitor bank was already available, this 
led to the development of the 240 000-joule system. 

Subsequent studies indicate that the quality of the 
large rubies varies over a wide range, and in sonic 
cases  threshold (the point where lasing begins) 
varies between supposedly identical rubies by a s  
much as 70 000 joules. 
the individual characteristics of the rubies must  be 
taken into account and, therefore, the rubies cannot 
be interchanged routinely in equipment. 

This means that, a t  present, 

G. MEASUREMENTS O F  240 000-JOULE LASER 
OUTPUTS 

Figure 8 shows thc di:igiiostics apparatus cm- 
ployed in making lnscr output measurements. I t  

I 
! 

CL 

FIGURE 6. STAINLESS STEEL WELDS MADE BY 
A REPETITIVE PULSING TECHNIQUE 

13 , -4'6 
-5 

FIGURE 7. STAINLESS STEEL WELD 

goes by the title of a rat 's  nest  calorimeter because 
of the m a s s  of fine w i r e  used in i t s  construction. 

11. RUBY FILAMENTARY LASING MODE 

Anothcr phenomenon which caused concern, but 
which has not yet created much trouble, is the fila- 
121cntary lasing mode of the ruby. 
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c 

FIGURE 8. RAT'S hEST CALORINETER 

Figure 9 represents  three separate laser  shots. 

The beam is random 
The three exposures of one shot a t  the left exhibit 
this filamentary lasing mode. 
and pulsating ac ross  the cross-sectional a r ea ,  but 
evidently does not cause much trouble after the 
beam is focused. I t  is doubtful whether anyone as 
yet completely understands this phenomenon. 
photograph was made with a Space Technology 
Laboratory image converter camera focused into the 
eye of the l a s e r  gun a t  a low power level. Welding 
data recorded SO f a r ,  in which the large system was 
used, indicate that the best welding results can be 
obtained by reducing spot density and inzreasing the 
pulse repetition rate. Studies by Newman at  Ames 
Research Center ,  in which laser beams were used 
to simulate micrometeoroid impacts, tend to verify 
what has been observed experimentally on metals. 
Giant pulsing o r  Q-spoiling techniques have not 
been found good f o r  welding, and now emphasis is 
being placed on focusing, flash-lamp waveform, and 
pulse repetition rate optimization. Mathematical 
analysis indicates that aluminum 3. 2 to 6. 4 mm 
( 1/8 to 1/4 inch) thick can be welded at  an equivalent 
rate of 127 mm ( 5  inches) per minute. SO f a r ,  type 

This 

FIGURE 9. FILAMENTARY LASING MODE 
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2219 aluminum 3.2 mm thick has been drilled through

easily, but the pulsed laser still cannot match the

electron beam welders with respect to average power

for continuous welding.

I. CONTINUOUS-WAVE ARGON LASER

Figure 10 shows a continuously emitting, or

continuous-wave, laser being developed by Raytheon

under an MSFC-supporting contract. Raytheon has

operated this type of laser sporadically at 18 watts

continuous wave. This could be the beginning of a new

generation of laser welders that do not have to be

pulsed and that can weld in a continuous manner.

IKG SOLE HOlD

WATER COOLING QUARTZ DISCHARGE. TUBE

ARGON GAS

CATHODE AHOOB

MIRROR _RBOR

FIGURE 10. CONTINUOUS-WAVE ARGON LASER

III. INTENSE MAGNETIC FIELDS

could cause even the hardest steel to flow like water

and sometimes to explode.

This discovery was incidental to their research

on the determination of the charge and momentum of

particles by their deflection in a high magnetic field

region. This incidental, practical result and the re-

sults of work by Colgage at Livermore, a group at

General Atomics, and MSFC, have proved utilitarian,

and a new tooling concept has evolved as a consequence.

The manner in which intense transient fields are

created is illustrated diagrammatically in Figure 11.

Features of the pulsed magnetomotive power system

and its practical applications are discussed in the

subsequent paragraphs.

HIVOLTAGE

OCOUT

AC VOLTAGE IN _

_DAPACITOR$ I

CON_IBCTOR

The following commonplace magnetic fields are

given as a frame of reference for this discussion of

research in intense magnetic fields: the field of an

ordinary toy bar magnet amounts to 0.2 or 0.3

tesla (2000 or 3000 gauss), and for an electro-

magnet it may be 6 teslas ( 60 000 gauss). Super-

conducting coils recently have been made to attain

field strengths in excess of 10 teslas ( 100 000 gauss),

and Montgomery at the National Magnet Laboratory

(Massachusetts Institute of Technology) has reported

fields slightly above 20 teslas (200 000 gauss). For

much higher field strengths, the coil core must be

eliminated, so that the magnetic field is produced in

air or vacuum.

The use of magnetic fields is obvious in such

mundane devices as electric motors, relays, and

other electrical equipment. A newer, less obvious

use was introduced through the discovery of unusual

magnetic field phenomena by Furth and Waniek (1955,

tIarvard Cyclotron Laboratory). They found that

with high enough transient magnetic fields they could

work tough metal as though it were soft plastic, and

FIGURE 11. THE MANNER IN WHICH INTENSE

TRANSIENT FIELDS ARE CREATED

A. MAGNETOMOTIVE PULSE POWER SYSTEM

This is the type of system needed to generate

high-intensity pulsed fields. Static magnetic fields

are not effective in forming metals, but pulsed or

transient fields are.

Figure 12 is a pictorial representation of what

takes place when a powerful transient current pulse

is discharged through a coil with an electrically con-

ductive workpiece in proximity. The coil current

creates a magnetic field, and this field causes induced

or eddy current to flow in the workpiece. The induced

field associated with eddy current interacts with the

initiating coil's magnetic field to create high magnetic

field pressure between the coil and workpiece (the

JXB force equation for a physicist, or the BLI rela-

tionship for the engineering force equation). If the

coil is either physically or inertially stronger than

the workpiece, the workpiece yields and is formed.
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"CROWDING" OF MAC4qETIC

_/_ 'LUX LINES CREATES

k_GNE TIC PRESSURE

WORKPIECE COtIOUCTOR
/

IN PROXIMITY

CONDUCTOR / //J / \i _ x\\\\

MUTUAL REPULSION

A INDICATES CURRENT FLOW INTO PLANE

OF ILLUSTRATION

B tNDIC_TES CURRENT FLOW OUT OF pLANE

OF ILLUSTRATION

FIGURE 12. POWERFUL TRANSIENT CURRENT

PULSE DISCHARGE THROUGH A COIL WITH AN

ELECTRICALLY CONDUCTIVE WORKPIECE

IN PROXIMITY

B. MAGNETOMOTIVE ENERGY RELATIONSHIPS

The pertinent energy relationships in the system

are as follows: the electrical charge stored in the

capacitors ( 1/2 CV 2) is converted into magnetic field

energy in the coil (1/2 LI 2) which, in turn, creates

magnetic field pressure proportional to the field

strength squared over the volume V. The electrical

discharge which accomplishes this is usually a damped

oscillatory wave in the middle audiofrequency range.

C. ELECTROMAGNETIC PRECISION FORMING

Manufacturing Engineering Laboratory developed

an electromagnetic technique for the precise forming

of annular bulges in a metal cylinder. (The method

is illustrated diagrammatically in Fig. 13. ) In the

spring of 1962 the Laboratory suggested this technique

for use in stiffening Saturn V LOX tunnels. The

idea could not be applied by the interested design

group because its schedule commitments did not allow

time for obtaining required test and design data.

Three years later, however, this research develop-

meat provided a successful solution to a serious

manufacturing problem, described in the next para-

graph.

D. SATURN V LOX TUNNEL CONSTRICTION

In February 1965 MSFC received Saturn V LOX

tunnels that were oversize because of inherent diffi-

culties in their manufacture. To deal with the im-

portant considerations of cost, reliability, and

R. J. SCHWINGHAMER
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FIGURE 13. ELECTROMAGNETIC PRECISION

FORMING

scheduling, an emergency program was begun to

correct the tunnel defects. Manufacturing Engineer-

ing Laboratory, through its technique developed for

precision bulging, was able to design, manufacture,

and test a large magnetomotive coil to size precisely

(constrict) the oversize tunnels. In this work, done

in a 2 1/2- week crash program, the technique was

converted to produce metal-tube constriction by fit-

ting the magnetomotive coil over the outside of the

tunnel. Since this application, the constriction

method has been used to correct size defects in tun-

nels for Saturn facilities checkout and for "502"

vehicles (Fig. 14).

E. PNEUMATICALLY CLAMPED MAGNETO-

MOTIVE HAMMER

Until 1964, welding of heavy S-IC skin sections

produced undesirable distortions. Manufacturing

Engineering Laboratory developed a magnetomotive

device which employed pneumatic clamping and de-

livered a powerful impulse. This device was then

used to remove distortions. As shown in Figure 15,

the device is not hand held. Its special advantages

are: it has no surface marring results; the pressure

is unique in that it is isodynamic (three-dimensional) ;

and the strain rates are thousands of inches per inch

per second.

F. HAND-HELD MAGNETOMOTIVE HAMMER

An outgrowth of the pneumatically clamped

magnetomotive hammer is a hand-held magneto-

motive hammer, developed by Manufacturing En-

gineering Laboratory (Fig. 16). It has been used

to remove distortions from S-IC gore segments of
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FIGURE 14. MAGNETOMOTIVE COIL  FOR PRECISION SIZING LOX TUNNELS 

&--- 

FIGURE 15. PNEUMATICALLY C L A M P E D  FIGURE 16. HAND-HELD MAGNETOMOTIVE 
MAGNETOMOTIVE HAMMER HAMMER 
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the Saturn V (approximately 44 gore segments have 
been saved, up to May 1965). Similar prototype 
systems have been provided to MSFC prime con- 
tractors. They a r e  being used for  various purposes 
at Ebeing’s Michoud plant, North American’s Seal 
Beach plant, and Douglas’ Santa Monica plant. 
Boeing’s Seattle plant will receive the next unit 
when it is completed. The new development data 
and results obtained at the various locations will be 
coordinated by MSFC. 

G. DISTORTION REMOVAL FROM FINISHED 
SA TURN BULKHEAD 

Distortions of unprecedented magnitude have 
resulted from welding work on the very heavy sec- 
tions in Saturn V. This is a serious problem be- 
cause it gives rise to unknown stress conditions in the 
final configuration. Use of the magnetomotive ham- 
m e r  to co r rec t  these distortions has been very suc- 
cessful. Figure 17 shows precision-controlled 
sizing in operation on a Saturn V bulkhead. In one 
case,  MSFC sent  a crew to Michoud to demonstrate 
the technique on an early S-IC bulkhead so that now 
the Michoud plant itself can handle these problems. 

H. TOOLS UNDER DEVELOPMENT AT MSFC 

Manufacturing Engineering Laboratory also is 
developing and testing a wide variety of magnetic- 
field tools for  potential applications to fastening, 
swaging, f laring, blanking, sizing, coining, com- 
pacting of metallurgical powders, etc. Some of the 
diagnostic apparatus and measuring techniques are 
second to none, so that MSFC in many respects is 
doing pioneer work in pulse power systems and 
magnetic field tools, and in their applications. Some 
of the tools and systems under development in the 

R. J. SCHWINGHAMER 
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FIGTURE 17. PRECISION CONTROLLED SIZING 
IN OPERATION ON A SATURN V BULKHEAD 

Manufacturing Engineering Laboratory a r e  illus- 
trated in Figure 18. In addition, Manufacturing 
Engineering Laboratory soon will have the largest  
known portable pulse power system. 
240 000-joule , completely portable system which will 
power l a se r s  and large magnetic4ield tools such a s  
the tunnel-constricting coil. 

This is a 
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FIGURE 18. TOOLS AND SYSTEMS UNDER D E V E L O P M E N T  IN 
MANUFACTURING ENGINEERING LABORATORY 
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ANALYSIS OF EMPIRICALSOUND

Gerhard H. R. Reisig

FIELDS

SUMMARY

The large-scale field collection of acoustic data

and their analysis are described in this review. The

entire sound-field program has the purpose of solving

complex problems of excessive noise propagation

associated with the static test firing of large space-

booster powerplants.

The site of data collection has been Mississippi

Test Facility (MTF), where far-field sound-

propagation and correlated meteorological measure-

ments were initiated in 1962.

The statistical evaluation of sound-measurement

data shows that the polar distribution of sound in the

springtime (at MTF) is determined mainly by the

temperature field of the atmosphere. Greater defor-

mation of sound-intensity polar distribution occurs in

the autumn as a result of the influence of the wind

field.

The data on sound attenuation as a function of

distance from its source revealed attenuation in ex-

cess of the expected magnitude. The excess was

mainly between 1 and 10 kilometers from the source,

with maximum attenuation (17 to 18 decibels) near

6 kilometers. Excess sound attenuation was com-

pared with calculated sound dispersion. For all

sound frequencies in all seasons the deviation be-

tween reference and empirical attenuation values

formed a bell-shaped distribution on a semiloga-

rithmic plot. The physical causes for the sound-

attenuation behavior are considered to be atmospheric

diffraction and scattering effects.

Statistical analysis of sound-intensity extremes

indicated amplification of the sound signals by focus-

ing which could be expected along selected azimuths.

Empirical amplification values showed the maximum

occurring in winter (50 decibels at 22 kilometers).

For the analysis of correlation between empiri-

cal sound data and local atmospheric sound-

propagation conditions, the concept of analytical

classification of sound-velocity profiles has been de-

veloped. Examination of over a quarter-million

individual sound-velocity profiles indicates that 33

profile types for heights up to 3 kilometers constitute

the empirical possibilities of sound-propagation con-

ditions in southeastern United States.

Since the focusing qualities of each sound-

velocity profile can be determined as a class charac-

teristic, the overall probabilities of focusing occur-

rence can be obtained. The severity of focusing, as

based upon lateral spread of focusing areas, has

been determined. The data for MTF indicate focusing

is most severe in winter, with the direction toward

east being most affected.

Sound propagation is a fluctuating phenomenon

because atmospheric conditions vary continuously.

A measuring system for analyzing the nonstationary

sound-propagation phenomena has been established.

The analysis of the acoustic fluctuation data is sup-

posed to provide "dynamic" perturbation functions of

sound, which are to be superimposed on the related

characteristic sound-velocity-profile type.

The ultimate result of the program will be the

establishment of reliable contingency tables showing

the relationship between atmospheric parameters and

far-field sound intensities. These data will be the

basis for more accurate sound-propagation fore-

casting for static firing tests.

I. INTRODUCTION

Associated with static test firing of large space-

booster powerplants are complex problems in noise

generation and propagation. Current knowledge of

the acoustical behavior of the atmosphere is insL:f-

ficient for an analytical treatment of the problems

of excessive noise propagation. Therefore, these

problems require evaluation and analysis of infor-

mation which must be obtained empirically, and on

the largest practicable scale.

It was necessary to have an operational guide

for test-noise monitoring available at the time the

Mississippi Test Facility (MTF) was activated.

The Mississippi Test Site (MTS), therefore, was

selected for the collection of statistical data on far-

field sound propagation. Routine sound-propagation

and meteorological measurements were begun at

MTS in late 1962. Work since that time has included
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a statistical evaluation of MTF sound-field data of 
the year  1963 in terms of an analysis of the excessive 
sound attenuation; an appraisal of the sound amplifi- 
cation; the classification of sound-velocity profile 
types; an analysis of the probability of sound focusing 
%ith regard to season, azimuth, and directionality; 
and the development of a measuring system to detect 
and analyze the nonstationary properties of atmos- 
pheric sound propagation. 

The goal of the extensive acoustic measuring 
program a t  MTF is the provision of comprehensive 
and reliable contingency tables for the relationships 
between atmospheric parameters and far-field sound 
intensities. 
for  high-confidence sound-propagation forecasting for 
static rocket-firing tests. 

These tables a r e  a basic prerequisite 

I I. ROUTINE SOUND-FIELD AND 
METEOROLOGICAL MEASUREMENTS AT 

MISS I S S  I PPI  TEST FACl  L lTY 

In late 1962, both an acoustical and a meteoro- 
logical sound station were activated at  the Mississippi 
Test  Site near Gainesville, Mississippi (Fig. I). 

Eight azimuths around the wind rose were 
selected for routine sound-propagation measure- 
ments. 
232, 280, and 342 degrees. ) One series of measure- 
ments was made a t  least  each morning and afternoon, 
7 days a week. 
erated by a pneumatic horn of about 5000 acoustic 

(The azimuths were 30, 76, 103, 140, 175, 

The sound to be monitored w a s  gen- 

FIGURE 1. ORIENTATION O F  MISSISSIPI’I TEST FACILITY (MTF) Y 

WITH ACOUSTIC SOUNDING AZIMUTHS 

2 
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watts power, which transmitted four discrete low 
frequencies (40, 80, 120, and 160 Hz) and a spectrum 
of random noise (Fig. 2) .  Personnel with hand- 
carried sound-pressure-level meters for visual data 
gathering were dispatched along the established azi- 
muth lines, Sound emission from the horn and ac- 
quisition of sound data were coordinated by radio 
communication. The horn soundings were about 10 
seconds per measurement. 

I 

FIGURE 2. ACOUSTIC SOUNDING STATION 
AT MTF 

To obtain the closest possible correlation be- 
tween acoustic and atmospheric data, the acoustic 
measuring series and radiosonde ascents from the 
meteorological sound station (Fig. 3) were run 
simultaneously . 

FlGURE 3. METEOROLOGICAL SOUNDING 
STATION AT MTF 

I 1 1 .  STATISTICAL EVALUATION OF MTF 
SOUND-FIELD DATA FOR THE YEAR 1963 

The first phase of the statistical analysis of 
atmospheric sound propagation was concerned with 
the evaluation of the MTF acoustic data population 
for 1963. Twenty-five measuring locations were 
selected along each of the specified azimuth direc- 
tions. If each of the 25 stations had contributed a 
complete set of useful data for each measuring 
series,  each azimuth would have provided 5921 sound 
pressure level (SPL) measurements for the year. 
The series was incomplete, however, because of a 
number of adverse conditions. The chief ones were  
temporary inaccessibility of the measuring locations 
because of poor ground conditions, and the weakness 
of the horn signal because of adverse sound- 
propagation conditions in the atmosphere, which re- 
sulted in the predominance of background noise over 
the acoustical signal. The graphic presentation of 
the number of available observations as  a function of 
distance (Fig. 4), for example, indicates that, a t  
6 kilometers, the number of actual observations 
dropped to about 70 percent of all possible ones, and 
beyond 7 kilometers it dropped to 34 percent. Be- 
cause these data favored cases of atmospheric con- 
ditions leading to sound amplification, the sound data 
a t  greater distances from the source are considered 
biased. To improve homogeneity of the data popda- 
tion, measuring sequence gaps not wider than two 
consecutive stations were closed by linear interpo- 
lation of sound-level values. 

The statistical evaluation of the 1963 sound- 
measuring data, based on the conditions described, 
revealed the following main features of the sound 
field at  MTF. 

During springtime, the polar coordinate plot of 
average sound attenuation shows an almost circular 
pattern for a 40-Hz sound frequency (Fig. 5). The 
numerals on the polygons of Figures 5 and 6 indicate 
the seasonal root-mean-square values of sound at- 
tenuation, in decibels. The polygons a re  drawn only 
for identification of locations of equal sound-intensity 
values. The lines between the corners of these 
polygons do not have any numerical meaning. A 
slight shift of the distances of equal sound intensity 
toward the east indicates the influence of western 
winds on the polar sound-intensity distribution. 
Because the wind factor is slight, this polar distri- 
bution is essentially determined by the temperature 
field of the atmosphere. This means that a sound- 
velocity profile without wind influence, and depending 

3 
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s 
SOUND F R E Q U E N C Y :  4 0  H Z  

O B S E  R V A T I O  N S 

FIGURE 4. NUMBER O F  SOUND OBSERVATIONS 
ALONG SELECTED AZIMUTHS; MTF, 1963 

FIGURE 5. POLAR DISTRIBUTION OF AVERAGE 
SOUND ATTENUATION; MTF, SPRING 1963 
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S O U N D  F R E Q U E N C Y :  40 HZ 

60 ............ 

FIGURE 6. POLAR DISTRIBUTION O F  AVERAGE 
SOUND ATTENUATION; MTF, AUTUMN 1963 

only upon atmospheric temperature, generates iden- 
tical sound-propagation conditions in any azimuth 
around the wind rose. 
sound attenuation is produced in this case. 

A circular polar diagram of 

For  the same sound frequency (40 Hz) in the 
autumn, there is a more pronounced deformation of 
the polar distribution of sound intensity. A s  indicated 
in Figure 6, deviations from the circular  shape a r e  
obvious in the western, northeast, and southeast 
quadrants. This configuration indicates the domi- 
nance of stronger wind components from the west, 
northwest, and southwest over  the temperature field. 

The springtime average sound attenuation is pre- 
sented in  Figure 7 a s  a function of the distance from 
the sound source,  for  four selected azimuths, (The 
selected azimuths, 103, 175,  280, and 342 degrees, 
were the closest  to the desired 90-degree intervals 
that could be obtained practicably. ) For  comparison, 
a long-short dashed straight line represents pure 
geometric dispersion of sound energy of spherical 
wave fronts ( inverse sqilare law for  sound intensity) ; 
the attenuation rate is 6 decibels per  octave of radial 
distance. 
function of sound attenuation is the excessive attenua- 
tion between 1 and 10 kilometers from the sound 
source. The excessive attenuation reached a maxi- 
mum at 6 kilometers (approximately) , with a value 
about 18 decibels from the line of geometric sound 
dispersion. 

The remarkable feature of this distance 
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The distance function of sound attenuation in the

autumn exhibits the same features as for spring, but

is less uniform (Fig. 8). The maximum excessive
attenuation also is at 6 kilometers, and its value is
17 decibels. This feature of excess attenuation proved

to be typical with various excess amplitudes, for all
azimuths, seasons, and sound frequencies.

A. EMPIRICAL EXCESS SOUND ATTENUATION AT
MTF

The distance function of sound attenuation was

compared with the expected local attenuation, so that
the physical reasons for the distance-dependent ex-
cessive sound attenuation could be analyzed. The

following known physical contributors to sound at-

tenuation were taken into account (Fig. 9) : (1) the
classical attenuation, including air viscosity, air heat
conduction, heat radiation of the atmosphere, and

diffusion of the air molecules; (2) atmospheric at-

tenuation due to molecular absorption in the air, which
is a second order function of the sound frequency; and

(3) a not too precisely defined amount of sound atten-

uation due to atmospheric scattering of sound waves.

For a sound frequency of 40 Hz, the distance
function of expected sound attenuation is practically
identical with the geometric sound dispersion function

(Fig. 10). For a sound frequency of 160 Hz, the
distance function of the expected sound attenuation

gradually deviates from the geometric function; this
deviation results from the quadratic dependency on
frequency of the classical, molecular, and scattering

attenuation (expressed as the terms Bk, Bm, and Bs,
respectively, in the attenuation equation of Figure 9).
Thus, at a 50-kilometer distance, the total expected

attenuation increases by about 6.5 decibels above the
geometric sound dispersion (the zero line).

During all seasons, in all azimuth directions, and
for all sound frequencies, the deviation of average

empirical sound attenuation from the expected value
exhibits a typical trend in the form of a bell-shaped

curve on a semilogarithmic plot (Figs. 11 and 12).
The peak value of the average deviation is 21 decibels

for 40 Hz (azimuth 280 degrees, summer, Fig. 11),
and 24 decibels for 160 Hz (azimuth 175 degrees,
spring and summer, Fig. i2). The peak signal

strength for both frequencies occurs in summer.
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A physical explanation of this sound-attenuation

phenomenon may be found in atmospheric diffraction

and scattering effects (Fig. 13). The diffraction

component of sound attenuation results from the neg-

ative gradients of the sound-velocity profile in the

atmosphere. The negative gradients can be caused

by either a negative atmospheric temperature-

gradient profile or a negative wind-gradient profile,

or a combination of both [ 1,2].

With regard to a given azimuth direction, a head

wind will bend the sound rays upward, thus causing

the diffractive attenuation of the sound waves, or a

silent zone. However, no absolute silence has been

observed in the actual sound field; the theoretically

infinite attenuation is limited to a value of 24 deci-

bels. The physical reason for the finite limit of

attenuation in the silent zones is the scattering or

"spilling" of sound energy into these zones. This

scattering of sound is an effect of the condition of the

atmosphere, which is inhomogeneous and constantly

changing because of heat convection in the form of

buoyant air bubbles and because of turbulence eddies

generated by wind shear. Available empirical sound-

field data so far are not comprehensive enough to

permit a detailed analysis of the very significant

sound-scattering effect. A sound-measuring project

has been initiated at MTF for collectiag sound-

scattering data over large distances and on a statisti-

cal scale over all seasons of the year.

An essential instrumentation problem in the

sound measurement was the monitoring of the back-

ground noise, which garbled a substantial amount of

the sound-measuring data at MTF for the year 1963.

Hence, the question which has to be answered is

whether the limit of 24-decibel sound attenuation

above the expected sound attenuation is caused by the

sound-propagation conditions of the atmosphere, or

whether this limit possibly represents a cutoff value

caused by a masking background noise.

B. EXTREMES OF SOUND AMPLIFICATION

The statistical analysis of the empirical sound-

propagation data at MTF also permits an appraisal of

the magnitude of the local sound amplification, par-

ticularly that caused by focusing of sound energy.

The criterion selected for the analysis of extreme

amplification of sound intensity during propagation

through the atmosphere was the limit formed by the

negative three standard deviations from the average



A = log --_o + (Bk+ Bm+ Bs) • d (dB)

d = DISTANCE (km)

do- 0.1 (km)

Bk= "CLASSICAL" ATTENUATION

Bnf MOLECULAR ATTENUATION

Bs= SCATTERING ATTENUATION

B._k.k:

f = 40 HZ : Bk40 = 2 x 10 -4

80 HZ : Bk80 = 8 x 10-4

120 HZ • Bkl20 = 2.0xi0 -3

160 HZ : Bkl60 = 5.5x I0 -s

B.___m•

f = 40

80

120

160

B$"

f = 40

80

120

160

HZ :

HZ :

HZ :

HZ :

HZ :

HZ :

HZ :

HZ :

(dB/ km )

(dB/km)

(d B/ km )

(dB/ km )

Brn40 = 3 x 10 -3 (dB/ kin)

Bin80 = 1.3xlO -z (dB/ km)

Bml20 = :5 x I0 -= (dB / km )

Bml60 = 5 X I0 -t (dB/ kin)

Bs40 = 5.5x I0 -s (d B/ km)

Bsso = 2 x I0 -t (d B/ kin)

Bsl20 = 4.0x I0 -z (dB/ km)

Bsl60 = 7.5x I0 -= (dB/ kin)

FIGURE 9. COMPONENTS OF EXPECTED

ATMOSPHERIC SOUND ATTENUATION

attenuation deviation. This limit of three standard

deviations, or "three-sigma" values, comprises

99. 73 percent of all empirical sound-attenuation data

obtained during the year 1963 at MTF. This three-

sigma limit indicates the strength of actual sound

amplification by focusing that can be expected in the

large majority of cases along the selected azimuth
directions.

The 40-Hz sounding frequency, as an example,

shows the three-sigma sound-amplification probabili-

ties in four azimuth directions during spring (Fig.

14). The highest sound-amplification values during

this season occur at 1.5 kilometers distance, and

beyond 7 kilometers. In the distance functions pre-

sented, the maximum amplitude of sound amplifica-

tion amounts to about 20 decibels. However, the

extreme amplification occurs during winter on the

GERHARD H. R. REISIG

140-degree azimuth. At I. 5 kilometers distance, it

rises to 35 decibels above the expected value. At 22

kilometers distance, a peak value of almost 50 deci-

bels amplification is reached, probably because of

focusing.

The 160-Hz sounding frequency during autumn

shows a maximum amplitude of 16 decibels (Fig. 15).

The absolute extreme sound amplification occurs dur-

ing winter and on the i40-degree azimuth (as for 40-

Hz sound), with peak values of about 32 decibels

above the expected attenuation at both 1.5 and 22

kilometers distance from the sound source.

C. CLASSIFICATION OF SOUND-VELOCITY PRO-

FILE TYPES

The first physical and statistical results of the

analyses of empirical sound-field data serve as a

guide to the sound-propagation phenomena to be en-

countered at MTF. The next step in the analysis of

the distance functions of observed local sound in-

tensities calls for the closest possible correlation

between empirical sound data and the local atmos-

pheric sound-propagation conditions at the time of

the acoustic observation. For this novel and intricate

analysis, the vertical profile of sound velocity versus

altitude was selected as the atmospheric parameter

function responsible for the sound-intensity distribu-

tion in the sound field at the surface. The vertical

sound-velocity profile is determined from the mete-

orotogical data of each radiosonde ascent in support

of acoustic measurements.

The basic idea for the newly conceived correla-

tion analysis consists of the classification of the

vertical sound-velocity profiles into characteristic

types (Fig. 16). The statistical populations of these

profile types preserve the physical features which

characterize each significant class of atmospheric

sound-propagation conditions. Thus, the individual

statistical populations of sound profiles are deter-

mined only by the structure of the atmosphere at a

particular instant. Theoretically, each profile type

could occur at any time, independent of a particular

day, month, or season. This concept does not sup-

press the physical features of the profiles, as con-

ventional statistical treatments usually do, for

instance, by averaging physical quantities over arbi-

trary time intervals without specific physical meaning.

The method of classification of the vertical sound-

velocity profiles has been developed by Essenwanger,

US Army Missile Command [ 3]. With this method,

the profiles are represented in terms of polynomials

up to the sixth order. The profile representation is

accomplished either by "pure" polynomials of the
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order one through six, like types i and iI in Figure

16, or by a superposition of a basic polynomial of

predominant weight with higher order components of

lesser weight, like typos 22 and 27. The analytical

investigation of about 252,000 individual sound-

velocity profiles of the stations at MTF, at Huntsville,

Alabama (Marshall Space Flight Center), and at

Nashville, Tennessee, has established that, up to a

height of 3 kilometers, 33 soand-velocity profile

types essentially constitute the empirical possibilities

of the sound-propagation conditions in the south-

eastern United States.

The quality of matching between the empirical

sound-velocity profile and its analytical prototype has

to result in a correlation coefficient of at least 0.7,

which is a strict requirement. However, in most

cases of matching of the investigated sound-velocity

profiles, a correlation coefficient of 0.9 has been

achieved, which is an excellent result.

Certain profile types rarely occur in their ideal

form. They are sensitive to "static" perturbations

of the atmospheric parameters which express them-

selves in higher order polynomial components of

small weights. These perturbations lead to focusing

properties of profile typos which, according to acoustic

ray theory, could not affect focal concentration of

sound energy. This phenomenon explains the focusing

probabilities for the profile types such as I and 22 in

Figure 16.

D. PROBABILITY AND DIRECTIONALITY OF

SOUND FOC USING

The focusing or nonfocusing qualities of each es-

tablished type of sound-velocity profile can now be
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determined as a class characteristic. The sound-

focusing properties of each empirical sound-velocity

profile of the MTF and Huntsville, Alabama (MSFC),

stations have been analyzed [4] with this established

classification. A summary of these investigations

(Fig. 17) gives the overall probabilities of focusing

occurrence in the two stations, for the four seasons

of the year in the afternoon (1200 to 1700 hours,

local time). The favorable conditions of nonfocusing

during summer are readily evident, with 72 percent

nonfocusing at MTF and 76 percent at MSFC. Figure

17 also indicates the severity of focusing by express-

ing the lateral spread of focusing areas (direction-

ality) covered by high-intensity sound amplification•

For instance, during winter the total focusing prob-

ability at MTF is 92 percent, and for MSFC, 87 per-

cent. In these cases, the focusing area extends over

an azimuth sector of more than 90 degrees, with a

probability of 58 percent at MTF and 54 percent at

MSFC. During the forenoon hours, the focusing

probabilities have been found even more severe be-

cause of the peculiar structure of the atmosphere•

During summer, however, the focusing probability

is only 28 percent at MTF and 24 percent at MSFC.

The lateral spread of the focusing area in severe

cases (azimuth sector over 90 degrees) occurs with

a probability of only 5 percent at MTF and 9 percent

at MSFC.

For rocket-firing tests, it is essential to know

which areas around the test facility will be most
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COVERAGE OF SOUND FOCUSING, MSFC AND MTF

affected by strong noise amplification. Figure 18

shows the distribution of focusing probabilities as a

function of the azimuth around the whole wind rose

for the four seasons at MTF. Again, the severity of

focusing during winter is obvious, and the direction

toward east is affected most. In contrast, the focus-

ing during summer is spread almost evenly over the

whole wind rose, with a low probability of less than 6

percent. Figure 19 shows the same presentation of

azimuthal focusing distribution for MSFC. The

overall features of areal focusing coverage are very

similar to those at MTF. Figure 20 presents a com-

parison of winter focusing distribution for MTF and

MSFC. It can be seen that the focusing around east

is somewhat more severe at MSFC than at MTF.

E. MEASUREMENTS OF NONSTATIONARY SOUND

PROPAGATION

The matching of a specific empirical sound-

velocity profile with its simultaneously measured

sound-intensity distance function proved to be greatly

disappointing. A fair match of calculated sound-

intensity amplification and relative sound-intensity

maxima, measured in the field, could be obtained

only in isolated cases. The reason for this failure

of method was recognized early: the atmosphere as

the medium of sound-wave propagation is not in a

stationary condition, but is continuously changing [5].

The oversimplified mathematical model of the sound-

ray-tracing method cannot do justice to these non-

stationary conditions of the atmosphere, particularly

because it uses only a two-dimensional concept. The

11
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extensive experience gained with the sound-intensity

measurements at MTF strongly indicated the three-

dimensional nature of the sound-propagation phenom-

ella,

A novel approach for analyzing the nonstationary

sound-propagation phenomena was conceived. The

basic idea of this new method consists of the super-

position of empirically determined "dynamic" per-

turbation functions on the pertinent characteristic

sound-velocity profile types. Logically, these per-

turbation functions have to account for the nonsta-

tionary components of the individual sound-

propagation conditions.

For the experimental task of establishing the

"dynamic" perturbation functions, two measuring

areas, each of about 600 by 600 meters side length,

have been selected at MTF. One measuring area is

situated on the 45-degree azimuth at a distance of

3.6 kilometers from the sounding horn, and the other

measuring field is located on the ll0-degree azimuth

at a distance of 14 kilometers. In each of the two

areas, a measuring network of five microphones has

been laid out to cover the area in a cross-shaped

pattern (Figs. 21 and 22). Background noise was

reduced sufficiently by means of filtering networks

and microphone screening (Fig. 23). The measur-

ing series of the sound-propagation fluctuations were

12
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started in summer,  1965. The initial mode of opera- 
tion of the whole measuring system is scheduled a s  a 
10-second-sounding horn blast, with a 10-minute- 
repetition rate for 2 hours. Instrumentation design 
and data analysis of the multicross-correlation prob- 
lem of the microphone array,  supplemented by 
micrometeorological measurements in the micro- 
phone area,  are handled by Tulane University 
Engineering School. 

FIGURE 22. MICROPHONE CATWALK FOR 
SOUND-FLUCTUATION MEASURING FIELD, MTF 

24. In Graph (I)  i t  can be seen that the instantaneous 
sound-pressure levels a t  microphone stations 2 
(center of field) and 4 ( 300-meter distance) differ 
as much as 19 decibels. Graph (11) represents the 
instantaneous SPL values a t  the five microphone 
stations, of the same a rea  10 minutes after the for- 
mation of the SPL pattern of Graph (I). Graph (ID) 
demonstrates the SPL differences between Graphs 
(I)  and (11). It can be recognized that the SPL values 
a t  microphone station 4 changed by 20 decibels within 
a period of 10 minutes. Therefore, the spatial SPL 
fluctuations over a 300-meter distance, and the 
temporal fluctuations over a 10-minute period, can 
attain the same magnitude of 20 decibels. 

FIGURE 21. A SOUND-FLUCTUATION MEASURING 
STATION, MTF 

A first sample of the sound fluctuation measure- 
ments in the microphone a rea  at  3.6-kilometer 
distance f rom the sound source is presented in  Figure 

13 
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approaches in measuring tecliniques and data ana lys i s ,  
which are being applied in  th i s  p ro jec t ,  give p romise  
of providing comprehensive and reliable contingency 
tab les  f o r  the relationships between atmospheric 
pa rame te r s  and far-field sound intensities. These  
tab les  are a bas ic  prerequis i te  fo r  high-confidence 
sound-propagation forecasting f o r  static rocket-firing 

IV. CONCLUSIONS 

The extensive acoustic measuring program a t  
MTF has generated,  and still i s  generating fo r  
statist ical  completeness and reliability, a unique 
fund of acoustic far-field information. The novel tes t s .  
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RESEARCHAND DEVELOPMENTIN INSTRUMENTATION

FOR STATICTESTING
By

Albert E. Schuler

SUMMARY

The varied MSFC research and development pro-

grams in instrumentation for static testing are sum-
marized in this report. The work, done in-house and

through contracts, is described under the categories
of cryogenic fuel density measurements, mass flow-

meters, liquid-level sensors, temperature-measuring
instrumentation, damped accelerometers, digital

transducers, and calibration systems.

Work on density measurements of cryogenic fuels,

needed for better measuring accuracy, has resulted

in the development of a very accurate point density
sensor that uses a solid-state detector and a beta

radiation source. Solutions to the special problem of

measuring LH 2 density in suction lines are being
evaluated. One densitometer under development uses

X rays as a higher energy radiation source, which
results in a faster response time.

MSFC initiated studies on mass flowmeters to

meet the need for measurement of mass, rather than
volume, of missile fuels. Several flowmeters, each

with a different operating principle, are in various
stages of development and test.

Investigations on liquid-level instrumentation is
concerned with providing accurate and reliable dis-
crete sensors for flow-rate determination. Two

electronic level switches, one capacitive and the other

conductive, have been developed successfully by
MSFC. The most accurate and reliable all-purpose

commercial unit tested by MSFC is an optical sensor.

Although the temperature of cryogenic fuels can
be measured accurately, there is a problem of slow

response because of test conditions. Sensor probes
with fast response speed, based upon an MSFC de-

sign, have been developed and are being tested. In

other in-house research on calorimeters, thermo-

pries were used successfully for radiation heat flux
measurements.

An accelerometer operating by hydraulic damp-
ing, deformation of a composite mass, and signal

generation by piezoelectric material, has been de-

veloped for use over higher frequency ranges without

ringing. For testing and calibrating high-frequency-
range accelerometers, a new calibration system was

developed; this uses either a constant-displacement
or a constant-acceleration mode of operation. MSFC

also has developed a portable accelerometer cali-
brator.

A digital pressure transducer has been developed:

it has an ll-bit binary output, a resolution of I count
in 2047, and an accuracy better than 0.1 percent.

A 36-channel data recording system is being devel-

oped, using 20 of the new pressure transducers, 16
different electrical signals, a multiplexer, and very

accurate DC amplifiers.

The calibration of ultrahigh-vacuum gages can
be done now through a multistage pressure reduction

method, devised through an MSFC-sponsored contract

Other investigations on measurement of extreme
values deal with very low water-vapor content of

pressurizing gases (less than i part per million) and
calibration of load ceils for 5-million-pound (22-MN)
forces.

Significant work has been done in automatic cali-
bration systems. One system, for calibrating pres-

sure gages, uses a pressure balance and has a cali-

bration accuracy of 0. 05 percent. Another automatic
system, a thermocouple calibrator, can automatically

measure and print the output of 12 thermocouples.

I. INTRODUCTION

The research and development activities of the

Instrument Development Branch of Test Laboratory,

Marshall Space Flight Center, consist of in-house
and out-of-house basic and applied research. This

review is a summary of major research activities

and achievements, and covers density measurements

of cryogenic fluids, mass flowmeters, liquid-level
gages, special temperature-measuring instrumenta-

tion, damped accelerometers, digital transducers,
calibration of vacuum gages down to 10 -10 tort

( 1.33 x 10-SN/m 2) , calibration of 5-mrilion-pound

(22.24-MN) load cells, and automatic calibration

systems.

15



ALBERT E. SCHULER

II. DENSITY MEASUREMENTS OF
CRYOGENIC FUELS

During the first 25 years of work with liquid-

propellant rockets, liquid oxygen (LOX) was meas-

ured quantitatively by weighing or by determining its

volume with level gages. Volumetric and gravimetric

values were converted through the use of density data

in handbooks or international critical tables. The

0.5-percent disparity between calculation and meas-

urement was attributed to measurement inaccuracy.

In 1958, a test with repeated weighing at overflow

demonstrated that LOX density changed with the time.

A more elaborate measuring program established that

the density of LOX in a missile tank differs from the

density given in the handbooks. At the conditions for

which the handbooks stated a density of 1.14 g/cm 3,

accurate measurements of LOX showed 1. 333 g/cm 3,

a difference of 0.6 percent. There was an evident

need for instruments to measure LOX density. Con-

sequently, a research contract was awarded to

Franklin Systems, Inc., with the result that proto-

type density measuring instruments were developed.

These measured the average density of LOX in tanks

of various diameters, using cobalt 60 as a radiaUon

source at one side of the tank and a scintillation

counter at the opposite side (Fig. 1). When tank

diameters were too big, measurements were made

across a secant instead of the diameter (part A,

Fig. 1).

/

/

I
DETECTOR _::

A.

/

O GAMMA

SOURCE

MEASUREMENT ACROSS DIAMETER AND SECANT

DETECTOR

B. MEASUREMENT ALONG PART OF RADIUS

FIGURE 1. DENSITY MEASUREMENT OF

CRYOGENIC FUEL IN A TANK

The scintillation counters, particularly the

photomultiplier portion, were insufficiently stable.

Therefore, a servo-type self-adjustment, with an

alpha radiation source on the detector side, was

added as a reference. Better repeatability could be

obtained with this compensating feature, but for field

use the equipment still was not reliable enough.

The contract was extended to learn whether

other detectors would be better than scintillation

counters, and the contract study showed that a xenon-

filled ionization chamber was better. Under constant

temperature, the repeatability of a densitometer with

an ion chamber is O. 1 percent. The idea of com-

pensating a scintillation counter with an alpha source,

as mentioned, is now being used by several com-

panies for other nuclear instrumentation.

An isotope radiation source submerged in LOX

is represented by part B of Figure 1. With this ar-

rangement it was possible to determine the average

density of different layers of LOX next to the tank

wall, in order to get information about the density

profile across the tank. However, all the arrange-

ments with average density measurements along a

diameter, secant, or part of a radius were insuf-

ficient for determining density stratification. There-

fore, a new research and development program to

develop point-density sensors was started. These

sensors use beta radiation from a strontium 90

radiation source, and a solid-state detector close to

the source (Fig. 2). The entire unit is submerged

in LOX at different locations in the tank so that the

LOX density profile can be determined. The indi-

vidual units are reliable for LOX measurements; a

system using six detectors has been delivered to

MSFC and is now being tested. The same method

was used for point-density measurement in liquid

hydrogen (LH2), but more research had to be done,

mainly in reference to resistance contacts and epoxy

resins, so that the sensor could be made to with-

stand the low temperature. These problems have

been solved, and LH 2 point-density measuring units

in a 10-channel system will be available soon. For

LOX and LH2, the accuracy of these point-density

sensors is about 0. 1 percent for 10-second counting

time, and about 0.2 percent for l-second counting

time.

When LH 2 was selected as the propellant for

upper stages of Saturn vehicles, the deviations of LH 2

densities from handbook data were expected to be

worse because the density of LH 2 changes 1.6 per-

cent per degree Kelvin. However, it was found that

the handbook density data for LH 2 agreed much better

with the densities as measured for LOX. The ex-

planation is that LH 2 is in vacuum-jacketed tanks,

similar to the thermos flasks used in the laboratories

where density data for handbooks are determined,
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while LOX in missiles is in uninsulated tanks and,

therefore, because of the heat influx, the density

deviates up to 0.6 percent.

These observations are true for tank contain-

ment. In regard to LH 2 suction lines there are other

significant problems caused by two-phase conditions

and density instabilities. Accurate measurements

require densitometers with higher speeds of response

than are needed for tanks. There is a current con-

tract to develop a densitometer for LH 2 in the S-IVB

suction line. In this development, X rays are used

instead of isotopes to provide more radiation energy.

Greater energy results in faster response. In addi-

tion, the radiation hazards are reduced, since X rays

can be cut off. Figure 3 shows the arrangement

schematically. The two-beam arrangement com-

pensates for changes in the X-ray unit. An aluminum

or a beryllium disk can be used as a calibration ab-

sorber by inserting it into the beam path.

The unit has been constructed for regular use and

is in its final test phase. Indications are that 0.1-

percent accuracy and a 0.5-second time constant have

been achieved. Pending completion of testing, MSFC

is using a less accurate instrument for making some

measurements in the S-IVB suction line. This instru-

ment uses available components: cesium 137 as a

radiation source and an ionization chamber as a de-

tector. The instrument has an acceptable repeata-

bility for comparisons, but it cannot be used for

absolute density measurements.

ALBERT E. SCHULER

CALIBRATION

[l _.___MEA_RE IONIZATION

CHAMBER

FIGURE 3. DENSITY MEASUREMENT OF LH 2 IN

A PIPE, USING SPLIT X-RAY BEAM

III. FLOWMETERS

The turbine-type, volumetric flowmeter has been

used for flow measurements during the last two de-

cades. These meters have been improved steadily

and are now very accurate and reliable. However,

the energy content of missile fuels is a function of the

mass rather than of the volume.

Because of the uncertainty of density data as a

function of pressure and temperature, and the in-

crease in errors when +-hree parameters must be

measured to determine one value, the search for

direct mass flowmeters was intensified.

A contract for the study of mass flowmeters for

all propellants was awarded to Armour Research

Institute (now IIT) by the Army Ballistic Missile

Agency in 1958. On the basis of information provided

by the study (which summarized the state of the art

of flowmeters), a 1-inch (2.54-em) GE angular

momentum flowmeter was purchased for investiga-

tion by Armour. In addition, a contract was awarded

to Potter Aeronautic Corp. for the production of a

prototype gravimetric quantity meter for filling con-

trol. The Potter meter uses a standard volumetric

turbine flowmeter and a float-operated densitometer

which starts and stops the counting of pulses from

the turbine flowmeter once every minute for a dura-

tion determined by the density. When this meter had

been developed into an accurate and reliable instru-

ment, MSFC had to abandon its interest in it for two

reasons: Jupiter work had been transferred to the US

Air Force, and a decision had been made to use level

switches and differential pressure measurements for

Saturn fuel filling control because of the desirability
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of obtaining volumetric and gravimetric data. How-

ever, the Potter meter has now been found useful for

filling control of Apollo storable propellants.

A more elaborate study, development, and eval-

uation contract for LH 2 mass flowmeters was initiated

in 1961 with Wyle Laboratories. As required by the

contract, a well designed calibration facility was

created. Illustrated diagrammatically in Figure 4

HELIUM PRESSURE

VENT _. REGULATOR

HELIUMOUTERSHELLAND _;_
VAPOR BARRIER _

LIQUID HYDROGEN TANK J I

CYLINDERS

.ous,RQ 'DAD"C,._L:J_

FLOWMETER CALIBRATION ",

TO RECOVERY TANK

mass of LH 2 equal to the mass of the drop weights
has been taken from the tank for flowmeter calibra-

tion, the null switch operates again and stops the

timers and counters. In this way the LH_ mass is

directly compared with the mass of the drop weights.

The vacuum-jacketed flexible hose provides fairly

free movement of the scale, and the null switch

always operates at the same platform position, which

results in an accuracy of 0. I percent. The flow-

meters are inserted in a vacuum-jacketed calibration

chamber big enough to accommodate any type flow-

meter of the 3-in. (7.6-cm) class, which is the size

of flowmeters investigated in this program. Two-

phase flow is obtained by adding helium gas, and the

mass measurement of the two-phase flow also is 0.1

percent accurate.

During this development program, the following

five mass flowmeters were tested, evaluated, and

modified.

a. A gyroscopic mass flowmeter (Decker Corp.,

Fig. 5) passes the liquid through a circular loop,

thus simulating the rotating flywheel of a gyroscope.

A motor-driven eccentric cam forces the loop to

preeess in an oscillating manner; the resulting

rectangular torque causes a displacement of the

loop, which is restrained by torsion members. The

displacement of the loop is measured as a function of

mass flow.

CONDUIT

FIGURE 4. LH 2 FLOWMETER CALIBRATION
STAND FLEXIBLE

is an L_ tank (with the usual valves for filling,

drainage, pressurization, and venting) resting on a

mechanical weighing scale. The tank is within a

larger container and is insulated from it with glass

wool (5 cm thick) and plastic foam ( 15 cm thick).

Additional plastic foam insulation at the top and bot-

tom covers the valves, fuel lines, etc. To eliminate

the need for correction of the weight of pressuriza-

tion gas (helium), there are four spherical helium

storage tanks on the scale. Calibration masses in

the form of drop weights are suspended on a gallows

across the scale platform. The scale is used as a

null detector rather than as an absolute-weight-

measuring device. The tare is so adjusted that a

capacitive null switch operates after constant flow is

achieved. The null switch starts timers and counters

or other flowmeter output recording systems after

the calibration is started. Then the drop weights

are lowered to the platform of the scale, and when a

BEARING

PICK-UP COIL

_RIVE MOTOR

WITH ECCENTRIC ARM SHAFT

:RMANENT MAGNET

RIGID FRAME

FIGURE 5. GYROSCOPIC MASS FLOWMETER

(DECKER)

b. A twin-turbine mass flowmeter (Potter

Aeronautics, Fig. 6) uses two turbines with different
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blade angles that a re  coupled with a torsion spring 
and so rotates a s  a unit. The phase angle between 
the two turbines, o r  the time period between passing 
of fixed reference points on the two turbines, is 
measured a s  function of the mass flow. The velocity 
of the coupled turbine assembly is proportional to 
the volumetric flow. 

P) 
FIGURE 6. TWIN-TURBINE MASS FLOWMETER 

( POTTER) 

c. The angular momentum mass flowmeter 
(General Electric Corp. , Fig. 7) uses an impeller, 
driven a t  constant speed by a synchronous motor, to 
impart an angular velocity to the passing fluid. A 
turbine, immediately downstream , absorbs the angu- 
lar momentum of the fluid, and i t s  deflection against 
a spring is measured as  a function of the mass flow. 

lNDlCATOR 

IMPELLER 

e. An inferential mass flowmeter (Quantum 
Dynamics, Fig. 9) measures flow volumetrically. 
It has a slave turbine to rotate the shaft for the 
sensing turbine to reduce inaccuracies from bearing 
drag, and it utilizes a high-frequency wave-absorption 
principle to detect the rotation of the turbine without 
magnetic loading. Fluid density is measured with a 
capacitive sensor, and the two signals for volumetric 
flow and density a re  combined into a signal for mass 
flow in a computer which also has outputs for analog 
density, analog velocity, digital mass flow, and 
digital volume flow. 

The single-phase repeatability of the five flow- 
meters is shown in Table I. A repeatability of 0.1 
percent was desired, but 0.5 percent was the best 
obtained. Although short of the desired accuracy, 
this achievement is useful in indicating the direction 
the work must take for attaining the 0.1-percent 
accuracy. 

TABLE I. REPEATABILITY OF MASS 
FLOWMETERS DURING CALIBRATION WITH 

LIQUID HYDROGEN 

Repeatability 
( 7 0 )  

Flow meter 

Decker Corporation 
Vibrating gyroscopic mass 

flowmeter *o. 9 

General Electric Company 
Angular momentum mass flowmeter *o. 5 
( Using bypass principle) *l. 0 

Potter Aeronautical Corporation *o. 5 
Twin-turbine mass flowmeter *o. 12: 

Waugh Engineering Company 
Constant-torque mass flowmeter +o. 5 

Quantum Dynamics Corporation 32.0. 5 
Inferential mass flowmeter *o. p 

':' Volumetric data 
FIGURE 7. ANGULAR MOMENTUM MASS 

FLOWMETER (GE) 

d. A constant-torque mass flowmeter (Waugh 
Engineering Co. , Fig. 8) uses a turbine with zero 
blade angle, driven a t  constant torque by a synchro- 
nous motor with a magnetic hysteresis clutch. The 
speed of the turbine decreases inversely with in- 
creasing flow rate. 

For volumetric measurement (Quantum and 
Potter meters) , a repeatability of 0.1 percent was 
shown, which i s  the best accuracy obtainable a s  yet 
for LH2 measurement. This accuracy and the versa- 
tility of the meters in being usable for gravimetric 
and volumetric measuring a re  distinct advantages. 
The additional turbine in both meters probably 
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conditions the flow pattern so that detrimental line

effects are reduced or eliminated. In the Quantum

meter it serves as a slave turbine, rotating the shaft

of the measuring turbine. The purpose of this ar-

rangement is to reduce bearing drag. The Quantum

densitometer system is good in principle, but it often

fails to withstand the rough working conditions. When

this deficiency is corrected by the manufacturer, me

meter may be one of the best of the mass flowmeters.

The ideal flowmeter would have no moving parts

and no obstructions in the line. Under contract with

MSFC, Bendix Corp. is developing a capacitive flow-

meter without moving parts (Fig. 10). The meter

uses a wire mesh as a sensor for the p v 2 term of the

flowing liquid. The tendency of the mesh to move

under the force of liquid flow changes a capacitance,

causing electromagnets to initiate a servo-directed

compensation. Honeycomb grids measure the liquid

density through the capacity change, and a computer

mixes these measurements to yield mass flow data.

This capacitive meter is in the prototype stage, and

is being tested and improved.

Neptune Meter Co. has developed a flowmeter

which operates on a boundary-layer heat-conductivity

principle and has no obstruction in the line. (This

work has not been done under contract.) Metering

based upon a heat-conductivity principle may be ex-

pected to have a relatively slow response. However,

MSFC has purchased one of the Neptune meters and it

will be tested by the Wyle calibration facility for speed

of response and accuracy.
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FIGURE 10. CAPACITIVE MASS FLOWMETER

(BENDIX)

A considerable amount of research on the appli-

cability of nuclear methods to mass flowmeter design

has been done by government agencies and private

industry. It was not evident until recently, however,

that nuclear methods were suitable for MSFC applica-

tions. As a result of new advancements in nuclear

technology, the idea of flowmeters based upon nuclear

principles has appeared to warrant study by MSFC;

therefore, it has initiated a feasibility study through

a contract with Industrial Nucleonics Corp.

iV. LIQUID-LEVELINSTRUMENTS

Most of MSFC research and development in the

field of liquid-level measurements was done in-house,

with some research funds being used to buy commer-

cial products. The accuracy and reliability of con-

tinuous liquid-level gages were well advanced even

during the early days of rocket development. It was

obvious, however, that discrete liquid-level sensors

would have to be used for flow rate determinations

because the difference between two levels is required

for flow rate, and less than 1-percent accuracy was

obtainable with continuous-level gages. The special

advantage of level switches is in their absolute ac-

curacy, and the percentage accuracy of liquid-level

measurements with discrete level sensors increases

proportionally with the height of the tank. Better than

0.1-percent accuracy in flowmeter calibration can be

obtained at calibration stands with tall tanks. At test

stands flow rate determination is less accurate be-

cause of the turbulent surface of the liquid fuels.

Originally, float-operated level switches were

used for LOX and alcohol measurements. By 1955,

very accurate and reliable all-electronic level

switches had been developed. Two types, capacitive

and conductive, are illustrated diagrammatically in

Figure 11.

H

J
J

GALVANOM£ T

A. CAPACITIVE

TUBULAR SUPPORT

I ELECTROOE I

I I

B. CONDUCTIVE

FIGURE 11. CAPACITIVE AND CONDUCTIVE

DISCRETE LIQUID-LEVEL SENSORS

The capacitive switch (A, Fig. 11) uses rings as

electrodes of a capacitor. Alternate rings are inter-

connected to serve as the two electrodes of a capacitor

that varies its capacitance, depending upon whether

there is liquid or gas between the rings.

The conductive switch (B, Fig. 11) uses a wire

across a pipe. The wire is insulated from the pipe,

and the resistance between wire and pipe decreases

when the wire is submerged in conductive liquid.

Water, or even missile fuel with much lower con-

ductivity, operates the sensors.

Since private industry as well as aerospace

agencies had been conducting research and develop-

ment to produce better discrete liquid-level sensors,

MSFC decided to replace its "homemade" probes with
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commercial ones. Therefore, it bought ten each of

five different types and tested them. A summary of

the accuracy tests is given in Table II.

TABLE II. REPEATABILITY OF COMMERCIAL

DISCRETE LIQUID-LEVEL SENSORS IN

DIFFERENT LIQUIDS

Sensor

OperaUng Principle

Capacitive

Optic',d

Magnetostrictive

Piezoelectric

Thermal

Water

±0.102

(±0.004)

±0.305

(±0.012)

±0.330

(±0.013)

Repeatability

millimeter (inch)

RP-I Fuel

±0. 127

(±0. 005)

±0. 102

(±0. 004)

±0. 305

(±0. 012)

±0. 102

(±0. 004)

LN 2 LH 2

±0. 152 _-0.152

(±0. 006) (±0. 006)

±0. 305 ±0. 762

(±0. 012) (±0.030)

±0. 254 ±0.305

(±0. 010) (±0. 012)

±0. 102 ±0. 254

(±0. 004) (_-0.010)

±0.356

(±0.014)

Most of the switches were very accurate and re-

liable when tested in the laboratory, but they were

much less so when used at the test stands. There-

fore, the accuracy data shown in Table II do not

reflect reliability in the field. The optical sensor

(Fig. 12) appeared to be the most accurate and re-

liable sensor for all-purpose use. Many were used

at various test facilities, but the "homemade"

switches still seem to be the most reliable.

The results of work by MSFC and Trans-Sonics,

Inc., have been combined to produce a continuous

liquid-level gage, now used in the S-ICT missile at

the MSFC test stand. Trans-Sonics research was in

servo bridge-balancing; MSFC contributed its experi-

ence in dividing the level gage and using the sections

in different parts of the bridge.

V. TEMPERATURE-MEASURING

IN STRUMENTAT ION

In the past, MSFC did a considerable amount of

research on temperature sensors as part of its

thermal instrumentation program. Not much sig-

nificant advance was made for thermocouples with

various materials, or for oscillating crystal sensors.

More success was achieved with platinum resistance

thermometers, which were greatly improved through

the work of private industry, done partly in close

cooperation with MSFC.
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At present, very accurate and reliable tempera-

ture measurements of cryogenic fuels can be made.

However, the speed of response still is a problem.

The temperature sensors are slow because the time

constant is increased by the sturdy sensor-holding

devices, which are necessary because of test-stand

vibration. The following conditions illustrate the

problem. The temperature of LOX in a Saturn I tank

was -297.4 ° F (90.15°K), while the temperature of

gaseous oxygen was approximately 400 ° F (478°K).

When the LOX level dropped below the sensor, the

sensor did not quickly indicate the high temperature

of the gaseous oxygen but instead often indicated a

lower temperature than the LOX, -300 ° F (89°K),

because of LOX evaporation. The speed of response

was improved with an MSFC-laboratory-devised

thermocouple (Fig. 13). This has a 30-gage copper-

constantan wire suspended in a slingshot-like bracket

of minimum practical thickness. Its time constants

are 0. 6 second when submerged in LOX, 1.3 seconds

when emerging with the bracket above the wire, and

2.6 seconds when emerging with the bracket below

the wire.

THERMOCOUPLE ['T'_ /
BEAD "_ /-YOKE

FIGURE 13. SLINGSHOT THERMOCOUPLE

In an attempt to obtain a better thermocouple than

this slingshot type, MSFC had two companies make

special resistance thermometers for faster speed of

response. The sensors that were made had very thin

wires and fragile holding arrangements. Since they

were more fragile than the slingshot thermocouples

and there was no improvement in the time constant, a

research contract was awarded to another company

for the development of sensors with the following

specifications: a sensitivity of 0.01°F (0. 0056°K) ;

an accuracy of 0.05 ° F (0. 0278°K) in the range of

-425 ° to -410 °F (19.3 ° to 27.6°K); and an accuracy

of 0.5 percent at -425OF (19. 3°K), with a response

speed of 0.5 second. These sensors are being tested.

Considerable improvement in heat flux measure-

ments was achieved by in-house research on calori-

meters. The use of thermopiles for radiation heat

flux measurements was one of the major achieve-

ments.

Vl. DAMPEDACCEIFROMETERSAND
ACCELEROMETERCALl BRATION SYSTEMS

Accelerometers usable over higher frequency

ranges without ringing were needed for more accurate

vibration measurements. Gulton Industries studied

this problem and developed a damped accelerometer

(Fig. 14). The seismic mass of this instrument is
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FIGURE 14. DAMPED ACCELEROMETER

a diaphragm-like structure composed of piezoelectric

material and metal, supported at its center by a
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S H A K E R  

PHOTO MULTIPLIER 
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column. Upward forces cause the composite mass 
to deform. A s  the edge of the material moves down- 
ward, the width of the annular slot decreases,  forcing 
the silicone fluid to flow out. A downward force in- 
c r eases  the width of the slot, and the fluid flows back 
into the slot. Thus, damping of the motion is achieved 
by the pumping of silicone in and out of the annular 
slot. Electric signals a r e  generated by the bending 
of the piezoelectric element. 
sponse of these accelerometers is nearly flat up to 
15 kHz (Fig. 15). 

The frequency re- 

NULL 
INDICATOR 

HALF-SILVERED MIRROR 
(BEAM S P L I T T E R )  

- -  
FIELD APERTURE COLLIMATING APERTURE -1- 

STATION A R Y 
HALF-SILVERED MIRROR 

MIRROR SURFACE r-k 

FIGURE 16. ACCELEROMETER CALIBRA TION 
SYSTEM 

FIGURE 15. FREQUENCY CHARACTERISTICS OF 
DAMPED ACCELEROMETERS 

A new calibration system w a s  developed for 
absolute calibration and testing of accelerometers 
with high-frequency range. The calibration system , 
diagramed in Figure 16, uses either a constant- 
displacement o r  a constant-acceleration mode of 
operation. 
ometer measures fixed increments of displacement, 
and the shaker is regulated until a certain displace- 
ment is reached. When the output of the photomulti- 
plier reaches null, the fringe disappearance indicates 
that the displacement of the shaker table is 4.11 
microinches (0.104 pm) or  a multiple of it, 
20-Hz oscillator modulates the intensity sensed by 
the photomultiplier, which results in higher sensi- 
tivity. 
The constant acceleration mode of operation uses the 
accelerometer in the table as a standard. 
method is much less  accurate, but i t  requires l e s s  
time. 

For constant displacement an interfer- 

The 

The instrument accuracy is about 1 percent. 

This 

MSFC also uses a portable accelerometer cali- 
brator,  which i t  developed in-house (Fig,  17). The 
instrument uses a resonant frequency of a beam ex- 
cited up to 20 gauss by an electromagnet and oscillat- 
ing at a constant frequency of 120 Hz. 

FIGURE 17. PORTABLE ACCELEROMETER 
CA LIBRA TOR 

The application of l a s e r  techniques to accelerom- 
e t e r  calibration is being studied by National Bureau 
of Standards, under contract. 
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VII. DIGITALTRANSDUCERS

The "era" of digital transducers started in re-

sponse to increasing accuracy requirements, the

need for handling more channels with fewer cables,

and many other reasons. In the field of digital meas-

urement, MSFC and Giannini Controls Corp. de-

veloped a very accurate digital pressure transducer.

In the measuring system, illustrated in Figure 18,

the transducer uses a force balance and an up-down

counter principle. The bellows convert the pressure

into force, which is balanced by an electromagnetic

torquer. A special two-bellows arrangement with

slightly different effective areas of the bellows in-

creases sensitivity and decreases the force; the

result is a desirable reduction in the required torque.

When there is an unbalance in the force from bellows

and torquer, a differential transformer null detector

gives signals to the counter, and a digital-to-analog

converter conditions the signal of the counter to

change the current for the electromagnetic torquer

until it balances the force of the bellows. The

counter also provides digital output in binary form

( 11 bits}.

FIGURE 18. DIGITAL PRESSURE TRANSDUCER

The prototype digital pressure transducer which

was delivered has a resolution of i count in 2047 and

an accuracy of better than 0. i percent. A great

interest in this transducer was indicated by the in-

quiries from within the United States and from other

countries.

Giannini Controls, under a development contract,

is to provide a 36-channel digital transducer and data

recording system. Four channels each will be used

for pressures of i, 10, 100, 500, and 1000 psi (0.69,

ALBERT E. SCHULER

6.9, 69, 345, and 690 N/cmZ), respectively, and

four channels each will be used for resistance ther-

mometers, strain gages, thermocouples, and DC

voltages. Electrical null balance and the same up-

down counter principle (as in the other pressure

transducer} are used for the electrical measure-

ments. A digital multiplexer and magnetic tape re-

corder are included in this system. Most of the

system components have been completed, with some

features being improved; therefore, this research

and development may be termed an important achieve-

ment in the field of digital transducers.

The pressure transducer discussed has a binary-

coded digital output. MSFC also initiated the develop-

ment of a miniature analog-to-digital converter to be

used next to the transducer. In this system, devel-

oped by Trans-Sonics, Inc., the output of the trans-

ducer is fed to a paractor, which provides parametric

amplification and comparison for digital conversion

of very small signals. The paractor is part of the

analog-to-digital conversion system and has to be in

the immediate vicinity of the transducer so that

electrical noise effects can be avoided. The rest of

the system called logic can be several hundred feet

away. For some applications, the paractor, which

takes up 8 cm 3 (0.5 in. 3), will be constructed like

an electrical connector so that it can be attached as

an integral part of the transducer.

Packaged with the logic is a multiplexer which

has been developed to scan the digital output of 120

channels ^ - __.u to send these _L,_t._...... through two pairs

of shielded cables to the blockhouse. This will elim-

inate the noise effect on low-level signals, and it

will make it possible to handle many more channels

with fewer cables.

Since the research for a small analog-to-digital

converter resulted in the development of the very

promising paractor, the contract was extended for

the development of a DC amplifier. Two prototype

DC amplifiers have been delivered, for which

Trans-Sonics, Inc., claims an accuracy of 0. 01

percent under constant conditions, a zero drift of

about O. 01 percent for a 10°F (5. 56"K) temperature

change, and a slope change of about 0.01 percent for

a 3*F (1.67°K) temperature change. Tests and

probable modifications or improvements are pending.

Twenty-five years ago, transducers were de-

veloped with slide wire, capacitive, magnetostrictive,

differential transformer, or variable-reluctance

pickups. Fifteen years ago, the strain-gage pickup

started a new measuring technology, in which in-

creasing numbers of strain-gage pickups were used

for various measurements. Five years ago, the
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idea of digital transducers gained momentum, and it

can be expected that five years from now the direct

digital transducer systems will have replaced many

of the present strain-gage pickups and analog-to-

digital conversion systems.

VIII. ULTRAHIGH-VACUUM CALIBRATION

SYSTEM

are no large temperature variations from point to

point in the system. Errors in the orifice technique,

due to leaks or to outgassing from the walls, are

overcome by high mass flowrates and bakeout in the

high-vacuum region. Thus, this multistage method

depends mainly on the geometric dimensions of pres-

sure attenuation orifices and the standard pressure

reading, provided that a specified minimum pumping

speed is maintained.

In the calibration of vacuum gages below 10 -5

tort (1 mN/m 2) the usual comparison with a standard

cannot be used because none exists for this very low

pressure. A research contract with National Research

Corp. was initiated by MSFC to establish principles

and develop equipment for creating the low pressures

of accurately known values needed in calibrations of

vacuum gages. The calibration system that was de-

vised (Fig. 19) uses a series of three individually

pumped pressure chambers s with the pressures de-

creasing in a ratio of 100 to 1 from chamber to

chamber. The pressure of each chamber is kept

constant by continuous pumping, and the pump and

chamber interconnections have pressure attenuating

orifices of known conductance. Thus, the pressure

attenuation of each stage is mainly determined by the

dimensions of these calibrated orifices. The small-

conductance calibrated orifices between each pump

and chamber also serve to minimize the effects of

variations in pump speed.

Connections For Gage Calibration

I0 -6 torr 10 -8 tort / I0 -I0 torr

(133.3_N/m 2) (I.5,_N/m 2) / (O.Ol_N/rn 2 _ _ -

1"_ I_-...._ -'_ _ _ "If 11 Calibrated
10-4 torr ._,1 _ } Tr II IlL:

(15.5 mN/m 2' ) J l

McLeod('_ J VACUUM CHAMBERS J

p"
Smoll- Conductonca Jr I r
Colibroted Orifices

DIFFUSION PUMPS

FIGURE 19. ULTRAHIGH-VACUUM CALIBRATION

SYSTEM

The starting low pressure of the vacuum series

is measured with a standard McLeod gage, which can

measure down to 10 -4 torr(i. 3 x i0 "2 N/m2).The last of

three pressure chambers will have 10 -6 times the

pressure measured by the McLeod gage; therefore

the system can measure down to 10 -1° torr (0.013

gN/m2). This vacuum range is not dependent upon

gas composition and temperature as long as there

IX. INSTRUMENTATION FOR MEASUREMENT

OF OTHER EXTREME VALUES

In addition to ultrahigh vacuum, instrumentation

for measurement of extreme values includes the

measurement of very low water-vapor content in

pressurizing gases, and the development, testing,

and calibration of load cells for very high forces.

Considerable in-house research has been con-

ducted on dewpoint instruments. Consolidated

Electrodynamics Corp. (not under contract) devel-

oped a "moisture monitor," which uses an electrolysis

principle and Faradayrs law to measure water vapor

content of gases in amounts as low as one-half part

per million.

Developmental work on high-capacity load ceils

has been going on for many years. Much of the work

has been done by private industry with its own funds

and through research contracts with government

agencies. Suggestions and test data offered by MSFC

added to the fund of knowledge and resulted in the

production of load cells which are used for static test

of S-ICT. To advance the state of the art, MSFC

initiated a research contract with Fluidyne Engineering

for the development of a 5-million-pound (22.24-MN)

load cell only 4 in. (10.2 cm) high. Prototypes have

been tested and improvements are being made.

MSFC prepared specifications for testing and

calibrating high-capacity load cells. Using these

specifications, Gilmore Industries designed and built

a 5-million-pound (22.24-MN) load-cell calibrator,

which is now in operation at MSFC. The equipment

uses 225,000 kg (496,000 lb) of calibration masses

or deadweights, with an accuracy of 0.003 percent.

It uses hydraulic cylinders and load ceils to calibrate

up to 5-million pounds force (22.24 MN), with an

accuracy of 0.02 percent. Any one of the calibration

masses, or any combination of them, can be applied.

This is an advantage over most of the other dead-

weight calibrators, which apply calibration masses

only in the sequence in which they are stacked.
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X. AUTOMATIC CALIBRATION SYSTEMS

Automatic calibration systems constituted another

field in which MSFC did a considerable amount of re-

search and development. Fifteen years ago the pres-

sure balance was developed in-house for accurate

reference pressure, and it was found most useful for

calibration of pressure gages. Figure 20 shows an

automatic pressure calibration system with a pres-

sure balance as the heart of the system. A rotating

piston converts the pressure into force, which

presses down one arm of an equal-arm balance. This

force is balanced by weights on the other arm of the

balance. The pressure is regulated by adding or

releasing air with solenoid valves. The accuracy of

this calibrating system is 0.05 percent.

FIGURE 20. AUTOMATIC PRESSURE

CALIBRATION SYSTEM

Under the impetus of expanding automation tech-

nology, MSFC initiated a research contract with

Gilmore Industries for the automatic, laboratory-

precision calibration of all pressure transducers on

the Jupiter test stand, in which the pressure balance

was used as a standard to obtain standard laboratory

precision. Gilmore Industries proceeded to develop

an automatic weight-handler for the pressure balance,

and adapted a paper-tape programing device for auto-

matic initiation and control of all the steps in pres-

sure calibration. In this system, one group of trans-

ducers with the same pressure range are connected

from the missile to the pressure balance by way of

solenoid valves and manifolds. The appropriate

weight increment for the pressure in the programed

step calibration is applied, and the pressure balance

is made to regulate the pressure. The transducer

output then is recorded. Weights for the next pres-

sure step are applied, and so on, until the calibration

of the group of transducers is completed. The cali-

brated transducers are reconnected to the missile,

and another group of transducers is connected to the

pressure balance. The procedure is repeated until

all the transducers are calibrated. A tape can be

punched for any calibration program desired, so that

calibration is fully automatic after a start button is

pushed.

End-to-end calibration at the test stand is being

replaced by shunt calibration. The resistance of

shunt resistors is determined in the laboratory as a

measure of pressure; then, instead of calibrating

pressures directly at the test stand, an electrical

calibration is made there with the shunt resistors.

As a result of this calibration work, the work

load of the Instrument Laboratory has increased

greatly. Consequently, automation in the laboratory

and the use of computers for the tremendous data

processing requirements have increased in impor-

tance. A computerized calibration system, developed

to fulfill this need, is illustrated in Figure 20. The

pressure transducers are in a heat chamber so that

calibrations can be made at different temperatures.

There may be up to 48 transducers in the chamber at

one time. The pressure balance regulates the pres-

sure, a digitizer conditions the signals of the pres-

sure transducers, and an IBM card-puncher records

the results on cards.

Other automatic calibration systems used by the

laboratory are:

a. An automatic thermocouple calibrator which

compares up to 12 thermocouples with an NBS-

calibrated standard thermocouple in a temperature-

controlled oven. The power supply to the oven is

regulated by an electronic unit, and the outputs of the

thermocouples are automatically printed after each

step of temperature has been reached.

b. An automatic Mueller Bridge which balances

automatically and prints the output of up to 12 re-

sistance thermometers.

c. An automatic load cell calibration system

which increases or decreases the force of a hydraulic

jack until the output of a standard load cell is equal to

an electric signal preset by a step switch. This

system is for test stand application.
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SOUND SUPPRESSIONTECHNOLOGYRESEARCH

AT MARSHALLSPACEFLIGHTCENTER

Fritz Kramer

SUMMARY

This report describes some of the development

tests conducted at Marshall Space Flight Center on

sound suppressor models. These devices are de-

signed to reduce the sound radiated into the atmos-

phere from the exhaust jets of large rocket engines.

From theoretical considerations, the overall sound

reduction capability of the tested models was expected

to amount to 40 decibels. However, residual sound,

radiated from the rocket engine and its installation,

limited the attainable overall suppression to 24 de-

cibels. Suppression of very low sound frequencies

remains a special area of endeavor in future in-

vestigations.

The models were designed to be self-contained.

They proved to possess very good operational char-

acteristics.

I. INTRODUCTION

The high-intensity sound generated by high-

thrust rocket engines has been of great concern to

Marshall Space Flight Center (MSFC) and partic-

ularly to Test Laboratory. Sound powers of tens of

millions of acoustical watts from rocket engines in-

stalled in the booster stage of the Saturn V moon

rocket had been predicted as early as 1960, when

the booster stage was under development. Sound

powers of smaller magnitude, generated during

static testing of less powerful missiles, already had

caused concern in the population of nearby residential

areas. Focusing of sound rays under particular at-

mospheric conditions also was known to affect areas

at great distances from the test site. Therefore,

Test Laboratory was obligated to study means to

alleviate or eliminate these acoustic effects. The

program which was established for this purpose later

developed into two main activities, sound prediction

and sound suppression.

In sound prediction, existing meteorological

conditions are evaluated and correlated with the

sound power and the directional characteristics of

the sound source. The magnitude of sound pressures

expected in the area surrounding the test site is then

determined through special computer programs. If

meteorological conditions are unfavorable and too

high a pressure level is predicted, the testing may

have to be delayed or postponed. Sound prediction,

therefore, is an operational activity, connected

closely and directly with the test activity proper. It

has to be performed for each test firing.

The purpose of sound suppression is to prevent

the acoustic power from being generated, or from

being radiated into the atmosphere. This requires a

facility addition which may constitute a major invest-

ment. However, the sound suppressor, if designed

as a self-contained unit, requires no operational

procedures or personnel; it eliminates severe acous-

tic effects, and permits test firings at any time.

This report deals only with the sound suppres-

sion technology investigated at MSFC's Test Lab-

U.L ctl,U J.J/.

II. EARLY MODELTESTS

The first tests conducted in 1960 and the fol-

lowing years may be considered today as exploratory

from various points of view. Acoustic scaling laws

were not well known, acoustic measuring and eval-

uation instrumentation was not well suited for field

activities, and the mechanism underlying sound sup-

pression was practically unknown. In addition, the

sound sources, small liquid-propellant rocket en-

gines, were inadequate acoustic models of the large

powerplants. The power spectrum and kinetic en-

ergy of their exhaust jets did not properly simulate

those of the large rocket engines. Also, there was

no precedent for the design of rocket-engine sound

suppressors. There was, therefore, little basis

from which to start or extend. Most of the early

models conceived and tested were either designed

intuitively or along the lines of jet-engine devices.

They employed baffles, perforated sheets, water

sprays, and deflecting ducts to decelerate the rocket
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exhaust gases and to spread them over a larger exit

area, thus reducing the power of the generated sound.

Sound suppression obtained with some of these

devices was encouraging: suppression of 19 decibels

was obtained with a "diffuser cone, " and 12 and 14

decibels with other devices. The sound source for

these tests was a LOX-JP4 rocket engine with a

thrust of 11.6 kN (2600 Ib). When the system di-

mensions and other parameters of these devices were

extrapolated to the size of the prototype for the Saturn

V booster stage, however, serious technical short-

comings became apparent.

The difficulties with sound suppressors for

rocket engines arise basically from the high tempera-

ture of the rocket exhaust and from the heat of re-

compression when the velocity of the jet is reduced.

The exhaust gases have a temperature of about 1900 ° K

(3000 ° F), and they leave the rocket exhaust nozzle

with a velocity corresponding to a Mach number of

3.2 to 3.4. Although some exhaust gas at the periph-

ery of the jet mixes immediately with air and reduces

the temperature and velocity of this diffusion zone,

the core of the jet remains unaffected for quite some

distance (Fig. 1 and 2). Any obstacle placed into

this supersonic stream causes formation of shock

RADIAL DISTANCE
IN MULTIPLES OF

NOZZLE EXIT DIAMETER

waves with an increase in temperature due to this

recompression. The increase in temperature across

a plane shock wave is given by the temperature ratio:

T =M-2 1 k+ 1 ( - 1 1 k+ 1

in which T and T 1 are the temperatures in front of

and behind the shock wave, respectively; M is the

Mach number in front of the shock; and k is the ra-

tio of specific heats of gas. Typical values of M and

T 1 are given in Table I, for k = 1.20 and T = 1745°K

(3000°R). It is evident that the structural material

TABLE I. GAS TEMPERATURE BEHIND

SHOCK WAVE

Mach T t

Number °K (o R )

2 2280 (4100)

2.5 2640 (4750)

3 3110 (5600)

3.5 3670 (6600)

VELOCITY PROFILES

IO

LINES OF EQUAL VELOCITY

(m/sec.)

6 I I20 3'0 4'0 so
AXIAL DISTANCE IN MULTIPLES OF NOZZLE EXIT DIAMETER

6'0

FIGURE 1. VELOCITY DISTRIBUTION IN ROCKET EXHAUST AT SEA LEVEL
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5 o

• 3600 °

STAGNATION TEMPERATI

(°K)

5 3'o 4:o 5'0
AXIAL DISTANCE IN MULTIPLES OF NOZZLE EXIT DIAMETER

6b

FIGURE 2. TEMPERATURE DISTRIBUTION IN ROCKET EXHAUST AT SEA LEVEL

of the sound suppressor, cxposed to these tempera-

tures, has to be cooled effectively to preserve its

strength and structural integrity.

In the model tests, this cooling could be ac-

complished relatively easily by spraying water di-

rectly at these members. The amount of water needed

ranged from n = 2.0 to n = 5.4, n being the weight

ratio of cooling water flow rate to engine propellant

flow rate. For a propellant flow rate of 7.5 kg/sec,

the absolute flow rate of cooling water thus ranged

from 0. 015 to 0.04 m 3 (15 to 40 liters) per second.

However, the propellant flow rate for the rocket

engines of the Saturn V booster stage is 13 600 kg/sec

(30 000 lb/sec). The water flow rate for cooling a

sound suppressor based on these model types, there-

fore, would have to be from a minimum of 27 mS/sec

to a possible maximum of 73 m3/sec. These flow

rates would call for extremely large pumping stations

with power requirements from 11.2 to 33.6 MW. The

cost for such pumping stations with their associated

equipment of valves, pipelines, and storage tanks

would be prohibitive. A sound suppressor based on

the design criteria developed in these early model

tests was, therefore, not feasible.

In -- A,_ ^_ bllUal,u=.=L approach, ,_A rocket eng2ne was fired

into a sizable body of water. This method eliminated

the cooling problem mentioned above, and accom-

plished an overall sound power reduction of 30 de-

cibels; however, it required the largest structure of

all models tested. (The water pool would have to be

about 370 meters long and 170 meters wide for a

Saturn V sound suppressor. ) Also, explosions of

propellants in the gaseous phase occurred from time

to time, and the water mass was agitated so severely

by the impinging jet that this method was not con-

sidered to be a practical solution to the sound sup-

pressor design problem.

II I. lATERTESTSERIES(1962 THROUGH
SUMMER1965)

By the summer of 1962, the continued studies

on sound propagation and its effect on the surrounding

areas had shown that the very low sound frequencies

would require special attention because they are at-

tenuated least by the atmosphere and can be felt

strongly even as far as 15 kilometers from the test
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site (Fig. 3). This fact created new requirements

to be met by the sound suppressor: sound in the fre-

quency range below 100 Hz was to be particularly

well suppressed, and the threshold of annoyance of

if0 decibels (ref 0. 0002 mierobar) was not to be

reached in the populated areas surrounding a test

site.

OCTAVE BAND
SOUND PRESSURE LEVEL

(ref: 0.0002 microba rs )
dB

"° i I

NOVA

,oo \
/ \

/ 7\

60 ! JUPITER

5O

IIII
Zero Grodient Of Atmosphere]

I

\

OAI 41 8 16 31.5 63 125
MIDFREQUENCIES OF OCTAVE BANDS (Hz)

FIGURE 3. SOUND SPECTRA AT 15 KILOMETERS

The theory of Lighthill [ 1], that sound is gen-

erated aerodynamically, and that its power is pro-

portional to the kinetic energy of the jet stream, con-

tributed greatly to a basic understanding of the mech-

anism of sound suppression. The effectiveness of

various designs now can be interpreted more easily

in terms of gas exit velocity.

Figure 4 shows the relationship between sound

power level of rockets and jet engines as a function

of exhaust velocity. According to these test results,

the sound power varies very closely with the sixth

power of the exit velocity, if all other parameters

remain constant. This relationship can be derived

theoretically by expressing the kinetic energy 1/2mV 2

in terms of the propellant flow rate and the exit area.

The sound power (Lw) is obtained as

2
L = C 1 1_ • A • v 6 (2)

w g\Ae] e e

In this equation,W is the propellant weight flow rate,
P

A is the exit cross-sectional area, and v is the gas
e e

exit velocity. This relationship leads to the conclu-

sion that good sound suppression is basically identical

with good velocity reduction before the exhaust gases

are admitted to the open atmosphere•

In the models built in 1962, the large reduction

of the gas velocity was obtained by adding a large

amount of water to the exhaust gas within an ejector-

diffusor arrangement, commonly known as a jet pump.

The exhaust gas constitutes the primary fluid; the

water is the secondary fluid, which is pumped in

large quantities without any additional power require-

ments. Within the diffuser, the momentum exchange

between the jet and the water reduces the gas velocity,

according to the law of conservation of momentum,

to a velocity which is given by the equation

1

v = v e 1 + n (3)

In the equation, v is the exit velocity of the rocket
e

jet, and n is the mass ratio of water flow rate to gas

flow rate. This simple equation is obtained by dis-

regarding the entrance velocity of the water into the

diffuser or by assuming it to be negligible.

The addition of mass to the jet is evidently very

effective, yielding a ten-fold decrease in velocity for

a mass ratio of nine. Figure 4 shows the effect of

n on the exit velocity and on the corresponding sound

power.

However, a sound power reduction as indicated

in Figure 4 by the application of a certain n value is

not possible. The relation in Figure 4 is true only if

the velocity is the sole independent variable. This is

true because the addition of water to the gas not only

1
to v • -- but

reduces the gas velocity from v e e 1 + n '

also increases the weight flow rate from _r to W -
P P

(1 + n). The effect ot mass addition on the sound

power is obtained by introducing both these changes

(or effects) into equation (2). This yields

L =C2 1- .A .v 6
w g\A e / e e 1 + n (4)

While the unsuppressed sound power is directly pro-

portional to the sixth power of the original exit
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FIGURE 4. SOUND POWER LEVEL AS A FUNCTION OF EXHAUST VELOCITY

velocity Ve, the reduced power is inversely pro-

portional to only the fourth power of the mass ad-

dition factor ( l + n). Therefore, a sound power re-
duction of 40 decibels could be obtained theoretically
for an n-value of 9 (or 1 + n = 10) if all the water
would take part in the momentum exchange, and if

the gas emerging from the sound suppressor were
the only remaining sound source. This, however,

is not the case. Only a certain percentage (77) of the
added water acts to reduce the gas velocity; there-

fore, the term (1 + n) in equations (3) and (4) has
to be replaced by the term (1+_. n). Also, the
rocket engine itself, the portion of its jet which is

exposed to the atmosphere before entering the sound
suppressor, and the structure of the sound suppres-
sor, all emit some residual sound. The overall

sound power of the installation, therefore, is the
total emitted from all sources.

The residual sound power radiated from the

powerplant, from its exposed jet, and from the sound
suppressor structure may amount to only 1 percent

of the initial acoustic power Lw, while the remaining

99 percent may be reduced by the sound suppressor

by a factor of (1/10) cto avalueof 0..99. 10 -4 as

obtained for 1/(1 + n)4 for n = 9. The total sound
power still in existence amounts then to

With reference to the original sound power L , the
w

new or suppressed sound power level is expressed
as:

I
102 Lw I

L = 10.1og = i0. log l-_
WdB Lw

= -20dB. (6)

This means that the new sound power level is 20 de-
cibels lower than the original one.

This example shows that the residual sound

power radiating primarily from the rocket engine(s)
and the short length of the free jet(s) actually de-
termine the overall suppression performance of the
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sound suppressor. The power level of the residual

power, which determines the maximum suppression

obtainable, is given in Table II.

TABLE II. MAXIMUM SOUND SUPPRESSION

OBTAINABLE AS A FUNCTION OF THE RESIDUAL

SOUND POWER

Residual power Max. suppression

AL AL *
W W

(%) (dB)

1 -20

1/2 -23

1/4 -26

1/6 -28

1/8 -29

1/10 -30

*) ref 100% L
W

The overall sound suppression attained with the

models (and later with the H-1 sound suppressor)

was generally on the order of 21 to 24 decibels, re-

gardless of the amount of additive water. Therefore,

it can be concluded from Table II that the residual

sound power in those models has been about 1 to 0.5

or 0.25 percent of the original sound power. Any

future improvement in overall sound power reduc-

tion has to be accomplished through a reduction of

this residual power by at least one order of magni-

tude. This probably will entail an enclosure around

the rocket engine and its jet, which is objectionable

from the test engineer's point of view. Unless some

other means can be devised to contain the residual

sound, it will be difficult to improve the overall

sound suppression beyond the 24-decibel reduction

obtained so far.

IV. INTERMEDIATE PROTOTYPE H-I

The model tests in 1962 initially employed a

LOX-JP4 rocket engine with a thrust of 11 500 N

(2600 lb), and later of 17 800 N (4000 lb). The

Saturn V booster stage has a thrust of 33.4 MN (7.5

million lb). It was not considered advisable to apply

the results from these model tests to the Saturn V

sound suppressor, since no scaling law was known to

be applicable to such an extreme difference in power.

The scaling laws not only have to pertain to the

acoustical domain, but to the hydraulic, gas dy-

namic, and structural aspects as well.

It was decided, therefore, to build an intermediate-

size prototype, using a surplus H-1 rocket engine

with a thrust of 735 kN (165 000 lb). This thrust

level requires a sound suppressor of a size halfway

between the small models and the Saturn V prototype.

The overall suppression obtained with this sound

suppressor was 21 decibels for a water flow rate of

8 to 10 times the gas flow rate. The sound power

spectrum is shown in Figure 5. This spectrum is

fiat, with a maximum suppression of 30 decibels at

the 125-Hz octave midfrequency. At the lower fre-

quencies, suppression is only 9 decibels at the 4-Hz

midfrequency, an indication that the low sound fre-

quencies are more difficult to suppress than the fre-

quencies in the audible range.

SOUND POWER LEVEL
IN OCTAVE SANDS

(rlf: I0 "15 *ottl)

_ooa

190

1SO

170

160

150

140 I 2 4 8 q6 51.5 63 125 250 500 I000 2000

MIDFREQUE NCY (Hz)

FIGURE 5. ACOUSTICAL PERFORMANCE OF

SOUND-SUPPRESSION DEVICE

Except for the limited performance of the H-I

sound suppressor at the lower frequencies, the prin-

ciple of mass addition in this intermediate prototype

and in the small models has alleviated most or all of

the previously existing problems. It has resolved the

heating problem of the structure, it has solved the

deceleration of the high-velocity, high-temperature

jet within a very short distance and without the use

of baffles or other obstacles, and it has completely

eliminated the need for large pumping stations to

provide the cooling water beyond that which is nor-

mally required for the operation of a test stand with-

out a sound suppressor. In addition, the large flow

rate of additive water for the Saturn V suppressor,
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136m3/sec(for n = 10), is induced to flow almost

immediately upon engine ignition without operation-

al procedure or personnel. Full flow is established

within 2 to 3 seconds, and the flow ceases within a

like time interval upon engine cutoff. This concept

of operational simplicity has always been a part of

the development and test program, and remains the

final goal for a feasible sound suppression system.

V. MODELS OF SATURN V DESIGN

The improvement of the H-I sound suppressor

in the low-frequency range was one objective in later

tests. Other areas of interest were the decreasing

efficiency of the jet pump with increasing model size,

the water transport capability of the exhaust-steam

mixture, thermodynamic properties of the gas-steam-

air mixture, and the separation of the water compo-

nent from the gas-steam mixture before the latter

leaves the sound suppressor. Although these last

areas are important for the proper operation and

function of the sound suppressor, the acoustical per-

formance remained the prime objective in all tests.

The solution to these many problems was approached

through tests with models of the Saturn V design.

A small model (1:20 scale), with five engines of

17.9 kN (4000 lb) thrust each, was used to study the

acoustical and gas dynamics characteristics only.

The small scale for this model was permissible, since

gas flow scales properly (except for viscous effects)

if the linear scale is selected as the square root of

the mass flow, with the gas velocity being the same

in the model and in the prototype. Since gas velocity

is identical in model and prototype, the acoustical

performance should be identical also. This is true

because for dynamically similar systems the sound

pressure spectra measured at similar positions are

the same when measured in constant percentage fre-

quency bands, and when frequency is scaled inversely

proportional to the scale factor. The total acoustic

power is, of course, proportional to the thrust.

The sound power spectrum obtained with this

model is shown in Figure 6. It is noteworthy that the

overall sound suppression is again 21 decibels, as

observed in previous models, but that suppression at

the lower frequencies is now 17 decibels at 2 and 4

Hz, and even 24 decibels at 8-Hz midfrequency of the

octave band. Water flow rate corresponded to n = 8.

FRITZ KRAMER

According to the acoustic scaling laws, the 2, 4, and

8-Hz frequencies will shift to below 1 Hz in the pro-

totype, and their power levels should increase by 26

decibels. It is believed that the reduction of the low

frequency sound power in this model was obtained

through the use of resonators. There remains some

doubt, however, as to their effectiveness, since the

performance in this low frequency area was not re-

peatable.

SOUND POWER LEVEL

(ref: 10-15WaftS)

dB
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16C -- 16Z'5_21dB--
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51.5 63 125 250 500 IO00 2000 4000 8000
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FIGURE 6. ACOUSTICAL PERFORMANCE OF

A SOUND-SUPPRESSOR MODEL

Additional problems remaining in the operation-

al area were studied with the H-1 sound suppressor,

which was modified into a large model of the Saturn V

suppressor design. The H-1 engine was replaced by

a cluster of five rocket engines of 133 000 N (30 000

lb) thrust each, and the flat deflector used previous-

ly was replaced by a scale model of the deflector in

the Saturn V test tower. The test objectives, men-

tioned above, scale according to Froude's model law.

Additive water at mass ratio corresponding to n = 18

was necessary to meet all test objectives, such as

the jet pump performance, water transport capability,

and water separation. The theoretically possible

sound power attenuation through resonators in the

low-frequency range could not be verified by the

acoustical measurements taken during these tests.

It appears that this area deserves further study and

research.

Figure 7 shows the sound power spectrum of the

modified H-I sound suppressor using the five-engine

cluster (test SS 93) in comparison with the original

model using the H-I engine (test SS 17).
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Vl. CONCLUSIONS

The program was terminated in mid-1965, be-

cause at that time these basic objectives for a prac-

tical application had been accomplished:

1, The program had furnished a good basis for

the design of a large sound suppressor for the

Saturn V class booster stage.

2, It had met the requirement to sufficiently

suppress the low-frequency sound so that

certain criteria values of sound pressure

level would not be exceeded.

Besides the above results for the practical application

to the sound suppressor design, the following general

and basic results have been obtained:

t, The basic mechanism in the reduction of the

sound generated by rocket engines must be

seen in the drastic reduction of the velocity

of the exhaust jet before it can act on the still

atmosphere and generate the sound through

shear and turbulence.

2. The high temperature and velocity of the

rocket exhaust defies the common approach

to decelerate the gases through mechanical

means, except in small units for which suf-

ficient cooling water can be provided. For

large rocket engines, the necessary flow

rates of cooling water become excessive and

prohibitively uneconomical.

3. The introduction of the jet pump, operated by

the rocket jet as the driving fluid, solved

both the problem of keeping the structure

cool and of decelerating the exhaust jet ef-

fectively. It also allows for the design of a

completely self-contained unit with no re-

quirements for valves, auxiliary power, or

operating personnel.

4, Attainable sound power level is equal to the

sum of the residual sound power from various

sources. These are: sound radiated from

the rocket engine proper, sound generated by

the part of the jet still exposed to the atmos-

phere before entering the sound suppressor,

sound transmitted through the sound suppres-

sor structure and its gas duct, and the sound

generated by the escaping gas-steam mixture.

The latter is considered immaterial compared

with the other sound components.

5. Further reduction of the residual sound power

is considered possible only through enclosing

the free part of the rocket exhaust jet and the

engine itself.

6. The suppression of low-frequency sound needs

further study and experimentation. Present

difficulty in obtaining greater suppression

may be traced to the fact that the physical

extension of structural members involved in

the attenuation of the low-frequency sound is

small compared with the wave length of the

low-frequency sound waves. In addition, the

high power of rocket noise may introduce non-

linear effects, not considered, for instance,

in resonator theory and general attenuation

mechanisms.
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IMPROVEMENTSIN STAGECHECKOUT

By

R. L. Smith, Jr.

SUMMARY

Improvements in the checkout of space vehicle

stages are discussed in this report under four cate-

gories of work: a guideline document for analysis

and checkout of space vehicle stages, improvements

in automated checkout, checkout display require-

ments, and single parameter testing.

The guideline document, now used by NASA and

supporting contractors, explains the rationale for all

checkout requirements and provides general and

specific checkout instructions.

Improvements in automated checkout have been

obtained through the development of a digital event

evaluator, a computer method for instrument cali-

bration, and control methods for stage checkout.

These improvements provide for simplified, more

accurate data acquisition, for automatic readout, and

for computer programing of the calibration of in-

flight instrumentation. More work is needed on the

refinement of computer-control operations that re-

quire manual intervention.

Work is continuing on checkout display require-

ments which deal with information presentations on

real-time running status, troubleshooting, and

assistance in test procedure generation. Some of the

developments include the use of cathode-ray screens

for displaying a matrix of variables, complex flow

diagrams, and information stored in digital form.

In single parameter testing, a single signal (sine

or complex wave, step function, exponential function,

etc. ) is the input to a device being tested, and the

output signal is observed for both normal and deviate

response. Current work is concerned with finding

the appropriate combination of input and output signals

for the precise computer identification of normal and

faulty operation of various devices or systems.

I. INTRODUCTION

One of the major responsibilities of Quality and

Reliability Assurance Laboratory is the checkout of

vehicle stages after the completion of manufacturing

assembly and static firing. Since many problems

are encountered in this complex of operations, so-

lutions have to be sought through studies and engi-

neering developmental work. These are financed

mainly through supporting research funds, although

in some cases this support is not requested.

This report covers the following achievements

in stage checkout improvement: a guidline docu-

ment on stage analysis and checkout, automated

checkout, checkout display requirements, and

single parameter testing. The guideline document

was written mainly in house, but some contract

assistance was used (General Electric Corp., con-

tract NASw-410). The other work, with the one

exception, was supported entirely with research

funds. The exception was the Digital Event Eval-

uator (for automated checkout). Its initial work

used supporting research funds, but after its feasi-

bility was established, it was completed under line-

program funding.

ii. GUIDELINE DOCUMENT FOR ANALYSIS

AND CHECKOUT OF SPACE VEHI CLE STAGES

Over the past ten years, MSFC has developed

a pattern of operation in stage checkout which takes

into account many variables, some of which are

time available; safety considerations; engineering

modifications in stage and checkout equipment,

made during checkout; and extent of detail to which

checkout is needed. This pattern has been re-

examined a number of times with a view toward

optimizing the process within these variables, and

toward maintaining the general philosophy of con-

servative development, which has been a leading

factor in the high degree of success for MSFC pro-

grams.

Stated generally, the objective of checkout is to

establish that the vehicle stage complies with the

following requirements: (i) it is built according

to design documentation, (2) it functions accord-

ing to design intent, (3) it will mate properly with

the other vehicle stages, and (4) it will mate pro-

perly with the launch site ground equipment.
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Satisfying the requi rements  of one checkout  
object ive d o e s  not  necessar i ly  guarantee compliance 
by another .  T h i s  has  been demonst ra ted  many t imes .  
An example  is given by J u p i t e r  AM 2 testing: when 
umbi l ica ls  w e r e  disconnected f o r  s imulat ion of l i f t -  
off dur ing  the s imulated f l ight  t e s t ,  the  m i s s i l e  be- 
c a m e  completely inoperative. I t  h a s  been d e m o n s t r a -  
ted a number  of t imes ,  too,  that when a n  i t e m  func- 
t ions proper ly  on the bench,  th i s  d o e s  not n e c e s s a r -  
i l y  m e a n  that  i t  will function proper ly  in  the stage. I t  
is safe to s a y  that  after tes t ing  in  a comple te  check-  
out  h a s  been successfu l ly  comple ted ,  it is es tab l i shed  
only t h a t  the stage will p e r f o r m  proper ly  at that  point  
i n  time. Based on exper ience ,  stage p e r f o r m a n c e  
may be predicted f o r  fu ture  opera t ions ,  provided 
that  the t e s t s  are proper ly  designed and the ex is t ing  
local  l imitat ions are recognized ( e .  g. , a simulated 
f l ight  tes t ) .  

P r o b l e m s  with sat isfying the genera l  object ives  
of checkout  w e r e  encountered as soon as MSFC be- 
gan working with s tage ( a n d  m i s s i l e )  c o n t r a c t o r s  
who w e r e  doing the building and checking out. The  
bas ic  problem w a s  that the c o n t r a c t o r s  did not a p p e a r  
to have the s a m e  concern  for care in a l l  a s p e c t s  as 
did  MSFC. 
set down not only to es tab l i sh  specif ic  guidel ines  but 
to show the bas ic  ra t ionale  f o r  them. 

Therefore ,  MSFC r e q u i r e m e n t s  w e r e  

Guidel ines  for the following areas of checkout  
w e r e  included in the document: ( 1) rece iv ing  in- 
spec t ion ,  ( 2 )  fabr icat ion a n a l y s i s ,  ( 3 )  analys is  
of components  and minor  s u b a s s e m b l i e s ,  ( 4) anal-  
y s i s  of m a j o r  s u b a s s e m b l i e s ,  (5 )  stage a n a l y s i s ,  
and ( 6 )  checkout  of a s s e m b l e d  s tages .  The  docu- 
m e n t  i s  intended to provide guidance that  i s  suffi- 
c ient ly  genera l  to  be applicable to any s t a g e ,  y e t  
suff ic ient ly  spec i f ic  to e n s u r e  detai led coverage  in 
technique and support ing rat ionale .  For e x a m p l e ,  
specif ic  guidel ines  deal with planning, d a t a  coverage  
r e q u i r e d ,  repor t ing ,  recordlceeping, and e x a m p l e s  
of opera t ions  on typical i t e m s  of a s tage.  

I 1 1 .  IMPROVEMENTS IN  AUTOMATED 
CHECKOUT 

An evaluator  of digital d a t a ,  a computer  method 
of ins t rument  cal ibrat ion,  and advances  in cont ro l  
methods f o r  s t a g e  checkout const i tute  impor tan t  
ach ievements  in the  program to improve  :iutomatctl 
checkout. The  r e s u l t s  of thcsc achicvcmcnts  have 
h e n  o r  will bc applicd. 

A. DIGITAL I<;VISNT EVALUATOR 

F o r  inany y e a r s  Esterlinc-Angus ( E A )  d r a g  pct1 
r e c o r d e r s  ( F i g .  1) were used in  checkout  opera t ions  

2 

- 'l- 
'rrr 

I 

I 1 

FIGURE 1. ESTERLINE-ANGUS DRAG P E N  
RECORDERS AND DIGITAL EVENT 

EVALUATOR 

to provide  a chronological  r e c o r d  of o c c u r r e n c e  of 
d i s c r e t e  events  c h a r a c t e r i z e d  by a s t e p  change in  
vol tage between 0 and 28 volts. E a c h  r e c o r d e r  c h a r t  
conta ins  19 information channels  and a t ime-pulse  
channel  ( F i g .  '2). The r e c o r d  i s  qual i ta t ive except  
f o r  t i m e ,  which c a n  be  r e a d  to approximately 50 
m i  1 li  seconds.  

1:IGUIiE 2. PRINTOUT OF TEST RESULTS, 
I) ST Eli LI NE -AN GUS R E COR DE R 

T h e  EA r e c o r d e r s  w e r e  used  because  of the ease 
with which the n u m b e r  of information channels  could 



beincreased (i. e. , by adding recorders) and because

of their capability of recording simultaneous occur-

rences. Evaluation of test results of major systems

(e. g., overall tests) is based to a considerable ex-

tent on evaluation of discrete event records. During

Jupiter work, use of 200 channels was fairly common;

this meant that t0 to 12 recorder charts had to be

aligned carefully and evaluated simultaneously.

Such evaluation is tedious, time-consuming, and sus-

ceptible to human error. It was recognized even

then that there was a need for an instrument to obtain

these signal changes and to print out changes sequen-

tially with information on the channel involved, the

time of the change, and the direction of change. The

major problem to be resolved in the development of

the needed instrument was a capability for absorbing

many simultaneous changes of state.

The Digital Event Evaluator (DEE) was developed

to meet the need for such an instrument (Fig. 1).

Its development was begun on supporting research

funding, and the final development was completed on

line-program funding. As shown in Figure 3, its
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FIGURE 3. PRINTOUT OF TEST RESULTS,

DIGITAL EVENT EVALUATOR

output record is simplified and greatly reduced in

size. As a consequence, the possibility of error in

evaluation of the readout data is reduced. The time

resolution of events is much more accurate, being

approximately 4 milliseconds. Current test re-

ports show an additional advantage: the DEE fre-

quently picks up error information that could not be

detected with the previous equipment. The DEE is

R. L. SMITH, JR.

now in use at all stage checkout areas and at the

launch site (Kennedy Space Center).

B. COMPUTER METHOD FOR INSTRUMENT

CALIBRATION

Inflight calibration of instruments, after the

completion of manufacturing assembly, has posed

several problems for a long time. In general, a

given stage condition or function is measured by a

transducer, the output of which is appropriately

modified by a signal conditioner and passed along

for telemetry transmission. A simple system for the

instrument calibration of earlier space vehicles is

illustrated diagrammatically in Figure 4. The

SIGNAL ___ TELEMETER
CONDITIONER TRANSMITTER

STAGE

RECORDER TELEMETER L_6ROUND

STATION

GROUND
EQUIPMENT

FIGURE 4. OBSOLETE METHOD FOR

INSTRUMENTATION CALIBRATION

vertical dashed line represents a capability for

hardwire connections to a recording--_---_af_'_l_h' _v_",

that one could determine whether a signal was

within calibration tolerance before it reached the

telemetry transmitter. The normal flow of a

transducer/signal-conditioner system is from

calibration to bench-level-quality verification, to

installation into a stage, and to reverification and

adjustment aboard the stage to ensure the mainte-

nance of proper tolerance. This has always been

a tedious and time-consuming task because of the

large number of transducers involved.

With the advent of Saturn programs, basic im-

provements (Fig. 5) were made to ease some of the

checkout problems associated with the system. A

Digital Data Acquisition System (DDAS) was inter-

posed between the signal conditioners and tele-

metry transmitters to provide a digital multi-

plexing function. A coaxial conductor link was made

from the onboard DDAS to the ground checkout

equipment, thereby providing greatly simplified

access to instrument output signals. A Remote

Automatic Calibration System (RACS) was added to

facilitate setting the signal conditioners to known

simulated inputs, thus providing an improved control
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capability. As a result of these improvements,

control of the RACS, readout from the DDAS, and

evaluation of results could be accomplished by

computer.

FIGURE 5. SATURN INSTRUMENTATION

CALIBRATION SYSTEM

Even with these improvements, however, there

remained the problem of having to adjust individ-

ually the gain settings of the signal conditioner

amplifiers to correct for drift from their original

settings. Consequently, an investigation of the en-

tire complex system was initiated by MSFC in an

attempt to better integrate the automatic stage check-

out systems. The study was conducted by Nortronics

Division of Northrop Corporation. Three possibil-

ities for relief appeared worth investigating: mod-

ification of existing procedures by relaxing toler-

ances; an electromechanical servoloop; and com-

pletely automated, computer calculated and con-

trolled calibration.

For reasons of feasibility and practicality, the

completely automated, computer calculated and con-

trolled calibration method was chosen for use. The

method is illustrated in Figure 6, which is a repre-

sentation of a calibration curve for a transducer and

signal conditioner. The vertical axis is the value to

be measured, and the horizontal axis is the tele-

meter output. The solid sloping line is the original

calibration curve. A shift in the amplifier is re-

presented by a dashed curve rotated about the origin.

There are two calibration points built into the signal

conditioner, one at a high point on the curve and one

at a low point. Access to both points is controlled

through the RACS, either manually or by computer.

A given value of the sensed measurement on the

shifted curve shows a different output from that of

the original curve. Thus, the value "read from tele-

metry would be incorrect if the curve shifted.

SHIFTED CURVE--

ORIGINAL CALIDRAT_N--
CURVE

_ _ TRANSDUCER

_t_ LOW OUTPUT

ACTUAL VALUE

HiGH

CALIBRATION

OINT

FIGURE 6. CALIBRATION CURVE FOR A

TRANSDUCER AND SIGNAL CONDITIONER

Two facts were established to support further

progress: transducers never drift or shift, and the

amplifier's drift or shift is such that the output

curve retains its original shape. Therefore, if the

original bench calibration is established and the

information fed to the computer, a program may be

used to read out the existing calibration points, and

the computer can calculate the amount of change for

any given point on the curve. For simplification, the

curve shown in Figure 6 is a straight line, although

this is not essential to the process. This method

offers the capability for using computer programing

for calibration of flight instrumentation right from

the beginning, once bench test data have been estab-

lished. An upper limit for allowable drift can be

established beyond which amplifiers are replaced.

Other than this, no further need exists for the labori-

ous manual methods previously used. Even further,

it is entirely applicable to a situation in flight, orbit,

or deep space in which knowledge by the astronaut of

transducer calibration can be vital, and external

adjustment difficult or impossible.

C. CONTROL METHODS FOR CHECKOUT

One of the more pressing needs for improve-

ment in automated checkout is a means of allowing

the test personnel adequate control of the process.

This requirement is generally satisfied in a manual

system through the use of manual switches and a

predetermined test procedure.

Figure 7 shows the types of control which have

been common in the past, in which each function

is accomplished by a manual operation, the timing

and necessity having been established by the pro-

cedure and the operator's assessment of information

shown by the indicators.
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Computer-controlled tests generally proceed a t  
a rate which makes it difficult for a person to  keep 
up with the current step of the procedure. Never- 
theless, manual intervention in the computer opera- 
tion will be required a t  times, regardless of hard- 
wired safety controls and programed alternatives. 
Manual intervention is required when the computer 
has no alternative routines upon which to fall back, 
or  when it has exhausted the routines which exist 
and then reports out the exception. 
an example of such a printout.) 
ducting the test assesses the symptom indications 
which are available, the location of the problem with- 
inthetest procedure, and the major system which is  
in trouble. He then corrects o r  circumvents the 
difficulty and continues the test, o r  in some cases 
terminates the test in order to make necessary 
repairs. 

(Figure 8 i s  
The person con- 

d 

FIGURE 7. USE OF MANUAL CONTROL 
FORCHECKOUT 

READY 
TEST 
PROG? 
77. 

START 71 0751 

SEGMENT OOO 
S E W N T  001 
SEGMENT 203 
SEGKNT 300 
STEP 1 
NO GO'S 
0 25 
STEP 3 
NO GO'S 
0 431 
STEP 6 
NO GO'S 
0 90 
0 144 
STEP 0 
NO GO?S 
D 173 
0 173 00102, 
SEGMENT OOO 

I f 

I 1 .  
- 5  
.3 -.I 

FIGURE 9. SWITCHING CONTROLS FOR 
MANUAL OPERATION, COMPUTER 

TROUBLESHOOTING 

Figure 9 shows one arrangement of switching 
controls to allow selective manual operation for 
troubleshooting independent of the computer. At 
best, this provides a cumbersome approach to the 

FIGURE 8. COMPUTER PRINTOUT AFTER problem. Manual capability to make some changes 
ENCOUNTERING TROUBLE in computer memory to circumvent difficulty, 

5 
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change values,  and so on, a lso exist, 
this procedure depends upon an intimate knowledge of 
the computer and its programing, and can be danger- 
ous because of the possibility of operator e r r o r  o r  
because of unforeseen effects on later portions of the 
program which are iteratively dependent on the mod- 
ified section. 

However, 

Solutions to problems of this type have been of a 

Another 
gross nature. For  example, the well-known "panic 
button" can initiate a programed shutdown. 
possibility is illustrated in Figure 10, which shows 
a sight-operated switch whose function i s  based on 
light refraction from the operator 's  eve. The switch- 

I 

\\ 4 4  

FIGURE 10. SIGHT SWITCH 

ing operation i s  initiated when the operator turns his 
eyes to look a t  the switch. Sensitivity can be varied 
so that an involuntary glance will not operate the 
switch. The sight switch would be useful for  setting 
a safe-condition system into operation (e. g. , venting 
a t a n k  to relieve excess pressure buildup), for  
bringing specific items up for display, etc. 
sight switch i s  a single-switching operation and there- 
fore is also a gross  control. 
oped under contract by Spaco as part  of the investi- 
gation by MSFC into the general problcms of stage 
c heckou t control . 

The 

The switch was devel- 

Refinements of the control problem will not come 
easily. 
of all  systems involved i n  a given operation, and 
will vary from one system to another, so  that gen- 

They a r e  dependent upon intimate knowledge 

G 

era1 solutions will be infrequent. MSFC is continu- 
ing its investigation into specific a reas  of the Saturn 
V checkout systems to determine how refinements 
can be made in existing systems. A s  time and funds 
become available, it can be expected that more de- 
tailed solutions wil l  be obtained. 

IV. CHECKOUT D I S  PLAY REQU IREMENTS 

A knowledge of existing conditions and symptoms 
is required for adequate checkout control. 
situations in automated checkout requiring information 
presentation a re :  real-time running status,  symptom 
and system information for troubleshooting, and 
assistance in tes t  procedure generation. 

Three 

Figure 11 i l lustrates one means of providing in- 
formation on real-time status. 
shows a bank of lights arranged to indicate existing 
s ta tus ,  as well as the progression of a sequence of 
events. This is useful during a rapidly sequenced 
operation such a s  engine ignition, but is generally 
not sufficient in itself. 

This photograph 

FIGURE 11. LIGHT INDICATORS FOR RAPID 
SEQUENCE TESTING 

Figure 12 shows a panel with me te r s  for infor- 
mation indication. 
dition, but generally are not useful during a computer- 
controlled t e s t  unless an observer  for each me te r  o r  
sma l l  group of me te r s  is present  to monitor the over- 
a l l  t e s t  status. 
Sequencing makes such use almost  of no benefit to a 
t e s t  conductor. 

These a r e  useful in static con- 

The rapid progression of the tes t  

The person conducting the test requires an over- 
all awareness of test status and progress  and a cap- 
ability which will enable him to anticipate an action 
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TABLE I. SAMPLE MATRIX OF VARIABLES 
FOR CRT DISPLAY 

FIGURE 12. USE OF METERS FOR 
INFORMATION INDICATION 

he must take. 
cathode-ray-tube (CRT) display offers a good partial 
solution to the test conductor's problem. Many types 
of CRT displays are available. The problem of use 
in stage checkout is what to show on the display, and 
to what quantitative depth. 

The combination of a computer and a 

A simple analogy would be a situation in which 
one must  know, from a remote location, the position 
a t  every instant of time of an individual walking 
f rom one co rne r  of a room diagonally to the opposite 
corner. By placing sensors in a grid pattern one 
could place x and y digital indicators in the remote 
location and with a certain amount of estimating and 
a grid map,  ascertain the position. A simpler solu- 
tion would be to use a closed circuit  television system 
with a screen in the remote location. The viewer 
could then have the necessary information instantly. 

A matrix of variables with current  quantitative 
status can be shown on a CRT screen. Table I shows 
a sample of what such a matrix could include. It is 
not intended to be typical, but to show a cross  sec- 
tion of the type of information and how it is presented. 

Studies as well as experience in checkout indicate 
that a person conducting a test  requires qualitative 
real-time information analogous to the closed cir-  
cuit television example while the computer is pro- 
ceeding with a test. 
indicated in Figure 13,  would be very useful. In this 
case, the "flowt1 in the test can be indicated by a 
cu r so r ,  shading, o r  other means. Manual estimation 
is not required,  and events requiring anticipatory 
action can be clear ly  indicated. When an involuntary 
computer "stop" occurs ,  the position of the stop is 
clearly shown, and it indicates a beginning point for 
remedial  action. 

Therefore, a flow diagram, as 

FUEL TANK 

TAIL SECTION 
PRESSURE 

WATER i M  
PRESSURE ( 150) 

MOVING 

! CURSOR 
- 

GSE NTWKS 
sw - COMPUTER 

TO 
PRE- LAUNCH ON START 

- 

4-0 PLUGS LIFTOFF-- - - - - - - - - -ETC 

FIGURE 13. SAMPLE FLOW DIAGRAM FOR 
REAL-TIME PRESENTATION 

When a stop has occurred, the conductor of the 
tes t  must determine the nature of the problem, 
which frequently lies with a major subsystem of 
either the stage, the ground, o r  both. 
the complexity of both stage and checkout equip- 
ment, the components involved may be located on 
several  different pages of a large number of draw- 
ings. 
trouble can cause a number of problems, not the 
least  of which is e r r o r  in diagnosis. 
yea r s ,  test  engineers have sketched in extra infor- 
mation on drawings a t  various places to simplify 

Because of 

Tracing through all  these to pinpoint the 

For  several  

7 
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this tracing operation. Figure 14 shows a composite

schematic of a fairly complex system which could

be depicted in its entirely on as many as ten pages of

stage and checkout system drawings. A number of

details have been omitted to simplify the repre-

sentation and bring together the essential elements

to form a complete "picture" of the system. From

this point it is comparatively easy to begin to trou-

bleshoot the system by referring to the detailed

documents as necessary.

information presentation, such as projection from

microfilm, could be used to overcome the digital

storage problem, although information would not be

easily accessible. Magnetic tape offers a solution,

although accessibility is a problem here also. A

disk file may turn out to be the answer to the pro-

blem, since it can provide rapid access to its stored

information. Also under investigation is the com-

patibility of these approaches with existing checkout

systems.
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FIGURE 14. COMPOSITE SCHEMATIC OF AN INTRICATE SYSTEM

Studies have indicated that it is feasible to pre-

sent this type of information oa a CRT for trouble-

shooting. The launch site display system, for exam-

ple, is capable of handling such a presentation in

some respects. At present, MSFC is investigating

the feasibility of digital storage in which all neces-

sary composite schematics and a document "genera-

tion" breakdown (by divisions, subdivisions, etc. )

could be displayed on a cathode-ray tube.

One disadvantage of digital storage is the large

amount of memory required. Other approaches to

V. SINGLE PARAMETER TESTING

Single parameter testing deals with the intro-

duction of a single input signal into a device, and the

observation of all outputs for both normal response

indications and deviations from normal. The feasi-

bility of this technique has been established by two

studies: one on the stable platform system {Emerson

Electric, supervised by Astrionics Laboratory}, and

the other on the fundamentals of signals and network

responses, {General Electric, Daytona, supervised

by Quality and Reliability Assurance Laboratory}.



A varietyof input signals, such as a sine wave,

a complex wave, a step-function input, or a growing

exponential function, may be used. Considerations

affecting the input signal are magnitude, time dura-

tion, necessity for repetition, and shock effect on the

system under test. As a result of the input signal,

various output signals from a given device are ob-

tained. The best combination of these output signals,

for a given input, must be chosen to provide a true

"fingerprint" (i. e. precise identification) of the system

being tested. The output signals should show a signi-

ficant deviation in one or more parameters in the

presence of an abnormality in order that fault indica-

tions may be observed. For maximum benefit, the

output signal should be capable of computer analysis.

Achieving the proper balance for solutions of all

the requirements indicated is the major problem in-

volved. One study has indicated that a growing ex-

ponential function is the more desirable input up

R. L. SMITH, JR.

through third-order linear systems. A specific sig-

nal input and/or output "fingerprint" will exist for

each item to be tested; like items should be capable of

utilizing the same type input signal.

The advantage to single parameter testing is its

simplicity in terms of testing. All that is necessary

for its use is a capability to provide the input signal

and to read and analyze the output. The outputs of

most onbeard devices are available, and computer

analysis capability exists in the ground equipment.

For each device to be tested in this manner, the only

additions for existing onboard stage systems would

be the signal source and input capability require-

ments. This could be approached in the same manner

as the calibration provision in the signal conditioners

for the instrumentation system. The approach thus

becomes economical and practical, as well as techni-

cally feasible.
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IMPROVEMENTS IN STRUCTURAL NONDESTRUCTIVE TESTING 

BY 

R. W. Neuschaefer 

S UMMAR Y 

Advanced methods of nondestructive inspection of 
structural  materials a r e  described in this report. 

A high-speed radiographic system has been de- 
signed for inspecting bulkhead welds of Saturn I-C 
propellant-fuel tanks. This system has saved half 
the time formerly used in radiographic inspection and 
has minimized work stoppage by reducing radiation 
hazards. 

An ultrasonic inspection method, complementing 
the radiography method, has been developed for in- 
specting seam- and spot-weld joints in type 2219 
aluminum. This is a quick inspection method and it 
provides a permanent, printed record. It also can 
identify spurious weld defects (enigmas) more rap- 
idly than radiography can. 

The feasibility of identifying various tempers of 
type 2219 aluminum has been investigated through 
application of a technique of eddy-current induction 
and measurement. The "0" condition was found to 
be easily identified, T62 temper the most difficult 
to identify, and T31, T37, T81, and T87 falling in 
between these extremes. 

Formerly,  hydrostatic testing of tapered-wall 
tanks was feasible because flight conditions could not 
be simulated with conventional test methods. 
solve this difficulty, a zone-gradient pressurization 
system was conceived, and pressure seals and test  
f ixtures designed, for testing a model-sized straight- 
wall tank under accurately simulated flight loading. 
The successful full-scale application of this system 
should significantly affect the future development of 
lightweight tapered-wall propellant tanks. 

To 

1. INTRODUCTION 

In recent years the complexity of manufactured 
i tems has increased, while design margins have 
been reduced. A s  a consequence of these changing 
conditions, advancements in inspection techniques 
have been especially necessary. 

The Analytical Operations Division of Quality 
and Reliability Assurance Laboratory has been 
specifically concerned with improving nondestruc- 
tive techniques for inspecting structural  materials. 
Some of i t s  achievements in improved test  o r  in- 
spection methods are described in this report  under 
investigations in a semiautomatic radiographic 
inspection system, ultrasonic techniques for  in- 
specting spot and seam welds, eddy-current tech- 
niques for sorting tempers of type 2219 aluminum, 
and zone-gradient hydrostatic testing. 

I 1. SEM IAUTOMAT I C RAD I OGRA PH I C  
I NS PECT I ON SYSTEM 

Industrial radiography has been in use since 
the s t a r t  of the twentieth century for examining 
weldments, castings, and composite structures. 
The Saturn program, with welded tanks and very 
narrow design margins,  has required a reevalua- 
tion of the radiographic nethods previously em- 
ployed. The first radiocgraphic techniques used 
a t  MSFC possessed a radiation hazard and were 
slow; therefore, the primary consideration was 
given to the design and manufacture of a safe,  high- 
speed radiographic system to assure  the quality of 
S-IC bulkhead welds. 

The system that was developed a s  a joint MSFC/ 
b e i n g  Company effort (Fig. 1) uses two 31-meter 

FIGURE I. SEMIAUTOMATIC X-RAY SYSTEM 
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( 100-ft) r ee l s  of film and a semiautomatic electri-  
cally controlled advancement of film, a film posi- 
tioning unit, and anX-ray tube. The operation of 
this system is controlled from a single console. 

There are five major groups of equipment i n  the 
new system: 

1. The film-transfer unit, with r ee l s  driven by 
electric motor for rapid loading of X-ray 
film (Fig.  2 )  

, 

FIGURE 2. FILM-TRANSFER UNIT 

2. Semiautomatic X-ray equipment consisting 
of several  units which position the film and 
welds in correct  alignment (Fig.  3 )  

3 .  The semiautomatic film-wrapper s t r ipper  
which s t r ip s  the lightproof pnpcr wrapping 
from the f i lms  so  that i t  may be automnti- 
cally proccsscd (Fig.  4) 

4. The Pako semiautomatic processing equip- 
ment which develops, f ixes,  washes,  and 
d r i e s  the film (Fig.  5) 

4 0  

FIGURE 3. SEMIAUTOMATIC X-RAY EQUIPMENT 

FIGURE 4. SEMIAUTOMATIC FILM-WRAPPER 
ST RIP P E R 
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The new radiographic inspection methods have 
several  advantages over the previously used ones. 
The total manhours required for  exposing, pro- 
cessing, and reviewing film is approximately 50 
percent less. The savings are not only in inspec- 
tion t ime, but in the total time that the work area 
must  be cleared. Because the radiation hazard has  
been reduced, personnel may work within 3 meters 
( 1 0  f t )  of the unit instead of the previous 15 meters  
( 50 f t )  . Therefore,  work stoppage has been re- 
duced to a minimum. The transport fixture, more- 
over ,  is adaptable for ultrasonic testing. 

FIGURE 5. PAKO SEMIAUTOMATIC FILM 
PROCESSOR 

5. A semiautomatic film-viewing console, 
which provides optimum film-viewing 
conditions and facilitates the handling of 
film on motor-driven reels (Fig. 6) 

' 5 A  

FIGURE 6. SEMIAUTOMATIC FILM-VIEWING 
CONSOLE 

I 11. ULTRASONIC INSPECTION OF SPOT 
AND SEAM WELDS 

Although ultrasonic inspection equipment has 
been available since the 1940's, the specifications 
of the Saturn program have required the develop- 
ment of improved methods and equipment. Ultra- 
sonic and radiographic inspection methods may be 
used to complement each other in many instances. 
Defects such a s  cracks,  porosity, and inclusions 
in weldments may be detected by both radio- 
graphic and ultrasonic inspection methods. Ultra- 
sonic inspection will locate and describe the serious 
defects (e. g. , fine cracks and crack-like defects 
such as certain types of incomplete penetration 
and lack of fusion) with the highest degree of assur-  
ance,  whereas radiography will more readily de- 
tect  inclusions and small porosity. 

The ultrasonic inspection techniques developed 
and applied by Quality and Reliability Assurance 
Laboratory a r e  a new and important tool for  the 
evaluation of spot and seam welds. The two ultra- 
sonic methods employed consist of an angle beam- 
through transmission technique for spot welds, and 
a pulse-echo technique for  seam welds. The angle 
beam-through transmission technique uses a trans- 
mitter and a receiver. 

Research has been conducted principally in the 
field of wave propagation utilizing collimated probes, 
since commercially available ultrasonic equipment 
does not provide high resolution. A through-trans- 
mission ultrasonic system based on this research 
has been developed using small collimators cap- 
able of resolution surpassing that of commerically 
available probes. This development (Fig.  7 ) ,  
which is available for  production use,  has been 
engineered for scanning spot welds and for print- 
ing out the contour of the nugget a t  the interface. 

For  an ultrasonic evaluation of seam welds in 
plate material such as S-IC gores and skins,  
initial testing to determine technique has been per- 

13 
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An ultrasonic automatic scanning and recording 
sys tem ( Fig. 9 )  was developed which produces one 
of the fastest "C" scans  o r  facsimile recording of 
all equipment available. 

FIGURE 7 .  ULTRASONIC SPOT-WELD SCANNING 
SYSTEM 

/ 

. 

FIGURE H. PORTABLE ULTRASONIC INSPECTION 
SYSTEM 

formed utilizing an  ultrasonic t ransce iver  (the 
Krautkramer USK-4, Fig. 8 ) .  Pulse-echo techniques 
a l so  have been used in this investigation. 
porosity, c r acks ,  incomplete penc,tr:ition. and lack ol 
fusion can be re:idily dctcctcd :is a par t  of procluetion 
inspection. 

h te rn : l l  

I t  MUS neccss:iry to develop an automated scan- 
ning system in order to shorten thc inspection time 
and provide :i permanent inspection record.  
sult  of this development w a s  the simulated imincr- 
sion-probe adapter for use on tooling developed for 
the semiautomatic radiographic system. 

The re- 

,% I 

FIGURE 9. ULTRASONIC HIGH-SPEED SCANNING 
AND RECORDING SYSTEM 

A n  example of the savings in money and time 
which can be attributed to ultrasonic testing occurred  
w h e n  severa l  gore segment welds were rejected; 
radiography had disclosed what appeared to be a lack of 
sidewall fusion. A subsequent ultrasonic inspection 
revealed the indications to be radiograph enigmas 
(F ig .  lo ) ,  believed to be caused by metal twinning. 
Although enigmas may be resolved by radiographing 
the mater ia l  f rom severa l  angles,  ultrasonic in- 
spection i s  more  rapid; consequently, the technique 
cur ren t ly  i s  being employed to complement radio- 
graphic inspec tion. 

IV. EDDY-CURRENT TECHNIQUES FOR 
SORTING TEMPERS OF T Y E  2219 

ALUMINUM ALLOY 

The  temper  of fabricated material  for incorpo- 
ration into space  vehicles may not be known pre- 
cisely, because incomplete o r  e r roneous  documenta- 
tion accompanies the inaterial  received. The true 
cot1tlition of the material  in the pas t  could be :iscer- 
t : i incd only by destructive testing methotls such as 
tc.nsilc s t rength  and hardness  testing. 
U C ) ~  time co11su111ing and tliflicult to perform be- 
C:ILISC ol the 1:irge s i zc  of some  ol' the material .  
:itldition, the destructive techniques a r e  inherently 
undesir:ible. 

The.% tes t s  

In 

14 
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FIGURE 10. ENIGMA IN THE RADIOGRAPH 
OF A WELD 

Because of the disadvantages stated, a research 
project was initiated to determine the feasibility of 
using commercially available eddy-current testing 
instruments to differentiate the various tempers of 
type 2219 aluminum alloy. 

Eddy cu r ren t s  are induced into a metal specimen 
when i t  is placed in the field of a coil carrying alter-  
nating current.  The impedance o r  opposition to the 
flow of induced eddy current  is a function of the 
metal 's  electrical  conductivity, which is influenced 
by the temper of the metal. 

Test  specimens w e r e  surface treated with coat- 
ings representative of those employed on space ve- 
hicle flight hardware fo r  an evaluation of the influence 
of coatings on the instruments' temper-sorting cap- 
ability. Figure 11 shows some representative surface 
specimens of two tempers which were subjected to 
eddy-current tests. Figure 1 2  shows the test  setup 
using Magnaflux Corporation's eddy-current tester 
(FM-1001, which is the most sensitive instrument 
evaluated to date. 

Because there  were a limited number of samples 
available, i t  was decided to conduct this initial sta- 
tistical analysis to gs-percent confidence limits. A 
fur ther  study to refine the data will be conducted when 
more measurements  a r e  obtained. 

FIGURE 11. EDDY-CURRENT TEST PLATES 

- - -, 
r; 

FIGURE 12. EDDY-CURRENT TEST SETUP 

The raw data of this study were analyzed sta- 
tistically for a determination of the following: ( 1) 
thc significance of coating variations as compared 
to random variation together with operator effect 
and instrument e r r o r  o r  drift ( o r  both) and ( 2 )  the 
95-percent confidence limits for the samples,  and 
the number of samples for each temper. 

An  analysis of variance test  w a s  used to de- 
termine the significance of temper a s  compared to 
coating and residual. 
that the effect of temper w a s  of extremely high 
significance as compared to residual variation and 
coating. The temper data were analyzed to obtain 
values to be cxpccted from all samples of each 
temper. 

The F-ratio tests indicated 

The feasibility of sorting tempers of 2219 
aluminum alloy i s  summarized in Figure 13. Con- 
ductivity of the "0" condition o r  annealed material 
can be readily identified. The conductivity of tem- 
pe r s  T31 and T37 overlap strongly. 
is partially overlapped by tempers T81 and T87 and 
is the most difficult to identify. 

Temper T62 

1 5  
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FIGURE 13. CONDUCTIVITY CHART FOR TYPE
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V. ZONE-GRADIENT HYDROSTATIC TESTING

Hydrostatic testing is an important nondestruc-

tive testing method which is employed to verify

structural integrity of S-IC tanks. At times this

method may be destructive, but even in these cases

worthwhile data are usually obtained from the test.

Hydrostatically proof testing propellant tanks to

full operating pressure is customary in the space

industry. The proof test is necessary because of the

narrow margins imposed on vehicle design by weight

considerations. As a result of these narrow margins,

tanks have been designed with yield-to-design load

ratios of 1.1 to 1.0, which means that any defect in

raw or fabricated material can result in a catastro-

phe. Most defects will be revealed by in-process

inspection; but only a full-load proof test can give

the assurance required for a major vehicle, espe-

cially a manned vehicle.

Tapered-wall-thickness designs now used for

large tanks cannot be tested by conventional means

because conventional hydrostatic test conditions

differ from those of flight. For example, water used

in the test tank differs in density from flight propel-

lant, and the test tank is not under the force of flight

acceleration. (This is not a problem related to

designs for constant wall thickness. )

The magnitude of the problem encountered in the

hydrostatic test of large vehicle tanks can be readily

seen by the analysis of the hypothetical tank shown

in Figure 14. This tank is 19.5 meters (64 ft) long and

(21) 70

(18) 50

(15) 50

._,(12)40

z"
o

(9)30
<:

(5)20

(3) 10

2G(19.6mls2)+ 15PSI(103kNlm2)ULLAGE

Water-
, +52 PSi Ullage

(359kN/m2)

Water-

15 30 45 60 75 90
(103) (207) (310) (414) (517) (521)

STATICPRESSURE,PSi (N/m2)

FIGURE 14. HYPOTHETICAL HYDROSTATIC

TEST TANK

10 meters (33 ft) in diameter. It is subjected to an

ullage pressure of 103 kN/m 2 ( 15 psig) and an accel-

eration force of 19.6 m/s 2 (2 g). The tank configu-

ration and condition are similar to those of a Saturn

16



S-ICliquid-oxygentank,undersevereforces,except
that the values have been rounded and all structural

loads other than pressure have been ignored.

The maximum differential pressure of 441 kN/m 2

( 64 psi) at the aft bulkhead is a function of liquid-

oxygen density, head, acceleration, and ullage pres-

sure. In comparison, the same tank filled with water

for hydrostatic testing exhibits a maximum differen-

tial pressure of 191 kN/m 2 (27.7 psi), which is a

function of water density, acceleration, and head.

Under this condition, the aft bulkhead is pressurized

only to 294 kN/m 2 ( 42.7 psig), which is 250 kN/m 2

(36. 3 psig) under test pressure when the forward

bulkhead is at full load. Conversely, the forward

bulkhead is overloaded 250 kN/m 2 when the pressure

at the aft bulkhead is at flight pressure.

The first condition is unacceptable because it

does not provide the required assurance. The last

condition, although a usable solution, is also unde-

sirable because it imposes a design requirement for

test that is heavier than needed for flight. In the ex-

ample given, the test load would be 340 percent of the

flight load, with a significant increase in tank weight.

The above conditions are delineated as height

versus pressure plots in Figure 14. The dashed lines

represent a family of pressure gradients obtained

with water in a 9.8 m/s 2 (1 g) acceleration environ-

ment by varying ullage pressure in increments from

110 kN/m 2 to 393 kN/m 2 (16 psi to 57 psi). The

three solid lines represent the design conditions, the

required test condition, and the yield pressure. The

extreme left and right gradients illustrate the condi-

tions obtained by conventional methods when the test

requirements of the upper and lower bulkheads are
met.

Figure 15 illustrates a conception of the zone-

gradient pressurization. This pressurization method

consists of applying pneumatic pressure to the ex-

terior of the tank to develop an acceptable approxi-

mation of the required gradient. This is accom-

plished with a dome-head section and a number of

skirt sections enveloping the tank. The tank is seg-

mented into a series of pressure zones isolated from

each other through the use of inflatable seals.

Air pressure is applied directly to the external

surface of the tank to provide infinite conformability,

thus eliminating the local load discontinuities that

would result from bladders. The inflatable seals

(Fig. 16) are suited for zone isolation, they provide

adequate clearance for fixture placement, and, when

inflated, have sufficient conformability to adequately

seal around welds and other minor irregularities.

R. W. NEUSCHAEFER

BULKHEAD
FITTING

AIR SUPPLY "_

LINE

DEFLATED

TANK

FIGURE 15. ZONE-GRADIENT PRESSURIZATION

CONCEPT

1

FIGURE 16. INFLATABLE SEAL

The pressure on the tank skin is the difference

between internal and external pressure. Any de-

sired gradient can be approximated by establishing

the appropriate pressure in each external zone. The

desired pressure gradient for testing the hypothetical

l?
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tank in Figure 14 and a close approximation or' 
this gradient, which can be realized using the zone- 
gradient method, are shown as the proof pressure 
and the stepped pressure gradients in the figure. 
The p res su re ,  although a function of height, never 
exceeds the yield strength nor goes below the design 
strength. 

Problems were anticipated in the cri t ical  me- 
chanical handling of the test  fixture and in designing 
suitable seals.  A model zone-gradient fixture was 
designed and built to prove the feasibility of the 
conception. 
around a 1. 8-m (70-in.) tank (Fig.  1 7 ) ,  the inflat- 
able seals  were pressurized, and the zone pressure 
increased in accordance with the sequential pres- 
surization schedule given in  Table I. The pressure 
increments i n  al l  zones were typical of the stepped 
line shown in Figure 14. All pressures  w e r e  main- 
tained without difficulty and al l  seals  w e r e  satis-  
factory. 

The model fixture w a s  assembled 

The technical feasibility of the pressurization 
concept has been demonstrated; i t s  economic feasi- 
bility now must be determined. This effort will re- 
quire cost  and design studies for a full-size zone- 
gradient system of a specific stage,  cost- and weight- 
saving studies for  the optimum tapered tanks on that 
stage,  and a comparison of the two studies to de- 
termine gain in payload. 

VI. CONCLUSIONS 

No single nondestructive testing method will 
detect all defects in all materials. I<adiography had 
been considered by some as a panacea for all  in- 
spection i l ls  when i t  was f i r s t  discovcred, and u1t1.a- 
sonic techniques offered similar prom i se . I IOU c vc r , 
each of these methods h a s  I)ccn sho\vn to have limi- 
tations. 

Promising new technologies under development 
a re  infrared and microwave inspection methods, 
each system having certain inherent advantages and 
disadvantages . 

The principal difficulty with inspecting today's 
advanced s t ructures  is that testing methods required 
to assure  quality adequately require much time fo r  
their development. Consequently, quality assur-  
ance engineers a r e  finding i t  necessary to improve 
and intensify quality-assurance support during ad- 
vanced structures development. 

\ 

4 1  4 
4 

FIGURE 17. %ONE-GI<ADIENT FISTUliE 
ASSEMBLY 
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IMPROVEMENTSIN ELECTRONICCOMPONENTTESTING

M. J. Berkebile

SUMMARY

Improved and new methods of inspection screen-

ing of basic electronic parts and subassemblies are

discussed in this report.

Investigations on monolithic integrated circuits

have revealed major causes of failures. Quality and

Reliability Assurance Laboratory has used this in-

formation in writing a procurement specification for

an instrument to test AC and DC parameters of

integrated circuits. When the equipment is in op-

eration it will provide much needed standardization

for reliable acceptance inspection of integrated cir-

cuits.

In the past, hermetically sealed relays which

passed electrical inspection would fail laterbeeause

of corrosion of relay contacts (ai_nospheric moisture

had entered through undetected leaks in the seal).

The difficulty of finding seal defects in acceptance

testing has been simplified through the use of a non-

destructive radioisotope tracer detection method.

Current work is attempting to determine whether

present leakage limits are adequate for extended

space missions.

The reliability of soldered and welded electrical

connections is noteasily determined by visual in-

spection and often is judged by subjective criteria.

Investigations were made, through contract support,

to establish objective and reliable standards for

verifying the reliability of such electrical connections.

The solderability of component lead-connection

material was determined as a basis for establishing

solderability ratings. Analogous work was done for

welded connections, and the results, combined with

pull-test data, provided the basis for a weldability

rating chart.

Electrical functional tests presently cannot

indicate certain faults which will affect the operating

life of a component. An infrared radiation test

method of incipient failure detection is being investi-

gated. With this method, infrared radiation patterns

of normal and faulty components will be compared

and, through projection, the operating life of the

tested component will be calculated.

I. INTRODUCTION

The evaluation of new technology and its inte-

gration into NASA vehicle and space booster designs

requires the simultaneous development of quality

assurance requirements. In keeping pace with these

new and amplified needs, Quality and Reliability

Assuranc_ Laboratory of MSFC has been undertaking

projects that should most effectively provide a firm

theoretical base for quality assurance requirements,

produce new nondestructive test methods, and es-

tablish quality assurance requirements for advanced

equipment, materials, methods, and processes.

A firm theoretical base for quality assurance

requirements is more important in today's aero-

space age than it ever was. This aspect of quality

assurance was neglected in past years, with the

result that the quality assurance function became

very subjective. To remedy this deficiency, there

has been an especially important need for research

to determine correlations between primary functions

and secondary phenomena. An example of such

research under way at MSFC is the investigation on

utilization of infrared emission to evaluate electronic

equipment.

The cost, complexity, and frequent unavail-

ability of space booster equipment generally precludes

the use of destructive test methods. Consequently,

the value of nondestructive test methods and equip-

ment used to determine defective materials and

components is incalculable. Work at MSFC on new

nondestructive testing methods includes the use of

radioactive tracers and infrared for testing the

reliability of electronic components.

Integrating the requirements mentioned and then

translating them to actual manufacturing conditions

requires further research and development. This

is known as manufacturing research. From this

phase the quality assurance requirements are derived

for implementation by production organizations.

Examples of MSFC work leading to such require-
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ments are the programs for defining weldability

and solderability of materials and for determining

critical parameters of process equipment such as

welding machines.

II. QUALITY ASSURANCE REQUIREMENTS
FOR INTEGRATED CIRCUITS

Since MSFC does not have specific quality assur-

ance requirements for integrated circuits, require-

ments are being established by basing them upon

manufacturing processes and the electrical para-

meters. This is being done by procuring integrated

circuit devices from various manufacturers and sub-

jecting these devices to extensive electrical tests in

order to determine failure mechanisms and the most

critical electrical parameters.

An idea as to the complexity of the integrated

circuit is given by Table I, which lists the evolution

of electronic packaging techniques beginning in the

1950's. The vacuum tube was followed by the module

technique employing semiconductors with either a

welded or a soldered module. To increase compo-

nent density further, the thick-film and thin-film

techniques coupled with multilayer interconnection

boards are being utilized, and the integrated circuit

packaging concept provides an even greater compo-

nent density.

TABLE I. EVOLUTION OF ELECTRONIC

CIRCUIT PACKAGING

Circuit; Component Density,

Year parts per cubic meter

(parts per cubic foot)

Vacuum tube; 35 x 103

1950 ( 1 x i0a)

Printed, transistor; 35 x 104

1955 ( 1 x 104)

Welded, transistor; 35 x l0 s

1957 ( 1 x 105)

Thin Film; 35 x 10 ?

1959 ( 1 x 10 ?)

Integrated; 35 x 108

1960 ( 1 x 108)

The thick-film technique (dating to World War

II) allows a high degree of miniaturization at

relatively low cost. In this technique, commonly

known as screened circuitry, the electrical elements

22

and conductors are formed by depositing elec-

trically conductive pastes or inks onto a suitable

substrate, producing a functional or partially func-

tional circuit. The conductive pastes or inks are

forced onto the substrate through a fine mesh screen

which is imprinted with the desired circuit pattern.

Only conductors and passive electrical elements can

be produced by this process (capacitors and inductors

to a very limited extent). Active elements are add-

ed to the circuit by soldering. The production and

tooling costs for screened circuitry are much lower,

and the process parameters less critical than they

are for the thin-film and silicon monolithic tech-

niques to be discussed. A comparison of these three

techniques is given in Table II.

TABLE II. COMPARISON OF THREE

MICROMINIATURIZED ELECTRONIC

C IRC UITS

Screen Thin Silicon

Printed Film Monolithic

Facility medium low high

Cost Large Lot medium high low

Small Lot low medium high
(Custom )

Reliability unknown unknown unknown

Isolation good good poor to fair

Design

Flexibility good good poor

A second major method of circuit microminia-

turization is the thin-film technique. Thin films

(up to 10,000/k thick) are deposited onto a substrate

by any one of several methods, such as vapor de-

position or sputtering. Although a great deal of

research is being pursued for a method of deposit-

ing active components, at present the deposition of

components, as with the thick-film technique, still

is restricted to passive types. Thin films normally

are deposited in a high vacuum (0. 13 mN/m 2 or

10 -s torr), which is a disadvantageous feature of

the process. Thin-film and thick-film techniques

are applicable to both digital and analog circuitry.

They are used primarily for linear circuits and

high-speed digital applications.

Monolithic integrated circuits are more com-

monly used in digital applications than the deposited-

film circuits mainly because of their lower cost in

large quantities. The monolithic technique utilizes
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a silicon substrate as the basic mater ia l ,  and de- 
velops a complete circuit  within this substrate 
through successive masking, etching, and diffusion 
processes. Resistance, capacitance, isolation 
regions, and active devices thus are encompassed 
in the basic material. Thin f i lms of aluminum a r e  
used to interconnect the element areas of the sub- 
s t r a t e s  and to form the bonding pads to which ex- 
ternal leads a r e  connected. 

Semiconductor integrated circuitry is suscep- 
tible to several  types of failures. These can be 
classified within two groups, quality and time de- 
pendent. The quality failures are caused by faulty 
workmanship. One of the most  common faults, 
cracks and scratches in the circui t ry ,  is caused 
by the improper use of the die-handling tools. 

One of the time-dependent failures results from 
inadequate removal of etchant. When the etchant 
for the aluminum interconnecting paths is not re- 
moved completely, it continues to erode the alumi- 
num, eventually opening the conducting path. 

Another time-dependent failure results from the 
interactior, of c i rcui t  metals. A vacuum-deposited 
thin film of aluminum forms the interconnections 
f o r  the circui t  components ( semiconductors, re- 
s i s to r s ,  etc. ). Gold leads,  attached to the aluminum 
surface,  connect the integrated-circuit chip to other 
circuitry.  Interaction between the aluminum and gold 
may resul t  in corrosion,  called Purple Plague, 
xzhich a l t e r s  o r  opens the circuit. A similar cor- 
rosion fai lure ,  called Black Plague, results from 
the interaction of aluminum, gold, and silicon a t  
their interfaces. 

A procurement specification has been written for 
an instrument that will test the various static o r  DC 
parameters  and the dynamic o r  AC parameters  of 
integrated circuits.  This equipment is scheduled for 
delivery in October 1966. A t  present,  there appears 
to be no other commercially available equipment 
that will handle the dynamic characterist ics.  
procurement of this equipment for use in MSFC 
acceptance testing will contribute greatly to the 
acceptance of reliable integrated circuits and assist 
in providing much needed standardization. 

The 

I 1 1 .  LEAK DETECTION TECHNIQUES FOR 
HERMETICALLY SEALED DEVICES 

In the latter pa r t  of 1959 and the early 1960's, 
re lays  in electrical ground support equipment used 
at Kennedy Space Center (KSC) often failed early in 
operation, and supplying replacements became a 
major  problem. The cause of failure was traced to 
inadequate protection of the electrical contacts. 
Acceptance functional testing of re lays  at MSFC in- 
dicated that the electrical parameters  were accept- 
able. However, when the relays were in the humid 
environment at KSC, defective hermetic seals allowed 
moisture to enter  the relay and deposit on the relay 
contacts. In t ime, the contact resistance increased, 
and eventually the relay ceased to function properly. 

A nondestructive method for  testing the hermetic 
seal of the relay was sought. A f t e r  several  methods 
were investigated, a radioisotope-tracer method was 
selected. I t  uses commercially supplied equipment 
called Radiflo (Fig. 1). 

I 

FIGURE 1. RADIFLO INSTALLATION 

The Radiflo system operates in two phases. The 
f i r s t  phase is the soak period in which the relays are 
pressurized in radioactive Krypton-85 within the 
activation chamber ( Fig. 2 ) .  While in the activation 
tank, the par ts  are subjected to a pressure of ap- 
proximately 300 kN/m2 ( 3  atmospheres) for  a de- 
signated period. At the end of the soak period, the 
par ts  a r e  removed from the activation area and are 
allowed to degas for  approximately one hour. 
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RADIFLO INSTALLATION

(ACTIVATION UNIT)

PRESSURE GAUGE

?
STORAGE TANK

KR-B5 AND N 2

ELECTRICALLY

CONTROLLED VALVES

VACUUM PUMPS

AND CC

HYDRAULIC ACTIVATED LID

@== ACT,VA.,O. E
VA_U_

d
_ DEVICE UNDER TEST

FIGURE 2. RADIFLO SYSTEM, SOAK PHASE

Counting is the second phase of the Radiflo op-

eration. The parts are placed on a scintillation

crystal electrically attached to a ratemeter ( Fig. 3)

which measures the counts per minute for the part

under test. The basic leak rate formula, based on

Poiseuille flow, is used to calculate the leak rate

for the device. The MSFC acceptance criterion is

1 mN/m2-cc per second (1 x 10 -8 atm-cc per sec).

All relays that leak in excess of this amount are

rejected.

Molecular flow occurs at 1 mN/m2-cc per second

(10 -8 atm-cc per sec) and is the leak-mode range

which is of interest to MSFC. The difference be-

tween the Poiseuille flow and the molecular flow is

due to the relationship between the size of the cap-

illary diameter and the mean free path of the gas

molecules involved. Poiseuille flow occurs when

the diameter is considerably greater than the mean

free path of the gas molecules. Molecular flow

occurs when the diameter is considerably less than

the mean free path of the gas molecules ( Fig. 4).

I

D

D>>MEAN FREE PATH

(POISEUILLE FLOW)

CA PILLA HIES _.

_MEAN
FREE
PATH

..._/
v /

I
I

I
I

e D

D<<MEAN FREE PATH

(MOLECULAR FLOW)

FIGURE 4. LEAK MODE

SCINTILLATION CRYSTAL RATEMETER

FIGURE 3. RADIFLO SYSTEM, COUNT PHASE

Experienced gained by using the Radiflo system

for checking hermetic seals indicated that the re-

sults were frequently inconsistent with other her-

metic-seal testing systems and Radiflo systems

employed by industry. To obtain a better under-

standing of this inconsistency, MSFC awarded a con-

tract to Mississippi State University in 1963 to in-

vestigate the irregularities in test data. As a result

of this study, it was clearly shown that the basic

concept using Poiseuille flow was not correct.

As shown in the following leak rate equations, the

pressure terms (in the denominators) are squared

only in the Poiseuille equation:

Poiseuille: Leak Rate = R/ [KST(Pe 2 - pi2)]

Molecular: Leak Rate = R/ [KST(Pe - Pi)]

An alternate method used by manufacturers of

electronic parts to verify hermetic seals is the

helium mass spectrometer technique. Figure 5

illustrates the mass spectrometer device which

employs a bell jar, a vacuum pump, and an elec-

tronic velocity filter. The hermetically sealed elec-

tronic component, which previously had been filled

by the manufacturer with 5- to 10-percent helium,

is placed under the bell jar and a vacuum is pro-

duced. After sufficient vacuum has been obtained,

an electronic velocity filter is operated. This de-

vice deflects the helium ions, by means of a mag-

netic field, into a predetermined slot. As the

helium ions are deflected, they produce a current

which is amplified and electrically measured.
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FIGURE 5. MASS SPECTROMETER HELIUM

TRACER METHOD

Most vendors use the mass spectrometer for

verifying hermetic seals, whereas MSFC uses the

Radiflo system. The use of the two different

systems results in conflicting and inconsistent test

results. To resolve the problems of inconsistent

test results, a mass spectrometer was obtained and

used to test incoming parts. However, testing at

this point did not reproduce the results obtained by

the vendors employing the same technique. After

an extensive study of this problem it was concluded

that the use of the mass spectrometer could not

effectively be employed in the MSFC acceptance

testing. One reason is that the relays are filled

with helium by the manufacturer, and there is no

assurance that the helium is present within the

part when it is checked at the receiving area. If

the part leaked, tests using the mass spectrometer

could not determine whether all the gas had leaked

out before arrival or that none had leaked because

of a good hermetic seal.

Most of the problems associated with Radiflo

system have been solved and the system appears to

be the optimum method for in-house verification of

hermetic seals. There still are a few considerations

which need attention; these are being investigated

under a contract with Mississippi State University.

The contract has two major objectives:

1) To find a correlation between the Radiflo

and the mass spectrometer methods by

envolving a factor that would correlate the

two results and then specify a leak rate for

the mass spectrometer method that would

pass the Radiflo test.

2)

M. J. BERKEBILE

To determine whether the present reject

point of 1 mN/m2-cc per second at a differ-

ential of 100 kN/m 2 ( t atmosphere) is

adequate for extended space missions.

IV. SOLDERABILITY AND WELDABILITY

VER IFI CATION TECHN IQUES

One of the problems of electronic assembly in-

spection is the determination of whether a particular

solder joint or weld module joint is a reliable con-

nection.

This verification problem is exemplified by

work such as soldering to a gold-plated printed cir-

cuit beard. The gold combines with the solder and

a gold/tin system results. The solder joint is dis-

colored, and sometimes appears to be unsound due

to porosity and discoloration. If the joint is welded

instead of soldered, it is even more difficult to in-

spect visually. The answer to these problems would

be to verify the solderability or weldability of

electronic parts prior to the assembly operation at

the receiving inspection level.

At times it appears that more concern is gi_ven

to the electrical parameters of a device than to the

compatibility of the lead material. Nevertheless,

compatibility is essential: the lead material must be

suitable to the soldering or welding operation re-

quired to connect the part to the next assembly, or

an unacceptable assembly will result.

Contracts were awarded to the Martin-Marietta

Corporation, Aerospace Division, and to the

Lockheed Aircraft Corporation, Missile and Space

Division, to establish standards of solderability

and weldability of component lead materials and to

provide an acceptable lead-material test for accept-

ance testing.

As a result of these contracts, a solderability

test has been defined which closely simulates the

production mode of flow soldering. The test, as

shown in Figure 6, consists of several steps and the

application of the solderability formula, (KL 1 + I_)

/ (D - d) = solderability rating. The first step is to

bend the component lead around a 7.9 mm (5/16-

inch) mandrel. The lead is then fluxed, dipped into

molten solder, and finally submerged into a hot-oil

bath. The lead is then removed, and after it has been

cooled and cleaned, it is subjected to optical meas-

urements and the dimensions, LI, L2, D and d, are

obtained. In the formula shown, K is associated with

L 1 as a weighing factor, L 1 is the inner length of the
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solder area, L 2 is the outside length of the solder

area, D is the diameter of the solder area, and d

is the diameter of the lead.

5/16 IN. MANDREL FLUX SOLDER HOT OIL

---_-

_L21 K - WEIGHTINGFACTOR

KLt+L2
SOLDERABILITY=

D-d

FIGURE 6. SOLDERABILITY TEST

The solderability-rating technique was employed

for materials used in the fabrication of electronic

assemblies to obtain the solderability test results

shown in Figure 7.

SOLDERABILITY RATING
I0 20 50 40 50 BO 70 80
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FIGURE 7. SOLDERABILITY TEST RESULTS

A similar analysis has been performed for

welded modules. The welding test apparatus con-

sists of a power supply with two electrodes. The

component lead and interconnecting nickel ribbon are

placed between the two electrodes and pressure is

applied. The subsequent release of electrical energy

welds the two materials.

To determine the quality of the weld produced,

a pull test is employed which is essentially a ten-

sile-shear force applied until the breaking strength

of the weld is reached. By expanding this operation

with variations of pressure and energy, a weld

schedule is obtained. Figure 8 shows a weld-

schedule chart with the weld pressure on the ordinate

and the weld energy on the abscissa. When welds

kN/m 2

414

34,5"

27,6

20z-

_3.8-

6.9"

O-

25 WELDS PRODUCED:

PRESSURE: 27G kN/m2(4PSI)

PSI ENERGY: 3 WATT-SEC

I [ I '% I I
5 -4 7--6 3 _2--t--L L
4 _------_ _ s--8 --T----t_? _ -
11 ',1 I I : I |
/I L'.. I J.'

,1-Lll L:
0

0 I 2 3 4 S 6

ENERGY {WATTS- SECOND )

WELDABILITY = (& WATT-SEC) (& PRESSURE){ MINIMUM PULL)

RATING (eToVARLATiON)(AVERAGE BASE METAL STRENGTH)

FIGURE 8. WELD SCHEDULE

are made with various pressures and energies, and

this information is plotted on the chart, a weld-

ability pattern is obtained. (The patterns will vary,

depending upon the type and size of the material:

some may be circular, others oblong. ) The larger

the area encompassed by this pattern, the better is

the weldability of the material being tested. The

optimum pressure/energy setting is determined from

this weld schedule. In testing, 25 welds are pro-

duced from the optimum setting. The 25 welds are

pull-tested and the results recorded. A weldability

rating then is obtained from the weldability formula

( Fig. 8) and the values obtained in the pull test.

This sequence has been used to obtain a weld-

ability-rating chart, illustrated by Table III, which

lists the basic parameters for weldability of the

materials tested.
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MATERIALS JOINED TO NICKEL "A" RIBBON
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MATERIAL

PLATING,

SERIAL NO. TYPE

BARE

109 s.s. pins

I 14 Tantalum

107 Nickel "A"

108 Kulgrid 28

GOLD PLATED

104

112

105

tlt

113

110

Dumet

Alloy 152

Kovar

Copperweld

Alloy 90

Alloy 180

106 Cu OFHC

117 Nickel"A"

118 Dumet

119 Kovar

A JOULES,

(watt-sec)

5.25

3..29

4.17

5. 67

3.83

3.88

2.86

4. 00

3.00

2.33

4. 67

3.43

4.00

2.63

A PRESSURE,

Newtons

(lbf)

62

(14)

53

(12)

45

(10)

18

(4)

27

(10)

62

(14)

53,

(12)

45

(10)

27

(6)
18

(4)

45

(10)

53

(12)

53

(12)

62

(14)

VARIATION,

Percent

15.6

14.1

17.8

15.4

MIN. PULL,

Newtons

(lbf)

72

(16.1)

68

(t5.3)

67

(15.0)

45

(10.1)

AVG. TENSILE

STRENGTH

OF WEAKER

MATERIAL

20. 54

20. 54

19.8

15.1

11 73

(16.

18. 6 67

(t5.

17.9 69

(t5.

20 28

( 8.

22.6 46

(10.

116 15

20.54

4)

20.54

1)
20.54

4)

13. t

5)

t6. 9

4)

18. 9

(3.4)

10.4

16.9

23.5

21.1

40

(9)
67

(15)

67

(15.1)

63

(14.2)

12.44

19.6

20.54

20.54

WELD-

ABILITY

RATING

3.7

2.2

1.8

1.0

2.8

2.2

1.4

1.3

0.5

O.014

3.2

1.9

1.5

1.2

It is believed that with the development

two major techniques, the determination of

ability or weldability will be simplified.

of these

solder-

V. METALLIC COATING TECHNIQUES FOR
MA I NTA IN ING SOLDERAB I LITY

Recent laboratory tests and hardware evaluations

have shown that present industrial techniques for

silver-plating copper conductors are inadequate for

preventing Red Plague. Copper is exposed to the

atmosphere because of imperfections in the silver

plating; in the presence of moisture and oxygen, a

galvanic couple between the silver and copper is

produced which eventually reduces the wire to powder.

Since this type of corrosion recently appeared

on the guidance and control platform being produced

by Bendix Corporation, an agreement was made to

change from silver-plated wire to nickel-plated wire

for work under this contract.

Various wire manufacturers are studying the

silver-plating problems in an effort to improve the

plating techniques. In addition, studies are under

way to determine whether an underlay of nickel will

prevent the Red Plague.
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VI. INFRARED TESTING OF 
ELECTRON I C PARTS 

Infrared testing of electronic par ts  will detect 
incipient failures that a r e  not normally discovered 
by routine electrical  functional testing. The objective 
of this new testing technique is to complement the 
electrical  functional testing by scanning the electronic 
pa r t  during the functional tes t  to determine the 
amount of infrared radiation emanating from the pa r t  
under test. 

In 1964, a procurement specification w a s  wr i t -  
ten for obtaining an infrared test  station to be in- 
stalled by Boeing Company. 
9 and 10) was fabricated, and has  been in operation 

The equipment (Figs.  

I 

FIGURE 9. INFRARED TEST STATION 

since September 1964. 
toward establishing a normal pattern for  selected 
hardwar configurations. Once a normal pattern is 

termine how far others deviate from the norm. With 
this information, the projected operating life of a 
particular device under test can be obtained. 

Current operations are aimed 

obtained \ o r  a device, subsequent testing can de- 

One problem encountered is the variable emis- 
sivity of component surfaces, resulting from ch:inges 
made by the vendor in the pigment o r  other character-  
is t ics  of the paint o r  other protective coatings used on 

the devices. 
emissivity ratings,  the infrared-radiation readout 
must  be modified for each variable. 

Because of the different surface- 

] x-Y 

POSITION 01 SCAN SHOT 

PROGRAM 
INFORMATION 
IR AND SCAN -1 LIMITS 

FIGURE 10. OPERATIONAL SEQUENCE OF 
INFRARED TEST STATION 

The Martin Marietta Corporation, Aerospace 
Division, has a contract  to develop a constant- 
emissivity coating that can be used on al l  components, 
thus making infrared measurements independent of 
the various coatings used on the devices. A s  shown 
in Figures 11 and 12,  this test  station provides a 
thermal profile of components placed on the X-Y 
table and i n  the operating mode. 

POSITION ON RESISTOR 

FIGURE 11. THERMAL PROFILE (END TO END) 
O F  A CARBON COMPOSITION RESISTOR 

It  i s  too ea r ly  to say that the infrared-radiation 
dctcction and recording system, currently under 
evaluation, will complement the present reliability 
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program. However, the test results are encour-

aging, and if the development of an emissivity coating

to solve the surface variance problem is successful,

M. J. BERKEBILE

then this system should provide a method of predict-

ing the successful operating life of electronic parts

and subassemblies.

I 3 5 7

POSITION ON RESISTOR

FIGURE 12. THERMAL PROFILE (END TO END)

OF A WIRE-WOUND RESISTOR
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INTRODUCTIONTO RESEARCHACHIEVEMENTS
REVIEWON TERRESTRIALAND SPACE ENVIRONMENTRESEARCH

By

Dr. E. D. Geissler*

The subject of this review is environmental re-

search. Perhaps it would be more appropriate to re-

fer to it as natural environment so that it will not be

confused with induced environments. Another re-

search review will cover aerodynamics and aerody-

namic phenomena in connection with rocket flight and

thus will be concerned with the flight induced environ-

ments.

Research activities on natural environmental

conditions for all phases of space flight are carried

out at MSFC by Aero-A strodynamics Laboratory and

Research Projects Laboratory. The major portion

of the atmospheric research as related to the MSFC

mission is accomplished by the Aerospace Environ-

ment Office under William Vaughan of the Aero-Astro-

dynamics Laboratory. Research is also conducted

on the near-earth and space environment, including

lunar, planetary, and solar characteristics with re-

spect to radiation and magnetic fields, micrometeo-

roids, gravitational, and other astronomical con-

stants, etc. Obviously, this is a very large task and

a major portion of the relatively small manpower re-

sources devoted to this area is directed toward main-

taining a know!edgeable position on the space environ-

ment through contact with other NASA Centers, Gov-

ernment, and private organizations involved in re-

lated research programs. Research is required to

organize various data into meaningful engineering in-

puts to our space-vehicle program. The responsi-

bility of establishing formal MSFC project design

criteria on natural terrestrial and space environment

parameters is with Aero-Astrodynamics Laboratory.

Major inputs come from Research Projects Labora-

tory as well as from other NASA, Government, and

industry sources.

The results of environmental research will be

restricted to discussions on atmospheric dynamics

and thermodynamics and some properties of the upper

atmosphere. The paper by Mr. James Scoggins will

cover atmospheric dynamics pertaining to investi-

tation of wind structures in which MSFC has been

pioneering for several years. Mr. R. E. Smith's

paper discusses research on model atmospheres in-

cluding the upper atmosphere at satellite altitudes.

Recent progress in atmospheric-thermodynamic

models is presented in a paper by Mr. O. E. Smith.

Material on photographic meteors, prepared by

Mr. Charles Dalton, completes the environmental

research results reported in this review.

An attempt has been made to strike a happy medi-

um between the extremes of a mere enumeration of

all activities and a detailed discussion of a narrow

field. This is particularly difficult for the environ-

mental activities in view of the extensive scope of the

subject matter.

* Director, Aero-Astrodynamics Laboratory.



SOMERECENTATMOSPHERICDYNAMICSRESEARCHAT MSFC

By

James R. Scoggins

SUMMARY

Small-scale motions or turbulence, associated

with vertical detailed wind profiles, are important in

the design of large space vehicles. The development

of a high-resolution wind measuring system which

provides data that are more accurate by an order of

magnitude than the rawinsonde system is described,

and some typical high resolution wind velocity profile

measurements are presented. The rawinsonde sys-

tem provides wind data averaged over approximately

600 meters in the vertical direction with an rms error

ranging between 2 and 15 meters per second depend-

ing upon conditions. In contrast, the recently devel-

oped high-resolution wind measuring system provides

data averaged over approximately 50 meters in the

vertical direction with an rms accuracy of approxi-

mately 0.5 meters per second. A comparison is

made of drag curves for smooth spheres in a wind

tunnel and for smooth and rough spheres rising in the

atmosphere.

A statistical description of small-scale motions

or turbulence is presented and some of the character-

istics of turbulence are discussed. It is concluded

that the spectrum of turbulence for space vehicles

may be different from that for aircraft and from theory,

and that, in general, the small-scale motions or tur-

bulence is neither aomogeneous, stationary, nor iso-

tropic.

I. INTRODUCTION

Superimposed on the general circulation of the

atmosphere are motions of various scales ranging in

size from hundreds of miles in diameter down to the

micro-scale where dissipation into heat takes place.

These motions are influenced by the character of the

underlying surface, stability of the atmosphere, grav-

ity, rotation of the earth, and the distribution of mass

which results in pressure gradient forces. In the free

atmosphere where the wind flow has a small curvature,

the larger scales of motions may be accurately

represeatcd mathematically.

Forces producing Large-scale motions are pri-

marily pressure gradient, Coriolis, gravity, and cen-

trifugal. In principle, the smaller-scale motions are

also governed by these forces; however, because of

the sparsity of meteorological observing stations and

unknown transfer processes, representation of these

scales of motions analytically is impossible.

Small-scale motions are usually variable in time

and space and, in general, are treated by empirical

or statistical methods. In the design of aircraft and

space vehicles, discrete gust shapes have been em-

ployed as well as statistical representations of tur-

bulence. The discrete gust concept has the advantage

of simplicity and relative ease in handling, while the

statistical and empirical methods become more com-

plicated, especially in application. The gust or tur-

bulence representation employed in the design of ve-

hicles and in the evaluation of the influence of small-

scale motions or turbulence on vehicles is largely a

matter of engineering judgment and is derived by

conducting comparative analysis of the influence of

various representations on the vehicle. Previously,

small-scale motions, turbulence, or gusts have

usually been represented by discrete gust shapes

rather than by statistical representations. For space

vehicles, the limitations of the wind profile measur-

ing system did not permit the measurement of small-

scale motions. Discussions on the use of wind data

in space vehicle and aircraft design studies have been

published [1-10]. A method has recently been de-

veloped by which these small-scale motions are

measured. The following discussion will be con-

cerned with the measurement and statistical descrip-

tions of the small-scale motions or turbulence

associated with vertical wind velocity profiles.

II. THE DEVELOPMENTOFA HIGH
RESOLUTIONWIND MEASURING SYSTEM

Until about five years ago, vertical wind profile

measurements were made by the rawinsonde sys-

tem. This system employs a reasonably large flex-

ible balloon with an instrument package suspended

100 feet below the balloon. Deformation of the bal-

loon and large inertia of the systern prevent the
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measurement of small-scale variations in the wind 
field. 
direction finder which, because of i ts  inaccuracies, 
introduces other uncertainties. Wind measurements 
provided by the rawinsonde system were averaged at 
altitude intervals of 600 me te r s  altitude o r  more 
with an r m s  e r r o r  of 2 to 15 me te r s  pe r  second de- 
pending upon conditions. 

This balloon system is tracked by a radio 

A description of the small-scale features of the 
vertical wind velocity profile is required in  the de- 
velopment of large space vehicles. Since the rawin- 
sonde system was not capable of providing the details 
required, MSFC undertook the development of a high- 
resolution wind measuring system about five yea r s  
ago. Two contracts were let and both were unsuc- 
cessful. At about the same  time, the Ai r  Force  
Cambridge Research Laboratories proposed what 
appeared to  be a feasible and simple method for  
measuring detailed vertical  wind profiles [ 111 . This 
method consisted of tracking a smooth superpressure 
mylar  sphere (called ROSE) with a ground.-based 
radar .  The sphere is shown in  Figure 1. It was 

FIGURE 1. TIME LAPSE PHOTOGRAPH OF ROSE 
BALLOON RELEASED AT 11325 P. M . ,  AUGUST 2, 

1963, DURING STABLE ATMOSPHERIC 
CONDITIONS AND LIGHT WINDS 

l a t e r  learned that the data provided by this sensor  
were not accurate because of aerodynamically induced 
motions. The aerodynamic instability of this sphere 
was caused by vortex shedding which made the balloon 
to  experience lateral  motions even in a calm atmos- 
phere.  Figure 1 also shows a time lapse photograph 
of the ROSE balloon rising into the atmosphere. The 
images are at one-half second intervals and repre-  
sent  a one-quarter second exposure time. When 
this photograph was made, the atmosphere was prac- 
tically calm. 

Personnel of MSFC conceived and verified the 
idea that the aerodynamic instability of the sphere 
could be reduced by the use of roughness elements 
placed on the surface of the sphere [ 1 2  and 131. 
Figure 2 shows the first experimental configuration 
of such a balloon. Balloons of this type have been 
given the name "Jimsphere." Figure 2 also shows 
an ascent of a Jimsphere s imilar  to that shown in 
Figure 1 for  the ROSE balloon. The aerodynamically 
induced oscillations have been reduced in amplitude. 

FIGURE 2.  TJME LAPSE PHOTOGRAPH OF 
JIMSPHERE BALLOON RELEASED AT 11:54 P. M. ,  
AUGUST 2, 1963, DURING STABLE ATMOSPHERIC 

CONDITIONS AND LIGHT WINDS 

3 



JAMES R. SCOGGINS

Jimspheres similar to the one shown in Figure 2

were subsequently flown at the Kennedy Space Center

and tracked by the F9S-16 radar. Some typical re-

sults of these experiments are shown in Figure 3.

All the wind profile measurements shown in Figure

3 were made on the same day; therefore, the atmos-

pheric conditions are similar for all measurements

shown. The altitude in kilometers is presented on

the ordinate, and the wind speed in meters per sec-

ond is presented on a sliding scale on the abscissa.

The same data reduction technique [14] was used for

all flights. The influence of surface roughness ele-

ments is apparent. These profiles were measured

in series, approximately one hour apart, with the

exception of test 5414 which was measured approxi-

mately three hours after test 5411. Figure 3 shows

that the horizontally induced motions are reduced

considerably by the Jimsphere with 90 cups and

reduced even further by a Jimsphere with 270

cups. The horizontally induced motions decrease as

the surface roughness increases. The influence of an

increase in the mass of the balloon on the observed

small-scale motions was evaluated by inflating a

ROSE balloon with a mixture of helium and air (test

5411) to provide the same buoyancy as the Jimsphere

(test 5408). Figure 3 shows that the increased

weight reduced the small-scale motion somewhat;

however, the roughness elements provided a much

larger reduction . The increased mass, which was

approximately the same for the Jimsphere and ROSE,

was about 1000 grams. The profile, as measured

with the 1.22-meter diameter ROSE, is quite different

from the profile measured with the 2.0-meter diam-

eter ROSE. This is because the 1.22-meter balloon

reaches the critical Reynolds number at approximate-

ly 5 kilometers altitude, and above this altitude oper-

ates at subcritical Reynolds numbers where the drag

coefficient is large.

The next step in the development of the wind mea-

suring system was to develop techniques for incorpor-

ating the surface roughness elements directly into the

balloon. A contract was awarded to the G.T. Schjeldal

Company for the development of the above techniques.

A number of configurations were developed and flown

at Kennedy Space Center and the optium configuration

determined experimentally. Figure 4 shows the final

Jimsphere configuration, which is a 2-meter dia-

meter, superpressure, aluminized, 0.5-mil mylar

sphere containing 398 conical roughness elements 3

inches high and 3 inches in diameter at the base. A

mass of 100 grams is attached to the balloon at a

I
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FIGURE 4. THE JIMSPHERE BALLOON 
WIND SENSOR 

point to prevent rotation and thus provide better 
stabilization. 

The detailed wind profile data provided by trac - 
ing this configuration with the FPS-16 radar  appear 
to be adequate for  the design of large space vehicles. 
The r m s  accuracy of the wind measurements provided 
by this system is approximately 0 . 5  meters  per sec- 
ond over 50 meters in the vertical  direction. This is 
an order  of magnitude more accurate than provided 
by the rawinsonde system. 

Drag curves for  the Jimsphere, ROSE, and f o r  
smooth spheres  in wind tunnels are shown in Figure 5 .  
The solid curve was taken from Schlichting 1151, 
while the other curves were computed from balloon 
ascents.  The drag coefficient for  the smooth sphere 
(ROSE) is generally higher than those obtained from 
smooth spheres  in a wind tunnel. The drag curve for 
the J imsphere shows that the drag coefficient is es- 
sentially independent of the Reynolds number. This 
is because the surface roughness elements induce flow 
separation nea r  the equator of the balloon for  the 
Reynolds numbers shown in Figure 5. Subsequent 
wind tunnel determination of the drag curve for  the 
Jimsphere,  using a scaled model, confirmed the drag 
curve presented in Figure 5. Since the value of the 
drag coefficient is rather  large for  all  Reynolds num- 
b e r s ,  the Jimsphere responds rapidly to  winds a t  all 
altitudes. 

Figure 6 shows a series of scalar  (magnitude of 
vector wind) profiles which were measured using the 
Jimsphere. These profiles were measured in se- 
quence at intervals of approximately i .  5 hours. Wind 

{O ROSE Test  2129 

- 0  JIMSPHERE Test 5108 - SPHERE-SCHLICHTING 

I ROSE T e ~ t  L120>' 

o ' 2  t --- 

Id 

0. 1 0.09 

0.08 
IO' - IO' 
R e  

FIGURE 5. AVERAGE DRAG COEFFICIENT VS 
REYNOLDS NUMBER CURVES FOR ROSE AND 

JIMSPHERE BALLOONS AND FOR SMALL SPHERES 
IN WIND TUNNEL (WIND TUNNEL CURVE AFTER 

SCHLICHTING 1960) 

a b c  d e l  g h i  

SCALAR WIND SPEED ( M / S E C I  

FIGURE 6. FPS-16 RADAR/ JIMSPHERE 
PROFILES, WESTERN TEST RANGE 

speed is given on the abscissa on a sliding scale ,  and 
altitude is given on the ordinate. The dots represent 
wind speeds as measured by the FPS-I6 radar/  
Jimsphere system and averaged over approximately 
50 meters  in altitude. The rawinsonde profile mea- 
surement is superimposed on profile C in Figure 6. 
A s  pointed out ea r l i e r ,  the rawinsonde provides wind 
measurements averaged over approximately 600 meters 
in the vertical  direction. Therefore, in the detailed 
profiles, relatively small-scale features which per- 
sist over long t ime periods can be observed. There 
a re  features which can be identified throughout the 
entire 12-hour period. 
a r e  not discernible on the rawinsonde profile, yet 
they are very important in design considerations of 
large space vehicles. 

Some of these detailed features 

5 
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III. STATISTICAL DESCRIPTIONS OF
SMALL-SCALE MOTIONS OR TURBULENCE

Turbulence is difficult to define, but before an

analytical representation is possible a definition

must be clear. According to Lumley and Panofsky

[ 16], turbulence has the following properties:

(a) Turbulence is observed to be rotational and

dissipative; i.e., mechanical energy is trans-

formed to internal energy.

(b) Turbulence is three-dimensional. The cas-

cade of energy takes place by vortex stretching

which requires the motion to be three-dimen-

sional.

(c) Turbulence is nonlinear. The transfer of

energ_¢ from one eddy size to another can take

place only in a nonlinear way.

(d) Turbulence is stochastic. The velocity field

cannot be predicted in detail.

(e) Turbulence is diffusive. A fluid particle in

a turbulent fluid will wander about and move

farther and farther from its initial location.

(f) Time and length scales of the turbulent mo-

tions that serve to transport properties are quite

large, often of the same order as time and length

scales characterizing the distribution of proper-

ties being transported.

(g) Turbulence is a eot_tinuum phenomenon.

As can be seen from the above properties, tur-

bulence is not easily defined; it is even more difficult

in practice than in principle.

In arriving at a meaningful definition of turbulence

for space vehicles, the following must be considered:

(a) The seven properties of turbulence as given
above.

(b) The characteristics of various scales of mo-

tions and their interdependence.

(c) Applicability of the definition of turbulence

in space-vehicle design studies.

(d) Predictability of the small-scale motions for

prelaunch monitorship.

In reference to the above conditions, turbulence

is defined in this paper as the small-scale motions

associated with FPS-16 radar/Jimsphere wind pro-

files that are not included in rawinsonde-measured

wind profiles. Since most previous wind profile mea-

surements were made using the rawinsonde system,

this definition would permit the use of this data in

defining steady-state velocity profiles and their asso-

ciated statistical properties of turbulence. Turbulent

motions are obtained from a detailed wind profile by

defining a digital filter which will separate the small-

scale motions from those which approximate the raw-

insonde sounding.

Considering the vector-wind field as being com-

posed of three components associated with an xyz ortno-

gonal eoordinate system, turbulence for aircraft and

space vehicles in terms of one or more of these co-

ordinate directions can be visualized. For an air-

craft flying horizontally, the motions of primary con-

cern are those normal to the flight direction or the

vertical component of motion. On the other hand, for

a space vehicle rising vertically, both horizontal com-

ponents are of interest. Assuming the dissipation rate

of eddies as normally observed in the atmosphere and

applying dimensional analysis, an expression can be

derived which shows that the spectrum of turbulence

should be proportional to frequency to the -5/3 power

[16]. This means that the shape of the spectra along

the different directions should be the same but does

not imply the same total energy. A spectrum of tur-

bulence measured normal to the horizontal direction

and commonly used in aircraft design studies is com-

pared in Figure 7 with a typical spectrum measured

normal to a space vehicle rising vertically through

the atmosphere, and with a theoretical spectrum.

10":
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FIGURE 7. COMPARISON OF AIRCRAFT DESIGN,

TYPICAL FOR SPACE VEIIICIA':S, AND

TtIEORETICAL TURBULENCE SPECTRUMS



Thecurvesin Figure7showthattheslopeof the
aircraftdesignspectrumagreesquitewellwiththe-
ory, butthetypicalspectrumfor spacevehiclesdoes
not. Theslopeof thespectrumfor spacevehicles
varieswiththemeteorologicalconditions.Theenergy
contentassociatedwitheachspectrumis notgiven
heresinceenergycontentis afunctionof thedefin-
itionof turbulenceandthemeteorologicalconditions
existingduringthemeasurement.

Theuseof a spectrumof small-scalemotionsin
computingvehicleresponsesrequirestheassumption
thatthemeans,variances,andotherstatisticalpara-
metersofthesmall-scalemotionsbeinvariantin
flight time. Thestatisticalpropertiesof turbulence
aremeasuredin thespacedomainandappliedin the
timedomain. Thesearenotalwaysreconcilablebe-
causeof thehighlyorganizedfeaturesof someof the
small-scalemotionsoverlimitedaltituderangesand
thechangingspeedof thevehiclewith time.

Thevariancesoverintervalsof 1kilometerin
altitudeassociatedwiththeseriesofvelocityprofiles
presentedin Figure6andmeasuredatapproximately
1.5hoursapartareshowninFigure8. Fromthese
variances,thedegreeof homogeneity,stationarity,
andisotropyof thesmall-scalemotionscanbe in-
ferred. Therefore,thestatisticalpropertiesof the
small-scalemotionsareneitherhomogeneous,sta-
tionary,nor isotropic. Thismaycauseproblemsin
representingturbulenceasa spectruminvehicle
responsestudies.

IV. FUTURERESEARCH
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space vehicles is developed. Some of the work which

is required and which is currently underway includes:

(a) Improvement in definition of atmospheric tur-

bulence using improved wind measurements.

(b) Development of methods for applying atmos-

pheric turbulence data to space vehicle response.

(c) Establishment of relationships between tur-

bulence and such properties of atmospheric motions

as wind shear, quasi-steady-state wind speed, di-

vergence, and vorticity of the wind field, etc.

(d) Development of forecasting methods for pre-

launch wind monitorship.

There remains much to be done before a good

definition and a good representation of turbulence for
._- concentrated program employing the best talent

available is required to achieve these goals.
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Robert E. Smith

SUMMARY

This study presents a comparison of the latest

published standard atmospheres with explanations for

the large variations in these standards above 100 kil-

ometers. The effects of variations in solar activity

on the different parameters of the upper atmosphere

are also described. The study concludes with a brief

review of planned research to acquire additional data

for future model refinements.

I. INTRODUCTION

Prior to and immediately after the launching of

the first satellites, there followed a succession of

static models of the earth's atmosphere. These new

models varied slightly from previously produced

models in the lower atmosphere, but large differences

were noted in the upper atmosphere. These large

changes in the upper atmosphere were the result of

measurements of atmospheric parameters by rocket-

borne probes. Figure i depicts the vertical distri-

bution of density in some recent static models and

shows that it is primarily the uppermost regions of

the atmosphere which have been altered by satellite
data.

As additional data were accumulated from anal-

yses of the orbital characteristics of the various sat-

ellites and from the direct measurements of rocket-

borne probes, it was apparent that all the previous

models together could not present an entire picture

of the upper atmosphere. Although each of the previ-

ous models had adequately described the upper atmos-

phere at a specific time, it soon became apparent

that an infinite number of these static models would

be required to describe the upper atmosphere of the

earth above 90 kilometers (kin) because the at-

mosphere above this altitude is a very dynamic

medium.

Altitude (kin)

I
ARDC
1956

i i vv
600

COSPAR
1961 RDC

1959
I 500

400

300

1959
_....._- _"

1956

-I00 -80 -60 -40 0 20 40 60 80
(percent)

FIGURE i. DENSITY OF ARDC MODEL

ATMOSPHERE 1956, ARDC MODEL ATMOSPHERE

1959, AND COSPAR IRA 19(;1 COMPARED TO U. S.

STANDARD 1962 AS A PERCENTAGE I)EVIATION

II. DISCUSSION AND RESULTS

In this study, 90 km has been selected as the base

of the upper atmosphere. From the surface to approx-

imately 90 km, the composition of the atmosphere is

generally accepted as being constant; thus, there is the
same ratio of constituents at each level. For this

reason, this portion of the atmosphere is called the

homosphere. Above 90 km the composition changes

with height because of selective absorption of solar

energy. The absorption of solar energy is primarily

in the ultraviolet portion of the spectrum as shown

in Figure 2. The constituents are not mixed but are

in diffusive equilibrium. This means that each con-

stituent is distributed vertically according to weight.

Therefore, the mean molecular weight of this

medium decreases with increasing height. This
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FIGURE 2. CONCENTRATION OF THE PRINCIPAL

ATMOSPHERIC CONSTITUENTS AS A FUNCTION OF

HEIGHT FOR THREE EXOSPHERIC TEMPERATURES

region is called the heteorosphere. Within the ho-

mosphere and the heterosphere there are many

smaller-scale regions. Most of these smaller

regions are caused by changes in the thermal struc-

ture. One of these regions is of particular concern

to MSFC, and this region has been named the ignoro-

sphere because very little is known about it. This

region lies between 90 and 200 km above the surface

of the earth, or just above the maximum height of

most of the current meteorological sounding rockets

and below the minimum height of most orbiting satel-

lites. Therefore, data from this region are very

sparse and only a few atmospheric parameters are

known to any degree of accuracy. Figure 3 shows

that the temperature in this region increases very

rapidly with height. In this region, the mean molec-

ular weight decreases very rapidly with height, and

both the amount and type of constituents experience

great variations.

The upper atmospheric parameters that are of pri-

mary importance to MSFC are the vertical distribution

of density and the temporal and spatial variations of

density. Figure 4 shows that the vertical distribution

of density is a function of the amount of solar ultra-

violet radiation reaching the earth. Therefore, the

temporal and spatial variations of density are caused

by the transient and the long-term variations in the

solar radiation. Only one transient variation has been

documented, the variation due to geomagnetic storms.

These short-lived effects begin approximately 2 to 5

hours after the onset of the storm on the sun. These

effects cannot be ignored because energetic particles

ejected from the sun during these storms interact

with the upper atmosphere and cause the density to

increase by as much as a factor of ten.

Four separate long-term variations have been

identified. Figure 5 shows that these are the diurnal,

latitude, 27-day, and solar-cycle variations. Since

the principal heat source in the upper atmosphere is

the ultraviolet radiation from the sun, solar heating

causes the atmosphere to expand upward toward the

sun in its daily passage overhead. Although this up-

ward expansion is a direct consequence of solar heat-

ing, it lags the subsolar point by about 2 hours at an

altitude of 200 km. As a result of this daily upward

expansion, the density in the ignorosphere has a min-

imum value at 1400 local sidereal time (LST) and a

maximum value at 0400 LST between 120 and 180 kin.

Almost no diurnal variations occur between 90 to 120

km and between 180 to 185 kin. At altitudes above 185

km the density has a maximum value at 1400 LST and

a minimum value at 0400 LST. The magnitude of this

diurnal variation is a function of altitude, latitude,

and time with respect to the solar cycle. During per-

iods of low solar activity, the ratio of the maximum

value to the minimum value increases from 1 at 185 km
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to 12 at 600 to 700 km. During periods of high solar

activity, the ratio varies from 1 at 185 km to 25 at

600 to 700 km. At altitudes above 600 to 700 km, it

is postulated that the magnitude of the diurnal vari-

ation decreases, but more experimental data are

needed before exact values can be quoted.

INFLUENCE I00 - 200 km 200 - IrO00 km

Geomagnetic Storm Unknown Up to I0 x Increase

Diurnal Min 1400 LST 0400 LST

Max 0400 LST 1400 LST

Max/Min I (185) (Min Solar Act) 12X (600 - 700 kin)

Max / Min I (185) (Max Solar Act) 25X (600 - 700 kin}

27 day Max / Min Unknown 2 - 3 X

Solar Cycle

Diurnal Min (Max)
Unknown 15 - 20X

Diurnal Min (Min)

Oiurnol Max (Max)
Unknown 30 - 35X

Diurnal Max (Min)

Latitude

Subsoiar Point
UAknown 2X (200 kin)

Pole

Sabsolor Poinl
Unknown 30X (800 km)

Pole

FIGURE 5. HETEROSPHERE DENSITY INFLUENCES

ROBERT E. SMITH

north before the general decrease begins. The merid-

ional gradient is much less in the summer in both

hemispheres than in any other season. At the same

altitude, the density over the Southern Hemisphere

in its winter is less than the density over the Northern

Hemisphere in its winter. Therefore, the minimum

density in the upper atmosphere occurs over the South

Pole. At 200 km the maximum variation between the

subsolar point and the South Pole is approximately

50 percent and at 800 km the density at the subsolar

point is up to 30 times as great as the density at the

South Pole.

During the past year, a mathematical model of

the upper atmosphere above 200 km has been develop-

ed which incorporates all these features. The var-

iations that are well documented are included as ex-

plicit functions, while the variations that are less

known or postulated are included as a composite var-

iation which results in the prediction of an envelope

of density for each altitude at any time, at any latitude,

or at any portion of the solar cycle. As each of these

variations becomes better defined, the mathematical

model will be revised with the hope that the density

envelope can be narrowed down to a single value.

The 27-day variation is caused by the rotation of

the sun causing active regions on the solar surface to

reach positions from which ejected particles can in-

fluence the earth's atmosphere. The magnitude of

these variations has not been completely documented,

and as a result, exact figures cannot be quoted.

Solar-cycle variations are very large and are the

result of variations in the total energy output of the

sun. The daily minimum values at maximum solar

activity are 15 to 20 times the minimum values at

minimum solar activity, while the daily maximum

values at maximum solar activity are 30 to 35 times

the maximum values at minimum solar activity.

The latitude effect is the last variation that has

been documented. Density decreases from the sub-

solar point to the antisolar point, except for the

Northern Hemisphere in the fall when an unexplained

increase occurs from the subsolar point to 30" to 40"

Conditions between 100 and 200 km are radically

different, and data from this region are still sparse.

The Aero-Astrodynamics Laboratory has been deriv-

ing effective atmospheric density from the analysis

of the orbital characteristics of the Saturn vehicles

and payloads. The techniques developed have been

applied to the analyses of the orbital decays of several

other satellites with excellent results. These studies

have added 8 to 10 more data points in this region.

The Aero-Astrodynamics Laboratory is initiating a

series of Nike-Tomahawk launches at Cape Kennedy.

These rockets will carry payloads that will measure

the density of the upper atmosphere between 100 and

350 km. Goddard Space Flight Center is also launch-

ing the same payloads from Wallops Island, Fort

Churchill, and Point Barrow, Alaska. These pro-

grams combined will add 20 to 30 data points per year

at each altitude. Therefore, it will be some time be-

fore this region of the upper atmosphere will be ade-

quately defined.
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PROGRESSIN ATMOSPHERICTHERMODYNAMICMODELS

By

Orvel E. Smith

SUMMARY

This study explains the need for a realistic at-

mospheric thermodynamic model for each space-

vehicle launch site. Once such a model has been es-

tablished, there is a need for uniform usage of the

model by the several different organizational elements

engaged in flight performance analysis and in estab-

lishing preflight trajectories. A brief evaluation of

atmospheric models is presented in this study with

particular attention given to the concept of a refer-

ence atmosphere.

I. INTRODUCTION

Atmospheric thermodynamic models are the

average values of temperature, pressure, and density

with respect to altitude. The normal procedure for

constructing an atmospheric model is to define the

mean values of temperature as linear segments ver-

sus altitude and to define the mean value of pressure

at sea level. From these defined variables, pressure

versus altitude is derived from the hydrostatic equa-

tion, and density versus altitude is derived from the

equation of state. By using other thermodynamic

equations, additional quantities can be derived and

tabulated.

The development of atmospheric models has a

long history, but in this study, only those models

that have been developed in the past ten years will

be examined. These models are as follows:

(a) National Advisory Committee for Aeronau-

tics (NACA) Report 1235, 1955.

(b) Air Research and Development Command

(ARDC) Model Atmosphere, 1956.

(c) United States Extension to the International

Civic Aviation Organization (ICAO) Standard

Atmosphere, 1958.

(d) Air Research and Development Command

(ARDC) Model Atmosphere, 1959.

(e) United States Standard Atmosphere, 1962.

(f) Committee on Space Research (COSPAR)

Reference Atmosphere, International Reference

Atmosphere (CIRA), 1961.

(g) Patrick Reference Atmosphere, 1961.

(h) Patrick Reference Atmosphere, 1963 Re-

vision.

(i) Inter-Range Instrumentation Group/Meteor-

ological Working Group (IRIG/MWG) Range Re-

ference Atmospheres

(i) Part I (1963-1965)

(2) Part II and Part Illto be published,

(1967).

(j) United States Supplemental Atmospheres to

be published (1966).

II. DISCUSSION AND RESULTS

The defining properties of the first five models

are identical from sea level to 11 kilometers.

This is a result of the influence exerted by the avi-

ation industries and of the international acceptance of

these values as a standard. Another feature the

first five models have in common is that they depict

the idealized year-round mean conditions for the

middle latitudes of the Northern Hemisphere.

The defining parameters of NACA Report 1235

(1955) were previously adopted by the ICAO on Nov-

ember 7, 1952. This model, which defined conditions

from sea level to 65 800 feet, resolved slight differ-

ences in earlier atmospheric models that had been

developed in the United States and Europe since the

1920's. As a result of the need for a standard refer-

ence by the aviation industries, the world had its

first published Standard Atmosphere in 1955.

The development of rockets and ballistic mis-

siles created a need for an atmospheric model with

a higher altitude. The ARDC Model Atmosphere

(1956) and the United States Extension to the ICAO

13
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Standard Atmosphere (1958) were the first attempts

made to satisfy this need. However, the space pro-

grams made these models obsolete shortly after they

were developed.

The ARDC Model Atmosphere (1959) was the

first space-promoted model atmosphere. However,

a reevaluation of all previous models became appar-

ent as data from meteorological rockets and satellites

became available. In January 1960, a Working Group

of the Committee on Extension to the Standard Atmos-

phere (COESA) set out to accomplish this task. The

United States Standard Atmosphere (1962) was a

result of the work done by this committee.

The Committee on Space Research (COSPAR)

developed the International Reference Atmosphere,

CIRA (1961). The COSPAR Reference Atmosphere

was derived almost exclusively from density data

that were obtained from satellite drag information.

The values for temperature, pressure, and density

differ from those of the United States Standard

Atmosphere 1962.

Personnel at MSFC recognized that a standard

atmosphere referenced to the middle latitudes did

not meet the requirements for the design and oper-

ation of vehicles launched from Cape Kennedy. The

concept of a "Range Reference Atmosphere" was

developed and used in MSFC trajectory studies in

1960. The first publication in 1961 was known as

The Patrick Reference Atmosphere (Annual). This

model is based on atmospheric data for the first 30

km of altitude obtained from Patrick Air Force Base.

The model is extrapolated to the 50-km level of the

ARDC Model Atmosphere (1959) and is then extended

to the 500-kin level by using the ARDC Model Atmos-

phere (1959).

When the U. S. Standard Atmosphere (1962)was

published, a revision of the old Patrick Reference

was required. The revised Patrick Reference Atmos-

phere employed radiosonde and rocketsonde data to

define atmospheric parameters below 90 km, and

then employed the U. S. Standard Atmosphere (1962)

to define the atmospheric parameters from 90 to 700

kin. A computer subroutine known as PRA 63 is in

the Computation Laboratory Library file for all MSFC

organizations and all qualified requesters. This sub-

routine is specified for all theoretical trajectory and

performance computations for MSFC vehicles launch-

ed from Cape Kennedy.

The IRIG Range Reference Atmospheres provide

a preview of the specialized atmospheric models that

are currently under development. These models are

being developed for all of the major missile ranges.

They are patterned after the Patrick Reference At-

mosphere. The IRIG Range Reference Atmospheres

are in three parts, as follows:

(a) Part I defines the atmospheric parameters

to 30 km.

(b) Part II defines the atmospheric parameters

from 30 to 90 km.

(c) Part III defines the variability of the atmos-

pheric parameters.

The United States Supplemental Atmospheres will de-

fine the mean conditions for the following:

(a) Tropical (annual).

(b) Subtropical (summer and winter).

(c) Middle latitude ( summer and winter).

(d) Subarctic (summer and winter).

(e) Arctic (summer, cold winter, and warm

winter).

The linear segrr/ented temperature profile of the

U. S. Standard Atmosphere (1962) is contrasted

(Fig. 1) with the continuous profiles of the Patrick

Reference Atmosphere. The maximum temperature

difference is 15°C at 15 km (tropopause). There

is a crossover at 50 km (stratopause), and there is

a coincidence of temperature at 90 km (mesopause).

Since density is one of the more important at-

mospheric variables affecting the vehicle perform-

ance, attention will be given to this parameter in

Figure 2. Figure 2 shows that the Patrick Reference

Atmosphere density is 3 percent lower than the U. S.

Standard Atmosphere (1962) at sea level. The Pat-

rick Reference Atmosphere density is 13 percent

higher than the U. S. Standard Atmosphere (1962)

at 15 kin. This is the altitude region of maximum

dynamic pressure on an aerospace vehicle which is

the region of maximum winds. The density, over

Cape Kennedy is 8 percent higher than the U. S.

Standard Atmosphere (1962) in the altitude region of

50 to 60 km. These deviations of density illustrate

the value of having a well documented atmospheric

model for each launch site.

Since the Patrick Reference Atmosphere is de-

fined for mean annual conditions, a comparison with

monthly mean conditions is made in Figure 3 to illus-

trate the range of variation. Because of a lack of

data at higher altitudes, this comparison is feasible

only for the first 30 kin. During the winter months,

the mean density at the surface is from 2 to 3 percent

higher than the mean annual density; and the mean

14
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density at 15 km is 2 percent lower than the mean

annual density. During July and August, the mean

density at altitudes above 15 km is 3 percent higher

than the mean annual density.

The atmospheric models discussed in this study
have been derived to depict the mean value of several
atmospheric parameters versus altitude. Consider-

able progress has been made in defining the mean
state of the atmosphere by MSFC and the scientific

community as a whole. A knowledge and a method of
presenting the complete vertical structure of thermo-
dynamic parameters are required in space vehicle
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design. A complete vertical structure of thermody-
namic parameters is not defined by existing atmos-

pheric models, and the range of variability is met
only in part. Therefore, there are challenging engi-
neering and research requirements to meet, even
before the necessary atmospheric measurements are
available.
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METEOROIDFLUXAND PUNCTUREMODELSFORCISLUNARSPACE

By

Charles C. Dalton

SUMMARY p0

Interrelated cubic polynomial models are con-

structed for log-puncture flux versus log-effective-

target thickness and for log-mass-cumulative-incident

flux versus particle mass which give the best agree-

ment between meteoroid measurement satellite data

and photographic meteor data without relaxing the

assumption that p/d is independent of d for particles

of different velocity, where p and d are puncturable

thickness and particle diameter, respectively. An

accurate account of the expected mean hazard for

meteoroid puncture in earth orbit is needed for design

and operation planning purposes for future programs.

The model developed in this study should give a mean

puncture flux accurate to within a factor of 2 probable

error with a target equivalent thickness between 15

and 10 -4 centimeters of aluminum. The correspond-

ing model for mass-cumulative-incident flux is also

developed.

DEFINITION OF SYMBOLS

Symbol

log

P

V
m

f(v)

m

F>

Definition

logarithm with base ten.

thickness of a just-puncturable sheet

in centimeters.

projectile diameter in centimeters.

meteoroid air-entry velocity in kilo-

meters per second.

meteoroid lunar-impact velocity in

kilometers per second.

probability density function for v.

mass of a meteoroid in grams.

flux of meteoroids of mass equal to

or greater than m; mean number of

hits per square meter per second per

2w steradians without earth shielding.

t

C

E

tP

m

/32 and f13

/35

X2, X

H t

k4

Y

a O, • . , a3

Z

R

crater depth in centimeters for a

semi-infinite target.

target subscript.

velocity of sound in kilometers per

second in an unbounded solid.

10 -6 × Young's modulus in kilograms

per square centimeter.

ductility, relative elongation in 2-

inch gage length at fracture.

Poisson' s ratio.

meteoroid mass in grams nominally

sufficient to puncture.

puncture flux; mean number per sec-

ond per square meter of surface with

2 n steradian exposure.

respectively, the slope and intercept

of the tangent to the curve for log F>

versus log m.

logarithm of the puncture flux en-

hancement factor due to the statisti-

cal variation of the particle and im-

pact parameters.

angle of impact of incident and of

puncturing meteoroids, respectively,

with respect to the surface normal in

radians.

material hardness in Brineil units.

material parameter, (2/3) log (PtCt)
-1. 162.

target parameter, k4+ log p.

constants.

log qS,a 0+a 1 y+a 2y2 +aay3.

radius of effectively shielding

atmosphere, 6487 kin.
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H

At

_P

Fsand _b s

(½) (perigee+ apogee)-109 kin, ef-

fective height above atmosphere.

(½)(1 + cos sin-1 [R/(R +H)]}, rel-

ative exposability of randomly ori-

ented surface [14!.

second-square-meters ( partially

shielded).

centimeters thickness allowance for

nonmetallic mass in capacitor struc-

ture.

maximum likelihood value.

10-6x torsion modulus in kilograms

per square centimeter.

mean incident and puncture flux, re-

spectively, per second per square

meter of a randomly oriented surface

near the earth ( r== _-).

I. INTRODUCTION

The author's paper [l], available April 1966,

has been substituted here for the one which was pre-

sented by the author at the Research Achievements

Review Meeting in September 1965. When sufficient

puncture data for the Pegasus meteoroid measure-

ment satcllites were available in November 1965 [2],

a major revision of the meteoroid hazard models was

necessary. In January 1966, a paper by the author

[3] showed that if linear relationships between the

logarithms of puncture flux and target thickness for

the Pegasus experiments and between the logarithms

of mass-cumulative flux and particle mass for photo-

graphic meteors are to be extrapolated, then the

target puncturable thickness for meteoroids of the

same normal impact velocity would be proportional

to the particle cross-sectional area. Recently, the

NASA Meteoroid Technology Advisory Working

Group objected unanimously in consideration of

laboratory hypervelocity impact data for more

massive dense particles at relatively lower velocity.

The consensus which has been asserted by the work-

ing group is that meteoroid impact crater volume for

a thick target should be nearly proportional to parti-

cle kinetic energy for impact at normal incidence.

II. DISCUSSION AND RESULTS

Previously, meteoroids with air-entry velocity

only slightly in excess of escape velocity were ex-

pected to be much more abundant [4], especially

for those of small mass, and that their flux in cis-

lunar space might be strongly dependent on gravi-

tational potential. However, a weighted analysis of

photographic meteor data [5] shows no significant

statistical relation between mass and velocity, and

gives the velocity distribution shown in Figure i.

The weighted mean log velocity is log 27 kilometers

per second; and only 25 percent of the total flux is

caused by the gravity-effect factor. The remaining

component, shown also in Figure I, can be trans-

formed into the distribution of lunar impact velocity
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FIGURE 1. PROBABILITY DENSITY FUNCTION

FOR METEOROID AIR-ENTRY VELOCITY

shown in Figure 2, with median coincidentally 27

kilometers per second. In the same analysis, the

mean air-entry meteoroid flux was found to be

F = i0 -14"49 m-1.34 (I)

when the particle material density is [6]

P = O. 44, (2)

and the least-countable mass m is in the interval

10-1.13 < m <- 10 -°'23 . In establishing equation (1),

the mass of the zero-visual-magnitude 30-kilometer-

per-second meteor has been increased 0.2 order of
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magnitude over Whipple's [6] one gram estimate in

consideration of the cube of the relative change in the

85 to 90 kilometer pressure for Reference 7 versus

Reference 8 which Whipple used (basis: Reference

9). Correspondingly, the mean lunar-impact flux

would be 10 -14" 61 m-1. 34 When allowance is made

for the mean solid angle of exposure for a surface in

orbit, the mean flux will not differ appreciably from

the fixed-level-surface values given above.

In a survey and multivariate analysis of available

laboratory hypervelocity impact data, Reismann,

Donahue, and Burkitt [10] found that in the highest of

three velocity regimes the multiple-correlation co-

efficient is nearly maximized (to 0. 989) by repre-

senting the relation between projectile and target

parameters for impact at normal incidence as fol-
lows:

P0/d =

2.5(v/Ct) 0.50 ( E/Et)l" 3t( v/pt ) 8.0(_/e t ) 0.43

(3)

The relation between puncturable target thickness

p and crater depth P0 has been treated in considerable

analytical depth by Andriankin and Stepanov [ 11 ].

Their results indicate that the ratio P/P0 is a function

of the projectile and target material parameters and

of the impact velocity, varying between somewhat

more than 1 to somewhat less than 2 for impact vel-

ocity above about 6 kilometers per second. Herrmann

and Jones [ 12] illustrate experimental results {which

they attribute to Kinard, et al., at NASA Langley)

and an empirical formula indicating that, as target
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thickness is decreased toward the value p, the value

of P/P0 approaches

P/P0_ (1/1.3) 2 + 1= 1.59. (4)

If equations (3) and (4) are valid for meteoroid

impact, then p/d is independent of d, and the slope

of log d; versus log p should be three times the slope

of log F> versus log m, where 0 is the puncture

flux corresponding to incident flux F> . Therefore,

if the slope of log F> versus log m for photographic

meteors in the vicinity of 10 -1 gram mass, expressed

by the constant -1.34 in equation (1), were also ap-

plicable for the particles puncturing the meteoroid

measurement satellites, then the slope of log 0 ver-

sus log p should be -4.02 for the satellite puncture

data. However, in a previous working paper [3], the

value -1. 966 for the slope of log _ versus log p was

shown to fit the satellite data very well. At first the

author [3] interpreted this discrepancy between the

-4.02 and -1. 966 results as indicating that p/d is not

essentially independent of d for meteoroid impact

circumstances; but, after extensive consultation and

further analysis, the present interpretation is that

the slope of log F> versus log m is not essentially

independent of m.

Because puncture flux _ versus effective target

thickness p is of more direct technological interest

than incident flux F> versus particle mass m, even

though the opposite might be true for scientific inter-

ests, a model should be developed first for _ versus

p by using the satellite puncture data and computed

values of _ and p corresponding to the photographic

meteor data, equation (1). The relation between

incident flux F> and puncture flux _ must be estab-

lished through

F> = i0/33 m/32 (5)

and

0 = to#3 +#_mp2, (6)

where _2 and fi3 are respectively the slope and inter-

cept of the tangent to the curve for log F> versus tog

m; m is the mass of the meteoroid which, with mean

values of density p, velocity v, and angle of incidence

x 2 with respect to the surface normal, is just suffi-

cient to puncture the target of interest, and 10 f_ is

the puncture flux enhancement factor [13] due to the

statistical distribution of the parameters p, v, and x 2.

Recently equation (3) had been preferred [4, 3,

13, and 14] as a basis for the relative puncturability

of targets of different materials. The preference of

equation (3) was based both on the detailed involvement

19



CHARLES C. DALTON

of various material parameters and on the fact that

the velocity exponent had the same value as had been

preferred previously by the author [15 and 16] be-

cause it was intermediate between the values support-

ed by different authors [12 and 17] at that time. The

author [15 and 16] had preferred

P0 =

100. 434 (pm/PtHt) 1/3 (v cos x2) 1/2 (7)

where H is the material hardness in Brinell units.

Then, by equations (1), (2), (4), and (7), a mete-

oroid with nominal mass m = 10 -1 gram, nominal

density p = 0.44, nominal velocity v = 27 kilometers

per second, and nominal impact angle x 2 = n/4 tad-

inns impacting a sheet of 2024T-3 aluminum with

density Pt = 2.77 and Brinell hardness H t = 120 would

just puncture the sheet of thickness p = 10 -°" 017 or

0.96 centimeter. For the same conditions except

with the intermediate value f12 = -1.23, and equation

(7), the author [13] found the puncture flux enhance-

ment factor to be 10f_5 = 100. 70 Then, with equations

(1), (5), and (6), the mean puncture flux for m

= 10 -1 would be _ = 10 -14" 45 A line between this

point (log _b, logp)= (-14.45, -0.017) and the

corresponding point for the thickest Pegasus target

would have a slope of -4.02 = 3 (-1.34), which would

support the extrapolation of equation (1) except that

the puncture data for thinner targets (both on Pegasus

and on Explorers XVI and XXIII) definitively estab-

lish a lower slope. To accept an abrupt change in

slope from about -4 to about -2 does not seem rea-

sonable in the immediate vicinity of the Pegasus

data point. An assumption must be made that punc-

turable thickness p varies more steeply with velocity

v than is indicated by equation (7). Therefore, the

author prefers to abandon both of the formulations in

equations (3) and (7) for meteoroid puncture.

The NASA-Ames penetration criterionby Summers

[18] has been recommended recently for meteoroid

puncture analysis by Dohnanyi [19] ; i. e.,

p0 =

3.56 {(mp/2Pt2 ) Vv( s2)/Ct ] } 1/3
cos 2 (S)

Equations (4) and (8) indicate that p/d is inde-

pendent of d. With Ct = 6.25 from Reference 10 for

2024T-3 aluminum, the nominal meteoroid, with m

= 10 -1, and with the values for the other parameters

mentioned above, the puncturable thickness is p

= 10 o. 229 or 1.69 centimeters, which is 76 percent

thicker than implied by equation (7).

Equations (4) and (8) lead to som%_revision in

the puncture flux enhancement factor 10 _s and in the

probability density function of the angle of impact x

of a puncturing meteoroid, as derived in Reference

13. To retain the same value 0.52 for the standard

deviation of log puncturable mass instead of increas-

ing to 0.57 would seem to be appropriate to account

for the stronger dependence on velocity in equation

(8). This accommodation is supported by a reduc-

tion in the standard deviation of the material density

from 0.44 to 0.38. Then, by the derivation in Ref-

erence 13, differential punctlure flux dq5 must be
1

multiplied by e- _ (cox x) -_ The results of this

alteration are that

f15 = O. 63 (9)

f(x) = 1.77 (cos x) l's4 sin2x. (10)

Therefore, by equations (5), (6), (9), and (10), the

puncture flux enhancement factor is 4.26 instead of

5.05; and the median impact angle x for the punctur-

ing meteoroids is 34.7 instead of 33.5 degrees from

the normal.

By equations (1), (5), (6), and (9), the mean

puncture flux, which is implied by the puncture cri-

teria expressed by equations (4) and (8) for _n =10 -1

gram, is ¢5 = 10 -14"52, with p = 100.229 for 2024T-3

aluminum. Since equation (1) represents the photo-

graphic meteor data over the interval 10 -1" 13< m -<

10-0.23, the nominally puncturing mass is m = 10 -0. 68

with F> = 10 -13" 579. The nominally puncturing mass

corresponds to the point (log _, log p) = ( -12. 949,

0. 336) for 2024T-3 aluminum.

By introducing a material constant k 4 and a tar-

get parameter k 4 + log p and the values of the para-

meters already used with equations (4) and ( 8), the

following can be written:

= 103k4 -o.67s p3 (II)

k4= (2/3) log (PtCt) - 1.162

y = k 4 + log p

(12)

(13)

= (1/3) log_+0.266 (14)

z = log _ (15)

= a 0 + a_ y + a 2 y2 + a3 y3 (16)

where a0,..., a 3 are constants to be determined be-

low. Also,

f12 = (1/3) (al+2a 2 y +3a 3 y2) (17)
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f13=z - 0.63 -f12 log m (18)

Therefore, with equations (5) and (14) through (18),

the mass-cumulative flux F> is determined as a
function of mass m.

The constant term in equation (12) for the mate-

rial constant k 4 has been chosen so that the target

parameter y in equations (13) and (14) vanishes for

the photographic meteor value log _ = -0.68 and

log _b = -12. 949. Therefore, in equation (16),

a 0 = -12.95, (19)

and, by equations (1) and (11),

a 1 = -4.02 . (20)

The values of the outer constants a 2 and a 3 in equa-

tions (16) and (18) must be determined by the satel-

lite puncture data.

Puncture data for five meteoroid measurement

3atellites, compiled in Table I and adjusted to re-

move earth-shielding according to the mean solid

angle of exposure, are plotted in Figure 3. The

values of the physical constants for the materials

are also given in Table I. The values used for p for

the Pegasus sensors include a 10-3-centimeter incre-

ment in consideration of the nonmetallic components

of the capacitor puncture sensors [4].

-s

¢
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-20
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FIGURE 3. METEOROID PUNCTURE FLUX

VS EFFECTIVE TARGET PARAMETER

The values of log _b, as shown in Table I and

Figure 3, have been corrected for geometric shield-

ing [20] by dividing the mean puncture flux by ¢.

Poisson's ratio for the Explorer XVI transducer

material was calculated from Baumeister [21] :

u = (E - 2G) / 2G. (21)

CHARLES C. DALTON

Values for velocity of sound in the transducer mate-

rials were calculated with the extended-medium for-

mula [10 and 22]

C = 9.90 { (E/p)[(1-u)/(l+ u)(1-2u)]} ½ (22)

instead of from the corresponding formula for thin

plates [23].

The two conditions of the satellite puncture results

from Table I and Figure 3 which are significant in

determining constants a 2 and a 3 in equation (16) are

(1) the values -1. 717 and -7. 171 for the abscissa y

and the mean ordinate z, respectively, for the thick-

est Pegasus target, and (2) the values -2. 383 and

-1.58 for the abscissa y, and the Hastings [24] max-

imum slope dz/dy, respectively, for the Explorer

XVI target of intermediate thickness. Therefore, by

these two conditions and equations (16), (19), and

(20),

a 2 = -0. 424 (23)

a 3 = -0. 025. (24)

By equations (13), (15), (t6), (19), (20), (23),

and (24), the relation between puncture flux _ and

target parameter (k 4 + log p) is

log _b = -12.95 -4.02 (k 4 +log p) (25)

-0. 424 (k 4 +log p )2 -0. 025 (k 4 +log p )3

where the material parameter k 4 is given by equation

(12). The corresponding numerical results are su-

perimposed on Figure 3 for comparison with the sat-

ellite puncture data. Although the Pegasus puncture

flux has been adjusted upward to correct for the ap-

proximately 30 percent earth shielding, it has not

been corrected upward to correct for any counting

loss, which might be about 14 percent [25].

The values of mass-cumulative flux F> and mass

m, corresponding to any point on the curve in Figure

3, can be computed most readily from

logm =3 (k 4 +logp) -0.68 (25a)

log F> = log _b - 0.63 . (26)

For example, the thickest Pegasus target is being

punctured by particles with about 1.5 micrograms

mass. The results, which may be accurate to with-

in a factor 2 probable error, are illustrated further

in Figure 4 for the mass-cumulative flux F> (per

effectively exposed hemisphere). For better com-

parison with other models, Figures 5 and 6 show the
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TABLE I. DATA FOR TWELVE SATELLITE PUNCTURE TRANSDUCERS

ENTITIES DATA AND SOURCES

Satellite Explorer Explorer Explorer Explorer Explorer Pegasus Pegasus Pegasus Pegasus Pegasus Pegasus Pegasus

XVI XVI XVI XXIII XXIII I II IT II TTI III Ill

Launch Date 12-16-62 12-16-62 12-16-62 11-6-64 11-6-64 2-16-65 5-25-65 5-25-65 5-25-65 _-30-65 7-30-65 7-30-65

[26] [26] [26] [27] [27] [28] [29] [29] [29] [30] [30] [30]

Perigee (k m) 750 750 750

[26] [26] [26]

Apogee (k m) 1180 1180 1180

H 856 856 856

[24] [24] [24]

Punctures 44 11 0

Tally Date

Log At

Log

10'(p-Ap)

104(Ap)

Logp

Material

124] Fin. [24] Fin. [24] Fin.

7-22-63 7-22-63 7-22-63

[24] [24] [24]

7.060 6.738 6,512

0.734 0.734 0.734

[24] M. L, [24l M.L. [24] M.L.

-5.266 -5.696 -6.275

[24] [24] [24]

29.2 54. 6 127

0 0

-2.535 -2.263

[26] [27]

Berylco Berylco

25 25

[26] [26]

463 463 497 506 506 506 529 529 529

[27] [27] [28] [29] [29] [29] [30] [30] [30]

980 980 745 748 748 748 532 532 532

612 612 512 518 518 518 422 422 422

[27] [27] [2] [2] [2] [2] [2] [2] [2]

24 25 125 121 18 58 71 14 41

[27] [27] [2] [2] [2] [2] [2] [2] [2]

2-11-65 2-11-65 9-5-65 9-2-65 9-2-65 9-2-65 10-8-65 10-8-65 10-8-65

[27] [27] [2] [2] [2] [2] [2] [2} [2]

6,731 7.065 7.953 7.737 8.014 9.101 7.587 7.938 8.951

0.703 0.703 0,688 0.689 0.689 0.689 0.672 0.672 0.672

-5. 197 -5. 514 -5. 693 -5. 492

[27] [27] [25] [25]

25.4 50.8 38±3 38±3

[4] [4]

10 10

-2.317 -2.317

[41AI. [4] AI.

Condition Annealed Annealed Annealed ½ hard

[26] [26] [26]

Rockwell No. B 60 B 60 B 60

[32] [32] [32] [31]

Pt 8.23 8.23 8.23 7,83

{32] [32] [32] |21]

E t 1.195 1,195 1.195 1.941

[32] [32] [32] [21]

G t 0.457 0.457 0.457 0.745

[21]

v t 0.308 0.308 0.308 0.305

0 0 0

-1. 896 -2. 595 -2. 294

[26] [27] [27}

Berylco AISI AISI

25 302 302

126] [27] [27]

½ hard

4.44 4.44 4.44 5.73

[33] [33] [33] [31]

0.46 0.46 0.46 0.15

-0.120 -0.120 -0.120 -0.061

-2.655 -2,383 -2.016 -2.656

C t

c t

ka

k I + log p

Sensor

Structure

-6. 597 -7. 176

[25] [25]

203±25 406±50

[4] 14]

10 10

-1. 671 -1. 381

-5.563 -6.619 -7.165

[25] [25] [25]

38±3 203m25 406_50

14] 14] 14]

10 10 10

-2.317 I-1.671 -1.381

[31] AI. [31] AI. [4] AI. [31] AI. 131] AI.

II00-H14 II00-HI4 2024-T3 2024-T3 II00-HI4 2024-T3 2024-T3

[31] llol [1o]

7.83 2.72 2.72

[21] I10l 110]

1.941 0,703 0.703

[21]

0.745

[21] [10] [10]

0.33 0.33 0.33

(10] I10]

5.73 6.12 6.12

131] llO] 11o]

0.15 0.20 0.20

-0.061 -0.348 -0,348

-2, 355 -2. 665 -2. 665

[IO1 [to] [IO] [lO1 llol

2.77 2.77 2.72 2.77 2.77

[lol (lOl llol 11o] 11o]

0.745 0.745 0.703 0.745 0.745

[IO] [IO] [IO] llO] [IO]

0,33 o.33 0.33 o,33 o, 33

11o) lio] [io) [IO) 11o]

6.25 6.25 6. 12 6. 25 6. 25

llO] [1o] lio] [IO] lio]

0.18 0.18 0.20 0.18 0.18

-0,336 -0.336 -0.348 -0.336 -0,336

-2. 007 -1.717 -2.665 -2.007 -1.717

Pressure Pressure Pressure Pressure Pressure Capacitor Capacitor Capacitor Capacitor Capacitor Capacitor Capacitor

Call Can Cmi Call Can Sand- Saiid- Sand- Sand- Sand- Sand- Sand-

wich with wich wieh rich wich wich
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mass-cumulative flux F s and puncture flux $ s for

a randomly oriented vehicle at low orbital altitude

from the earth.

III. EQUIVALENTPUNCTURABILITY

By equation ( 11), sheets of different materials

must have the same meteoroid puncturability; then

their target parameters must have the same value,
meaning (10"_4p) is invariant. For example, sheets

of 2024-T3 aluminum must be 1.65 times as thick as

for annealed Berylco 25 beryllium copper and 1.89
times as thick as for one-half hard AISI 302 stainless

steel. However, the necessary weight of aluminum

is still less in either case; and soft aluminum (II00-

HI4) is nearly as effective as 2024T-3.
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INTRODUCTIONTO RESEARCHACHIEVEMENTS

REVIEWON AERODYNAMICSRESEARCH

By

Dr. E. D. Geissler*

The subjects in this aerodynamics review are

varied and cover such topics as prediction methods

of drag and lift characteristics, jet penetration in

water, base-flow phonomena, optimum nose shape °

design and several topics related to aerodynamic

measurements. The paper by Dr. F. Krause dis-

cusses a very promising new optical cross-correlation

method. If the expected results of this method ma-

terialize, the state of the art of some aerodynamic

measurement techniques will be advanced markedly.

Dr. Platzer's contribution concerns some major

research activities in unsteady aerodynamics, a

field which represents still several ticklish problems

for the Saturn program (in particular, aerodynamic

noise and ground wind oscillation). Mr. Homer

Wilson reports on aerothermodynamic research

studies, primarily base heating, which is not yet in

a very satisfactory shape in spite of substantial ex-

perimental efforts. This is particularly true when

it is necessary to predict new configurations.

A final paper by Mr. Jim Ballance gives a short

discussion of studies on rarefied gas dynamics - a

topic which, while not yet so prominent in producing

engineering headaches for the designers of space

vehicles, will undoubtedly be of growing concern with

extended stay time in very high altitudes and which

especially poses many unsolved questions concerning

instrumentation.

The activities reported are all carried out with

participation and supervision of personnel of the

Aerodynamics Division, even though a major share

_'._ Director, Aero-Astrodynamics Laboratory.

is done by contractors in Government and industry.

It is hoped that these presentations will succeed in

impressing the reader with the scope and importance

of aerodynamics research in space-vehicle design

and will also illustrate the particular flavor of applied

aerodynamic research which is in close connection

with the development of space vehicles. Problems

are stimulated by the need for practical answers and

sometimes by results from flight tests rather than

selected according to their academic appeal. The

justification of aerodynamic research facilities at the

vehicle development agency, besides the larger aero-

dynamic research center facilities, stems from

similar reasons and appears amply demonstrated by

efficiency in tackling immediate problems.

Aerodynamics of space vehicles are relatively

unglamorous compared with, for example, develop-

ment of power plants. With increasing size of ve-

hicles, the immediate importance of aerodynamic

forces versus inertial effects decreases. Whereas

the performance of an airplane is the result of a

direct balance between aerodynamic drag and lift

characteristics versus available thrust, the perform-

ance for a big space vehicle is mainly defined by

propulsive inertial balance. However, it must be

kept in mind that the efficiency of the structaral de-

sign causes increasing concern with increasing rocket

size and this structural design is strongly influenced

by aerodynamic loads (i. e., bending loads, necessary

control forces, aerodynamic noise, base heating).

The efficient design frequently favors shapes which

are not conducive to undisturbed flow characteristics

(protuberances and separation including geometry)

and requires prediction of flow not encountered in

airplane work.
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GENERALREVIEWOF AERODYNAMICSRESEARCH

By

Werner Dahm

I. INTRODUCTION

The scope of aerodynamics research at MSFC is

determined by the fact that, in accordance with the

Center's mission, it has to serve space vehicle de-

velopment, and especially launch vehicle development.

Under this guideline, this work includes: (a) de-

velopment or improvement of analytical methods, and

their adaptation to our needs; (b) experimental in-

vestigations; (c) development and improvement of

experimental methods and facilities; (d) development

of instrumentation and probing tools; and (e) general

design studies.

As a further guideline, tasks which do not

promise useful design applications within a period of

about 5 years are considered beyond MSFC's scope.

The majority of the tasks yield results which are

applied within a much shorter period.

The following are some typical examples of our

research work; some other areas will be covered in

separate papers.

(a) Subsonic flow.

(b) Jet impact in water.

(c) Base-flow investigation.

(d) Effect of wall-to-total temperature ratio on

hypersonic flow detachment.

(e) Variable porosity wails.

(f) Dynamic balance for Saturn forebody.

II. SUBSONIC FLOW

The aerodynamic characteristics of the Jupiter

nose cone which are shown in Figure 1 are examples

of the analytical work. This example is concerned

with pressure and lift distribution on bodies of re-

volution in subsonic flow. The bodies which are

dealt with always have a blunt base, a case which

available theories could not properly handle. There-

fore, a method was developed which consists of dis-

tributing singularities on the surface of the body, and

using the special boundary condition that the rim-base

pressure is equal to the base pressure, and that the

local lift is zero. The base pressure cannot be given

by inviseid theory, and must be known a priori; the

zero-lift condition is an equivalent of the kutta-

condition of wing theory, and reflects the fact that

virtually no pressure difference can be maintained

across the "dead air" of the wake.

Figure 1 compares analytical and experimental

results on a blunt-nosed cone. A blunt-nosed cone

was selected because a complete set of experimental

data were available, and because the base effects are

fairly pronounced. The zero-lift pressure distribution

in the lower left corner coincides with the experimental

results of Figure 1. This is also true for the lift dis-

tribution in the upper left corner of Figure 1. At this

particular Mach number, lift and pressure over the

rear 20 percent of the body are noticeably influenced

by the base. As the Mach number decreases, thebase

influence extends further forward, and lift is lost on

the rear of the body. The corresponding effects on

the total lift and center of pressure can be seen onthe

2 graphs on the right of Figure 1. Since the method

correctly describes the flow field near the base in-

cluding the effects of the base pressure, the effects

of the rocket jets on the vehicle stability can be es-

timated once the base pressure with jets on is known.

Figure 2 shows another example of the application

of this method in that it depicts the drag of cones with

tip half angles from 15 ° to 90* as function of the base

pressure. The experimental points were obtained

from a water tunnel, where the base pressure is

fixed by the cavitation conditions; therefore, the base

pressure coefficient can be varied. Agreement be-

tween analyses and experimental results is very good.

Closer inspection shows that the total drag varies less

than the base drag, reflecting again the forward effect

of the base pressure. Incidentally, the analysis yields

a correct description of the major part of the cavi-

tation bubble. This result is of interest to submarine

applications; to us, it is only an interesting by-product.
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Jet penetration into water represents another
example of our analytical work (Fig. 3). There are

a number of reasons why launch facilities should be
placed in the offshore waters such as launch-site
real estate requirements. In this case the rocket
jets would be discharged into the water, and it is

necessary to know how deeply they penetrate. Scale-
model simulation is practically impossible (it would
require testing in a low-pressure chamber, or on a
rocket sled under controlled, high acceleration).

Therefore, the question has been attacked by com-
posing a simple, approximate model of the process,
and by checking the. validity of this model with the
results of small-scale jet tests. The model which
was used was the well-known variation of the impact

pressure of turbulent free jets with the distance down-
stream of the nozzle exit, and the fact that: (a) the
penetration depth must correspond to the local impact
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pressure of the jet; and (b) the buoyancy of the

cavity volume should equal the thrust of the engine.

Figure 3 shows the correlation of a sizeable number

of experiments with hot and cold subsonic and super-

sonic jets, using the resulting relations. The abscissa

represents the distance of the apex of the cavity from

the nozzle exit. The ordinate contains the thrust F,

the specific weight of the liquid 7, the jet diameter d,

the length of the inviscid jet core x , the penetration
c

depth n , and a Mach number function. The horizontal
o

lines correspond to cases where the inviscid core of

the jet hits the bottom of the cavity. The inclined

line corresponds to cases where H+n > x , i.e.,
O C

where the "inviscid core" of the jet no longer reaches

the bottom of the cavity. The correlation of the data

in Figure 3 shows inherently that the presence of the

water has essentially no effect on the impact pressure

profile of the jet. The meaning of these data may be

illustrated by an application to the F-1 engine.

tF-1 engine: ___H100,0=..........30.4 m _IlL....160'93,n°==........2850mm

For closely clustered jets, the penetration depth

is somewhat larger than for single jets and can be

estimated from a model test of the impact pressure

profile in free air.

IV. BASE FLOWINVESTIGATION

The various base-heating problems encountered

in high speed reentry as well as from our engine jets

have, for a long time, aroused our curiosity about

what really goes on in the so-called "dead-air zone"

at the base. These processes have been studied on

a two-dimensional, blunt based wing model at M = 3

with a turbulent boundary layer. Figure 4 shows a

shadowgraph picture of the base area of this model.

The white rectangle on the left is the rear end of the

model, 15 inches (37.1 cm) high. The traces of the

boundary layer, the Prandt-Meyer fan, the free shear

layers, the tracking shocks, etc. can also be seen.

Heat transfer and pressure distribution tests have

been made on the base plate. The recirculation field,

the free shear layers, and the base plate boundary

layer have been probed with total pressure and tem-

perature probes, wind vanes, an interferometer, and

hot-wire anemometers. The lower part of Figure 4

shows the density and distribution at zero heat flux,

taken from an interferometer test. The flow in the

recirculation zone was found to be extremely turbulent,
r----

with Ju 12 = 0(_). The wind-vane tests of the mean

velocity directions, shown by the arrows in the upper

parts of Figure 4, deteriorated near the model center-

line, indicating large outward flow angles rather than

the required direction parallel to the centerline. The

presumed cause is the high level of turbulence com-

bined with strong shear flow effects. The main re-

sistance to the heat transfer was found vested in a

very thin base plate boundary layer, about 0.06 inches

(0. 152 cm) thick; the free shear layers played only a

minor role. Outside of this base boundary layer, the

total temperature is constant throughout the recircu-

latfon zone and the inner part of the shear layers. The

base boundary layer is unlike any ordinary boundary

layer. Its temperature profile seems to consist es-

sentially of two straight lines, an outer one of small

gradient dt/dx, and an inner one with steep gradient,

which corresponds to the molecular heat transfer and

reflects the existence of a laminar sublayer whose

thickness is 0. 005 inch (0. 0127 cm). The cause of

this peculiar profile is believed to be the extreme

turbulence level of the recirculation zone. Figure 5

shows the effect of the base plate temperature on Tb,

the total temperature in the recirculation zone. Tb

is seen to be very little affected by the base plate

temperature T . dTb/dT w indicates the distributionw

of the resistance to the heat flux between the free

shear layers and the base boundary layer.
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DETACHMENT

To assess factors that have to be observed for

proper wind-tuunel simulation, the wall-to-total tem-

perature ratio was varied in a wind-tunnel test of a

Saturn forebody model at a Mach number of 6. Figure

6 shows schlieren pictures of the model at T /T
W O

= 0.88 and 0.22, demonstrating differences of flow

detachment on the escape rocket-vehicle nose com-

bination. Figure 7 shows the effect of T /T on the
W O

drag coefficient. At T /T near I, the flow is fully
W O

detached and the drag is low. As the wall temperature

decreases, the flow detachment recedes, increasing

CD, until the flow is fully attached and C D has reached
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its maximum. A s i m i l a r  i n c r e a s e  of C i s  obtained 

by a modera te  increase  of the Reynolds numbcr .  
Therefore ,  i t  is believed that  the observed  reac t ion  
of the flow to T / T  i s  caused  by ef fec ts  of the tem-  

perx ture  ra t io  on  boundary layer  t ransi t ion.  The 
r e s u l t s  indicate tha t  under proper  c i r c u m s t a n c e s  
T /T m u s t  be observed a s  a s imi la r i ty  p a r a m e t e r .  

D 

w o  

w o  

VI .  VARIABLE POROSITY WALLS 

The MSFC 14 x 14-inch ( 3 5 .  5(i Y 3 5 .  56-cm) 
Tr i sonic  Wind Tunncl uses a t ransonic  t e s t  s c x t i o n  
with per fora ted  wal ls .  Us(. o f  perforated wal ls  to  
rctluce thc wall in tc r fc rcncc  is an accepted p r a c  t icc .  

F igure  8 shows a typical t e s t  sec t ion  of th i s  type. 
Normally,  one fixed type of wall per fora t ion  is used 
throughout the t ransonic  r a n g e ,  r a t h e r  than p e r -  
fora t ions  adapted individually to e a c h  Mach number .  
Thc p r i e c  for  this  sinip1ific:ition is a reduced da ta  
accuracy .  Our Fac i l i t i es  Branch  h a s ,  t h e r e f o r e ,  
dcveloped wal l s  of var iab le  porosi ty  (Fig.  9 ) .  
p c r m i t  a change of the porosi ty  by s imply moving one 
of the  two wall p la tes .  The r e s u l t  is i l lus t ra ted  by  
the next  two graphs. 
p r c s s u r c  d is t r ibu t ion  with fixed-porosity wal l s  set 
fo r  good a v e r a g e  cancel la t ion at 1. 0 5 M 5 1. 3; 
F i g u r e  11 shows the m e a s u r e d  p r e s s u r e  dis t r ibut ion 
on the s a m e  body with o u r  var iab le  porosi ty  wal l s  set 
for  opt imum cancel la t ion at this  Mach number .  

They 

Figure  10 shows a cone-cylinder 

Outsitlc: agencies  a r c  becoming i n t e r e s t e d ,  i .  e .  , 
Lc,I<C, A E D C .  

G 
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Vl I. DYNAMIC BALANCEFORSATURN
FOREBODY

The aerodynamically unfavorable nose shape of

the Saturn vehicles may give rise to dynamic bending

instabilities. To perform wind-tunnel tests on these

effects, a sting-mounted dynamic balance (Fig. 12)

was designed. The balance forms an integral part

of the model since its frame supports and stiffens

the light external shell. This balance permits meas-

urements at preselected frequencies -< 100 Hz, angles

of attack, and amplititudes of + 2½ degrees about the cen-

ter of rotation. The frequencies are limited by stresses

in the escape tower of the model. Preliminary tests

in the transonic range proved that low internal damping

was achieved. The aerodynamic damping is 70 to 85

percent of the total damping measured. The balance

requires only simple electronic equipment, and permits

high acceleration due to its ample torque and power.
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UNSTEADYAERODYNAMICS

By

M. F. Platzer

SUMMARY

This study briefly describes some of the problem

areas in the Saturn launch vehicle development pro-

gram that are related to unsteady phenomena. The

two principal types of unsteady phenomena are self-

excited phenomena and externally excited phenomena.

Self-excited phenomena consist of panel flutter, body

flutter, and fin flutter. Studies conducted in thisarea

show that strong influences are exerted by the bound-

ary layer. Concurrently, studies are being made to

calculate the nonlinear and the linearized inviscid

"flow over pulsating and stationary wavy-walled sur-

faces.

The following three methods have been initiated

for predicting aerodynamic damping: a linearized

unsteady potential equation based upon a generalized

Adams-Sears iteration process; a linearized method

of characteristics solution for slowly oscillating

pointed bodies of revolution that are of arbitrary

profile and that are in supersonic flow; and a non-

linear method of characteristics solution.

Externally excited phenomena consist of buffeting

loads, noise problems, and meteorological environ-

ment, such as wind gusts and atmospheric turbulence.

Research to determine the power-spectral character-

istics of various buffeting regions is in process.

Theoretical studies are also being made on the rel-

ative contribution of regions of high-entropy pro-

duction in the exhaust stream to the overall intensity,

propagation, and directivity characteristics of the

radiated acoustic energy.

I. INTRODUCTION

Unsteady aerodynamics are airflows that are

time dependent and that may produce a dynamic re-

sponse of the vehicle structure or control system. A

characteristic feature of these response problems is

that comparatively small aerodynamic forces may

produce a very large or even catastrophic dynamic

response. Aircraft wing flutter and the Tacoma

Narrows Bridge failure are typical examples.

Unsteady phenomena can be divided into the general

classes of self-excited and externally-excited phe-

nomena. Self-excited phenomena shall consist of:

(a) Panel flutter.

(b) Body flutter.

(c) Fin flutter.

Externally excited phenomena shall consist of:

(a) Buffeting loads.

(b) Noise problems.

(c) Meteorological environment, such as wind

gusts and atmospheric turbulence.

The primary objective of this study is to describe

the efforts to provide an accurate description of un-

steady aerodynamic forces to be used to furnish input

information to the structures' and control systems'

designer. Noestabiishedprocedures exist for

determining an unsteady aerodynamic environment in

connection with space vehicles or missiles. There-

fore, this study is primarily of a research nature.

ttowever, these research results should be converted

into useful design information as soon as possible.

II. PANELFLUTTER

Panel flutter is the self-excited oscillation of a

panel in a flow under the action of aerodynamic forces

generated by the panel motion. The possibility of

panel flutter was suspected in the early phases of the

V-2 development. Since then, experiments have shown

conclusively that flutter of surface skin panels can

exist. Wind-tunnel tests showed that a traveling,

wave-type, flutter condition caused panel failure with-

in a period of a few seconds [ 1]. Recently, panel

flutter occurred onthe X-15 airplane as shown in

Figures 1 and 2. In general, structural nonlinearities

tend to limit the flutter amplitudes and, therefore,

cause the modes of structural failure to be related to
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fatigue rather than to the explosive fracture of the

skin surface. However, it is quite dangerous to

regard panel flutter only as a fatigue problem. Tests

of the corrugation stiffened X-15 panels, e.g., re-

vealed that flutter was very sudden and very severe.

The panels failed unless flutter was stopped within

a period of a few seconds.

PANEL

FAIRING PANEL

FIGURE 1. REGIONS OF X-15 RESEARCH

AIRCRAFT AFFECTED BY PANEL FLUTTER

RELATIVE

PANEL

RESPONSE

1.0

.5

I I I
ZOO 400 600

q (LB/FT 2 )

ORIGINAL

MODIFIED

, I I
800 I000

FIGURE 2. VARIATION OF PANEL-RESPONSE

ENVELOPE WITH DYNAMIC PRESSURE OBTAINED

FROM FLIGHT MEASUREMENTS ON AN X-15

SIDE- FA IRING PA NE L

For this reason, it was considered necessary by

the Aero-Astrodynamics and the Propulsion and Ve-

hicle Engineering Laboratories to test the hat sections

of the Saturn-IC stage. These tests, which were

carried out by Boeing personnel in the Ames Research

Center (ARC) 2- and ll-foot (0.61- and 3.35-m)

tunnels, demonstrated the strong influence exerted

by the boundary layer.

Theoretical flutter calculations are based upon

inviscid linearized flow theory. Only recently has

the need for taking into account the effect of the

viscous boundary layer been recognized. For this

reason, the Unsteady Aerodynamics Branch has

initiated a cooperative research program with ARC

and Georgia Institute of Technology to study the in-

fluence of the boundary layer on panel flutter. A

decision was made to first explore the stationary flow

over wavy-walled surfaces for varying boundary layer

thicknesses. The first test in this program was

scheduled for January 1966 at the ARC 2-foot (0.61-m)

tunnel. The Mach number range to have been explored

was 0.8 < M < 1.6. Concurrently, theoretical inhouse

studies are being carried out to calculate nonlinear

and linearized inviscid flow over pulsating and sta-

tionary wavy-walled surfaces [2].

III. AERODYNAMIC-DAMPING STUDIES

As a result of the increased flexibility of the

launch vehicles in the Saturn class, it has become

necessary to investigate the aerodynamic damping

characteristics of these vehicles during flight in the

first three bending modes. Theoretical approaches

to predict the aerodynamic damping are especially

important because the simulation of elastic vehicle

response in a wind-tunnel test is very complicated,

and the results of this expensive test may be of lim-

ited value because of the wind-tunnel noise and the

model-mount interference. Another factor in favor

of the theoretical approach is that the elastic model

usually necessitates a lead time of 1 year. Conse-

quently, the test results become available when the

vehicle design has been frozen.

For these reasons, the Unsteady Aerodynamics

Branch tried to formulate theoretical approaches to

predict the aerodynamic damping. These theoretical

approaches had to be based upon inviscid attached

flow concepts in order to make the problem mathe-

matically tractable. So far, the following results

have been obtained:

(a)A solution of the linearized unsteady potential

equation has been worked out based upon a

generalized Adams-Sears iteration process.

This work is now complete [ 3] and Figure 3

shows one result that demonstrates the in-

fluence of body shape and Mach number upon

the pitch damping coefficient.

(b) A linearized method of characteristics

solution is presently being investigated for

slowly oscillating pointed bodies of revolution

that are of arbitrary meridian profile and

are in supersonic flow. This method is an

extension of the Oswatitsch-Erdmann char-

acteristics method. Preliminary results for

the steady case show a wide applicability

[41.
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(e) A nonlinear method of characteristics

solution is being investigated by the

Massachusetts Institute of Technology (M IT).

This approach is based upon the superposition

of small time-dependent angle of attack per-

turbations on a nonlinear axisymmetric

flow field that is determined by the method of

characteristics. Good results have been

obtained for the oscillating cone [ 5].

-.i i

+

-.4

-- -- -- IL_NOEm I_T ,.EO.V

LE.O,. IOo_ ,.ZO_V

L.

,0

m_ • .,X -XZJ

jJ_

°i......i...........i
_o z_ _ z_ z_6 2_a _o

UACM NUmIER

FIGURE 3. EFFECT OF MACH NUMBER ON FIXED

AXIS DAMPING IN PITCH MOMENT COEFFICIENT

FOR CONVEX AND CONCAVE PARABOLIC OGIVE

OF THICKNESS RATIO 0. i

Calculation of damping characteristics, which

are based upon attached flow concepts, are not suf-

ficient for most of the current launch vehicle con-

figurations. Blunt nose cones and steep interstage

flares, which have become characteristic of space

boosters, produce large regions of flow separation

that dominate the aerodynamic loading over the ve-

hicle in the transonic and the supersonic speed range,

as shown in Figure 4. As a result, ithas become

necessary to take into account separated flow effects

upon aerodynamic damping. The success of an

analytical and experimental method of dynamic anal-

ysis of the Atlas-Able launch vehicles [6] suggested

a possible adaptation to the Saturn launch vehicle

configuration. This method is based upon the as-

sumption that the total liftforce on any part of the

vehicle consists of the following components:

(a) Local lift,which is liftdue to local motion

at time t.

(b) Induced lift, which is lift induced by the

wake created at the nose at time t-At.

This suggests that local lift is always in phase

with the lateral vehicle motion and that induced lift

is out of phase by the time lag At. These two as-

sumptions make it possible to determine aerodynamic

damping from static wind-tunnel tests thus eliminating

M. F. PLATZER

expensive elastic model tests. This procedure is

being applied to the various Saturn launch vehicle

configurations.

FIGURE 4. FLOW FIELD ABOUT TYPICAL

SATURN SERIES VEHICLE

IV. BUFFETING

Buffeting is the pressure oscillation caused by

separated flow. The launch vehicle interstage areas

may cause intensive fluctuating pressures, and,

consequently, severe structural loads as shown in

Figure 5. In the separated flow region shown in

Figure 5, a slowly circulating reverse flow exists,

overlain by a free-shear flow. The highest fluctuating

pressure levels are found to occur at the point of

flow separation and reattachment. Current research

is devoted to the determination of the power-spectral

characteristics of these buffeting regions. The Un-

steady Aerodynamics Branch has several research

programs to analyze this problem. Perhaps the most

significant program in this field is the protuberance

wind-tunnel test which is being carried out in co-

operation with ARC. This program is currently in

the data reduction process and the results should be

available in the near future.

Exp_s_o. m 7

FIGURE 5. TYPICAL FLUCTUATING PRESSURE

ENVIRONMENT FOR VEHICLE INTERSTAGE TYPE

GEOMETRIES
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V. ENGINE-GENERATED NOISE

Research in the field of engine-generated acous-

tics has been directed towards the determination of

the predominant noise generation mechanisms in

high-temperature, rocket exhaust flows. Present

investigations include theoretical studies of the

relative contribution of regions of high entropy pro-

duction in the exhaust stream to the overallintensity,

propagation, and directivity characteristics of the

radiated energy. This work is being supplemented

by experimental rocket exhaust studies using a

substitute gas to simulate the predominant flow

characteristics of the H-1 engine at a considerably

lower temperature, thus allowing measurements to

be made in the flow.

Vl. GROUND-WINDS PROBLEM

A launch vehicle erected on the launch pad be-

fore liftoff is exposed to surface winds that may

generate large dynamic loads under certain circum-

stances. Downstream from the body, a wake flow is

created that is Reynolds number dependent and has

characteristics which are difficult to describe math-

ematically. In certain cases, the well known Karman

vortex street is obtained. At the higher Reynolds

numbers, the vortex shedding is very dependent upon

the type of flow in the vicinity of the body (laminar

or turbulent boundary layer). Therefore, a dis-

tinction must be made between subcritical and super-

critical flow regimes. Insufficient understanding of

the mechanisms involved and lack of reliable cal-

culation methods force most investigators to extract

the aerodynamic forcing function from an analysis of

the aeroelastic response of various launch vehicle

configurations. The Unsteady Aerodynamics Branch

has initiated an extensive wind-tunnel program on

the different Saturn I, IB, and V configurations. Most

of these tests are conducted at the Langley Research

Center (LRC) and require aeroelastic models of

about 5-percent scale. Unfortunately, for the Saturn

V configuration, a full-scale Reynolds number cannot

be simulated, thus introducing a further degree of

uncertainty. Typical vehicle responses are shown

in Figures 6 and 7. In both figures the vehicle base

bending moment, because of steady drag, dynamic

drag, and dynamic lift,is plotted versus the wind

velocity. A typical noncritical response is shown

in Figure 6, while a typical critical response due to

dynamic liftat a specific wind velocity is shown in

Figure 7.

The critical response is of primary concern to

the vehicle designer since it may impose exceedingly

high loads upon the vehicle. Unfortunately, the reason

for the occurrence of such a critical response is

little understood. The possibility for self-excited

vibrations cannot be excluded at this time. There-

fore, a cooperative research program between LRC,

MSFC, and the Martin Company was formulated to

investigate the aerodynamic forces on oscillating

two-dimensional cylinders. These tests were con-

ducted recently at LRC and the data are in the process
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of evaluation. This experimental program is being

supplemented by an analytical studies program that

should provide a better understanding of the basic

flow-field characteristics.

VII. CONCLUSIONS

\ M.F. PLATZER

Unsteady aerodynamic effects present the launch

vehicle designer with a series of important and

challenging problems. Since these phenomena are

littleunderstood, a continuous and vigorous research

effort is required.
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BASE.HEATINGRESEARCHREVIEW

By

Homer Wilson

SUMMARY

The purpose of the studies described in this re-

port is to gain more information related to the causes

and control of heating problems. To help gain this

information, an external flow facility was built to

enable the Reynolds number to be varied by almost

an order of magnitude; and at the same time, to

provide a facility that would eliminate costly large-

scale wind-tunnel tests. Data obtained from the

external flow facility compared reasonably well with

large-scale wind-tunnel tests. This facility allowed

some limited Reynolds numbers on base heating to be

determined. A similar but larger and more versatile

facility has been proposed by MSFC.

This study also indicated that a flow field pre-

vented the radiation of vehicles with clustered engine

configurations from decreasing to near zero radiation

as in single engine vehicles. The flow field results

from an increasing altitude and decreasing ambient

pressure causing the exhaust jets from the engines

in a cluster configuration to expand and to impinge

with the other jets in the cluster forming a shock

wave. The shock waves force the exhaust gases

back toward the base plate of the engine. The reverse

exhaust gases will then flow radially outward between

the nozzles into the atmosphere and may choke the

engine at sufficiently high altitudes. This condition

has caused severe heating on the Polaris and the

center star areas of the Saturn vehicles.

For clustered LOX-H 2 upper-stage configurations,

radiation may not be the predominant cause of heating,

but it should be accurately computed since the stages

fly a long period of time. In order to compute the

radiation, the "band model" concept was used. To

use this concept, it is necessary to know parameters

such as spectral-line strength, spectral-line spacing

and line half-width. Within the next year, all needed

parameters are expected to be available.

Another problem studied was the dumping of

combustibles along the vehicle or near the base area.

If fuel-rich combustibles are entrained in the base

region, large heating rates may occur. The results

from the study show that upstream ejection of

hydrogen can be accomplished without hazard of

ignition or combustion by venting parallel to the

surface through a perfectly expanded nozzle if it is

displaced far enough from the vehicle to reduce hy-

drogen levels below flammability limits.

I. INTRODUCTION

The purpose of a research program in heating is

to gain information which will improve the design of

future space vehicles. The base heating problem on

rocket vehicles is a combination of heating by con-

vection and by radiation. For LOX-RP powered

launch vehicles, radiation is high at sea level and

decreases at higher altitudes (Fig. 1). The radiation

at higher altitudes for single-engine vehicles like

Jupiter decreases to near zero. Although the radiation

|

FIGURE 1. VARIATION OF RADIATIVE AND CON-

VECTIVE BASE HEATING WITH ALTITUDE FOR

VA RIOUS C ONFIGURATIONS
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of vehicleswithclusteredengineconfigurationsis
lessat higheraltitudesthanatsealevel, theim-
pingingregionsat higheraltitudesapparentlybring
aboutasignificantincreasein theradioactiveflux
keepingtheradiationof thevehiclefrom nearing
zero. Upperstagespoweredby LOX-H2engines
havelittle radiaUon,buttheradiationshouldbeac-
curatelycomputedsincethevehiclesfly overa long
periodof time.

Convective heating for single-engine vehicles

generally is small at all altitudes. For vehicles

with clustered engine configurations, the impinging

of the jets at high altitude sets up a reeirculating

flow field which causes large heating within the en-

closed area.

Another problem to be reckoned with is the

dumping of combustibles along the vehicle or near

the base area. If fuel-rich combustibles are en-

trained in the base region, large heating rates may

occur. These are usually a maximum in the tran-

sonic region and disappear above Mach 3 because of

the absence of oxygen to support combustion.

II. SHORT-DURATION TECHNIQUE

Over the years, a wealth of flight and model

data has been accumulated which was used as esti-

mates of the thermal criteria for design purposes.

Because these estimates have not been satisfactorily

substantial, time has been spent on programs aimed

at improving methods of generating design data and

getting a better understanding of the problems. During

early Saturn days, model data were obtained from

scaled, long-duration model tests. This type of

testing proved costly and complex, and generally pro-

vided data over a limited range of variables. About

4 years ago, the possibility of using other techniques

for obtaining model data was explored and the short-

duration technique was developed. This technique is

illustrated in Figure 2.

By this technique, the propellants are stored

in a pair of charge tubes and are contained by a pair

of diaphragms or quick-acting valves at the end of

each tube. When the diaphragms are ruptured, the

gases flow into an injector, then into the combustion

chamber where burning takes place. Ignition is

usually by a spark plug. For high-altitude testing,

the model is mounted in a vacuum tank. Testing

time is determined by the time required for an ex-

pansion wave to traverse the charge tube (charge-

tube length), the time required for the blast wave to

travel to the tank walls and return, or the heating

HOMER WILSON

limitations of the model. Early results on a base

plate indicate that thermal and pressure fields were

established in _ to 1 millisecond and that several

milliseconds of steady flow are available which is

ample time to obtain the data.

F Diaphragn

4.6 ft._
Flow-M,etenng Venturis_, /I / _Mod(_l

I \__ Base

15.8 ft _fl _-Combustion

Injector _. Cha_

Ti me

Combustor-Wa_

I-1 Quick Opening alve 1

Altitude
Chamber
8ft x 25ft

T Testing Time Based _ ._

on Tank-Wave Reflection

Testi°gTime J J

Distance

FIGURE 2. COMBUSTOR SCHEMATIC, SUPPLY

TUBE-TANK WAVE DIAGRAM AND INSTALLATION

The short-duration technique has been used to

obtain design data for S-IV, S-II, S-V, S-I, and

Centaur stages. On a firing-to-firing basis, the

short-duration technique is "cheaper by an order of

magnitude than the long-duration technique and pro-

vides data that compare reasonably well with long-

duration model and high-altitude flight data. The

big advantage of the short-duration technique is that

many variables can be easily studied. The effects of

engine deflection on base heating is shown in Figure

3a for a typical, five-engine configuration. The re-

sults show that on deflecting two outboard engines

toward each other by 4 degrees the maximum heating

rate increases by a factor of two. This is particularly

important for design of the upper stages such as S-II.

Some effects of nozzle-wall temperature on base-

heating rates are shown in Figure 3b. Increasing the

nozzle-wall temperature from 80 to 1000 ° F (26.67

to 537.78 ° C) results in a significant increase in

base-heating rate. This results from the fact that

the low-energy exhaust gases that are reversed in-

to the base have passed along the cooled nozzle-wall

temperature.

The effect of a temperature step or discontinuity

in the measurement of the film coefficient is shown

in Figure 4a. Cooling the gage results in a large
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FIGURE 3. DATA OBTAINED LSING SHORT

DURATION TECHNIQUES OF VARIOUS ENGINE
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increase in the film coefficient (almost a factor of

two) as compared to a case where the gage tem-

perature is equal to the plate temperature. This

indicates that large errors may be present in our

flight measurements where the copper-slug calori-

meter temperature may be significantly different
from that of the heat shield.
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The effect of pressure of Reynolds number on

base-film coefficient and recovery temperature is

shown in Figure 4b. The initial portion of the curve

shows that the film coefficient varies proportionally

to the 21 power of the pressure as would be expected

for laminar flow, and the latter part of the curve

.shows that the film coefficient varies proportionally

to the 4/5 power of the pressure as would be expected

for turbulent flow. The base-recovery temperature

varies proportionally to the 1/5 power of the pressure.

The dependency of the recovery temperature on pres-

sure or Reynolds number is brought about by the

fact that the gases that get reversed into the base area

are contained within the boundary layer of the nozzle,

the state or energy level of which is primarily de-

termined by the Reynolds number.

III. EXTERNAL-FLOW REYNOLDS NUMBER

PROGRAM

In comparing model to flight data, where ambient

flow effects are important, several discrepancies

have occurred which seem to indicate that Reynolds

number effects are present. Approximately 2 years

ago, a program was initiated to build an external-

flow facility which would enable the Reynolds number

to be varied by almost an order of magnitude and at

EFFECT OF REYNOLDS NUMBER ON FILM

COEFFICIENT AND RECOVERY TEMPERATURE
I I I I I III I I J I
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FIGURE 4. DATA OBTAINED WITH SHORT-

DURATION TECHNIQUES
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thesametimeprovideafacility thatwouldeliminate
costlylarge-scalewind-tunneltests. Thefacility
hasbeendevelopedandhasbeenin operationfor
aboutI year (Fig. 5}. It consistsof atubeapprox-
imately4 feet(1.22m) indiameterand30feet
(9.14m} in lengthin whichhighpressuregas,200
psi ( 1378951.44N/m2}andloweris stored. A dia-
phragrnretainsthegasattheendof thetube. To
therightof thediaphragmis theconvergent-diver-
gentnozzlewhichallowstheMachnumberto bevaried.
Theflowis exhaustedintoavacuumtankwhichis
locatedonthefar rightof Figure5.

Convergent-Divergent Nozzie_ _

Vacuum Ionk

_400 _ 66

± /_,/

ok ot

-o

I£

_0 I0 20 30 40 50

Time, milliseconds

(b)

FIGURE 5. SCHEMATIC OF EXTERNAL FLOW

FACILITY WITH SOME TYPICAL PRESSURE TRACES

To perform a test, the diaphragm is ruptured

and a flow of a certain pressure level and Mach

number in the nozzle is obtained for a few milli-

seconds. About the same time that steady flow is

established in the nozzle, the model is fired and the

test takes place. Hot and cold flow tests have been

made in this facility. Figure 5 also shows typical

traces from the early tests at a Mach number of 2.0.

P is the shroud pressure just ahead of the base; P
S O

is the stagnation or tube pressure just downstream of

the diaphragm; p is the combustion chamber pressure
c

within the model; Pb is the typical base pressure

trace; and Pt is the pressure within the vacuum tank.

The large variation in Pt at approximately 50 milli-

seconds indicates the return of the blast wave and

the end of the test.

The results show that for this length of storage

tube approximately 20 milliseconds of constant-flow

conditions are available for making tests. Because of

itOMER _iLSON

the late firing of the combustor, only about 10 milli-

seconds were used. The storage tube and combustor

supply tubes have been lengthened so that considerably

longer testing time can be obtained.

Data obtained from the external-flow facility com-

pared reasonably well with large-scale wind-tunnel

tests. The external-flow facility has been built and

put into operation for a cost of less than $75,000.

By this facility, some limited Reynolds number

effects on base heating were determined. This

facility may reduce the number of, or even eliminate,

costly wind-tunnel tests for Saturn base-heating

studies. A similar but larger and more versatile

facility has been proposed by MSFC and some fea-

sibility tests for the facility have been made by MSFC.

IV. FLOW-FIELDVISUALIZATION

The flow field results from an increasing altitude

and decreasing ambient pressure causing the exhaust

jets from the rocket engines in a cluster configuration

to expand and to impinge with the other jets in the

cluster forming a shock wave. Figure 6a shows a

sketch of the flow field. Because of the formation of

the shock waves and the resulting pressure rise, a

portion of the low-energy exhaust gases within the

boundary layer of the nozzle wall and in the mixing

layer around the periphery of the jets will not have

sufficient energy to negotiate the pressure rise and

will be forced back toward the base plate of the engine.

The reverse exhaust gases will then flow radially

outward between the nozzles into the atmosphere, or

ambient flow, and may choke the engines at sufficiently

high altitudes. This condition has caused severe

heating on the Polaris and the center star areas of the

Saturn vehicles.

Figure 6b is a schlieren photograph of the shock

waves formed by the impinging jets. Some results

from electron-beam density measurements on the

short-duration S-IV four-engine model are shown in

Figure 6c. The solid lines represent lines of constant

density in the form of density ratio ( pb/Pc ) where

Pb is the ambient density in the reverse flow field

and Pc is the density within the combustion chamber.

The gas is hot nitrogen (2500 o R) at a pressure of

200 psi (1378951.44N/m2). The dashed lines repre-

sented the nozzle and the approximate plume impinge-

ment. The abscissa is the base radius and the ordinate

is the number of inches downstream of the base plate.

Starting at the centerline and proceeding toward the

base plate, the density decreases which indicates an

17
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SKETCH OF FLOW FIELD

Trailing Shock - --,
Mixing

Boundary--

i ' .... ', / /

/41
; \-,_- S//{_:, /-./

... -.. ! '_+,.v i /-

/ __ . )

Section Shown in F_rt (c).

SCHLIEREN PHOTOGRAPH

OF SHOCK WAVE

DENSITY FIELD BASED ON ELECTRON

BEAM MEASUREMENTS

Propulsion Gas, Hot Nitrogen _ = 1.4

Tc = 2500 °R

PC= 200 psia

_-- 'App;oximate ' Plume ' 1 /2" 15
I \ Impingement Locus / _\'t i

)," 14

Inches from Base Region (F.-

(a) (b) (c)

FIGURE 6. RESULTS FROM FLOW-FIELD, VISUALIZATION STUDY

accelerating flow field, A short distance above the

base plate, a large increase in density occurs which

indicates the presence of a shock wave. Moving

farther from the base plate, the density decreases

indicating an accelerating flow in that direction. This

type of flow field has been studied and verified with

conventional pressure instrumentation.

Only some of the initial results from the electron-

beam tests are shown in Figure 6. Hardware has

been assembled and an attempt at measuring tem-

perature with the electron beam will be made in the

near future.

An instrument for the measurement of local gas

velocity using the optical Doppler technique is also

under development. The Doppler frequency shift

depends on the velocity of the moving particles and

on the geometry of the scattering media. If the

scattering geometry is fixed, measurement of the

Doppler shift gives sufficient information to determine

the velocity of the moving particles. This instru-

ment has been built and velocity measurements have

been made up to 150 feet per second (45.72 m/s).

The instrument is presently being installed in a wind

tunnel for measurements of Mach 3 to 5. This

technique seems applicable also for gas-turbulence

measurements, dynamic pressure transducer

calibration, panel flutter studies, and many others.

V. RADIATION

As stated earlier, radiation is the main con-

tribution to base heating for a properly designed LOX-

RP first stage. For clustered LOX-H 2 upper-stage

configurations, radiation may not be the predominant

cause of heating, but it should be accurately computed

since the stages fly a long period of time. In order

to compute the radiation, the flow-field (velocity,

pressure, temperature, composition, etc. ) ab-

sorption data for radiating components and a radiant

program for calculating the intensities must be known.

Programs are in existence for calculation of the flow

field from a single-engine configuration for frozen

or equilibrium flow. Some rough estimates of the

flow fields in the imping2ng regions are currently

being used for design purposes. Recently, two pro-

grams have been started for computing the flow field

for clustered configurations. ()n(' is a three-dimensional

method of characteristics at Norair and the other is a

finite difference scheme at Gi,ncral I))namics/Convair.
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Untilsomenewprogramswereinitiated,the
techniquesanddataavailableto calculatetheradiant
heatfrom H20,CO2, andCOusedthetotalemissivity
dataof Hottelmeasurementsduringthelate twenties
andearlythirties. Thesedatacouldnotbeaccurately
extendedto therangeof lowpressure hightem-
peratures,andnonisothermalconditionsexistingin
thefuelsof currentinterest,RL-10,J-2, etc. It
is possibleto computesomeof thedataneededwith
existinghigh-speedcomputers,butthis is difficult
andwouldrequireanenormousamountof computing
time. Therefore,the"bandmodel"conceptwasused
to describetheabsorptioncoefficientfor theradiating
components.Tousethisconcept,it is necessaryto
knowsuchparametersasspectral-linestrength,
spectral-linespacing,andline half-width. Programs
havebeeninitiatedandsomeresultshavebeenob-
tainedfor someof theband-modelparametersneeded.
Withinthenextyear, it is expectedthatall para-
metersneededwill bemeasuredsothatradiation
frompresentmotorscanbecomputablewithinthe
accuracyof existingflowfields.

Figure7presentssomeearlyresultsofthe
"bandmodel"concept.Theupperpartof thecurve
comparesexperimentaldatawith "bandmodeL"data
for watervapor. Theresultsindicatethatthe"band
model"conceptis relativelygood. Thegraphin the

COMPARISON OF EXPERIMENTAL DATA WITH

"BAND MODEL" RESULTS FOR WATER VAPOR
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FIGURE 7. COMPARISON OF EXPERIMENTAL

DATA WITH "BAND MODEL" RESULTS FOR WATER

VAPOR

tlOMER _iLSON

lower left-hand corrier.compares the recent emission

data of water vapor of GD/C (Ferriso and Ludwig)

with Hottel's results. The results indicate that de-

sign data based on Hottel's results would under-

estimate heating rates. These results are supported

by early experimental data. A comparison of the

experimental absorption data for carbon with theory

(Stull and Plass, modified for index of refraction) is

shown in the lower right-hand graph. The results of

the experimental absorption data are relatively good

except at the lower wavelengths.

Vl. INVESTIGATION OF COMBUSTION OF

HYDROGEN IN A HYPERSONIC AIRSTREAM

Heat leaks to hydrogen-filled fuel tanks made it

necessary in some cases to dump combustible hy-

drogen during flight. Since hydrogen will ]nix with

the ambient air flow, the possibility of it combusting

and releasing large amounts of heat in the vicinity of

the vehicle has been investigated through a contract

with General Applied Sciences Laboratories. Chemical

kinetic studies were performed to determine where

in the launch trajectory conditions would be favorable

for combustion. Fluid mechanical mixing models

were set up to investigate two dumping configurations:

tangential slot injection, and injection by means of

jets located parallel to, but removed from, the sur-

face of the vehicle (Fig. 8). Also more sophisticated

flow models employing finite-rate chemistry kinetics

were developed.

/_ Hydrogen Jet
Ambient Flow /

/--Vehicle Boundary Layer

FIGURE 8. MIXING OF HYDROGEN JET WITH

VEHICLE BOUNDARY LAYER

To help determine where in the launch trajectory

conditions would be most favorable for combustion,

two-phase flow phenomenon and the condensation and

evaporation associated with the dumping of cryogenetic

hydrogen were investigated. The analytical formu-

lations from the above investigation were also sup-

ported by experimental investigations of both tan-

gential slot and jet dumping configurations. The re-

sults from the above investigations have shown that

the hydrogen and air will mix in lengths which are

short compared to practical vehicle dimensions and

will form mixtures whose composition will fall within
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b

the combustion limits of the air-hydrogen system.

If local hot spots are present in the flow field, such

as high-static temperature occurring in the boundary

layer or increased heating due to protuberances,

combustion can be initiated. Combustion may not

begin immediately, but may be suppressed because

of the high heat capacity of the hydrogen.

The results of the investigation also show that

0

upstream ejection of hydrogen can be accomplished

without hazard of ignition or combustion by venting

parallel to the surface through a perfectly expanded

nozzle if it is displaced far enough from the vehicle

to reduce hydrogen levels below flammability limits.

Some results of this program are being used in

the Saturn Centaur studies.
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RAREFIEDGASDYNAMICS

By

James O. Ballance

SUMMARY

This study develops two new techniques for the

analysis of complicated impact pressure probes at

various speed ratios and angles of attack. The first

technique is based on the analogy of radiant-heat

transfer to that of free molecular flow. The second

technique uses the Monte Carlo method of selecting

random numbers to follow the paths of individual

molecules in a system.

The calculation of the drag coefficient of a con-

cave hemispherical shell is extended from the

limiting case where all incoming flow is perpendicular

to the opening plane of the shell to the case where the

incoming flow is at some angle _ to the opening plane

of the shell.

A modification of the Monte Carlo method is

being used in the flow analysis of a cylindrical duct

in the transition-flow regime. This method il-

lustrates that a Knudsen number value based only on

the diameter of the duct is not sufficient to define the

limit for free molecular flow but that the length of

the duct also has an important effect on the flow.

Thermal accommodation coefficients have been

measured only for low-energy collisions and even

then the results are questionable. A program isbeing

conducted to measure the momentum and energy ac-

commodation coefficients up to and exceeding the

escape velocities on typical engineering surfaces.

The experimental facility used to conduct these

measurements is nearly completed, and it is hoped

that useful data will be obtained by the end of the

year.

I. INTRODUCTION

In the discussion of this topic, it is necessary to

establish a reference. The best reference is the mean

distance that a gas molecule travels between collisions

with other gas molecules (mean free path). For

standard conditions, the mean free path of an air mole-

cule is approximately 6.6 x 10 -8 meters. As the num-

ber of molecules per cubic meter (number density de-

creases, the mean free path increases. Figure 1

shows the mean free path for several different values

of number density. To obtain a better understanding

of the physical significance of these values of mean-

free path, the altitudes for the various density levels

as given by the United States Standard Atmosphere

(1962) are also shown in Figure 1. When the number

density is very low, the mean free path is so large

that the collisions between gas molecules can be

ignored for most studies involving conventional sized

objects. This region is known as the free molecular flow

regime. As the number density increases, the mean

free path becomes very small, molecular collisions

increase, and the flow approaches the continuum-

flow regime. The parameter which describes these

regions with reference to the object under study is

the Knudsen number (Kn). The Knudsen number is

the ratio of the mean free path to the characteristic

dimension of the object. For example, the charac-

teristic dimension of a cylinder is normally taken to

be the diameter of the cylinder. Figure 2 shows the

flow regimes as normally defined in terms of the

Knudsen number.

(US Standard Atmosphere, 1962)

ALTITUDE NUMBER DENSITY MEAN FREE PATH

(kilometer) (molecule/ ms) (meter)

0 2.55 x 10+25 6.6 x I0-8

50 2.14 x 10+22 7.9 x I0-5

I00 1.04 x 10+19 1.6 x I0-I

150 4.10 x 10+16 4.0 x I0 +1

200 7.82 x 10+15 2.2 x I0+ 2

250 2.49 x 10+15 6.8 x I0+ 2

500 9.50 x 10+14 1.8 x I0 + 3

350 4.15 x 10+14 4.1 x I0 + 3

400 1.96 x 10+14 8.6 x I0 + 3

FIGURE 1. MEAN FREE PATH OF AIR AT

VARIOUS A LTITUDES
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KN : KNUDSEN NUMBER

: X/L WHERE X : MEAN FREE PATH

L : CHARACTERISTIC DIMENSION

FREE MOLECULAR FLOW KN > I0

TRANSITION FLOW I0 > KN > 0.1

SLIP FLOW 0.1 > KN

FIGURE 2. FLOW REGIMES FOR RAREFIED GAS-

FLOW

This study is mainly concerned with the free

molecular flow (Kn > 10) and the near free

molecular flow (1 < Kn < 10) portion of the transition

flow regime. This study is grouped into the following

four basic types:

(a) Pressure probe characteristics for en-

vironmental measuring devices.

(b) Aerodynamic coefficients for orbiting ve-

hicles in both transitional flow and free

molecule flow regimes.

(c) Jet spending characteristics for propulsive

jets, vent systems, etc., at orbital altitudes.

(d) Surface physics studies for high-velocity

gas surface interaction.

II. PRESSURE PROBE CHARACTERISTICS

Measurements of density, composition, tem-

perature, and other thermodynamic properties of

the upper atmosphere are usually made on a gas that

has been brought to rest in a density and composition-

sensitive gage connected to the free stream by an

orifice or an orifice-restricted tube. The flow param-

eters that relate the properties in the gage with the

free stream are a function of the orifice size, tube

length to diameter ratio, energy accommodation

coefficients, relative velocities of the tube and free

stream, thermal motion, angle of attack, etc.

Calculated solutions for simple, impact pressure

probes at various speed ratios and angles of attack

have been made; but when more complicated geo-

metries are considered, ,lo convenient solutions

exist. Two new methods are being used for this

analysis which not only yield the desired parameters,

but also give better insight into the l)roblems.

The first method uses the analogy of radiant-

heat transfer and free molecular flow. In free

molecular flow, an assumption is made that molecules

leave a surface element in a direction proportional to

the cosine of the angle between the direction vector

and the normal to the surface. Also, the molecules

are assumed to travel in rectilinear paths between

collisions with the surfaces. These assumptions are

quite similar to those used in radiant heat transfer

calculations. Figure 3 compares the molecular flow

rate through a duct calculated by this method to the

numerical solutions of Clausing [ 1].

-'t
o..._ 1.0 E,It

o81\ _--L_±
1

u. 0.g

i:t,000
I

0 0.5 1.0 1.5 2.0 2.5 :3.0 3.5 4.0 4.5 5.0
ttJ

DUCT LENGTH TO RADIUS RATIO {L/R}

FIGURE 3. MOLECULAR FLOW RATE THROUGII

DUCT AS A FUNCTION OF DUCT LENGTH TO

RADIUS RATIO, L/R

A second method uses Monte Carlo techniques

where random numbers are used to follow the path

of individual molecules through the system. By

following a large number of molecules (e. g., 10,000),

the properties of the entire system can be determined.

Figure 4 shows the transmission probabilities for

tubes as a function of speed ratio. The speed ratio

is the ratio of gage velocity to the random thermal

speed of the gas molecules. The data in this study

are for cases where there is relative motion between

the tube and the gas, such as a density gage on a

satellite. These data are believed to be the first ever

published for orifice-restricted tubes. Figure 5

shows tr_'msmission probabilities as a function of the

angle of attack. Here the speed ratio (S) is 2 and the

length-to-radius ratio of the tube is 4..The lower

curve is for the case where radius of the orifice

(Ro) is the same as the diameter of the tube

(i. e., there is no restriction). The upper curve shows

the case where Ro is 0. 707 of the radius of the tube

(It). Also shown in Figure 5 are calculated values

for the same case using the techniques developed in

"Transmission Probability Determination with
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DirectedMassMotionandwithMeanFreePathCon-
sideration"[2].

L
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FIGURE 4. TRANSMISSION PROBABILITY FOR

TUBESAT ZERO ANGLE OF ATTACK FOR VARIOUS

SPEED RATIOS
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FIGURE 5. TRANSMISSION PROBABILITIES FOR

ORIFICE RESTRICTED TUBE AT VARIOUS

ANGLES OF ATTACK

II I. AERODYNAMIC COEFFICIENTS

Aerodynamic coefficients, such as lift or drag,

are easily calculated for free molecular flow on

simple convex bodies; but when complex or concave

bodies are considered, there are no satisfactory

solutions. To illustrate the problem involved and to

analyze an orbital system, a thorough study of an

] t,MES O. B _,LIANCE

unusual configuration (the Pegasus satellite) is

being made. From this study, more realistic drag

coefficients will be generated.

The calculation of the drag coefficient of a

concave hemispherical shell has been extended from

the limiting case where all incoming flow is per-

pendicular to the opening plane of the shell to the

case where the flow is at some angle c_ with respect

to the plane of the shell [ 3]. Figure 6 presents the

drag eoefficient of a concave hemisphere for speed

ratios of 4, 6, and l0 where the temperature ratio

of the surface of the hemisphere (Tw) to that of the

incident stream (T) is 0.4. Zero angle of attack is

when the incoming flow is perpendicular to the

plane of the opening of the hemisphere. By Monte

Carlo methods this effort is being duplicated so

that the assumption of hyperthermal flow may be

investigated. Hyperthermal flow is that flow whieh

exists when the ratio of the relative speed of an ob-

ject to the random thermal motion may be ignored,

e.g., S = 6. The flow n_aybe considered to be a

beam of molecules traveling in parallel paths at a

eonstant veloeity. Present theories extend this

type of analysis to speed ratios as low as 6.

2.5.

2.0'

w 1.5

_' Lo

0.5

S=4
S:6

15 30 45 60 75 90

ANGLE OFM_CK (DEGREES)

FIGURE 6. DRAG COEFFICIENT, T /T = 0.4
W

IV. JET-SPREADING CHARACTERISTICS

The problem of gas impingement of surfaces

during low-mass flow or low-density venting has

necessitated a closer look at the distribution of

flow from tubes. While there is a great deal of in-

formation available for the situation where the gas

(both in the tube and the free stream) is in the free

molecule flow condition, little information is

available for the case where the gas in the system
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is in the transition flow regime. A modification of

the Monte Carlo method is again being used for this

study. Figure 7 presents typical data where this

modified method was used to study the transition

flow regime in a cylindrical duct. The probability

.< 1.0"

.9'

.8 ¸

• .7

.6-

,,,"/ / I_ c/A,LOI

//// I'_C_'.2.01

L'O _0 fO _'0 ,_0 _0 ,000

KNUDSEN NUMBER

FIGURE 7. NORMALIZED TRANSMISSION

PROBABILITIES AS A FUNCTION OF KNUDSEN

NUMBERS FOR L/A VALUES OF 0.2, 0.5, 1.0

AND 2.0

(Kc) is the value deduced by Clausing [ 1] for the
case of an infinitely long, mean free path. The

transmission probability (Kx) is obtained from the

modified method for some mean free path k. When

the ratio Kk/K c is equal to 1, the system can be as-

sumed to be in free molecular flow. The four curves

shown in Figure 7 are for four different length-to-

radius ratios (L/A). The curves illustrate that a

Knudsen number value based only on the diameter of

the duct is not sufficient to define the limit for free

molecular flow but that the length of the duct also

has an important effect on the flow.

V. SURFACE-PHYSICS STUDIES

While the gross effects of studies in rarefied

flow are fairly well bounded, they are valid only when

consideration is given to the interactions of the gas

and the surfaces of the system under study. The

microscopic actions in these flows are little known

and understood. The parameters that specify these

interactions are the reflection and accommodation

coefficients. The reflection coefficients are:

T. _T
1 r

P. P
1 - r

0-v _

P. P
1 - S

where

= reflection coefficient due to shear stress

a' = reflection coefficient due to pIessures

_" = shear stress due to incident mass
i

= shear stress due to reflected mass
r

P. = pressure due to incoming free stream molecules
1

P = pressure due to reflected molecules
r

P = pressure due to reflected molecules at sur-
s

face temperature

When a = a' = 0 specular reflections occur and when

a = a'= 1 diffuse reflections occur. The thermal

accommodation coefficient is:

dE. - dE
1 r

OL --

dE. - dE
1 S

where

dE. = energy due to incoming free stream molecules
1

dE = energy due to reflection molecules
r

dE = energy due to reflection molecules at surface
s

temperature

When _ is equal to zero, there is no exchange of

energy and when _ is equal to one, perfect accom-

modation takes place. A good method exists for

measuring the momentum accommodation of gas

molecules on surfaces under study. Thermal

accommodation coefficients have been measured only

for low-energy collisions and even then the results

are questionable. A program is being conducted to

measure the momentum and energy accommodation

coefficients up to and exceeding the escape velocities

on typical engineering surfaces. The experimental

facility is nearly completed, and it is hoped that use-

ful data will be obtained before the end of the year.
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Vl. EXPERIMENTALFACILITIES

To verify the limits for the analytical solutions

to the problems in this study, it is necessary to

perform some experiments. These experiments may
be performed in a low-density research chamber

equivalent to that in use by the Aerodynamics Divi-
sion. This facility is 3.5 ft. (1.07 m) diameter by

J S_MES O. BALLANCE

14 ft. (4. 27 m) in length. A nozzle is being designed

to produce a flow of Mach 4. However, it is doubtful

that experimental facilities will ever be developed to
explore adequately all the problems outlined in this

study.

The Aerodynamics Division is conducting a

modest program that promises to make a significant
contribution in the field of rarefied gas dynamics.
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TURBULENTFLUCTUATIONMEASUREMENTS

WITH THECROSSED.BEAMMETHOD

By

F. R. Krause, M. J. Fisher,* and R. E. Larson**

SUMMARY

A new optical method has been developed for

studying aspects of launch vehicle turbulence. The

heart of the method is a new test arrangement for

the remote sensing of local changes in radiative

power. Early experimental results are given and

show that most statistical turbulence parameters can

be approximated which are commonly derived from

"two point product mean values. " The measurement

of local thermodynamics' properties in turbulent

flows becomes conceivable.

I. INTRODUCTION

The measurement of turbulent fluctuations in

the environment of launch vehicles is necessary to

provide the input for the statistical analysis of re-

sponses like rigid-body motions, elastic deformations,

as well as heat transfer and acoustical loads. Solid

probes introduce stabilizing walls and/or additional

shock waves which interfere severely with the fluc-

tuations of interest. A further instrumentation

problem is to find probes with a sufficiently high

resolution in space and time so the fluctuations are

not integrated out. So far, all ground tests and flight

instrumentation are restricted to pressure transducers,

thin film gages, and accelerometers that are flush

mounted in the vehicle surface. Fluctuation measure-

ments in the flow have not proved to be feasible.

The required inputs or aerodynamic forcing

functions are mathematically similar insofar as they

should be expressed by an area integral over a space-

time correlation function. The inherent numerical

integration requires a large number of points and the

experimental and numerical effort in providing these

* IIT Research Institute

'.',* Applied Science Division, Litton Industries

pointwise estimates is almost prohibitive, even if a

large number of transducers are used in the vehicle

walls. Therefore, this study proposes to use the

integrating features of optical beams for a "one shot"

estimate of area integrated correlation functions in

the flow.

II. OPTICAL INTEGRATION OVERCROSS-
CORRELATIONAREAS

Statistical thermodynamics show that the light

extinction coefficient p is determined by the thermo-

dynamic properties of the flow [ 1]. Therefore, its

space-time correlation might be used to study the

turbulent fluctuations of thermodynamic flow prop-

erties.

Consider the experimental arrangement in

Figure 1. Two narrow beams of white light traverse

a jet in the y and z directions. By an optical

filter in front of the photo detectors, the received

radiative power is limited to the wavelength interval

A)_ centered around the wavelength ),. The intensity

fluctuations of the y and z beams are now correlated

and normalized with the mean values. These oper-

ations lead to the measurable quantity

<i (t) i (t+ _)>

= z y (1)
G(_'T)x < I > • < I >

y Z

Fisher and Krause [2] show analytically that the
measurable quantity is related to the two-point

product-mean value of the light extinction co-
e ffic lent

Rp(:,_')x = (2)

i<_' (.s, y, z, t)_' (x+_, y+_, z+ _, t+_)>
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FIGURE 1. OPTICAL INTEGRATION OVER

by an area integration across the plane in which the

beams have been aligned:

G(_,T) x = f a,, (_, T)X drl d_ . (3)
oo

The derivation of equation (3) shows that the wanted

"one shot" estimate of area integrated correlation

functions can be obtained, even in statistically in-

homogeneous media, as long as there is one direction

of homogeneity left. The wavelength _ and the spec-

troscopic resolution AX may be adjusted to a specific

thermodynamic property, such as density, species

concentrations, and, hopefully, temperatures.

III. APPROXIMATION OF POINT
MEASUREMENTS

The random nature of turbulent fluctuations as-

sures that the integrand in equation (3) drops to zero

WAVE FRONTS IN TURBULENT FLOWS

over finite and mostly small distances. In this

fashion, local information can be obtained that de-

pends on the turbulence structure. To be more

specific, assume that the dependence of R on the
P

beam separation _ and the time separation T might be

approximated through a separation of variables.

Within the validity of this assumption, all turbulence

parameters can be obtained which are commonly

derived from two point product mean values [ 3].

This is demonstrated in graphical rather than

mathematical form.

The integral scale of turbulence follows from the

space correlation as shown in Figure 2. It is equal

to that separation distance which makes the cross-

hatched areas equally big. The integral scale depends

on the direction of the beam separation. The sub-

script x denotes a separation in the streamwise di-

rection. If the beam separation is repeated along the

remaining perpendicular y and z axis, the values L
Y

and L could be obtained. These values are used to
Z

calculate mean-square values from the measurements

at zero-beam separation.
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MEASUREMENTS

By the existing computer programs [4] for

random vibration analysis, a time log can be intro-

duced between the records of the two photo-detector

outputs. Plotting the calculated G values against

this time separation instead of space separation gives

additional turbulence parameters as shown in Figure

3. For zero space separation, the measured tem-

perature correlation function resembles the auto

correlation and can be used to calculate the shape

of the power spectrum. Plotting the temporal

correlation function G (T) _ for one constant space

separation enables the bulk convection speed U to
c

be read from the time lag corresponding to the first

maximum correlation. Repeating this plot for

several beam separations gives an envelope which

indicates the eddy lift time.

The pointwise estimates are only approximately

correct because of the assumed separation of vari-

ables. The case, which is not covered, occurs when

the separation of variables is erroneous for turbulent

fields with large scales. Large lateral scales now

indicate that only relatively few wave-number

G(_,T)

G(O,O)

l -°"6

E

o _\ _ c --_ . -----
\ Convection Lifetime

Speed

Time Delay "r

FIGURE 3. LOCAL POWER SPECTRA

CONVECTION SPEEDS AND EDDY LIFETIMES

FROM CROSSED-BEA M CORRELATION

MEA SURE MENTS

components are involved in the turbulent exchange.

Separation of variables assumes that the lateral

wave number components do not interact. Thus, the

case not covered would demand a strong interaction

between a few lateral wave number components which

are not communicated to other regions of the wave

number space. Such a process will be broken up by

the action of the nonlinear terms in the equations of

motion. Therefore, the crossed-beam methods

should give a good approximation of point measurements

in almost all turbulent fields of practical interest.

IV. EXPERIMENTAL RESULTS

The most revealing and instructive test of the

crossed-beam concept is to compare the optical ap-

proximation of point measurements with known hot-

wire measurements. All measurements were taken

in a subsonic (M=0.2) air jet exhausting through a

1-inch (2.5 cm) diameter nozzle into the atmosphere

( Fig. 4). Light extinction was achieved by spraying

a small amount of liquid nitrogen into the settling
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chamber. 
exhaust flow which attenuate the crossedbeams by 
scattering. 

This produces small  water droplets in the 

Jarred Ash 
uv 

Monochromator 
Signal 1 (Photo -Tube)  

Hg Arc 
Y 

Diagonal 
DC Power Mirror 

Collecting 
Mirror 

FIGURE 5. LIGHT SOURCE AND DETECTOR 
ARRANGE ME NT 

I 
Signal IlTRl I Source 1 

and Time Delay 

MSFC- Program 

RAVAN Signal 
Source 2 

FIGURE 4.  THE FIRST CROSSED-BEAM 
CORRE L A  TOR 

A diagram of the optical and electronic hardware 
is shown i n  Figure 4. A plane and a spherical  m i r r o r  
collects the light f rom a powerful mercury a r c  and 
t ransmits  i t  as a parallel  beam through the jet. A 
s imi l a r  m i r r o r  combination projects the arc image 
on the entrance s l i t  of a grating spectrograph. The 
aperture  stop in front of the spectrograph is set at 
a beam d iame te r  of 1 mm. 
then scans  the f i r s t  o rde r  spectrum of the grating. 
In this way, the wavelength interval M and the wave- 
length h are adjusted by the width of the monochro- 
mator  s l i t  and the rotation of the grating respectively. 
By exchanging light sources ,  gratings,  and photo 
detectors ,  the system is able to cover the spectrum 
f r o m  the vacuum ultraviolet ( A  = 1200A) to the in- 
f r a red  (A = 2!$). 

is used to generate two beams,  one in  a horizontal 
direction and one in a vertical  direction (Fig.  5 ) .  

The photo-multiplier 

The above light source and detector arrangement 

A lathe bed provides a mechanical support which 
allows the beams to be aligned parallel  to the nozzle- 
exit plane. A beam separation in the streamwise 
direction gives longitudinal turbulence scales and 
convection speeds. Transport  of the whole system 
allows u s  to repeat the measurements for all axial 
and radial  t r ave r ses  of the jet. 
orientation a t  an angle to the nozzle-exit plane is not 
possible and the associated latcral  scales  have not 
yet  been measured. 

However, beam 

The contribution of correlated,  light-source 
fluctuation, created by power supply main ripple, 
was eliminated by electronic filters. Figure 6 
shows measured,  temporal c r o s s  correlation for  
various streamwise beam separations that were 
taken along the center  of the shea r  layer 3 diameters 
downstream from the nozzle exit. 
normalized by the maximum value of the correlation 
coefficient observed a t  thatparticular separation. 
This form of presentation was  necessitated by acer- 
tain inconsistency of peakvalues which are not fully 
understood. However, the peaks of the various 
curves  presented clearly indicate the presence 
of a convected, turbulent pattern. Plotting the 
known space separation against the time lags that 
are indicated by the maximum temporal correlation 
function resul ts  i n  a line. The slope of this line in- 
dicates the convection speed as discussed previously. 

Each curve is 
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Figure 7 shows the temporal, cross-correlation

results. The only difference from the previous re-

sults is that the beam interaction point has been moved

radially outwards by 0.2 inch (0. 51 cm). These figures

yield two points on the convection speed profile which is

established from the hot-wire measurements of Davis

and Fisher [5] as shown in Figure 8. The difference

between the crossed-beam measurements and the

hot-wire measurements fall within the scatter of the

hot-wire points. The spatial resolution of the crossed

beam is good since the two measurements were only

0.2 inch (0.51 cm) apart.

1,2
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FIGURE 7. CONVECTION VELOCITY FROM

C ROSSED-BEA M CORRE LATION
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FIGURE 8. COMPARISON OF RADIAL DISTRIBUTION

OF CONVECTION VELOCITY

The comparison between the optically determined

space correlations and the hot-wire results of

Laurence [ 6] and Bradshaw [ 7] are shown in Figure

9. The optical results fall in between the hot-wire

I.O
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0.E

0.4
o

-_ o,z

0

-02

_Crossed Beom Melhod

--" .II .2 .3 .

Beorn Sepofotion Oislancefrom Nozzle

FIGURE 9. MEASUREMENT OF EDDY SCALES

results. Once again, this good comparison is very

encouraging. At larger space separations, the crossed-

beam method indicates considerable negative space

correlation, whereas the hot-wire correlations have

decayed to ahnost zero. Many of Laurence's auto-

correlation measurements and Bradshaw's space cor-

relations also show a negative loop, but its amplitude

is generally less than that indicated by the crossed-

beam method.

3O
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The discrepancies at the large space separations 
could be explained by errors in either the hot-wire 
o r  the crossed-beam method. The hot wire is sub- 
jected to all velocity components, and at large sepa- 
rations the transverse-velocity fluctuations could 
add so much noise that the correlation disappears.  
The crossed-beam method could provide erroneous 
resul ts  i f  the water  droplets follow only the large- 
scale eddies. 
small  wave numbers which show a large correlation 
that disappears when all wave numbers are con- 
sidered. 

These eddies are limited to a range of 

Figure 10 shows an initial measurement of the 
radial  intensity profile of concentration fluctuations. 

@ Bradshaw(l963)HOT WIRE . Crossed Beams 

t 

01 1 I I , 1 I I 
-0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 1.2 14 

u.o 
7J '2 

FIGURE 10. TURBULENT INTENSITY PROFILES 

For this measurement,  the beams were arranged to 
intersect  in a plane 6 diameters  downstream of the 
exit. The vertical  beam was moved to various po- 
sitions a c r o s s  the flow, thereby changing the radial 
location of the intersection point. For  each radial  
separation, the r m s  amplitude was evaluated fol- 
lowing the procedure that was already described in 
Figure 2. Since lateral scales  cannot be measured 
with the p re sen t  support, it was assumed to be equal 
to the longitudinal scale.  In spite of this simpli- 
fication, the agreement with the hot-wire resul ts  
f rom Bradshaw are again very encouraging. 

The crossed-beam resul ts  in  Figure 10  are 
scattered. Any one determination shows a com- 
paratively smooth variation of intensity and the peak 
value occur r ing  close to the center  of the shear layer 
as expected. However, the decrease on either side 
of  the maximum varied in repeated runs.  Since the 
runs  were performed on days when the external re-  
lative humidity was very different, i t  is suspected 

that the water vapor content of the air delivered by 
the je t  modified appreciably the degree of persistence 
of water droplets in  the flow. 
concluded that the scattering of the resul ts  is a real 
effect associated with a lack of control in  the intro- 
duction of the water droplet content r a the r  than in  the 
limitation of the crossed-beam method. 

Thus, it is tentatively 

V. FUTURE APPL l  CATIONS 

The f i r s t  contribution to the Saturn program will 
be to measure turbulence shock-wave interaction in 
the plume impingement and recirculation areas of the 
S-IC and S-11 rocket c lusters .  Model tests a t  MSFC's 
impulse base flow facility indicated extremely high 
fluctuations of wall p re s su res  and heat-transfer r a t e s  
as shown in Figure 11. These fluctuations create  

SI STAGE 
I B  F F  MODEL 

SI STAGE 
IB F F  MODEL - - 2 v  r C - C S c )  

lbS,bHg - T A N K  b'RLS.URL 

FIGURE 11. TURBULENT FLUCTUATIONS OF 
BASE PRESSURE AND HEAT TRANSFER RATES 

problems when predicting heat-transfer ra tes .  
Turbulence levels of only 3 percent have sometimes 
increased the stagnation point heat transfer on cyl- 
inders  up to 80 percent. 
thc two-dimensional base-flow model already indicate 
turbulence levels in excess  of 100 percent as shown 
in Figure 12 .  Therefore,  the turbulence effects on 
heat transfer might play a dominant role.  
could increase o r  decrease the heat transfer by either 
transporting the hot particles into the wall layers o r  

Hot-wire measurements on 

They 
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throwing them back from the wall. 
cannot be included in the present model tests on 
analytical solutions. Therefore, the crossed-beam 
method is needed to study the turbulent heat and mass  
t ransport  in base flows. 

These effects 

Other optical fluctuation measurements in  
clustered rocket exhausts are necessary to predict  
and/or prevent high acoustical loads on the upper 
stages.  
shock-wave sound radiation is shown on the shadow- 
graph in Figure 13. In the case of single jet ,  the 
sound radiations are not so  dangerous, since they 
are directed away from the vehicle. However, on a 
rocket c lus t e r ,  the sound radiation can pass  through 
the subsonic hole between the plume impingement 
shocks and will then hit the vehicle directly. The 
presence of such a subsonic hole and the oscillation 
of the plume impingement shock are clearly indicated 
on the schlieren and interferograms of our two- 
dimensional base-flow model (Fig.  14) . The as- 
sociated aerodynamic feedback loops will produce 
a jet  noise problem on the upper stages as soon as 
plume impingement and a choked-flow establish a 
finite base p re s su re .  For  the S-I1 stage,  a con- 
servative estimate of sound p res su res  is 153 dB. 

The presence of powerful Mach-wave and 

I 
eo so 

FIGURE 12. RMS VELOCITY PROFILES IN 
TWO-DIMENSIONAL BASE FLOW WITH AND 

WITHOUT WALL EFFECT 

i 

I FIGUIZE 13. SUPERSONIC NOISE SOURCES IN A SINGLE F-1 ENGINE J E T  
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The use of laser beams, if feasible, would allow

crossed-beam measurements over vast areas.

Speculations could also be made about water vapor,

carbon dioxide, and ozone concentrations in the lower

and upper atmosphere. A study of intense radiation

belts is conceivable which use only detectors and no

light sources.

If the crossed-beam method works on both

particle scattering and gaseous absorption, it could

be used on two-phase flows. Fuel mixing in

combustion chambers, fuel droplets, and ion particles

in liquid and solid rocket exhausts, gas bubbles, and

condensation in tanks, etc., are some of the ap-

plications that might be of great interest to other

laboratories.

The present development of technique is aimed

at the oxygen absorption in the ultraviolet because

of the importance of air flows. The insufficient

storage capacity of the computer memory is the

only limitation to getting accurate cross-correlation
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estimates. However, a new computer program will

eliminate this difficulty.

Vl. CONCLUSIONS

(d) The crossed-beam method can work with

existing random vibration computer programs.

An extension that includes light extinction

by gaseous absorption and/or emission

would show the following potential:

Local fluctuation measurements through a space

and time correlation of optical signals have been suc-

cessful in a small subsonic jet where the light ex-

tinction was produced by scattering at water droplets.

Comparison of the hot-wire data with the crossed-

beam data lead to the following conclusions:

(a) Probe interference and cancellation problems

were avoided.

(b) One shot estimates of area integrated cor-

relation functions can be made.

(c) Approximations can be made on the local

power spectra, convection speeds, turbulence

scales, and eddy lifetimes.

(1)

(2)

(3)

(4)

The adjustment to special theromo-

dynamic properties, such as species

concentrations by a proper selection of

optical wave length and wavelength

interval.

Two phase-flow applications by inde-

pendent measurement of droplet scat-

tering and gaseous absorption.

The measurement of combustion in-

stability and plasma instability.

The location and intensity of atmospheric

concentration fluctuations and radiation

belts.
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INTRODUCTIONAND SUMMARY TO INSTRUMENTATION

RESEARCHAT MSFC

C. T. Paludan

Presented at Research Achievements Review

September 30, 1965

The development of launch vehicles requires con-

siderable flight instrumentation during research and

development flight phases. In many cases, the needs

of the vehicle designers can be met by conventional

off-the-shelf instrumentation items previously used

on earlier projects such as Jupiter or Air Force ve-

hicles. However, a few requirements aIways exist

that cannot be met with available hardware. Some-

times these requirements can be anticipated, and a

research and development program can be initiated

to meet the new requirement. Very often instrumen-

tation must be defined far in advance of the delivery

dates, not only because of the necessity for timely

implementation into the documentation and procure-

ment programs, but also because of restrictions and

requirements from non-MSFC sources. An example

of this is the UHF telemetry program, details of which

will be given later.

As shown in the initial summary, MSFC is con-

ducting instrumentation research in a number of

areas. Table I summarizes some of the items being

studied in other laboratories. These are generally

for non-flight instrumentation. Many of the items

shown have been presented at previous Research

Achievements Reviews, or will be in the future.

Table II summarizes some of the items being studied

in Astrionics Laboratory strictly for flight instrumen-

tation. Several specific tasks are discussed in detail.

These are relatively typical of the type of effort that

is required to fulfill the unusual requirements of in-

strumentation for launch vehicles and payloads. The

goal of such tasks is finally to make available flyable

hardware for implementation of existing or anticipated

measuring requirements.

TABLE I

TYPICAL INSTRUMENTATION RESEARCH OTHER

THAN BY ASTRIONICS

I. Propulsion and Vehicle Engineering

Laboratory

NAS 8-5491 Technique Development to Measure

Vehicle Engine (Pulse Rocket)

P e rformanc e

NAS 8-11311 Determination of Propellant Mass in

a Large Storage Tank

NAS 8-5323 Theoretical Studies to Establish De-

sign Parameters for Accurate

C alorimeters

II. Quality Assurance Laboratory

NAS 8-11705 Integration of Automatic Calibration

System for Stage Instrumentation

NAS 8-11715 Development of Improved Sensing

Methods and Devices for Stage

Checkout

III. Test Laboratory

In-House Liquid Level and Quantity Instru-

mentation

NAS 8-11080 Point Density Sensor for Cryogenic

Liquids
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TABLE I (Cont'd) TABLE I (Concluded)

NAS 8-11666

NAS 8-11072

NAS 8-5186

NAS 8-11534

NAS 8-11623

bIAS 8-11629

NAS 8-2673

In-House

NAS 8-5439

NAS 8-11076

NAS 8-11088

NAS 8-11258

-H- 71500

bIAS 8-11220

NAS 8-11046

NAS 8-5350

Development and Evaluation of High

Capacity Load Cells

High Thrust Measuring System

Development of Damped Piezoelec-

tric Accelerometers and Related

Calibration Equipment

Automatic Low Temperature Calibra-

tion System

Prototype Cryogenic Temperature

Measuring System

Development of Low Range Absolute

Pressure Calibration System

Development of a Pressure Trans-

ducer Utilizing Friction Free

Potentiometer

Cryogenic Environmental Effects on

Transducers

Development of Digital Reporting

Sys tern

Design and Development of an

Improved Digital Measuring System

Development of a Mass Computer

IV. Aero-Astrodynamics Laboratory

Local Optical Measurements of Tur-

bulent Flow Properties on Ground

Tests

Research Study of Gas Density by

Radiation Scattering

Design and Development of a Bread-

board Model of an Ultraviolet Air

Density Gage

Pressure Probe Characteristics in

Transitional Knudsen Number Range

Development of a Pressure and Force

Transducer Calibration Procedure

for the Hypersonic Shock Tunnel

In-House

NAS 8-11115

In-House

-H- 71459

-H- 71460

NAS 8-11202

In-House

NAS 8-5336

V. Manufacturing Engineering

Laboratory

Development of Advanced Flight

Strain Measuring Techniques

Development of Instrumentation to

Control Cleaning procedures of Ve-

hicle Components

Development of Continuously Moni-

toring X-Ray Examination of Weld-

ments by Television Viewing

VI. Research Proiects Laboratory

Thermal Radiation Measurement

Techniques

Thermal Testing Techniques

Seismic Signals Resulting from Large

Rocket Firings

Electric Field Meter Investigation

Meteoroid Penetration Distributed

Transducer

TABLE II

TYPICAL FLIGHT INSTRUMENTATION

RESEARCH BY ASTRIONICS LABORATORY

Cryogenic Densitometer Using Nucleonic

Technique

Advanced Pressure Transducers

RF Approach for Measuring Liquid Level

Explosion and Explosion Hazard Detection and

Evaluation

Techniques for Measuring Ambient Air Density

from Space Vehicles at Orbital Altitudes

In/light Hydrogen Detection by Mass Spectrom-

eter

Special Thermocouple Gages

Fire Detection System for Cryogenic Fuel



TABLE II (Cont'd)
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TABLE II (Concluded)

Contoured Germanium Solid State Radiation

Detector

• Advanced Heating Rate Transducers

• Thermally Isolated Sensor for Space Application

Infrared Sensing System for Lunar Temperature

Studies

Cryogenic Temperature Sensor

Special Calorimeter

• Quality Meter

Strain Gage Accelerometer Using Piezoelectric

Technique

• Vibration Spectrum Analyzer for Space Vehicles

• TV on Film Recorder for Flight Use

• Liquid/Vapor Sensor

Transmitters

• 220MHz - 20W. T.W.T. (VHF)

2200MHz-5W. S.S. (VHF)

• 215- 260 MHz 20W. S.S. (VHF)

• Airborne Tape Recorders

• Analog

• Digital

• Combination Analog and Digital

Time Division Multiplexers

Remote Programable Hi - Lo 810

Channel Multiplexer

SS/FM Systems

• Improved SS/FM Airborne Hardware

Improved SS/FM Demodulators (GSE)

PCM Systems

• Improved Analog to Digital Converter

Improved Remote Digital Submultiplexers

• Airborne Computer Interface

FM/FM Systems

• Constant Bandwidth FM System

Improved ]_RIG FM/FM Hardware

GSE for Automatic Telemetry Checkout

Addressable Remote TM Multiplexers

( Weight Reduction)

Adaptive TM Syste_n

(Bandwidth, Power and Weight Reduction)

Advanced SS/FM Systems

(Improved Accuracy, Phase Correlation and

Response)

Onboard Data Storage

(For Use in Remote Orbital Operations)
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INFLIGHT HYDROGENDETECTIONBY MASS SPECTROMETER

James C. Deringion and Alexander Hafner, III

ABSTRACT III.DETECTION METHODS

Methods of detection of hydrogen, hazardous mix-

tures, and explosions are discussed. The mass spec-

trometer developed for detection of hydrogen and

explosive mixtures in flight is described in detail.

I. INTRODUCTION

The advent of liquid hydrogen-powered space

vehicles increased the possibility of fires or explo-

sions which could result in loss of a mission and loss

of the crew. A need was therefore evident for in-

flight instrumentation that could lessen this danger.

This paper summarizes Astrionics Laboratory's

efforts in this area of instrumentation research and

development and then concentrates on one particular

phase as being typical, the inflight detection of hydro-

gen by mass spectrometer.

II. APPROACH AND APPLICATION

We have approached the problem from three

aspects: (1) hydrogen detection; (2) hazard, or ex-

plosive mixture, detection; and (3) explosion detec-

tion. In a fully instrumented vehicle, several detec-

tors could be located in the interstage areas or

anywhere hydrogen could accumulate. The equip-

ment could possibly be made a part of the emergency

detection system, thereby providing a warning to the

crew and ground monitors that a dangerous concen-

tration of hydrogen was present, that an explosive

mixture of hydrogen and oxygen was present, or that

an explosion had occurred - in particular, the minor

explosion which usually precedes a major hydrogen

explosion. Appropriate action, such as abortion of

the flight or possibly suppression of the explosion,

could then be initiated. Another obvious use for such

instrumentation would be to provide information,

through telemetry, that would be a valuable analysis

tool in case of hydrogen leakage or in case of a

catastrophic failure.

When Astrionics Laboratory began investigating

the problem, there were no detection instruments

suitable for flight use and only a few non-flight in-

struments, none of which were completely satis-

factory. A research and development program was

therefore begun and various techniques were investi-

gated. Some of the more promising are described

below.

A. HYDROGEN DETECTION METHODS

The hydrogen detection methods currently under

development or proposed for development are:

1. Kryptonate

2. Acoustic

3. Polarographic

4. Fuel cell

5. Mass spectrometer

The kryptonate method of hydrogen detection is

currently under development by Astrionics Labora-

tory. The principle involved is the release of radio-

active krypton 85 gas from a kryptonated base metal

when exposed to hydrogen gas. The amount of radia-

tion is a measure of the amount of hydrogen present.

This technique offers promise of providing a good

inflight hydrogen detector.

The acoustic method of hydrogen detection is

currently under development by Propulsion and

Vehicle Engineering Laboratory in cooperation with

Astrionics. This technique uses the principle that

the velocity of sound in a gas is a function of the

molecular weight of the gas. A device using this

principle can be designed to be specific for hydrogen

and therefore has potential as an inflight hydrogen

detector.

The polarographic technique uses a palladium

membrane through which only hydrogen will diffuse.

The hydrogen comes into contact with an electrolyte
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between two electrodes, resulting in a change in the

current produced, which is a measure of the amount
of hydrogen present. This technique has several po-

tential problems, such as poisoning of the membrane

and freezing of the electrolyte, which must be solved
before it can be used as an inflight detector.

The fuel cell method uses the normal fuel cell

technique on a small scale to generate an electric

current when both hydrogen and oxygen are present.
If oxygen is contained in a small reservoir in the de-

vice, the device becomes a hydrogen detector, gen-

erating a current proportional to the amount of
hydrogen present. This technique shows promise

and will be developed in the near future, depending

on the availability of funds.

B. HAZARD DETECTION METHODS

Hazard detection implies the detection of an
explosive mixture of hydrogen and oxygen, rather

than of hydrogen alone. Methods under investigation
include the catalytic method, using a catalyst such as

platinum to stimulate a reaction between any hydro-

gen and oxygen that are present. The resulting heat
can be measured to provide an indication of the con-

centration of hydrogen and oxygen present and there-

fore of the explosive hazard. A mass spectrometer

can be used for hazard detection by measuring the
concentration of both hydrogen and oxygen.

C. EXPLOSION DETECTION METHODS

Explosion detection methods include a pressure
rate-of-rise sensor, infrared rate-of-rise surveil-

lance detectors, and ultraviolet detectors. Research

and development work is underway on these detectors,
and we hope to have flight hardware available in 1966.

IV. MASS SPECTROMETER

The mass spectrometer offered a solution to

both hydrogen detection and hazard detection and ap-
peared to be one of the most promising and most

quickly attainable devices. Development was there-

fore begun on a spectrometer capable of performing
this dual function as a flight instrument.

There are several types of mass spectrometers,

including the magnetic deflection, time-of-flight,
radio frequency, omegatron, and quadrupole mass

spectrometers. Each has its advantages and dis-
advantages. Some have been used in satellite and

other applications for qualitative and rough quantita-
tive analysis, but none had all the desired features of

high sensitivity, wide pressure range, good accuracy,

and ruggedness for space vehicle environment. The

quadrupole was chosen as the most promising for our
application, and Consolidated Systems Corporation
was selected to perform the research and develop-

ment needed to produce a device to meet our require-

ments.

The quadrupole, like all mass spectrometers,

has the general block diagram shown in Figure 1.

FIGURE 1.

II
MASS SPECTROMETER GENERAL

BLOCK DIAGRAM

The inner part of the spectrometer must operate
at a pressure of 10 -4 mm Hg or less, so the inlet can

be a serious problem when the ambient pressure

covers a wide range. In this application we will use

a molecular leak to give flow rate in proportion to
the partial pressures of the gases being analyzed.
The molecular leak will take one of two forms which

are being investigated. The first consists of a series

of small holes, of the order of a few tenths of a

micron, drilled in a thin gold foil by electron bom-
bardment. The total flow rate will depend on how

many such holes are formed. The second consists

of a spherical valve seated in a circular knife-edge
seat. The flow rate of this inlet aperture can be

reduced by increasing the seating pressure. Tests
indicate that this technique gives very good molecular

flow without as great a clogging problem as has been

experienced with the other construction.

The ion source is straightforward. A filament

supplies ionizing electrons which are forced into a

semicircular path by electrostatic focusing. The
ions, formed by collision of the electrons with the

gas molecules, are focused into the analyzer section

by accelerating and focusing grids.

The analyzer section is the heart of the spectrom-
eter. Here the ionized gases are separated according

to mass. The different types of mass spectrometers

differ mainly in the way the analyzer operates. The
quadrupole analyzer, as shown on the simplified

schematic view of Figure 2, consists of four rods,
with opposing rods electrically Connected and with a

dc and an ac voltage applied to the rod pairs.

6
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Figure 3, a complete block diagram of the quad-

rupole spectrometer, shows the four main parts plus

all the auxiliary circuits such as the vacuum pumping

system, reference gas supply, temperature control-

lers, control circuitry, etc.

The quadrupole spectrometer is comparatively

simple and rugged mechanically and requires no

magnet. Size, weight, and power are important, but

satisfactory performance is the primary consideration.

The spectrometer must be sensitive, since the lower

explosive limit of hydrogen in air is about a four per-

cent concentration. Response time must be short if

it is to be useful as a warning device. Accuracy must

be good enough that the measurement can be relied

upon. Considering these factors, the specifications

in Table I were derived.

7
Q

FIGURE 2. SIMPLIFIED SCHEMATIC OF

QUADRUPOLE ANALYZER ROD ASSEMBLY

The ion source in front of the rod assembly pro-

jects a stream of ions from the sample gas longitudi-

nally down the instrument between the rods. The

combined dc and ac fields are such that only one mass

will be resonant and will be focused toward the other

end, the particular mass being selected by the voltage

and frequency of the fields. All other masses collide

with the rods and are collected by them. For this

reason, the quadrupole is often referred to as a mass

filter, analogous to an electrical bandpass filter, in-

stead of a spectrometer, since it does not separate

all ions present into a spectrum according to mass.

In this case, two different excitation frequencies are

selected and switched in so that both hydrogen and

oxygen can be detected. The quadrupole can then

serve as both a hydrogen detecter and as an explosive

mixture detector. A third oscillator frequency, tuned

to resonate for iodine, is switched in periodically as

a calibration reference. A small sealed quantity of

iodine with a separate inlet system is supplied for

this purpose.

The ions emerging from the other end of the

analyzer strike the first dynode of an electron multi-

plier, which amplifies the resulting secondary emis-

sion electrons, thereby producing an output propor-

tional to the amount of the particular gas present.

TABLE I

SPECIFICATIONS FOR QUADRUPOLE MASS

SPEC TROMETER

1. Ambient pressure: 760 to 10 -4 mm Hg

2. Temperature: +75°C to -50°C

3. Vibration: 35 G random

4. SensiUvity: 7.6 x 10 -s mm Hg (partial pressure)

5. Range: 7.6 x 10 4 to 200 mm Hg (partial pressure)

6. Accuracy: 5% of reading

7. Output: 0 to 5 V in three ranges

8. Time Constant: 30 to 100 ms

9, Power: 40 watts

10. Operating Modes: H 2 Only

0 2 Only

H 2 and O 2 alternately

The quadrupole rod assembly is shown in Figure

4; the ion source is at the left. Figure 5 shows the

quadrupole analyzer mechanism packaged, with the

inlet at the right, then the ion source, the analyzer

section, the electron multiplier at the rear, and a

small ion pump to maintain the internal vacuum during

operation. The complete quadrupole mass spectrom-

eter gas detecter, with the case removed to show the

electronic circuit cards, analyzer, reference source,

pump, etc., is shown in Figure 6. Figure 7 shows

the device in its case as it would appear for flight.

The complete prototype package, including the elec-

tronic circuitry, is about 25 x 35 x 51 cm and'about

23 kg in mass. Production versions could be con-

siderably smaller, especially if only hydrogen detec-

tion was required. Delivery of the two prototype units

is expected early in 1966. These could be flight tested

on an early vehicle, although they are not presently

scheduled to be flown. Production units could be

available sometime next year.
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FIGURE 3. QUADRUPOLE MASS SPECTROMETER BLOCK DIAGRAM 
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FIGURE 5. ASSEMBLED QUADRUPOLE ANALYZER MECHANISM 

FIGURE 6. COMPLETE MASS SPECTROMETER, CASE REMOVED 

9 
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FIGURE 7. COMPLETE MASS SPECTROMETER WITH CASE 

hydrogen, explosive hazards, and explosions. 
mass  spectrometer is one example. The ultimate 
goal is to reduce the danger to the vehicles and to 
the crew. 

The V. CONCLUSION 
Considerable effort is being made to develop 

instrumentation suitable for inflight detection of 
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THERMALLYISOLATEDTEMPERATURESENSOR

FOR SPACEAPPLICATION

Harlan Burke

ABSTRACT I. INTRODUCTION

The requirements for inflight thermal sensors

are discussed, as are the design guidelines for such
instruments. The four-element thermal sensor ex-

periment used on the Pegasus satellite is described

and some of the flight measurements are presented.

GLOSSARY

C 1 = Conductance

R 1 = Radiance

C T = Total thermal conductance

C2 = KIA1/h

c3 = K I/I + ZlA / +

C4 = K1A1/14

K 1 = Conductivity of Ti (6AL-4V)

A 1 = Cross section of Ti support rods

11,2,3, 4 = Lengths of Ti support rods

K 2 = Conductivity of constantan

A 2 = Cross section of electrical leads

15 = Length of electrical leads

A s = Surface area of sensing disc

E = Emissivity of gold coated underside

= Stefan-Boltzmann constant

P = Density of A1 6064

V = Volume of sensing disc

S = Specific heat of A1

Inflight measurements originate when the need

for confirmation of a vehicle system design or a con-

trol parameter is recognized. Many factors influence
the selection of the measuring techniques and systems

to be used in obtaining the desired data. Frequently

a measuring problem arises that cannot be accom-

plished with either existing or modified components,
and it becomes necessary to develop new methods

and instruments. The thermally isolated sensor was
selected to illustrate the development of an instru-

ment to satisfy a unique measuring requirement.

The design of temperature control systems for
space vehicles depends primarily on the application
of the thermal radiation characteristics of the vehicle
surfaces. It is essential that the thermal radiation

properties of these surfaces remain stable when ex-

posed to the space environment. The requirement
that each space vehicle be successful in its mission
has limited the use of new coatings whose properties

are untested in space. As part of an investigation to

study the long term stability of a number of new

temperature-control coatings, an experiment was
devised by Research Projects and Astrionic s Labora-

tories to measure the radiation properties of surfaces

in the space environment. This experiment has been

included in the Explorer XI, Saturn SA-4, and the
more recent Pegasus satellite flights.

Although the primary purpose of the investigation

is to study the emissivity stability of surfaces, this
discussion will describe the technique for measuring

these characteristics during flight in space. Since
each vehicle requires a different configuration, the

Pegasus experiment package will be used as a typical

example of the application of these techniques.

The method consists of measuring the tempera-

ture history of a number of thermally isolated test
surfaces. Thermal isolation of the test surface from

the satellite structure minimizes the extraneous heat
losses of conduction and radiation from the sensor.

A transient thermal analysis is used to determine
the radiation characteristics of the surfaces from

the temperature response curves.

li
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Four different surfaces have been tested so far

in this experiment. A fifth surface, which was de-

signed to remain unchanged in space, was used as a

reference. Comparisons of the temperatures of the

test surfaces with that of the reference surface pro-

vide a basis for evaluating changes in the thermal

characteristics of the test coatings. Additional coat-

ings are scheduled for testing utilizing this technique

on future space vehicles assigned to MSFC.

II. DESIGN GUIDELINES

The following design guidelines were set forth at

the beginning of the program to assure overall ac-

curacy and reliability in the technique for determin-

ing the radiation characteristics of the test surfaces:

1. Thermally isolated test surfaces to minimize

corrections for heat exchanges caused by conduction

and radiation.

2. Thermal mass of the test sensor to be such

that the sensors would respond rapidly to temperature

changes, yet have enough thermal lag to permit meas-

urement of the rate of temperature decay as the sen-

sor moves from the sunlight into the shadow.

3. Structural rigidity to withstand the space
environment.

4. At least one stable reference surface so that

any changes in the test surfaces caused by the space
environment would be detected.

5. Telemetry and temperature measuring sys-

tems of sufficient sensitivity and accuracy.

III. RADIATION SENSOR DESIGN

In accordance with these requirements, the

sensors were designed to minimize extraneous heat

losses from the test surfaces. Careful attention was

given to the selection of materials for the sensor as-

sembly and to the preparation of the mounting con-

figuration. Figure 1 is the completed sensor as-

sembly in a cutaway view of the mounting cylinder.

This assembly differs from earlier models in

that the aluminum sensor disc was supported by a

single Kel-F support rod. When flight data indicated

that the sensor temperature was approaching the point

at which the KeI-F began to deteriorate, it became

necessary to replace this material with one of higher

temperature resistance.

4 SENSORS

MOUNTING

ALUMINUM

SENSOR DISC

t=%_ _ BLACK CAVITY

_ __I__/BB_//B/_ _ WALLS
BmBLTITANIUM SUPPORT

I RODS

____J _ MOUNTING BASE

INDIVIDUAL SENSOR

FIGURE 1. INSTALLATION DRAWING OF

INDIVIDUAL SENSOR

In the present design, the sensor disc is sup-

ported by three 6AL4V titanium rods. The diameter

of these rods was selected so that the conductive heat

losses from the sensor disc through the rods did not

exceed the heat losses through the KeI-F support rods

of the previous sensors. The small size of these

rods increased the flexibility of the unit, and cross

braces were necessary to increase the mechanical

strength to withstand the vibration of the vehicle.

The front surface of the sensor disc was coated

with the material to be tested. An emissivity of

--- 0. 05 was obta£ned for the back surface of the disc

by vapor depositing gold on the surface after installa-

tion of the temperature sensor. Internal surfaces of

the mounting base and the walls of the cylinder were

black anodized to provide an emissivity of ----0.70.

Thus, the low emittance surface of the sensor disc

was installed in a cavity of comparatively high emit-

tance characteristics.

The thermodynamic design properties of the sen-

sor were determined by Research Projects Laboratory

and are shown in Table I.

After finalization of the design, a contract was

given for fabrication of the flight units. The con-

tractor was unable to deliver acceptable units because

of titanium-to-aluminum welding problems, poor

emissivity of the gold coating on the back surface of

the disc, and the close tolerances on the assembly

necessary for mounting.

Astrionics Laboratory developed an electron

beam welding technique to fuse the aluminum and

titanium and a method of vapor depositing the gold

over the back surface of the disc to provide the

12



H A R L A N  D ? I R K E  

PROPERTY 

DIAGRAM 

CONDUCTANCE THROUGH 
THE SUPPORTS 

CONDUCTANCE OF THE 
ELECTRICAL LEADS 

CONDUCTANCE FROM THE 
DISC TO THE CASE 

RADIANCE OF THE DISC 
TO THE CASE 

HEAT CAPACITY OF THE 
UNCOATED DISC 

desired emissivity. All  of the flight units were fab- 
ricated and calibrated by this laboratory. 

EPUATION VALUE 

Disc CASE 

1.1 + I + L  C T . ~ . ~ X I O - ~  
c T  c 2  c 3  c 4  WATTS / *K 

C 5 * K A / L  c 5 = 0 . 0 5 x ~ o - 4  
WATTS/.K 

CI - CT+ c 5  CI ~ 2 . 6  XID-4 
WATTS /.K 

RI - A E o  R~ = 2 . 2  x 10-4 
WATTS /.K 

HI * 1.03 JOULES HI - PVS 
/ O K  

TABLE I 
THERMODYNAMIC DESIGN PROPERTIES OF THE 

MMC THERMALLY ISOLATED SENSOR 
EXPERIMENT ( R-RP -T- W P  - 6 - 64) 

I 
ALODINE 

RUTILE 

USED ON THE MMC STRUCTURE 0.60 CHEMICAL C W -  
(VARIES FROM ~ ~ ~ , ~ - ~ o ~ ~ ; :  AN0 DETECTOR PANELS. 
ONE PROCESS- ALUMINUM PHOI- 
ED GROUP TO PHATTE,CHROY~UY 
ANOTHER1 PHOSPHATE. 

WATER.FLOWIDLS 

o 7 8  SILICONE TITANIUM CHOSEN FOR COMPARISON w i r n  
DIOXIDE TEST DATA FROM OTHER 

AGENCIES 

The radiation sensors were arranged in a cluster 
of four, a s  shown in Figure 2 ,  for mounting on the 
Pegasus satellite. The overall weight of the sensor 
assembly w a s  563 grams. 

I 

FIGURE 2. PEGASUS EXPERIMENT PACKAGE 

Each sensor  w a s  coated with a different material 
by the Propulsion and Vehicle Engineering Labora- 
tory. Table I1 is a list of the materials used in this 
experiment. 

A 200 ohm nickel-element resistance thermome- 
ter encased in  a thin sheet of bakelite w a s  selected 

TABLE I1 
COATINGS FOR MMC THERMALLY ISOLATED 

SENSOR EXPERIMENT 

TRUM MOCKS 

COMMENTS 

DETERIORATES WHEN SUBJECTED 
TO A TEMPERATURE OF 370. C 
FOR TWO OR MORE HOURS, USED 
ON MMC STRUCTURE NEAR 
ELECTRONICS CANISTER CON- 
SIDERED AS A REFERENCE. 

WILL BE THE EXTERNAL COATING 
ON THE S-IV. IU. AND APOLLO 
ADAPTER. 

a s  the temperature sensor because of i ts  size, re- 
sistance to radiation, repeatability, resistance- 
versus-temperature curve over the desired range, 
and time response. Four of these resistance ther- 
mometers were used on the sensor discs, A fifth 
unit of higher resistance was mounted on the base 
plate to measure the temperature of the cavity walls. 
Since the base plate and the cavity housing were in  
good thermal contact, they were considered to be at 
the same temperature. This additional measurement 
permitted correction for heat exchanges between the 
test  surfaces and the sensor mounting assembly. 
Figure 3 is a block diagram of the temperature meas- 
uring system for this vehicle, 

POWER 
SUPPLY CALIBRATE 

RESISTORS 
TIMING AND CONTROL 

r---- 'm'-F' COMMUTATOR 

I REFERENCE ANALOG 

F R l  DATA SUBSYSTEM 

i 
AMPLIFIER I 

SHIFT I 

CONVERTER 

DATA OUTPUT 

FIGURE 3. MMC TEMPERATURE SUBSYSTEM 

The radiative constants were determined by total 
normal emittance measurements and were used to 
calculate a theoretical response curve for each sen- 
sor. The sensors were then placed in a test fixture 
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in a vacuum and alternately heated and cooled, 
a s  shown in Figure 4. 

FIGURE 4. CALIBRATION FACILITY 

The disc and case temperatures were monitored 
and compared with the calculated response curves.  
Figure 5 is typical of the dhta obtained from these 
tests. 

FIGURE 5. ISOLATED SENSOR: THEORETICAL 
AND MEASURED TEMPERATURE RESPONSE 

CURVES 

IV. RESULTS OF FLIGHT MEASUREMENTS 

The resul ts  of the flight measurements cannot be 
presented without considering the heating sources  for 

the test surfaces in the space environment. In space,  
the surfaces  receive heat pr imari ly  f rom d i r ec t  so l a r  
radiation, reflected solar  radiation from the earth,  
and direct  radiation from the earth. In addition, a 
small  amount of energy is t ransferred f rom the 
underside of the disc to the mounting cylinder. Energy 
from direct  so l a r  radiation is constant during the time 
that the sensor  is in the sun. 
sunlight var ies  with the sensor  position and aspect. 
A computer program, written by Research Projects  
Laboratory, incorporates all the factors necessary 
in the data analysis of this experiment. 

Heating f rom reflected 

Reduction of the Pegasus A thermally isolated 
sensor  data is continuing. The ratio of solar  
absorptance to infrared emittance as a function of 
sun time is shown in Figure 6. The data were taken 
from orbi ts  in which the sensor  w a s  normal to the 
sun a t  points where the ea r th  was not visible to the 
sensors .  This condition pe rmi t s  the rat io  of the 
so l a r  absorptance to infrared emittance to be ob- 
tained from the steady state disc temperature,  which 
is primarily a function of solar  input. Details of 
data reduction can be obtained from R-RP-T of Re- 
sea rch  Projects  Laboratory. 

1.20 

I .oo 

I 
.80 

I I 
.so I I I i 

0 0  10 I O 0  1000 

EOUIVALENT SUN HOURS 

ma+. ScoaE rT4 - ASacosE (]I 

T *  DISC TEMPERATURE E =  SUN ASPECT ANGLE 

oln SMALL EXTRANEOUS %AT LOSS TO SEN 
A= AREA OF DISC 

SOR CASE 

e* STEFAN-BOLTZMANNCONSTANT 
S = SOLAR CONSTANT 

FIGURE 6. ABSORPTANCE-INFRARED 
EMITTANCE OF PEGASUS "A" REFERENCE 

SENSORS VS EQUIVALENT SUN TIME 

V. CONCLUSION 

The thermally isolated senso r  is a useful tool 
f o r  the mater ia ls  r e sea rch  engineer in determining 
the properties of coatings and surfaces  in the space 
environment. It a lso provides information in  other  
a r e a s  of interest .  
observed a n  apparent  change in the Q / E  character is-  
t i c s  of the coating used on the se rv ice  module adapter 

F o r  example, the Apollo Office 
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on the SA-10 flight. This change was not observed

in the protected thermal sensor package and was con-

sidered to be the result of some external condition.

MSFC has been asked to place instrumentation

upstream of the retrorocket exhaust to determine if

this is the source of the problem. Thermally isolated

sensors will be used in the testing program for the

solution of this problem.

15
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Donald G. Davis

ABSTRACT

The background of recent decisions relating to

frequency bands used for telemetry and changes

planned to be effective by 1970 are discussed. A

telemetry program and details of UHF transmitter

developments are presented.

I. INTRODUCTION

The radio frequency spectrum is considered a

natural resource and, as such, its use is regulated

by the Federal Government. The worldwide use of

frequencies is covered by international treaties.

By means of the Communications Act of 1934,

Congress designated that regulation of frequency util-

ization by government agencies be placed under the

President and regulation of non-government radio and

wire communications be placed under the Federal

Communications Commission (Fig. 1).

The President has delegated the responsibility

for regulation of government usage of radio frequen-

cies to the Director of Telecommunications Manage-

ment (DTM), who is an assistant director of the

Office of Emergency Planning. The DTM is assisted

in this by the Interdepartmental Radio Advisory

Council (IRAC).

For many years the frequency band between 225

and 260 MHz has been designated by IRAC for interim

use by the telemetering services. A target date of

January 1, 1970, was established for completing the

move of telemetering to two other frequency bands:

1435 to 1535 MHz and 2200 to 2300 MHz. Based on

an agreement between NASA and DOD in 1963, MSFC

has based its telemetry planning on almost exclusive

use of the older 225 to 260 MHz band. However, in

February 1965, DOD issued a firm directive to the

three military services requiring that they completely

vacate the 225 to 260 MHz band by January 1970. In

March 1965, DOD requested that NASA also vacate

this band so that it might be used for tactical and

operational military communications. This matter

is now under study by NASA and a decision is expected

to be made within a few months (Table I).

FEDERAL COMMUNICATION COMMISSION

(FCC)
REGULATION OF NON-GOVERNMENT RADIO
AND WIRE COMMUNiCATiONS

I
[NON-GOVERNMENT SERSI

I

INDUSTRY AND BUSINESS, STATE ANDLOCAL GOVERNMENT, PRIVATE
INDIVIDUALS

COMMUNClATIONS ACT OF 1954 I
I I

I PRESIDENT
REGULATION OF FREQUENCY UTILIZATION
BY GOVERNMENT AGENCIES

I
DIRECTOROF TELECOMMUNICATIONS MANAGEMENT I

(DTM) I
(AN ASSISTANT DIRECTOR OF THE OFFICE OFI
EMERGENCY PLANNING) I

INTERDEPARTMENTAL RADIO ADVISORY COUNCIL
(IRAC)

SUBJECT TO APPROVAL OF DTM, DEVELOPS AND EXECUTES

POLICY, STANDARDS, REGULATIONS, AND PROCEDURES
GOVERNING USE OF FREQUENCIES BY GOVERNMENT AGENCIES

I I
NASA IS REPRESENTED BY 1JAMES MCELROY OF OTDA

OTHER DEPARTMENTS REPRESENTED:

STATE, COMMERCE, TREASURY, INTERIOR,

ARMY, NAVY, AIR FORCE, FAA, FCC
(LIAISON ONLY), USIA, JUSTICE,
AGRICULTURE

FIGURE I. COMMUNICATIONS ACT OF 1934
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TABLE I

TELEMETRY FREQUENCY ALLOCATION ACTIVITIES

1953-1956

1956

1958

1958-1962

1962

1963

Feb. 1965

Mar. 1965

Apr. 1965

June 1965

Sept. 1, 1965

- The 216 to 225 MHz frequency band was widely used for telemetering.

The military began use of the 216 to 225 MHz band for air defense radar.

Telemetry users objected.

IRAC made available 44 channels in the 225 to 260 MHz band for interim

telemetry use. A target date of January 1, 1970, was established for

telemetering to vacate this band.

- Some telemetering development in the 2200 to 2300 MHz band by DOD agencie_

and NASA. Very little non-government sponsored industry effort.

- DOD began to circulate reports encouraging industry to design 1400 MHz and

2200 MHz telemetry equipment.

A joint DOD/NASA memorandum to IRAC noted that "there is a need for

continuation of telemetering operation in the 225 to 260 MHz band beyond

1970. "

MCEB issued a firm directive to the three military departments and notified

IRAC that DOD telemetry operations would completely be removed from the

225 to 260 MHz band by 1970.

- Dr. Harold Brown, (then) Director of Defense I_D, wrote a letter to Dr.

Seamens requesting that NASA vacate the 225 to 260 MHz band by 1970.

NASA requested that IRAC delay its recommendation to the DTM pending

completion of NASA study on future needs for telemetering in the 225 to

260 MHz.

VHF telemetry study group established with representatives from affected

centers and NASA Headquarters.

- Target date for completion of study.

In general, the 225 to 260 MHz band (generally

referred to as the VHF telemetry band) is more de-

sirable for telemetering space vehicles during launch

and orbital operations than the higher frequency (or

UHF) bands. This is due primarily to the relative

difficulty of ground antenna acquisition of signals,

the relative state of the art in development of equip-

ment in the two bands, and the greater complexity of

equipment for operation at the higher frequencies.

After a space vehicle leaves earth orbit (for example,

the translunar trajectory), the use of UHF frequen-

cies becomes more advantageous because directional

vehicle antennas are more easily implemented at the

higher frequencies.

One of the major problem areas associated with

telemetry operations at the UHF frequencies is the

availability of RF transmitters which meet the neces-

sary specifications. Since 1963 MSFC has carried

on an active program in the design and development

of UHF transmitters. Much of this work has been

accomplished under the five contracts shown in

Table IL

II. FIVE-WATI" UHF TRANSMITTER

DEVELOPMENT

In June 1963, a contract was awarded to

Hallicrafters, Pacific Division, for a five-watt

solid-state S-band transmitter. A block diagram

of the proposed transmitter is shown in Figure 2.
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TABLE II
MSFC UHF TRANSMITTER CONTRACTS

August i, 1965

DONALD G. DAVIS

Contract
Date Awarded Recipient Objective Status

Number

NAS8-5497 June 1963

NAS8-5494

NAS8-11771

NAS8-11822

NAS8-20505

June t963

June 1964

Jan. 1965

June 1965

Hallicrafters, Inc.
( Pacific Division)

Radialion at
Stanford

( Later this group

became Energy
Systems, Inc. )

Energy Systems, Inc.

Electro-Mechanical

Research, Inc.

Energy Systems, Inc.

Development of a 5-watt
solid-state S, band

transmitter

Development of a 20-watt
hybrid S-band transmitter

Development of a 5-watt
solid-state transmitter

Off-the-shelf purchase of
20-watt L-band trans-

mitter

Development of 20-watt
solid-state S-band trans-
mitter

Contract cancelled

in October 1964 for con-

venience of the govern-
ment with no payment

Evaluation of first unit

began in September 1965

Transmitter components

being assembled at
contractor facilities

Delivery expected
January 1966

Various design approaches

are being evaluated
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FIGURE 2. BLOCK DIAGRAM OF INITIAL 5-W TRANSMITTER DEVEIX)PMENT EFFORT

19



DONALD G. DAVIS

A voltage controlled crystal oscillator (VCXO) modu-

lator was employed with output at 94 MHz. The 94-

MHz signal was amplified to over 35 W in a power

amplifier and then coupled to a multiplier chain of

one varactor tripler and three varactor doublers.

Power output at 2200 to 2300 MHz was to be 5 watts.

The required frequency was obtained by using an

ideally cut quartz crystal with a temperature stability

of about +0.002 percent from -20 °C to +90 °C. By

using negative-temperature-coefficient capacitors in

series with the crystal, it was found possible to

stabilize the drift to within J:0. 001 percent of the fre-

quency at 25°C while varying the temperature from

-20°C to +85°C.

The low-level power amplifier stage produced

1 W output for 1 mW input for approximately a 30 db

gain. Since the modulator output was about 4 roW,

the low-level power amplifier supplied more than

1 W to the power amplifiers. The main power ampli-

fier consisted of three parallel stages, each using

four RF power transistors. With 1 W input, the

measured output power was 35 W at 94 MHz.

The output of the power amplifier stage is applied

to a tripler which uses a single ended varactor. The

efficiency of the tripler was measured at about 60

percent, producing an output between 20 and 25 W at

282 MHz. Both the first and second doublers had an

efficiency of about 60 percent, which resulted in an

output of 9 to 10 W at 1128 MHz. The third doubler

produces an output of approximately 6 watts at

2256 MHz.

In January 1964, a unit was demonstrated at

MSFC. Tests run at that time demonstrated that the

unit did not meet the specified requirements. In

April 1964, Hallicrafters was visited by an MSFC

technical representative who found that no progress

had been made on correcting the problems that

existed. In May 1964, the work was transferred to

Hallicrafters in Chicago for completion.

In October 1964, nine months after scheduled

delivery, the contract was cancelled for the conven-

ience of the Government with no payment to the con-

tractor.

II I. TWENTY-WATT HYBR I D

TRANSMITTER

In June 1963, MSFC awarded contract NAS8-5494

to Energy Systems, Inc., (at that time it was called

Radiation at Stanford) for the development of a 20-W

S-band transmitter. A block diagram of the proposed

transmitter is shown in Figure 3. Basically, it con-

sists of circuitry generating the S-band frequency at

a low power level to drive a traveling wave tube

(TWT), which produces the required output power.

A phase-locked loop, using a crystal oscillator as

reference, is used to minimize the effects of in-

cidental frequency modulation.

The circuitry is entirely solid state except for

the final TWT. Excitation for the TWT is generated

by a 190-MHz voltage-controlled oscillator followed

by three stages of amplification, which provides an

output of about 300 mW. This signal is applied to a

varactor quadrupler and then to a varactor tripler.

A bandpass filter is then used to eliminate undesired

spurious outputs from the multipliers, resulting in

about 25 mW at the input to the TWT.

A crystal oscillator operating at approximately

81 MHz is the basic frequency stabilizing element for

the transmitter. This frequency is multiplied by a

transistor tripler followed by a varactor times-9

multiplier and is then mixed in a hot carrier diode

mixer with a sample taken from the TWT output via

a directional coupler. This mixer provides a dif-

ference frequency of 89 MHz, which is amplified and

fed toone side of an 89-MHz phase detector. An

89-MHz voltage-controlled oscillator, whose exact

frequency is determined by the modulation input, is

amplified and fed to the other side of the phase de-

tec tor °

If these two frequencies are identical with a 90-

degree phase difference between them, the output of

the phase detector is zero. The output of this de-

tector is fed through a loop stabilizing filter, and

thence to the 190-MHz voltage controlled oscillator

(VCO). If for any reason the 190 MHz VCO should

drift toward a higher frequency, the phasor would

start to advance relative to the phasor being generated

by the VCO. This generates an error sign'd, which

decreases the 190-MHz VCO frequency sufficiently

that it stays locked to the 89-MHz VCO. However,

if a modulation signal changes the frequency of the

89-MHz VCO in the upward direction, the phasor

presented to the phase detector moves in such a di-

rection as to cause the 190-MHz VCO to follow. From

the diagram, observe that the 190-MHz VCO changes

frequency only one-twelfth as much as the 89-MHz

VCO because of the intervening multipliers and that

frequency drift in the 89-MHz VCO is simply added

to the output frequency of the transmitter rather than

multiplied by 12.

One reason for choosing a phase-locked loop ap-

proach was as follows. There was some concern,
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FIGURE 3. BLOCK DIAGRAM OF 20-W HYBRID TRANSMITTER

because of limited experience with TWT's under high
vibration and low incidental FM requirements, that

the vibration of the relatively long helix might cause

a phase deviation which would have the appearance of
incidental FM. The phase-locked loop connected in

the feedback arrangement described tends to remove
any phase modulation generated within the TWT. There

were some data at the time the design approach was
finalized indicating that the particular method of sup-

porting the helix used by Hughes limited the peak

phase deviation to only 2 or 3 degrees, with vibration
levels exceeding those in the specification. However,

it was deemed desirable to incorporate this scheme

as a backup in case this turned out to be an optimistic

estimate. However, the development contractor re-

cently reported that there is very little difference in
the incidental FM of the transmitter under vibration

with the loop open or closed, indicating that the tube

does not generate a significant amount of incidental
FM when subjected to vibration.

The prototype 20-W transmitter was first tested
at MSFC in December 1964. Several deficiencies in

the design were discovered and the unit was returned
to the contractor for additional development work.

Subsequently, a unit which met most of the specifica-
tions was delivered in September 1965. At this time

the contractor stated that he felt the existing design
was not reproducible on a production basis. Redesign

is now underway to alleviate this deficiency.

IV. FIVE-WATT SOLID-STATE S-BAND

TRANSMITTER

In June 1963, MSFC awarded contract NAS8-
11771 to Energy Systems, Inc., for the development
of a 5-W S-band solid-state transmitter. The tech-

nical approach for this transmitter design is shown in
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FIGURE 4. BLOCK DIAGRAM OF 5-W SOLID STATE S-BAND TRANSMITTER

Figure 4. A transistor that became available about

the beginning of the development effort, the 2N3375

by RCA (development transistor RCA TA2307), en-
hanced the feasibility of the approgch. It uses a type

of construction called an "overlay" which employs an

emitter electrode design whereby more periphery-
to-emitter-area ratio has been achieved. This

transistor is capable of operating directly from a

28-volt supply making it practical to operate high
power VHF stages without voltage converters. The

transistor is electrically insulated from the case and

is connected through a high-thermal-conductivity
ceramic insulator to its stud.

The fundamental frequency is generated by a

stable crystal oscillator essentially identical with the
one used in the 20-W TWT transmitter. The same

package contains a one-stage amplifier to boost the

power of the oscillator output to 1 mW. The milliwatt

power level is increased by two amplifiers in series
to obtain approximately 50 mW into the balanced

mixer circuit. The other input to the mixer is gen-

erated by a voltage-controlled oscillator and its

buffer amplifier. The VCO has a center frequency
of 25 MHz and is approximately 10 times less stable

in frequency than the crystal oscillator signal. How-
ever, since the VCO frequency is 7_ times less than

that of the crystal oscillator, the effect of VCO insta-
bility on the output frequency is correspondingly
decreased. The VCO is driven from a stabilized dc

amplifier which provides an input impedance of

10,000 ohms at the modulation input. The 25-MHz

VCO is essentially the same design as the 89-MHz
VCO used in the 20-W TWT transmitter. The sta-

bility is expected to be on the order of one part in
106 for the VCO and one part in 106 for the crystal

oscillator. Therefore, the transmitter frequency

stability should be approximately three parts in 106

Based on the experience gained from the hybrid

UHF transmitter, the balanced mixer uses hot car-
rier diodes. A balanced mixer was selected instead

of a single-ended one to obtain the maximum possible
elimination of the carrier frequency power with the
intrinsic circuit characteristic without relying totally

on filtering. The power is then introduced to a string
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of five amplifierstages. Theseamplifiers,because
of their staggeredtuning,suppressunwantedfre-
quencycomponentsof themixercircuit andprevent
thesespurioussignalsfrombeingappliedto the
varactormultipliers.

A parallelarrangementof transistorsin thefinal
poweramplifier is usedbecauseit is simplerthan.a
push-pull arrangement. This simplicity is realized

only if separate emitter resistors are used, tending

to make the stages self-adjusting so that their outputs
will be more nearly identical. These four transistors
are normally operated in a class C mode to obtain the

best possible efficiency, and the collector current

operating point is selected to obtain the closest pos-
sible approach to optimum large signal gain band-
width.

The 20 W of VHF developed power is delivered

through a pair of directional couplers to the varactor

triplet, which operates at an efficiency of about 65

percent with an output power of about 13 W. Traps

are placed at the input and output to prevent feedback
of the second and third harmonics to the amplifier

and the first and second harmonics to the quadrupler.

The last two stages are doublers which provide an
output of about 6 W at 2285 MHz.

The reverse power output from the directional
coupler is used for voltage standing wave ratio

(VSWR) protection and the forward power output

is used for automatic gain control (AGC). The same
control point is used for both VSWR and AGC con-

trols and the signals are decoupled by diodes. High
VSWR's at the quadrupler output of a multiplier chain

of two stages are reflected to the final amplifier

stage, but the transistors are protected by the VSWR
detection circuit which reduces the power level of the

final power amplifier proportional to the VSWR mag-
nitude.

Breadboards of all sections of the 5-W UHF

solid-state transmitter have been completed and
tested both individually and as a system. All param-

eters that could be tested met the requirements with
an output power greater than 6 W. The transmitter

is nov/being packaged for final testing.

V. TWENTY WATT SOLID-STATE
TRANSMITTER DEVELOPMENT

In mid-1965 it seemed practical to undertake the
development of a 20-W solid-state transmitter al-

though it had not appeared feasible a year earlier.

DONALD G. DAVIS

This decision was based on the rate at which the

solid-state component companies had been com-

pleting designs for new S-band devices. The rate of
progress in development of these devices makes it

probable that changes in a design will be made before

the production unit is released. Therefore, this task
must follow the state of the art of solid-state com-

ponents which are suitable for applications in S-band,
high-power transmitters for airborne applications.

In June 1965, MSFC awarded contract NAS8-

20505 to Energy Systems, Inc., for development of a

20-W solid-state UHF transmitter. The proposed
approach to the design of this transmitter is shown

in block diagram form in Figure 5. Note that the

approach is similar to that followed in the 5-W S-band

transmitter. The major challenge lies in the greatly
increased RF power level. None of the low-level

circuitry of the 5-W S-band transmitter, including

the crystal oscillators, VCO, mixer, etc., requires

significant changes to raise the power level by 400
percent. However, some minor differences exist

because of the development of transistors which op-

erate satisfactorily at higher frequencies and powers

since the inception of the 5-W transmitter design.

The modulation input is applied through the VCO
.circuit to a balanced mixer where it is mixed with

the reference signal from a crystal-controlled os-
cillator. The balanced mixer is essentially identical
with the one used in the 5-W transmitter with a fre-

quency scale-up. The mixer uses high performance

silicon diodes, hot carrier diodes, and varactors.
The bandpass filter is used to further enhance the

spurious response of the circuit over what the in-

trinsic operation of the balanced mixer will provide.

The power is stepped up 10 db in each of the next

two stages, increased to 1 W by the next stage, and

finally to 5 W by the stage preceding the main ampli-
fier.

There is now in development by RCA for

NASA/GSFC a new transistor, the TA2675, which is
expected to provide 20 watts of RF power at 430 MHz.

The collector efficiency is expected to be about 50
percent and the gain about 6 dB at 430 MHz. The

potential advantage in using this transistor is that

the intermediate amplifier would require only one

transistor and the final power amplifier would re-

quire only four paralleled transistors. These ampli-
fiers must use two and eight 2N3733 transistors in

parallel, respectively, if the TA2675 or an alternate
does not become available.
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FIGURE 5. BLOCK DIAGRAM OF 20-W SOLID-STATE UHF TRANSMITTER

The present approach to paralleling the transis-

tors is to lay them out in a symmetrical fashion in a
circle around a center feed point to assure that the

phase of the drive to each transistor is identical.

Figure 6 is an example showing how the input cir-

cuitry to the paralleled transistors is expected to be
arranged. (This shows the worst case of using eight

transistors but the principle will remain the same if

only four are used.) The 5-W Source is delivered to
two capacitors which provide a step up of impedance

at point A. Transformers are symmetrically spaced

in a radial pattern about the capacitor C 1 to resonate
each of the input circuits. A step-down transformer,

consisting of only one or two turns, is then used to
link couple the input of each transistor. This pro-

vides the necessary physical spacing between the

units so that they may be practically arranged on a

common plate and also provides the lower impedance

necessary to drive the large transistors.

iNPUT

5W

281 MHz _ /._

TO COLLECTORS

TYP 8 PLCS

OUTPUT

65 W

281MHz

FIGURE 6. PARALLEL VHF POWER TRANSISTOR
AMPLIFIER

The output of the main amplifiers is 65 W at 281
MHz. This output is applied to the multiplier change
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consistingof threebalanceddoublers. Theoutputof
thefirst doubleris 50Wat 563MHz;thesecondis
35Wat 1100MHz;andthethird is 20Wat 2200MHz.
Thedevelopmentof the20-Wsolid-stateUHFtrans-
mitter is in anearlyphasewith majoremphasison
determiningthemostappropriatesolid-statedevices
to use.

Vl. CONCLUSION

In February 1965, the Department of Defense di-

rected the three services to completely remove te-

lemetry operations from the 225 to 260 MHz band by
1970. Until recently NASA planning was based on the

use of the 225 to 260 MHz band for an indefinite per-
iod beyond 1970. Shortly after the firm directive to

4. DONALD G. DAVIS

the three services, DOD requested that NASA also

vacate the VHF telemetry band so that these fre-

quencies might be used for other high priority ap-
plic ations.

In June 1965, NASA convened an intercenter

study group to investigate and define NASA require-

ments for telemetry frequencies beyond 1970 and to

evaluate the impact of the move on program costs and
schedules. The results of this study had not been re-

leased at the date of this report.

If NASA initiates the move in telemetry opera-
tions as requested by DOD, one of the major problem

areas is likely to be availability of RF transmitters
with the required performance and environmental

capabilities. The purpose of the telemetry develop-
ment program described in this report is to meet this
requirement.
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N67-3o587
ADDRESSABLETIME DIVISION DATA SYSTEM

By

Roy Williams

ABSTRACT

The advantages and design considerations of a
central programer, a common address, and a data

return bus are compared to the telemetry system of
the Saturn IB.

I. INTRODUCTION

Present telemetry systems route individual
transducer signals to a central telemetry package,

adding the bulk and mass of numerous wires to the

vehicle. The system described herein will eliminate

most of this wiring by using a central programer,
a common address, and a data return bus.
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II. PRESENTDESIGN

With the increase in size and mission require-
ments of space launch vehicles has come an accom-

panying demand for measurements; this requires a

significant increase in cables and connecters. The

current study on an addressable time division data
system seeks to eliminate most of these cables and
connectors.

As an example of what may be done in this area,
consider an application from the 200-series vehicles.

The Saturn IB space launch vehicle shown in Figure
i gives an overall view of the distance that some con-

ductors are run. The telemetry package used as an
example is in unit 13. Sixty percent of the trans-
ducers monitored are located in unit 9 next to the

engines; 30 percent are located in unit 12.

Figure 2 shows that to reach from the instrument

compartment in unit 13 to the measuring distributor
in unit 9, 34 meters of conductors are required for

each measurement; to unit 12, it takes 7.62 meters.

The wire presently being used for these runs weighs
2.0 kilograms per 305 meters, which gives us approx-

imately 0.22 kilogram of wire to unit 13 for each

measurement and 0.05 kilogram to unit 12.
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III. PROPOSEDDESIGN

If one wire could be used to carry the information

and one wire to select or address the desired infor-

mation, it would be possible to save approximately 41

kilograms minus the amount of weight added to the

instrumentation. This is the type of system presently

being evaluated.

Figure 3 shows the major elements of a system

of this type. MSFC has a contract with Martin-

Denver to furnish a study and prototype of the cables

and measuring sources. The master programmer

may be designed in house if the concept proves feasi-

ble.

MASTER

PROGRAMER

ADDRESS BUS

DATA BUS

[ MEASURING J

SOURCE

I

_ MEASURING ]
-- SOURCE

MEASURING r-- SOURCE

512

FIGURE 3. ADDRESSABLE TIME DIVISION

DATA SYSTEM

The master programmer consists of an interro-

gator and an analog-to-digital converter. The data

will be transmitted in analog form from the measuring

source to the master programmer. There it will be

converted to pulse code moduJation. This signal then

will be used to frequency modulate a transmitter. The

measuring source consisLs of an address decoder and

an address decoder and data switch. One measuring

source might handle several transducers.

The interrogation signal consists of a serial

digital waveform, containing the address of the meas-

uring source to be interrogated, and timing or syn-

chronization ilfformation. This sigiml uses one of the

two system cables. The present plan is to use a

return-to-zero signal with double amplitude pulses

for synchronization as shown in Figure 4 for a 10-bit

address.

TIME

I 2 5 4 5 6 7 8 9 I0

÷+

SYNCH

PULSE

FIGURE 4. RETURN TO ZERO ADDRESS

WA V E F OR M

IV. ADVANTAGES OF PROPOSED DESIGN

The advantages of using a serial digital interro-

gation signal are that circuitry on both the transmit-

ting and receiving ends is simple (no filters or oscil-

lators are necessary) and integrated circuitry can be

used to increase reliability and to reduce size, weight,

and power consumption. To allow for expansion of

the system, each address can be made one or two bits

longer than the immediate requirements, thus adding

two extra bits. For example, from 8 to i0 would ex-

pand the capability from approximately 500 to i000

addresses. The address words will be easily changed,

making it possible to interchange measuring sources

and relocate them easily. The measurement source

(Fig. 3) must be able to perform two functions; first,

it must decode the address to the data system, and

second, upon being addressed it must switch its data

to the data bus.

The address decoder's function is to identify the

address information from the address bus and convert

it to a switching signal for interrogation of a specific

data source. The decoder also must derive a clock

or synchronization pulse from the address or contain

a clock synchronizer to the address; in our case a

synchronization pulse is transmitted with the address.

It is important that decoder circuitry be highly re-

liable. A failure of a decoder can mean the loss of

data from one or several sources; therefore, relia-

bility will have to be a major consideration.

The measurement source switch can be one of

two types, analog or discrete. The discrete data will

be quite simple to handle; however, the analog, which

can be low level or high level, will be much more

difficultbecause of switching noise and switching

voltage offsets. The data can be returned by three

methods; pulse amplitude modulation, pulse position

modulation, and pulse code modulation. It is planned

that pulse amplitude modulation will be used. Pulse

code modulation, from the standpoint of signal only,

28
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V. CONCLUSION

is the most desirable; however, this would require an
A/D converter for each measuring source. A/D con-

verters are relatively large and expensive and would
add a large amount of mass to the system. Because

we operate in a closed system over a relatively short

distance, pulse amplitude modulation can be used with
little deterioration of the signal.

It can be seen that mass can be reduced by elim-

inating cables and reducing the size of the connectors.
However, there are some problems in the area of

reliability that must be overcome. As soon as it is

possible to predict how much instrumentation is in-
volved, an investigation of mass tradeoff will be

initiated to determine the extent of the program.
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FUELCELLSYSTEMS

By

Richard J. Boehme

SUMMARY

The development of fuel cells at Marshall Space

Flight Center is described. Program management

and organization are summarized, basic hydrogen/

oxygen fuel cell phenomena are reviewed, and devel-

opments centered around the asbestos matrix and

static moisture removal are described. Practical

systems and subsystems are discussed and perform-

ance figures are given.

I. INTRODUCTION

Investigation of fuel cell technology and its ap-

plicability to space vehicles dates back to 1958 at the

Marshall Space Flight Center, which was then known

as the Army Ballistic Missile Agency.

Surveys of power requirements for various mis-

sion concepts continued to indicate a growing need for

fuel cell systems to furnish electrical energy. The

range of power requirements for which fuel cells were

anticipated is shown roughly in Figure i. Tradeoff

limits are only approximate, but the figure is still

considered applicable today. These limits must be

I0 HRS, IDAY I WEEK I MONTH 6 MONTHS

FIGURE t. ANTICIPATED RANGE OF FUEL CELL

POWER REQUIREMENTS

tempered with such factors as availability, complex-

ity, reliability, and cost for any particular applica-
tion.

The present fuel cell program was initiated in

November i961 when proposals were solicited from

12 sources for research and development work.

The Allis-Chalmers system was selected as the

one offering the most advantages for space vehicle

application, at least for the next ten years, and a re-

search and development contract was negotiated in

May 1962. This work has been sponsored by the Of-

fice of Advanced Research and Technology.

II. PROGRAMSUMMARY

The fuel cell program established at the Marshall

Space Flight Center is summarized as follows.

1. Major Effort. The major effort is repre-

sented by contract NAS8-2696, entitled "Fuel Cell

Systems," with the Allis-Chalmers Manufacturing

Company. The contract consists of three categories:

a. Research and Technology Tasks

b. Breadboard Systems and Laboratory

Support

c. Engineering Model Systems

2. Associated Contract. An associated contract

(NAS8-5392) has been in effect since mid-J963 to

supplement the program with theoretical studies,

mathematical models, and computer analysis of sys-

tems and subsystems.

3. In-House Support. The in-house support for

the program consists of five types of effort:

a. Evaluation of Alternates.

Components and subsystems.

bo Preliminary Designs and Breadboards.

Advanced electrical controls, converter,

and instrumentation.
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C.

d,

e.

System Studies and Analyses.
Electrical interface, thermal, and

vibration.

System Testing and Evaluation.

Performance, environmental, and

interference.

Establishment of Guidelines.

Preferred parts lists, fabrication

techniques, and specifications.

II I. MANAGEMENT

Program management has been quite successful.

A small, informal working group of directly con-

cerned personnel from the Office of Advanced Re-

search and Technology, Office of Manned Space Flight,

Manned Spacecraft Center, and Marshall Space Flight

Center has been established for program planning and

coordinated control. This group meets monthly to

review the progress and to resolve outstanding prob-

lems.

Marshall Space Flight Center has the responsi-

bility for contract administration; however, since

August 1964, responsibility for technical supervision

is shared by the Manned Spacecraft Center and the

Marshall Space Flight Center.

IV. COMPARISON OF CELLTECHNOLOGY

Some of the objectives that have been achieved

and the outstanding advantages of the system that has

been developed are described in this paper. To es-

tablish these advantages, some of the basic fuel cell

phenomena that characterize present hydrogen/oxygen

fuel cell systems are reviewed.

Figure 2 depicts an early ion exchange mem-

brane cell developed by the General Electric Com-

pany. This cell is basically an acid type. The

porous electrodes consist of metallic screens embed-

ded in platinum powder bonded to both sides of the

exchange membrane. The 0.0254-cm (10-mil) thick

polymer membrane represents an acid electrolyte

between electrodes. Sulphonic acid was added later

to increase the current capacity.

Ccaseous hydrogen and oxygen admitted to the

cell cavities are absorbed within the electrodes

where, in the presence of the catalyst, a complex

(_:_I) ¢,II

FIGURE 2. ION-EXCHANGE MEMBRANE

(ACID) CELL

electrochemical reaction occurs that results in the

simplified electrode reactions shown on the illustra-

tion. Electrical energy results from the electrons

that are released by the ionization of hydrogen.

Transfer of the hydrogen ions through the mem-

brane is accomplished by an electronic diffusion mech-

anism to a zone at the cathode, where they combine

isothermally with the oxygen species to form water.
Therefore water must be primarily removed from the

oxygen side.

A temperature of 35°C and a pressure of about

15 N/cm 2 (22 psia) are normally used for this cell.

A basic alkaline cell used in the Allis-Chalmers

system is shown in Figure 3. Note that the resultant

reactions are similar, but the mechanisms are quite

different. Major differences are:

Capillary Matrix
(Atkotine)Cell

/

FIGURE 3. CAPILLARY MATRIX (ALKALINE)

CELL
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1. The electrolyte is a KOH solution held by the

high capillary forces of a 0.0508 or 0. 0762-cm (20

or 30-mil) -thick asbestos mat.

2. The porous anode consists of nickel sintered

on a nickel screen and catalyzed with 4.6 mg/cm 2

each of platinum and palladium.

3. Allis-Chalmers now uses silver, without

catalysts, for the cathode.

4. Electrical conduction within the cell is main-

ly attributed to hydroxyl (OH) ion transport.

5. Water is inherently formed at the hydrogen

electrode and must be removed from that side.

6. Normal pressure and temperature for this

cell are 25.5 N/cm 2 (37 psia) and 95°C, respec-

tively.

The basic Bacon cell is used in the Pratt and

Whitney Apollo fuel cell system. The basic reactions

are no different from those described for the Allis-

Chalmers cell. Notable differences not obvious from

the basic diagrams of Figures 3 and 4 are:

Bocon Cell

iAIl(alinei

T - 220"¢
P-5_, PS_A

LOAO 3_9 N,'cm _

00_ XOH._20 ; _ "-02

2H2+ 02 "*'2 H20+4e +HEAT

FIGURE 4. BACON CELL (ALKALINE)

i. Dual porosity sintered nickel electrodes are

required without catalyst.

2. The KOH concentration of about 80 percent

is a solid below 150°C. It must be retained between

the porous electrodes.

3. Normal operating conditions are 37.9

N/cm 2 (55 psia) for pressure and about 220°C for

temperature.

Inherent advantages that the Allis-Chalmers

system has by virtue of its type and class of cells

can be summarized as follows:

1. Alkaline cells inherently offer higher elec-

trical performance, current density, and efficiency

than do acid cells; they offer these advantages without

the high probability of problems with materials. These

advantages are even greater when ion exchange mem-

branes are present, since ion exchange membranes

incur higher impedance and are deteriorated by tem-

peratures above 60°C, which limit the allowed chem-

ical activity.

2. Presently, the ion exchange cells produce

nonpotable water (pH = 2) and are severely limited

in their shelf life and the number of starts.

3. Advantages of the Allis-Chalmers cell over

the Bacon cell because of the lower temperature,

pressure, and KOH concentration are:

a. The more rapid degradation mechanisms

are avoided, such as crystalline (or

dendrite) growth, excessive cathode

oxidation, plugging of manifold orifices,

and problems with seal materials.

Do Very long critical startup and shutdown

and stresses created by phase change of

electrolyte are avoided.

c. Lower parasitic power is required for

standby.

V. UNIQUE FEATURES AND OBJECTIVES

Ruggedness, simplicity, and stability -- three of

the primary objectives of the Marshall Space Flight

Center program -- have been met by developments

centered around the asbestos matrix and the static

moisture removal concept. Simultaneously, out-

standing silver electrodes have been developed that

have improved electrical performance and life.

Water management is of paramount importance

to high performance and successful operation of fuel

cells. Water is produced in the cells at a rate di-

rectly proportional to the load and must be removed

or else the performance will decay as the cells be-

come flooded. If too much moisture is removed,

electrolyte drying can decrease performance and in-

crease heating to the point of burnout.
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Test results (Fig. 5) have shown that there is an

optimum range of KOH concentration in the electro-

>

o_94 _ --'-'-"'--"----- _,

CELL TEMPERATURE 8S'C •

'_ .92 CELL PRESSURE 25.SN/cmZ(37PSIA}
w CURRENT DENSITY 108mA/crn z (IOOASF)o

.90
33 34 35 56 37 38 39 40 41 42

PERCENT KOH BY WEIGHT

FIGURE 5. FUEL CELL TEST RESULTS

lyte for a given temperature and pressure. For the

subject asbestos matrix cells, which operate at about

95°C and25.5 N/cm 2 (37 psia), 27 percent KOH and

45 percent KOH have been established as the practical

limits of electrolyte concentration for sustained ope-

rations. The electrolyte concentration, being de-

pendent on the amount of water present, is controlled

by the water removal subsystem based on the unique

concept of static moisture removal.

Figure 6 shows a diagram of a cell cross sec-

tion where asbestos is used as the electrolyte holder

and as the water removal matrix. Moisture is re-
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FIGURE 6. FUEL CELL CONSTRUCTION USING

STATIC MOISTURE REMOVAL SYSTEM

moved statically and inherently at the proper rate

by the moisture removal or transport matrix, which

is saturated with a higher concentration KOH solu-

tion (say 45 percent) than the 37 percent present

in the electrolyte holder. Because of the high capil-

lary force of the asbestos on the KOH, the hydrogen

is retained in the hydrogen cavity.

The vapor pressure at a given temperature ex-

erted by each of the membranes will be inversely

proportional to its KOtt concentration. The vapor

pressure of the KOH electrolyte as a function of con-

centration and temperature is given in Figure 7. The

30 32 34 36 38 40 42

CELL ELECTROLYTE CONCENTRATION (% KOH)

FIGURE 7. FUEL CELL ELECTROLYTE

CONCENTRATION AS A FUNCTION OF

VAPOR PRESSURE AND TEMPERATURE

water vapor molecules seek equilibrium with the re-

actant gas molecules, and the sum of the partial pres-

sures of the gases equals the total cell pressure.

Now, with the proper pressure setting in the water re-

moval cavity added to the vapor pressure of the water

removal matrix, equilibrium can be established for

the desired electrolyte concentration.

When product water dilutes the electrolyte, its

vapor pressure increases, thereby transferring

moisture to the reactant gas. The water removal

membrane, having a lower vapor pressure will absorb

this moisture to establish partial pressure equilibri-

um. If the pressure of the water removal cavity is

held constant, moisture will be delivered as vapor to

the removal cavity by virtue of the increased vapor

pressure of the removal matrix.

This concept can be compared to the Apollo fuel

cell system which uses a recirculatin_g hydrogen loop
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where moisture is removed by circulating excess hy - 
drogen through the cells. Water  is then condensed 
and separated with a centrifugal separator. 

V 1. PRACTl CAL SYSTEMS AND 
SUBSYSTEMS 

The major module developed has been the '?fuel 
cell module" (or stack) which is constructed from 
standardized cell components. The rugged construc - 
tion of a single cell ,  having an electrode area of 372 
cm2 (0 .4  ft') , is illustrated in Figure 8. Plated mag- 
nesium plates give structural rigidity, provide the r e -  
actant and water  removal cavities, serve as current 

I I L ... 

i 

* 
I 1111111111 L- 

I 

FIGURE 8. CELL CONSTRUCTION 

collectors for external connections, and efficiently 
transfer heat out of the cell. The anode plates a r e  
electrodeless nickel plated and the cathode plates a re  
plated with gold over nickel. Note the cell seals, 
which a re  rubber O-ring gaskets, and the holes, which 
form an internal manifolding system when the cells 
a r e  assembled into a stack. The support plaques a re  
porous metal mats (similar to the electrodes) which 
evenly support the asbestos and keep it from being 
compressed into the cell cavities furnished by the 
manifold grooves in the plates. 

The cells a r e  assembled in parallel pairs and 
arranged so  that one water removal cavity serves two 
cells,  conserving weight and space. A closeup view 
of a typical assembly is shown in Figure 9. -Here the 
intercell connection blocks, some instrumentation 
leads, and some of the rods which keep several tons 
of compression on the stack can be seen. The plate 
fins, which transfer cell heat to a circulating gas 

FIGURE 9. CLOSEUP VIEW OF TYPICAL 
ASSEMBLY 

cooling system, a re  shown protruding beyond the 
fiberglass spacers to form slots for gas passages 
along the outer edges of the stack. 

A breadboard assembly, without the outer can- 
is ter ,  is shown in Figure 10 to demonstrate i ts  
rugged simplicity. The fiberglass ducts direct he- 
lium coolant gas from two blowers down over the cell 
fins. The return path i s  through the intercell slots to 
the canister and back through a heat exchanger on top 
of the stack. This is shown better in Figure 11, 
which diagrammatically depicts the sccondary coo!mt 
system. 

The modular design concept that has been followed 
throughout, together with the  secondary coolant sys- 
tem, accomplishes the objective of versatility; with 
minimum design impact, this fuel cell system can be 
interfaced with just about any vehicle liquid cooling 
system. Neither the Apollo nor the Gemini system 
has such a feature. 
directly to  each of the cells. 

Each uses coolant tubes attached 

An overall system schematic is given in Figure 
12; some of the subsystem features are as follows. 

1. Inlet pressure regulators maintain balanced 
reactant pressures for optimum performance. Pres- 
sure  differential is far less critical to this system 
than for the Apollo or Gemini systems because of the 
rugged cells and the high capillary force of asbestos. 

2. The temperature -compensated vacuum -regu - 
lator control effects the proper water removal pres- 
sure  and extends the allowable operating temperature 
range for startup purposes. 

5 
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FIGURE 11. SKETCH O F  BREADBOARD 
ASSEMBLY WIT11 OUTER CANISTER 

FIGURE 10. BREADBOARD ASSEMBLY 
WITHOUT OUTER CANISTER 

3 .  T h e  ampere-hour controllcr a s s u r e s  efficient 

With a r c x t n n t  purity of 
minimum purging of i ne r t s  and impur i t ies  t1LTt 1111ild 
up in the  reac tan t  cavities. 
99.9 percent. purging requires about 3 pcrccnt of the 
reactant consumed. 

INLET VhLVES 

PRESSURE REWLbTORS 

VACUUM 

FIGURE 12. SYSTEM SCHEMATIC 

4. T h e  hea ter  providcs wnrmup in less than 
an  hour for cold s t a r t s .  



A complete engineering model system recently 
delivered to Marshall Space Flight Center for test 
and evaluation is illustrated by Figure 13. 

~ 
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FIGURE 14. SPECIAL TEST EQUIPMENT 

FIGURE 13. ENGINEERING MODEL SYSTEM 

Figure 14 shows the special test equipment required 
to interface the system with the laboratory facilities. 

The equipment shown is not a flight model, al-  
though the components a re  flight oriented. It has 
been heavily instrumented for test purposes: no par- 
ticular attempts have been made to reduce weights or 
to environmentally qualify components. The control 
components (such a s  valves and transducers) shown 
in the foreground of Figure 13 have been mounted a s  
removable modules on the front panel affixed to the 
canister housing. The entire reactant control as- 
sembly is also readily detached from the canister 
when particular installations require it. 
provides accessibility to the assembly for maintenance 
or  field repairs  , which a re  both possible with this 
design. 

This feature 

The rating of the delivered system is 2 kW at 
29 volts, and it has an expected life well beyond the 
720 hours initially designated as  a design goal for 
this model. To achieve the 2 kW rating with the & 2 
volt regulation constraint for an output power range 
of 800 to 2000 watts, cells capable of sustaining cur- 
rent densities to  200 mA /cm2 and having good regu- 
lation and long term stability had to be developed. 
This was accomplished with the incorporation of a 
high performance silver cathode designated a s  "Hysac 
Electrode. I '  A typical volt -ampere characteristic for 
a cell with this electrode, a s  it would perform in a 
system, is shown in Figure 15; the trapezoid reflects 
the performance limits that an individual cell must 
maintain to fulfill the system requirements. 

1200 

1100 - 
> 
I 

J 
5 

1000 
c 

J 

w " 
g 

900 

800 
0 40 80 120 160 200 240 280 

CURRENT DENSITY (rnA/crnP) 

FIGURE 15. TYPICAL CELL VOLT-AMPERE 
CHARACTERISTIC 
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V ll. SYSTEMS PERFORMANCE

Three extensively tested breadboard systems

have shown good performance and progressive im-

provement and have pointed out problem areas.

Breadboard systemswere essentially the same as the

later engineering models except that they used com-

mercial auxiliary components and the fluid coolant

subsystem was simulated with laboratory equipment.

Also, the breadboards were rated for only t800 watts.

Only a brief account of these tests and the results are

given here. These tests have been well documented

in the quarterly reports distributed under contract

NAS8-2696 (copies are available upon request).

The second breadboard system was tested at

Manned Spacecraft Center using a composite load

profile representing several NASA mission require-

ments. This profile appears in Figure 16, which

shows several peaks to i. 8 kW. The system was

subjected to several cycles of this profile during the

first test phase, which demonstrated good perform-

ance with life to 500 hours.
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.6 - "

I_ _
.4 '
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I.I,-- EX P. SCALE-----"I

FIGURE i6. RESULTS OF BREADBOARD SYSTEM

TEST

TABLE I. MISSION REQUIREMENTS VS BREADBOARD TEST RESULTS

Mission Requirements

"35 Cell" Allis -Chalmers

Breadboard Results

Time Hour s Hour s

Mission (1) Power ( Hour s) Start 330 530

Gemini total 610 to 1750 W (2) 340 2200 W 1800 W 1600 W

23 to 30V @27 V @26 V @25 V

Apollo per rood 560 to 1420 W (3) 340 2200 W 1620 W 1400 W

CSM 27 to 31 V @27 V @27 V @27 V

LEM per mod 130 to 1125 W 112 2200 W 1620 W 1400 W

27 to 31V @27V @27 V @27 V

(1)

(2)

(3)

Saturn per mod 1750 W 6.5 2200 W 1800 W

26 to 31V @27V @26 V

Load profile for breadboard tests was a composite of requirements for all the missions listed.

This peak will occur only during the two-day rendezvous missions.

Emergency return one-module peak 2300 W @ 20 V (minimum).

Average power output: 3 modules 900 watts; 2 modules 1200 watts

Table I compares the output performance during

the first test phase with the various mission require-

ments and demonstrates that the system was able to

perform each of these missions. Total Gemini loads

were used; whereas the Apollo, LEM, and Saturn re-

quirements were prorated on a per module basis for

these tests.

Following a long dormant period incurred by con-

version of test facilities, various performance and life

testing was resumed at the Manned Spacecraft Center.

A useful life beyond 1000 hours was demonstrated,

although the + 2-volt regulation desired was not

maintained. This unit did not have the "Hysac Elec-

trode" or fully automatic electrical controls. The
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output characteristics of the system for several times

throughout the test life are given in Figure t7.

Similar performance and life characteristics of

a subsequent model tested at Allis-Chalmers are

shown in Figure 17 for comparison. The notable im-

provement in performance shown by the latter system

reflects the incorporation of "Hysac Electrodes" and

automatic electrical controls and the reduction of

the thickness of the electrolyte matrices from 0. 0762

to 0.0508 cm. (30 to 20 mils).
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During the first 1500 hours, loads were varied

between 500 ar/d 2200 watts and held for long periods

to give a total of 1,6i8 kwh delivered at an average

load of i. t kW during these tests. The system main-

tained the ability to operate at the 2 kW level for long

periods.

The thermal efficiency computed at the 400 hour

mark was 65 percent for the latter system. Its spe-

cific fuel consumption to this point was 0.349 kg

(0.77 Ibm) per kWh. These tests demonstrated that

this system, of the three compared, offers the high-

est energy density, the widest power range, and su-

perior voltage regulation for longer operating times.

It also was not critical to start up or shut down cycles.

VIII. FUTUREPLANS

As evidenced by the latest workscope and efforts

planned for the near future by Manned Spacecraft

Center, this system is considered one of the out-

standing contenders, capable of improvement to meet

the higher performance, reliability, and life require-

ments anticipated for the Apollo Applications Program.
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THE DEVELOPMENTOF AN

IMPROVEDZINC/SILVER-OXIDEBATTERY

By

Charles Graft

SUMMARY

Details of the investigations that led to the de-

velopment of an improved primary zinc/silver-oxide

battery are presented. Research was conducted in

two areas, separator materials and variable factors.

Results of the research are the development of a

more effective separator system and an improved

cell design.

I. INTRODUCTION

Requirements for flight batteries in the past have

been for relatively high discharge rates for short

periods. For these applications primary batteries

with a specified wet stand of 72 hours have been used.

These batteries have provided high power density and

good voltage regulation.

For more recent flights, operating times have

increased from minutes to hours and the vehicles

have become more complex, requiring battery instal-

lation earlier in the countdown. In addition, operat-

ing procedures at Cape Kennedy require flight bat-

teries for certain all-system testing. Recently, four

sets of batteries have been required for each flight,

increasing expense. Efforts have thus been directed

toward development of a battery with a longer wet

stand time and a limited recharge capability. If a

battery can be developed that retains the desirable

characteristics of the present primary battery,

battery cost can be reduced significantly.

II. DEVELOPMENT PROGRAMS

In June 1963, a contract with the Eagle-Picher

Company was initiated for investigations leading to

the development of an improved primary zinc/silver-

oxide battery. The primary objectives were:

1. Longer wet stand life

2. High energy-to-weight ratio

3. Low gassing

4. Good voltage regulation

5. Improved thermal characteristics.

Some of these requirements are not compatible and

therefore require compromise.

With the limited funds available for this program,

basic materials research could not be accomplished;

therefore, an attempt was made to optimize the cell

design for applications using currently obtainable

components. The preliminary analysis resulted in

a long list of variable factors, indicating that classi-

cal research methods would not give usable results

with a reasonable amount of effort and cost. It was

decided to split the project into two programs. One

program would be for the investigation of separator

materials and combinations of separator materials

and would be pursued by classical research methods

since they lend themselves to this approach. The

other program would consider all other variable

factors and was approached by a fractional, factorial

analysis, which is a statistically designed experi-

ment.

III. SEPARATOR SYSTEM

Factors such as the battery voltage, voltage

regulation, battery capacity, and wet stand time are

functions of the separator characteristics.

11
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Some of the desirable characteristics of a

separator material are:

1. Low electrical resistance

2. High absorbency

3. Rapid wetting ability

4. Stability of all properties over a wide tem-

perature range

5. Stability in concentrated potassium hydroxide

6. Resistance to oxidation

7. High oxygen permissibility (less important

in the primary cells)

8. Ability to retard migration of silver and zinc

ions

9. Good physical strength.

The first four of these are probably the more

variable among commonly used materials and lend

themselves to quantitative tests. In addition to

laboratory tests of the listed characteristics, some

cell cycle tests were devised for the most promising

separators. These preliminary tests indicated that

cellulosic membranes offered advantages in electri-

cal resistance and absorbency while polyethylene was

essentially inert to the caustic environment.

Although these tests provided useful information,

the ultimate tests were in the construction and opera-

tion of test cells. Also, a number of variables in

cell design require optimization of the separator

system or combinations of separator materials. For

this evaluation, combinations of separator materials

were analyzed in test cells. Post-mortem examina-

tion of these cells showed an advantage of employing

an "open" material next to the positive plate. This

prevents damage to the membrane by crystalline

formations. These formations otherwise tend to force

the separator from the plate causing uneven discharge

and tearing or puncturing of the membrane.

There are eight factors, A through H; one with

four levels, one with two levels, and six with three

levels. Following instructions of the Addleman plan,

a matrix was set up for analysis. This resulted in

a requirement for 27 trials or cells. Details of this

technique are well defined in Addleman's Orthogonal

Main-Effect Plan. As a result of this study, 5 dupli-

cate sets of 18 different cell designs were discharged

at different stand times. The results of these tests

indicated improved capacity retention for a higher

concentration of potassium hydroxide and lower

density electrode material with the use of a spongy

formulation of the negative material. In addition,

the use of silver grids and the low density electrode

materials improved the voltage of the cell.

At the completion of the study phase, it was

decided to state some specific design goals. The

desire was to retain the electrical characteristics

of the primary cell. Specific design goals are:

1. Stand time of 30 days

2. Stand temperature of 32 °C

3. Cycle capability of 6 in 30 days

(a) Five cycles at 25 percent depth

(b) Final discharge of 100 percent capacity

4. Battery voltage during discharge of 1.4 _0. 1

volts per cell.

Data obtained during the first phase of the in-

vestigation indicated impressive stand characteristics

for multiple wraps of membranes in conjunction with

absorbent materials next to the positive and negative

plates. Proper location of efficient, thin, separator

materials permitted low cell impedance and the use

of more active materials, thereby increasing capacity.

V. EXPERIMENT DESIGN

IV. INITIAL TESTS AND DESIGN GOALS

The fractional factorial analysis of the factors

not investigated in the separator program was based

on Addleman's Orthogonal Main-Effect Plan No. 11

from DDC Document Number AD272250.

The first step in design of the experiment is to

choose the significant variables as factors. Next,

the number of levels of each of the quantitative and

qualitative factors is chosen.

The chosen factors and their levels are:

12
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A. Additives to electrolyte

A o None

A 1 1% Gel

A 2 MnO (at saturation)

A 3 LiOH (at saturation)

B. Electrolyte Concentration

B 0 35%

B 1 40%

B 2 45%

C. Positive material density

C O 4. 155 g/cc

Cj 4.520 g/cc

C 2 4. 885 g/cc

D. Positive grid metal

D O 4/0 Ni

Dj 4/0 Ag

E. Negative material density

E 0 2. 440 g/cc

E 1 2. 742 g/cc

E 2 3. 050 g/cc

F. Additive content in negative plate

F 0 1%

F1 _o

F 2 4%

G. Negative grid metal

G o Copper (4/0)

G 1 Silver flashed Cu (4/0)

G 2 Silver (4/0)

H. Negative formulation

H0 Pasted

H 1 Sponge

H 2 Metallic

The porosity, or apparent density, was very

important in the formulation of both the positive and

negative plates. The limiting factors in securing

low density electrodes are in the formulation tech-

niques for producing electrodes.

VI.

., CHARLES GRAFF

SUMMARY OF RESULTS

In several areas, compromise was required to

obtain the optimum design. The changes in the over-

all design of the cell are summarized in the list

below, which gives a comparison of the construction

before and after development.

PRESENT IMPROVED

Positive Nickel Silver

Grid

Silver 4. 885-

Density 5. 490 g/cc

4. 270-4. 575 g/cc

Negative

Grid Copper Silver

Positive

Absorbent None 6.35x 10 -3cm

matted nylon

Membrane #133 Visking Two Thin Cellulose

Negative

Absorbent 20.32 x 10 -3 6.35 x 10 -3 cm

rayon rayon

The most promising achievements are a more

effective separator system, moderate recharge

capabilities, and a smaller overall thickness. This

allows the use of more active materials and actually

increases the capacity of the cell. In addition, im-

proved design and formulation of the plates increased

the capacity.

A comparison of the discharge characteristics of

the two ceils is shown in Figure 1.
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FIGURE 1. TYPICAL DISCHARGE

CHARACTERISTICS, THIRTY AMPERES AT+23.9 ° C
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Note that initial voltage in the cell after 30 days stand

is a little higher than the cell with no stand time.

This is probably the result of a higher charge state

after the last partial discharge.

Future plans are to put some of the improved cells

into a multi-cell battery to check the validity of the sin-

gle cell test and also to build cells with larger electrode

areas to see what type of scale-up problem might develop.

14
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THE ELECTRICALPOWERSYSTEMFOR THEPEGASUSSATELLITE

Charles Gruff

SUMMARY

The electrical power system developed for the

Pegasus satellite by Fairchild Hiller with assistance

provided by the Astrionics Laboratory of MSFC is

described.

The power load for Pegasus is approximately 40

watts, with peaks occurring during interrogation

intervals. Electrical power is provided by a photo-

voltaic, secondary battery power system. Solar

energy conversion is accomplished with silicon solar

cells. A battery with a nominal capacity of 6 ampere-

hours provides power during the dark period, which

varies between 35 and 15 minutes. Dual battery and

recharge systems are provided.

Three Pegasus satellites are now in orbit with

the power systems functioning properly.

I. INTRODUCTION

The Pegasus satellite was developed under con-

tract by Fairchild Hiller. Astrionies Laboratory

closely monitored and provided assistance in the de-

velopment of the electrical power system.

The Pegasus satellite is an excellent example of

the application of a photovoltaic, secondary battery

power system. The load is approximately 40 watts

with peaks occurring during interrogation intervals.

The orbit is approximately 100 minutes with eclipse

ratio variations from 35:65 to 15:85.

II. EQUIPMENT DESCRIPTION

A 23-cell nickel-cadmium battery with a nominal

capacity of 6 ampere-hours was selected to provide

power during the dark period. During the maximum

eclipse time of 35 minutes, the load is supplied with

13 percent of the battery capacity.

The solar energy conversion for this satellite

is accomplished with N-on-P silicon solar cells on

four panels. The panels are deployed in orbit in the

planes of a regular tetrahedron, giving maximum

area utilization efficiency for solar cell panels on

a randomly oriented satellite. The average power

available during random orientation is 79 percent of

the maximum from one panel.

The forward solar panel is 103.14 by 163.83

centimeters and contains 6160 solar cells in an

arrangement of 55 parallel strings of 112 in series.

Under test conditions at Table Mountain, California,

the panel produced 115 watts at 42 volts. In orbit,

the maximum power per panel is approximately 135

watts, and the average power from all four panels is

approximately ll0 watts. During the sunlit portion

of the orbit, the solar cells power the 40-watt load

directly while simultaneously charging the batteries.

Approximately 48 watts are required for battery

charging and about 20 watts are dissipated in the

power-system electronics.

Figure 1 shows a block diagram of the entire

Pegasus electrical power system. The four solar

cell panels are connected through diodes to prevent

back-loading through unilluminated panels.

9O4O

FIGURE i. BLOCK DIAGRAM OF PEGASUS

POWER SYSTEM

15
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Ground support equipment inputs simulate both

solar cell power at 42 volts and the battery power at

28 volts. The rest of the power system is fully re-

dundant with dual batteries, chargers, and regulators

and with automatic switchover capability if any unit

malfunctions. The regulator switchover circuit

monitors the load bus voltage and switches to the

standby regulator if the voltage exceeds 35 volts or

drops below 24 volts. The battery switchover circuits

are activated through ground command. Once acti-

vated, the switchover is effected if the voltage drops

below 24 volts. A ground-transmitted activation

command prevents continuous switching back and

forth if both batteries degrade to low voltage. Each

battery has a main battery charger and a trickle

charger; these are switched in pairs as the batteries

are switched. Also, each pair of chargers has its

own 42-volt zener diode voltage-limiting circuit

which is also switched.

III. BATTERY RECHARGE

The battery recharge philosophy was derived

from two major considerations. The first was to in-

sure adequate recharge during the minimum orbital

sunlight time of 65 minutes, and the second was to

protect the battery from excessive gas buildup dur-

ing the overcharge period.

To recharge the battery safely in the minimum

65-minute recharge time, it is necessary to charge at

as high a current as allowable. Figure 2 shows the

maximum allowable overcharge currents and voltages

as functions of temperature which prevent the Pegasus

battery from gassing excessively. It also shows that

at high temperature the charge current may be large

!rot the battery can be charged only to a relatively

low terminal voltage.

In Figure 3, the family of battery charger

characteristic curves shows that the voltage reaches

its maximum safe limit before the charge current

is reduced. The charger uses three types of fccdt)ack

(current, voltage, and battery temperature) to ac-

complish this. Through this approach we obtain the

maximum advantage of the battery's capability of

using a higher recharge current at low temperatures.

This technique provides maximum reliability and

optimum economy of solar cell power.

The trickle chargers arc constant-current

devices with either a 100 mA or 500 mA capability.

The normal mode is to maintain the standby battery

on a 100 mA trickle charge. If the battery tempera-

ture should go high and increase the internal self-

discharge current so that 100 mA will not maintain

peak charge, the 500 mA rate may be switched in

through ground command. The 500 mA rate will also

be switched in after a battery switchover to revive

the degraded battery.

The three Pegasus satellites are now in orbit

and, to the best of out" knowledge, the power systems

are functioning properly.
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BRUSHLESSDC MOTORS

By

Dwight Baker

SUMMARY

Two brushless dc motor systems being used ex-

tensively in many space programs are described; the

basic principles of operation of each are compared.

In addition, the brushless dc motor and the conven-

tional dc motor are compared, and the major advan-

tages of each are discussed.

The present and proposed uses of brushless de

motors by MSFC are included to indicate the major

advantages and future applications of these systems.

Several future research and development tasks are

proposed to indicate the additional efforts needed to

meet the requirements for future programs.

I. INTRODUCTION

Many of the space programs require specialized

motor-drive systems for liquid pumps, blowers, lu-

nar vehicle drive systems, etc. To meet these re-

quirements, development of improved drive systems

capable of operating in the severe environments im-

posed by space missions will be necessary. Effort

must be directed toward improved performance, high

reliability, efficient operation over wide speed and

load ranges, and improved maintenance-free opera-

tion for extended periods.

Because the primary electrical power sources of

space vehicles are generally low voltage, dc types,

motor system operation must be compatible with these

limited capacity dc sources.

To provide for the existing and future require-

ments of these motor systems, MSFC has investigated

and performed preliminary research and development

on several of the brushless dc motor concepts. These

efforts clearly indicate that brushless motors offer

major advantages over conventional dc motors for

many applications.

• Most of the present brusMess dc motor designs

for space vehicles are limited to output power levels

of a few hundred watts. This limitation is primarily

caused by the lack of proper motor designs and of pow-

er transistors capable of switching the required current

levels. Recent improvements in power semiconductor

devices, electronic control techniques, and motor de-

signs now make it possible to develop reliable motor

systems rated at several kilowatts.

The term "brushless dc motor" does not neces-

sarily indicate that the motor has the operating char-

acteristics of conventional dc motors but only that the

input to the system is a dc voltage and that the motor

does not incorporate brushes for commutation.

II. COMPARISON OF BRUSHLESSDC
MOTORS

Brushless de motors may be divided into two

major classifications, each subdivided according to

the method used to control the motor. The motor types

and control schemes which are now being used exten-

sively are listed in Table I.

TABLE I. MOTOR TYPES AND CONTROL SCHEMES

Ao Dc/ac-inverter-driven induction motor

1. Fixed frequency inverter

2. Variable frequency inverter

S. Rotor-position-sensing motor

1. Photoelectric sensor

2. Reluctance switch sensor

3. Hall generator sensor

L 17
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The first type listed is an ac induction machine

driven by an inverter that changes the dc input voltage

to an ac square wave source by means of electroni-

cally controlled switching elements.

The second type employs basic dc machine prin-

ciples of operation and incorporates electronic com-

mutators in lieu of brushes and eommutating bars.

The inverter induction-motor combination re-

quires the inverter to convert the dc input voltage into

an alternating source suitable for driving the motor.

The inverter output voltage and frequency are con-

trolled by the inverter; since semiconductor de-

vices are normally used as output switches, thc out-

put waveform is a square or quasi-square wave. A

significant improvement in system efficiency is real-

ized by using this type of drive for the motor.

An elementary block diagram of a typical fixed

frequency inverter induction-motor system is shown

in Figure 1. The input voltage is connected to the

E iNPUT _MOTOR

WINDINGS

FIGURE 1. BLOCK DIAGRAM OF INVERTER

INDUCTION MOTOR

oscillator, which controls the inverter operating fre-

quency. The output signal from the oscillator is

amplified by the driver amplifier and used to drive

the output bridge stage. The induction motor wind-

ings are connected directly to the output bridge. The

current limiter is required to limit the input current

to an acceptable level during motor starting and

stalled conditions.

Many variations in the design of the inverter

induction-motor system are possible and depend on

the application and method of implementation. By

proper control of the motor voltage and frequency,

efficient speed and torque control can be achieved

over extremely wide operating ranges. In addition,

the number of phases can be selected to provide op-

timum performance. Although more complex, mul-

tiple phase systems normally provide the advantages

of higher starting torque, increased efficiency,

lower harmonic content, and less electrical noise

generated.

All motors of the rotor-position-sensing type are

essentially the same although the method used to sense

the rotor position may differ considerably. The max-

imum torque in the basic dc motor is produced when

the armature and rotor fields are displaced by 90

electrical degrees. In this motor the position of the

rotor is sensed and the sensing device produces an

electrical signal that is used to maintain an approxi-

mate 90-degree relationship by activating the proper

electronic commutating devices. Although a reluc-

tance motor could be used for low power application,

permanent magnets are generally used for the rotor

because of the increased efficiency; therefore, the

armature is the stator, i.e., opposite to that of a

conventional dc motor.

A functional block diagram of a typical rotor-

position-sensing motor appears in Figure 2. The

E INPUT _MOTOR

WINDINGS

FIGURE 2. BLOCK DIAGRAM OF ROTOR POSITION

SENSING MOTOR

only difference between this diagram and that of Fig-

ure 1 is that the oscillator section is replaced by the

rotor-position-sensing device. Therefore, the output

bridge frequency is controlled by the rotor speed in

Figure 2, whereas the bridge frequency of Figure 1

is controlled completely by the oscillator stage.

The elementary circuit diagram shown in Figure

3 depicts a typical output bridge stage coupled to a

three-phase motor. Note that the motor windings are

connected directly to the bridge and require no trans-

former for coupling. This, however, normally re-

quires a special motor winding because of the rela-

tively low source voltage available. By eliminating

the coupling transformer, an improvement in the size,

weight, and efficiency of the system is normally

realized.

The circuit of Figure 3 may be used for driving

either the induction motor or the rotor-position-

sensing motor. In the former case, the frequency

is determined by the inverter design; for the

latter case, the frequency is determined by the rotor

through a feedback system that controls the commu-

tators.

18
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A typical output bridge sequence and the resultant

motor waveform for the circuit of Figure 3 are illus-

trated in Figure 4. This quasi-square wave has prov-

en to be very satisfactory for driving properly de-
signed motors.
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III. COMPARISON OFBRUSHLESS

AND CONVENTIONAL DC MOTORS

Although the brushless de motor has only recently

been used extensively in space vehicles, many signif-

icant improvements in performance over conventional

dc motors have already been realized for many appli-

cations.

A. ADVANTAGES OF THE BRUSHLESS DC MOTOR

i. Operation in environments, such as vacuum,

explosive, and high vibration, that forbid the use of

conventional brushes.

2. Increased operating time without maintenance.

No replacement of the electronic switching components

should be necessary during the motor lifetime.

3. Efficient speed and torque control. Recently

developed control techniques provide more efficient

speed and torque control than obtained in the conven-

tional dc motor for many applications.

4. Low control power. The brushless design

requires extremely low control power for controlling

the motor speed, torque, direction of rotation, etc.

5. Inverter or commutating devices may be lo-

cated remote from the motor. In the event the motor

environment is too severe, the electronic section may

be located remote from the motor housing in a con-

trolled environment.

6. Redundancy. Since the commutators are

semiconductor devices, manual or automatic redun-

dancy of the electronic section may be incorporated.

7. Reduced radio frequency interference. Arcing

does not occur during electronic commutation.

B. DISADVANTAGES OF THE BRUSHLESS DC

MOTOR

The major disadvantages of the brushless dc

motors for most applications are:

1. Lower efficiency

2. Increased size and weight

3. Increased complexity.

Although these disadvantages normally apply to

the motor design, use of the brushless motor design

will often result in an improvement of system size,

weight, efficiency, and complexity. As an example,
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for conventional dc motor operation in a vacuum en-

vironment, it is often necessary to create an artifi-

cial environment suitable for brush operation. This

usually results in a significant increase in system

size, weight, and complexity.

IV. BRUSHLESS DC MOTORS FOR

SATURN IB AND V VEHICLES

The following lists the present uses of brushless

dc motors for the Saturn IB and V vehicles.

i. Environmental control system (ECS) coolant

pump for the Instrument Unit. The ECS coolant pump

motor is a rotor-position-sensing type which uses the

photoelectric method of commutation control. This

is a 3-phase, 400-watt motor operating from a 28-

volt dc input power source.

2. LH 2 and LO 2 chilldown pumps for the S-IVB

stage. This system uses the inverter/induction-

motor system operating from a 56-volt dc source.

This is a 3-phase motor rated at approximately 750

watts. The induction motor operates submerged in

the LH 2 and LO 2.

3. LH 2 chilldown pumps for the S-II stage. This

motor is essentially the same as item 2.

V. PROPOSED BRUSHLESS DC MOTOR

APPLICATIONS

The following lists the proposed applications

for the brushless dc motor.

1. Blowers for fuel cell cooling systems. This

system will use the inverter/induction-motor com-

bination. The motor will be a 2-phase unit rated at

approximately 50 watts of output power and will ope-

rate from a 28-volt dc source.

2. Auxiliary hydraulic pump for the Saturn IB

and V vehicles, S-IVB stage. The exact motor system

has not been defined, but the motor will operate from

a 56-volt dc source and will be required to deliver

approximately 3.3 kilowatts.

@

3. Wheel drive for lunar vehicles. Although the

exact motor requirements have not yet been deter-

mined, preliminary investigation indicates that the

brushless dc motor (inverter/induction-motor com-

bination with special controls) offers many desirable

features for this application.

Vl. FUTURE RESEARCH AND DEVELOPMENT

REQUIREMENTS

Even though the brushless do motor is already

being used extensively in present space programs,

many improvements for the system size, weight,

efficiency, and reliability are urgently needed. The

following are some of the development tasks that are

essential to provide brushless designs capable of

meeting the future missions.

1. High powered systems. Future programs

will undoubtedly require higher powered systems than

those presently available.

2. Redundant techniques. Future missions, such

as lunar exploration, will place emphasis on reliabil-

ity for extended operating times. This will certainly

require the use of automatic and manual redundancy

techniques.

3. Efficient current limiting techniques. Effi-

cient methods of limiting the input current to safe

levels during starting and stalled operation must be

developed. Most present designs incorporate ineffi-

cient, brute-force current limiting schemes.

4. Variable frequency inverter/induction-motor

systems. To provide excellent speed and torque con-

trol, variable frequency inverters and associated

control circuitry must be developed.

5. System for wheel drive application. Future

programs will require the development of electrical

wheel drive systems capable of operating over wide

speed and load ranges. In addition, efficient control

techniques for controlling the speed, torque, direc-

tion of rotation, etc., of these wheels must be devel-

oped.

2O
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SINGLE-ENDEDSWITCHINGTRANSFORMERREGULATOR

By

Dwight Baker

SUMMARY
VC E

This paper describes the theory of operation of a VCR 1
single-ended switching transformer regulator capable

of providing a highly regulated, electrically isolated

output voltage. It also discusses the principal advan- V
r

rages of this technique over conventional methods.

Electrical design calculations and procedures are in- V'
R

cluded to assist the circuit designer in designing

efficient, compact, and reliable dc-to-dc converters

for specific applications.

A general circuit description and those equations

considered pertinent in providing the necessary design

information are included. Detailed mathematical anal- i

ysis is not deemed necessary; therefore the design

equations consider the components as idealized and I l

neglect insignificant terms such as the resistance of

the transformer winding, voltage drop across a satu-

rated transistor, input source impedance, etc. Be- 12

cause component tolerances normally introduce the

greater error in the final design, this consideration L 1

is valid.

Vo

VI

V2

Vt2

V3

LIST OF SYMBOLS

V _T

R

L2

N

output voltage (volts)

Nl

primary winding N I voltage during time

T2 - T 1 (volts) N2

secondary winding N 2 voltage during time N 3

T2 - T 1 (volts)

W!

voltage induced in winding N2 during time

T 1 (volts)

W2

voltage induced in the sense winding (volts)

transistor c olleetor-to-emitter voltage

during time T 2 - T 1 (volts)

forward voltage drop across diode CR1

(volts)

diode reverse voltage (volts)

voltage ripple • across capacitor C 1 caused

by capacitor impedance (volts peak to

peak)

voltage ripple across capacitor C 1 caused

by energy transfer (volts peak to peak)

current through N turns (amperes)

peak transistor collector current

(amperes)

peak current in winding N 2 (amperes)

inductance of transformer winding N 1

(henries)

inductance of transformer winding N 2

(henries)

number of transformer turns

number of transformer primary turns

number of transformer secondary turns

number of turns in sense winding

energy stored in transformer at and of

time T! (joules)

energy delivered by the transformer

during time T 2 - T 1 (joules)
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TI

T 2 - T i

T3

PI

P0

Z L

Z
C

R L

k

time required to store energy in transformer

time required to deliver the stored energy

(seconds)

period of one cycle (seconds)

input power (watts)

output power (watts)

load impedance (ohms)

capacitor impedance (ohms)

load resistance (ohms)

converter efficiency

flux (webers)

constant of proportionality

I. INTRODUCTION

Some of the major problems of the conventional

push-pull converter are discussed to show the merits

of the single-ended switching transformer regulator.

Figure I is the basic circuit of the conventional

push-pull converter; typical transistor voltage and

current waveforms are included for reference during

the following discussion.

CRI

/'-- LIMITED BY TRANSISTOR "BREAKDOWN"

VOLTAGE

(AMPERES)

o _. o, o,,- ---"l"T+---Q'OFF

FIGURE l. CONVENTIONAL METHOD OF

DC-TO-DC CONVERSION

Unpredictable current and voltage transients

occurring during the transistor switching time each

half cycle contribute to inefficient operation and often

lead to catastrophic failure.

22

The major causes of the conditions are:

1. Transistor "crossover" currents. Because

of the switching characteristics of the transistor, both

transistors conduct current simultaneously during the

switching time and produce a current peak in these

components each half cycle. The magnitude and du-

ration are dependent on several factors such as the

transistor storage time, rise and fall times, current

gain, temperature, and loading effects. These fac-

tors vary with each component and it i_ extremely

difficult, if not impossible, to eliminate this transient

condition without affecting the performance or in-

creasing the complexity of the design significantly.

2. Saturation of the magnetic core material.

Symmetrical operation of the transformer requires

that the product of the voltage applied to the trans-

former winding and the time this voltage is applied be

identical each half cycle. Exact symmetry obviously

cannot be achieved because of differences in the sat-

uration voltages and switching characteristics of the

transistors. Provided sufficient imbalance exists,

the "square hysteresis loop" core material normally

used in this type of design will saturate during each

cycle of operation and produce a surge current in one

of the transistors. Again, the amplitude and duration

of the current transient will depend on factors such as

the transistor, magnetic core, power source, and

transistor drive characteristics.

3, Load reflection to primary winding. In the

conventional transformer operation, the secondary

loads will be continuously reflected to the primary

and, in certain applications, will produce transient

loading effects in the transistors. In addition, the

diode capacitance in the rectifier bridge will reflect

an extremely low impedance to the primary winding

during the switching time each half cycle and cause

current transients in the transistors°

4. Voltage transients. The leakage inductance

of the transformer windings will normally produce a

voltage transient across the transistor of sufficient

magnitude to force the component into a secondary

breakdown condition each cycle. This condition does

not normally lead to a catastrophic failure, provided

the transistor sustaining voltage is sufficiently high;

it does result in additional power dissipation in the de-

vice.

5. Radio frequency interference (RFI) consid-

erations. The design of the adequate RFI filters cap-

able of suppressing the radiated and conducted inter-

ference levels is further complicated when several

dc-to-dc converters of the same design are required,

because the transient current conditions will vary with

each component.
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The foregoing discussion has described briefly

several undesirable features of the push-pull princi-

ple of operation and leads to the conclusion that both

current and voltage transients often affect the per-

formance and reliability of the design.

II. THEORY OF OPERATION

Figure 2 is the basic single-ended switching

transformer dc-to-dc converter developed by MSFC

for transferring electrical energy from the input power

source E 1 to the electrically isolated output load. In

-- El

ib

QI BASE

CRI

,_. ,2
N 2 V 2

/

CORRENT '_0r--]Ib(AMPERES

QI COLLECTOR El * _2 V2 ....

TO EMITTER E[ ....... -_------ [

VOLTAGE,VcE
_VOLTS) oL

v°.7......TRANSFORMER O ........
SECONDARY

VOLTAGE -_E I

v 2(VOLT S N I

QI COLLECTOR I ......

CURRENT, i I
(AMPERES)

J2 ........

TRANSFORMER jF-_ _

SECONDARY
CURRENT _ J2
(AMPERES) O

T I T2

ONE CYCLE
TIME SECONDS

I
÷
_ Vo

J

T3

FIGURE 2. SINGLE-ENDED SWITCHING

TRANSFORMER DC-TO-DC CONVERTER

addition to merely converting the input power to the

desired output level, extremely accurate voltage reg-

ulation can be maintained by proper control of the

switching frequency of transistor Qi. It should be

emphasized that electrical power conversion, electri-

cal output isolation, and voltage regulation can be

accomplished in only one "stage" of operation re-

quiring few components. Conventional methods nor-

really require more than one stage and a significant

increase in components to accomplish comparable

results.

The transistor Qi is driven into the saturated

state for a specific period of time Tt; this connects

the input power source directly across the trans-

former primary winding N 1. The voltage V' 2 induced

into the secondary winding N 2 during time T 1 is ex-
pressed as

N2

V'2 = _ Et. (i)

The secondary winding, phased as shown in Fig-

ure 2, results in diode CRi blocking current flow in

the transformer secondary winding during time T 1.

Since no power is delivered by the transformer sec-

ondary winding during this time, the transformer may

be regarded merely as an inductor consisting of N l

turns and the magnetic core. All components except

the inductor, transistor, and input power source may

be disregarded, as shown in Figure 3.

m B

m El

I I

NI

I

I b

FIGURE 3. SIMPLIFIED CIRCUIT FOR TIME

T i OPERATION

The equation for the primary current through the

transistor may be calculated from the basic equation:

di 1

E1 = Ll dt (2)

or

TI i

I1 = E 1 _0 T,-'_- dt. (3)

For the magnetic materials that exhibit a con-

stant inductance with varying magnetomotive forces,

equation (3) may be written as
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E 1 T 1
11 - (4)

L1

Experimental results verify that the low perme-

ability (60p) Permalloy powdered magnetic cores

presently being used in this design maintain a rela-

tively constant inductance for magnetomotive forces

up to about 40 A/cm (50 oersteds), which includes

the normal operating range for present applications.

From equation (4), the peak transistor current is

proportional to the time the transistor remains in the

saturated state. It is most important to note that the

peak collector current in the transistor is completely

independent of the output load (any value between a

short and open circuit condition) and is determined

solely by time T 1 for applications where E l is con-

stant. By controlling this time to the desired fixed

value, we can adjust the peak transistor current 11

(Fig. 2) to correspond to the capabilities of the tran-

sistor with assurance that this value will not be ex-

ceeded during any phase of operation.

At time T1, Q1 is switched to the OFF state caus-

ing a reversal of the flux change in the transformer.

This action produces an induced voltage in each wind-

ing (N 1 and N2) proportional to the number of turns

and of opposite polarity to the polarity during time T 1.

The voltage induced into the winding N 2 will be

clamped to the sum of the output voltage and the for-

ward voltage drop across diode CR1.

V 2 = V 0 + VCR 1, (5)

The voltage induced into the primary winding N 1 .

is given by

N 1

V 1 - N2 V2 (6)

or

N 1

V 1 - N2 (V 0 + VCR1). (7)

The transistor collector-to-emitter voltage during

time T a - T 1 is the sum of the input voltage and the

primary winding voltage:

VC E

or

VC E

= E 1 + Vl (8)

N!

= E1 +-N-2-2 (V° + VCR1)" (9)

Since El, Vo, and VCR 1 are relatively constant

for a particular application, the voltage applied across

the transistor collector-to-emitter terminals can be

controlled by proper selection of the turns ratio N1
N2

to a level which will ensure freedom from secondary

breakdown of the transistor. Equation (9) does not

account for the low energy stored in the leakage induc-

tance, which will produce a voltage transient across

Q1, but this voltage can be controlled by incorporating

a zener diode across the collector-to-emitter termi-

nals of Ql or by other transient suppression tech-

niques. The value of the zener voltage must be be-

tween the value calculated in equation (9) and the sec-

ondary breakdown voltage of Q t.

During time T 2 - TI, Q1 is in the nonconducting

state and no electrical power is transferred by the

primary winding N 1. The transformer can therefore

be regarded merely as an inductor with N 2 turns. For

circuit analysis during this time, all circuitry of Fig-

ure 2 may be disregarded with the exception of CRI,

CI, the load, and the inductor as shown in Figure 4.

N2 V2

/

CRI

-1
v I

i.

Vo

FIGURE 4. SIMPLIFIED CIRCUIT FOR TIME

T2 - T I OPERATION

At time TI, the electrical energy stored in the

transformer core material is given by the basic equa-

tion

1
W 1 = _ L t Ii 2. (10)
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The energy delivered by the transformer during

time T 2 - T l is given by

1

W2 = _ L2122. (lt)

Since the energy stored during time T 1 must be

equal to the energy delivered during time T 2 - TI,

equations (10) and (tt) can be combined to calculate

the peak current in winding N2 at time Tl:

1 Li i12 1= _ L2 I22 (12)

LI2 = _ I i . (13)

The inductance of the transformer with N 2 turns

may be calculated by considering that the magnetic

flux is proportional to the magnetomotive forces. This

is a valid assumption for the core material presently

being used for this application, provided the trans-

former operating range is restricted as discussed

previously.

Therefore,

_b = kNi (14)

or

i = kN ' (i5)

Therefore,

di _ 1 _ (16)
tit kN dt "

By combining the basic equation

di

e = L dt (17)

with equation ( 16), we obtain

L dp__ (18)
e - kN dt

The general law for induced voltage is

e = N d_b (19)
dt

Combining equations (18) and (19) yields

Equation (20) verifies that the inductance of the

transformer is proportional to the square of the turns.

Therefore,

L 1 NI 2

L2 N22 "

Combining equations (13) and (21) yields

(21)

N!

12 - N2 II . (22)

Equation (22) shows that the peak current through

winding N 2 is dependent only on the peak primary cur-

rent I i and the transformer turns ratio N1/N 2.

The time (T2 - T 1) required to discharge the

transformer stored energy may be determined by con-

sidering the basic magnetic equation

di 2

V2 = L2 d-_" (23)

Since V 2 and L 2 are both essentially constant, the

di2
slope --5T- may be considered constant.

Therefore, equation (23) may be written as

I2 V2

T 2 - T l L2
(24)

The time required to deliver the stored energy is

given by rearranging equation (24) as follows:

I2L2

T2 -TI - V2 (25)

Therefore, the equation of the secondary winding cur-

rent i 2 is

V 2
i 2 = 12 - -- (t -T l) (26)

L2

where T 1 --< t -< T 2.

When equations (4) and (25) are combined, the ratio

of the time (T 2 - T1) required to discharge the trans-

former to the time T 1 required to store the energy is

given by

T 2 - T I I2L2 E1

T1 - V2 Lil i
(27)

By combining equations (21), (22), and (27), we obtain

T 2 - T i Ii El

L = kN 2. (20) Ti I2 V2
(28)
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or

T2-T l _ N2 E1 (29)
TI N 1 V2

The input power to the switching regulator is

given bythe basic equation,

rTjl et(t)it(t)dt" (30)
1

PI = T---3-
0

The input voltage el(t) is a constant E l and il(t) =

Iit
T1

Therefore, equation (30) may be written as

TiE! I1

J t dtPI = T l T-----3-
0

(31)

E1 Ii T l

PI - 2 T 3 '
(32)

From equation (32), the input power is directly pro-

portional to the transistor duty cycle T1/T 3.

In the normal operating condition, sufficient time

is permitted for the transformer to deliver all stored

energy prior to allowing the transistor to conduct.

For this condition the maximum duty cycle can be de-

termined as follows (T2 = T 3):

T1 T 1 Ti

T 3 T2 T i+ (T 2 - Ti) "

Combining equations (4) and (25) yields

IiLl

T1 E i

T2 I 1 Li I2 L2
-- +

El V2

or

TI _ 1

T22 I2L2EI
1+

IiLIV2

(33)

(34)

(35)

Combining equations (21), (22), and (35) yields

Ti

T2 N2Ei
1+

NiV2

(36)

Combining equations (6), (8), and (36) yields

T____1 = VCE- E 1

T2 VC E

(37)

Therefore, the maximum input power to the switching

regulator is given by combining equations (32) and

(37) (T 2 = T 3 for maximum duty cycle).

Ei It VC E - Et
- (38)

PI 2 VC E

The maximum output power can be determined as

follows:

E t It VCE- E l
(39)

Po = _ PI = _7 2 VCE

Equation (39) will provide the designer with a

quick means for calculating the maximum output

power, provided the efficiency _ can be adequately

predicted. Although the efficiency is a function of

several factors including the input voltage level,

operating frequency, and circuit components, a sat-

isfactory estimate can normally be made.

II I. OUTPUTFILTER

The output ripple across the filter capacitor is

produced by two factors: (1) the product of the

peak current through the capacitor and the capacitor

impedance, and (2) the energy that is transferred

to the capacitor will naturally increase the output

voltage and results in an output voltage variation.

The ripple produced by the product of the peak capac-

itor current and the capacitor impedance is given by

V 0

V' R= (I 2 - --ZL ) Z c. (40)

The ripple resulting from the electrical energy

transfer to the capacitor is given by equating the

energy delivered to the capacitor to the energy de-

livered by the transformer minus the energy used in

the load:
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1 1 Vo 2

Ci(V"R)2= 2 L2122- R-_ T3 "
(41)

or

V" R = J" _L2122 2V02T3
Cl C1 R L

(42)

It should be emphasized that the output ripple is

less than the sum of the values obtained from equa-

tions (40) and (42) since the peak variations of each

occur at different times during the cycle. Equation

(40) shows that the output ripple V' R is directly pro-

portional to the capacitor impedance and verifies

why capacitors with low dissipation factors are de-

sirable. Equation (42) verifies that large capaci-

tance and small inductance values as well as high fre-

quency operation are desirable in reducing the output

ripple.

For most applications, capacitors are presently

available which will maintain the output ripple below

0.1 volt peak to peak without additional filtering. As

an example, electrolytic capacitors with a 1200 mi-

crofarad and 50-volt dc rating at 2 percent maximum

dissipation factor are available in a package size of

12.3 cm 3.

Additional filtering may be included as required.

IV. OUTPUT OVERLOAD PROTECTION

Many applications require the voltage regulator

to limit the input power to a specified value as well

as not damage the regulator during output short cir-

cuit or overload conditions.

The single-ended regulator design can accomplish

these requirements easily by not allowing QI (Fig.

2) to conduct until the transformer has been com-

pletely discharged (time T 2 - TI). By the addition of

a single winding on the transformer, a signal gener-

ated during the transformer discharge time can be

used to prohibit the control section from driving tran-

sistor Qt on until all of the transformer stored energy

has been expended. The voltage induced into this

sense winding is given by:

V 3 = _ (V 0 + (43)
N 2 VCRi)"

From equation (43) the minimum sense voltage

will occur during an output short circuit condition

(V 0 = 0) and can be controlled to the desired value by

proper selection of N 3. Note that this feature not only

allows for protection during a short circuit condition

but also during any overload condition.

From equation (32), the input power is propor-

tional to the transistor duty cycle T1/T 3. The duty

cycle will decrease during an overload condition since

the transformer discharge time (from equation (25))

is inversely proportional to the secondary voltage.

Therefore, an output overload condition will actually

result in a decrease in the input power.

Incorporating this minor addition to the circuit

provides for a reliable overload protection as well

as a reduction in the input power during an overload

condition.

V. SINGLE-ENDED SWITCHING

TRANSFORMER REGULATOR

The output voltage of the single --ended switching

transformer dc-to-dc converter of Figure 2 can be

precisely regulated by controlling the operating fre-

quency and/or duty cycle of transistor QI. Since

many acceptable techniques exist for providing tran-

sistor Q1 with the desired signal, the control section

will not be discussed in detail but will be mentioned

briefly to stress some of the more important con-

siderations in designing this section.

Figure 5 is a typical block diagram of the com-

plete switching regulator that has been used exten-

_ SINGLE-ENDED

EL TRANSFORMER

M-TO DC

CONVERTER

T
CONTROLLED

OSCILLATOR

REFERENCE

ERROR
SENSOR

I

Vo

FIGURE 5. BLOCK DIAGRAM OF SINGLE-ENDED

SWITCHING TRANSFORMER DC-TO-

DC REGULATOR
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sively in designing reliable, efficient, compact regu-

lators for a variety of applications. The input voltage

E 1 is connected to the input RFI filter. The output of

the filter is connected to the input of the single-ended

dc-to-dc converter (Fig. 2) which converts the input

voltage to an electrically isolated output voltage. The

output voltage is filtered and compared to the refer-

ence voltage. The difference is amplified and then

provides a signal to the voltage controlled oscillator

(VCO). The output of the VCO is a square wave and

drives the single-ended dc-to-dc converter at the re-

quired frequency to maintain the desired output volt-

age. The output of the VCO is connected to the single-

ended dc-to-dc converter through a pulse transformer

to maintain the required electrical isolation between

the input and output voltages.

For applications where the input voltage remains

relatively constant, it is normally desirable to drive

transistor Q1 (Fig. 2) into saturation for a fixed peak

current each cycle. If the input voltage is variable,

it is sometimes advantageous to drive Q1 on for a

period of time TI, which is inversely proportional to

the input voltage Elo This enables QI to operate at a

fixed peak current each cycle regardless of the input

voltage and provides the maximum power available

from the regulator at the minimum input voltage.

Vl. PR INCI PAL ADVANTAOES

The single-ended switching transformer regulator

offers many distinct advantages as compared to con-

ventional methods of regulation. Some of the princi-

pal features are discussed in the following paragraph.

One of the major current transient conditions in

the push-pull method of conversion, as discussed

previously, is caused by the inability to properly

match the transistors' switching characteristics.

The single-ended switching regulator, requiring only

one transistor, eliminates this problem completely.

The single-ended technique eliminates the possi-

bility of transformer saturation, a major cause of

current transients in the push-pull version.

Unlike the push-pull converter, both primary

and secondary voltage and current peak values can be

precisely controlled to the desired levels by the proper

selection of circuit parameters. This feature will

allow the transistor to operate at a controlled stre_s

level and will result in a significant improvement in

reliability.

With only one power stage required (Fig. 2), a

precisely regulated voltage, electrically isolated

from the input power source, can be obtained. Con-

ventional methods normally require two or more stages

and significantly more components.

Since the voltage induced in the transformer wind-

ings is proportional to the number of turns in each

winding, multiple output voltages are possible by

proper selection of the transformer secondary wind-

ings.

This regulator is capable of a one cycle response

time.

Overload protection can be incorporated by the

addition of a transformer winding used to ensure the

complete discharge of the transformer prior to turn-

ing on Q1 (Fig. 2). Note that the input power will be

reduced during an output overload condition.

The maximum output power per regulator can be

determined by equation (39). If additional power is

required, direct paralleling of the outputs of two or

more stages can be accomplished without affecting

the regulator performance. These stages may use

either a common or separate control section.

Another feature of the single-ended switching

transformer regulator is that less-complicated RFI

filters are required. This is possible because cur-

rent waveforms are essentially constant from unit to

unit.

Since transistor power losses during switching

times (ON and OFF) are normally much less than

the losses in the push-pull converter, the single-ended

switching regulator can be operated at relatively high

frequencies. A reduction in size and weight, plus an

improvement in efficiency, will normally be realized

by using this single-ended design.

VII. FUTURE EFFORTS

From equation (39), the maximum output power

for a specific application (E t is constant) is dependent

on the transistor switching capabilities (I 1 and VCE)

and the regulator efficiency (_). By selecting a fam-

ily of transistors capable of delivering various output

power levels, "standard" modules can be designed.

Direct paralleling of these modules for increased

output power could be accomplished as required. The

only design necessary would consist of selecting the

proper number of secondary turns N 2 where
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N i (Vo + VCR i)
N2 = (44)

VCE - E I

and one resistor value in the control section to obtain

the desired output voltage.

To further reduce the regulator size and weight

as well as to improve the reliability, recent efforts

have been directed toward designing a standard inte-

grated circuit control section that could be used for

practically all applications. At present, it appears

to be both possible and feasible to develop the com-

plete control section in one package, with the excep-

tion of two "test select" resistors -- one to adjust

time T 1 (Fig. 2) and the other to adjust the output

voltage to the desired level. This will result in a

further size reduction as compared to the present

design.

APPENDIX

DES IGN PROCEDURE

1. Select the transistor to be used and determine

the collector to emitter voltage VCE that the transistor

is capable of reliably blocking and substitute into

equation (45) :

T2 VC E

Ti VCE - E!

W2

(45)

Solve for the ratio --
Tl

2. Determine the maximum output power (Po)
desired and substitute the value into equation (46).

2P T_
I l = -----fl-

_?E1 Ti (46)

Solve for I.

Provided the transistor selected in step I cannot

reliably switch the peak collector current I 1 calculated

in equation (46), it is necessary to select a transistor

with increased I1 and or VCE capability and repeat
steps i and 2.

The following procedure is included to provide a

systematic approach that may be used in designing the

single-ended switching transformer regulator. No

attempt is made to specify components or component

stress levels to be used since reliability requirements

vary with the application.

Sufficient time is allowed for the transformer to

transfer all of the stored energy prior to switching on

the transistor. This operating condition normally re-

sults in improved efficiency and less radio frequency

interference with a sacrifice in the total output power

capability of the regulator. In the event additional

output power is required, direct paralleling of the

output of two or more regulators is recommended.

In selecting the transistor in step 1, it should be

noted that the maximum output power is limited by the

peak collector current II and the collector to emitter

voltage V C E (equati°n (39) ).

The efficiency _ in step 2 is dependent on several

factors including the input voltage, switching fre-

quency, transformer wire size, and components, and

can be determined accurately only by thorough analy-

sis. Provided state of the art components are used

and the operating frequency is nominal for the com-

ponents used, an efficiency of 0.9 should normally be

attainable, provided the forward voltage drop across

diode CR1 is much less than the output voltage V 0.

3. Determine the transformer turns ratio NI/N 2
from equation (47).

__N VCE - El
- (47)

N2 Vo + VCR I

4. Select the desired transistor on time T 1 and

determine the transformer primary inductance from

equation (48).

El Ti

Li - it (48)

5. From the transformer design manual, deter-

mine the transformer core type and size, and the num-

ber of secondary turns required (step 3 determines

the ratio of primary and secondary turns NI/N_ ) . Care

should be taken to ensure that the inductance remains

relatively constant over the operating range.

6. Select diode CRI with the following character-
istics:

(a) Minimum reverse breakdown voltage

N2
V - E i + V o .

r N I
(49)

(b) Capability to switch the peak forward

current I_ where
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(5O)

(c) Capability to conduct a current which

decreases linearly from 12 (from step b)

to 0 in time T 2 - T i where

N 2 El T i

T 2 -T t = Ni (V0+VcR I)
(51)

at a diode duty cycle given by

T2 - Ti El N2 (52)

T 2 E1N 2 + N 1 (V 0 + V )
Ca1

7. When a low output voltage ripple is required,

a capacitor should be selected with as low a dissipa-
tion factor and as high a capacitance value as neces-

sary.

The following equations are included as a guide in

determining the capacitor type and capacitance value

required.

The ripple caused by the capacitor impedance is

given by

V 0

V' R = (I 2 - -_L ) (Zc). (53)

The ripple produced by the transfer of the energy

from the transformer to the capacitor is given by

/ L2122 2Vo 2 T 3

V" R
= '4 _ll C1R L (54)

Additional output filtering may be included when

required.
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ELECTRICALPOWERSYSTEMSSTUDIESAT MSFC

Edward E. Dungan

SUMMARY

Electrical power systems applicable to earth
orbital and to lunar surface missions are discussed.
Saturn Instrument Unit lifetime extensions will re-

quire fuel cells and/or radioisotopes for primary

power. Lunar surface vehicles such as the Mobile

Laboratory (MOLAB) will use fuel cells that must
be optimized for mass savings. Two computer pro-
grams are discussed and one is described.

I. INTRODUCTION

Electrical power systems studies in progress at

MSFC include those applicable to both earth orbital
and lunar surface missions. Current Saturn Instru-

ment Units obtain primary power from onboard
batteries that are capable of about six hours of con-

tinuous operation in the one to five kilowatt range.
Missions requiring several days to a few weeks will

depend upon fuel cells for primary electrical power.
Extended missions, several weeks to one year, will

necessarily be dependent upon radioisotopes for con-

tinuous primary electrical power since both battery
and fuel cell masses would become prohibitive. Fuel
ceils and radioisotopes are both attractive for lunar

surface missions. Solar devices are not being con-

sidered at this time since the long lunar night would

require excessive storage batteries.

In advanced systems studies it is important that
terminology be clearly defined to avoid confusion.

The word "system" in this paper is defined to include

one or more of the following: a primary power supply,
a secondary power supply, an auxiliary power supply,

a power distribution subsystem, and a heat dissipator
such as a radiator. Radioisotopes, fuel cells, or

batteries are used as primary power supplies depend-
ing upon the mission considered. Secondary power

supplies, usually rechargeable batteries, also take
care of short term peak loads. Auxiliary power

supplies are used in low power applications for

extended periods; for example, systems for nuclear
auxiliary power (SNAP).

II. INSTRUMENT UNIT RADIOISOTOPE

POWER SYSTEM

The Martin Company (Baltimore), under con-
tract NAS8-20092, is investigating the application of

radioisotopes to the Saturn Instrument Unit (IU).
The title of the contract is "Establishing Design and

Development Criteria for a Saturn Type Instrument

Unit Electrical Power System (Radioisotopes)."

A. PURPOSE AND OBJECTIVES

The purpose of the Martin study is to set forth
the basis for the integration of a radioisotope power

supply into an Instrument Unit, not the design and

technology or the development of a nuclear power
module itself. The long range objectives for applica-
tion purposes are to develop, test, and check out a

power system and to build a system that will be com-
patible with Iaunch vehicle missions. Constant power

levels of t to 5 kWe will be required for mission
durations from 1 to 24 months for the immediate

earth orbital applications.

Assumptions and guidelines for the study include

the following:

1. Assume that the power supply will be versa-

tile enough that relatively minor modifications will
be required to adapt it to various missions with power
levels of 1 to 5 kWe and mission durations of 1 to 24
months.

2. The power supply will operate efficiently in

any or all environments to be encountered such as
launch; ascent; and orbital, escape, lunar, or deep

space trajectories. _

3. The power supply will be compatible with the
electrical system and the configuration of Saturn type

vehicles. Radiators will be designed for location
within, on, or near the IU and for non-interference

with operation of IU components (such as sensors

or antennas).
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4. Saturn IU electrical loads will be adhered to.

Peak power demands may vary up to five kWe de-

pending upon mission requirements.

5. The preliminary design of a radioisotope

power supply should seriously consider the modular

concept where, for example, generators of one kWe

may be used in modules of one to five units. The

complications of radiation shielding, including bio-

logical, should be anticipated in mass-tradeoff and

design studies.

6. Availability of isotopes will be considered in

detail and the selection of such isotopes will be made,

with NASA's approval, by the contractor in the initial

contract phase.

7. Associated nuclear radiation hazard problems

of handling, launch, flight, and reentry will be studied

and solutions satisfactory to all cognizant government

agencies will be suggested during the early phases of

the development program.

8. Reliability will be paramount and a testing

program will be anticipated that will verify power

supply reliability under all operating constraints.

Minimum mass will be of major importance but will

not be dominant over reliability.

B. STATUS AND SCHEDULE

The contract was initiated in July 1965. The

first phase will be completed in March 1966. Four

tasks are included in this phase: Task 1, Prelimi-

nary Evaluation; Tasks 2 and 3, Conceptual Design

and Vehicle Integration; and Task 4, Data and Re-

ports.

C. PROGRAM PLANS

Initial findings indicate the desirability of de-

sighing 500 W (net electrical) thermoelectric modules

and limiting continuous IU power to 2 kWe. About

90 percent of the available lower Lunar Excursion

Module (LEM) adapter surface is used for heat re-

jection radiators when low thermoelectric cold junc-

tion temperatures are desired. The module housing

structure associated with Saturn integration will re-

quire additional design definition as system load

specifications are established. The influence of the

frontal generator fuel loading concept on the excess

heat dump mechanism is to be studied.

The objectives of the next phase include the de-

velopment and laboratory testing of a thermoelectric

radioisotope power supply employing electrical heaters

to simulate the isotope heat input. The simulator

will meet all the design criteria and guidelines given

above. The scope will include the design and
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development of the instrumentation required to

monitor the simulator's performance. Operating

manuals will include a description of the power

supply, operating procedures, operational limits,

and preliminary performance data. An experimental

program plan will be developed for each laboratory

test.

III. LUNAR SURFACE VEHICLE POWER

SYSTEM

Electrical power system studies were com-

pleted during 1965 for lunar roving vehicle applica-

tions. Two vehicle design contracts that included

fuel cells as the primary power supplies were com-

pleted by Boeing Company (NASS-11411) and Bendix

Systems Division (NAS8-11287). These studies

were constrained for the Mobile Laboratory (MOLAB)

mission manned operation of 14 days on the lunar

surface in a shirtsleeve environment. Power pro-

files varied substantially throughout the mission be-

cause of electrical wheel drive loads over rough

terrain. Reactant consumption rates were found to

be sensitive to fuel cell design characteristics; thus,

substantial mass penalties would be incurred if the

system was not optimized. Computer programs

were developed and used as a tool in power system

preliminary design. Boeing's program is given here

as an example of design application.

A. MOLAB FUEL CELL OPTIMIZATION PROGRAM

The selected mission required total power loads

of five to six kWe. Power and energy logic is shown

in Figure 1. These requirements were applied to a

computer program that optimized payload mass.

POWER (KILOWATTS) AND ENERGY (HUNDREDS OF KILOWATT-HOURS)
DIVISIONAL LOGIC

I 2 3 4 5 6

HIHHIH[H' ''HHmHI][[I I =HH[H[iH[Z DRIVE SYSTEM e, NAVIGATION

_ _ ECS 8 LIFE SUPPORT
FUNCTION*

_ ELECTRONICS

illlill,l[lllll lI]llllli,lllilil,illl]ll[lllil]][l[lll SCIENTIFIC

rmrm'ltm_
QUALITY R

QUALITY _ [IIIIIHIIHlll [ll]llllli[lllil IIIIIl[lll]l]l IIIlllllllllnH IHII] QUALITY C

AC DC
TYPE* ,............................. _)_;)_ ,_,)_._y-......

-- ---- IIIIIHIIIIUll lilllllllllli]! l[lJiD CRITICAL t!
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MISSION PHASE _////////z i/////////_ f/l///// ..... v////zF////STAh _BY/_ STORAG[

...............m_m I
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I_ ENERGY "Y"tMAXtMUM REQUIRED FOR RETURN TO LEM IN EVENT OF MISSION ABORT

FIGURE 1. POWER AND ENERGY



Minimummassconstraintsincludedthefollowing:

1. Loadprofile

2. Radiator specific cooling capacity as a

function of time

3. Maximum radiator area constraint

4. Voltage regulation constraint

5. Candidate fuel cell characteristics.

The results of the computer calculations included

the following:

1. Relative mass comparison of fuel cell

candidates

2. Startup time and parasitic energy require-

ments

3. Mass penalty as a function of specified

voltage

4. Mass penalty as a function of varying power

profiles.

A flow diagram that describes the program's

capabilities is shown in Figure 2. The quality

parameters are mission oriented and not part of an
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analytical optimization. The program served as a

very useful tool in reducing mass requirements in

Boeing's preliminary design studies.

B. IN-HOUSE COMPUTER PROGRAM

A joint study with in-house MSFC contractor

personnel was made on an electrical power system

for MOLAB (Appendix A). The primary purpose of

the study was to develop parameters for an in-house

computer program to be used in the analysis of the

various mission constraints for lunar power applica-

tions. The power profile is shown in Appendix B.

The computer program is described in Appendix C.

IV. CONCLUS10NS

Space power systems for extended missions

usually represent a substantial percentage of the

total payload mass. It becomes imperative that com-

puter optimization techniques, such as those de-

scribed in this paper, be applied in the program

definition phase preceding design and development.

Technology development may also benefit in consider-

ing the results of these applications. Mission re-

quirement projections for future technology develop-

ments may not always predict optimum parameters,

but basic classes of applications can be defined.
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APPEND IX A

MOLAB STUDY ANALYS IS

A. SUMMA RY

A study analysis was performed on the electric

power system for the Lunar Mobile Laboratory

(MOLAB) [ 1].

The primary chemical electric power system

(CHEPS) consists of hydrogen/oxygen gas fuel cell

modules, support reactant storage tankage, and a

heat rejection mechanism in the form of a radiator.

The secondary power system consists of a battery

charged by an isotope power source. The functions

of monitoring and control are provided by the power

distribution system (PDS). The areas for investiga-

tion are as follows:

1. The interrelationships between arbitrary

system parameters for a typical constant load profile

and optimum system mass are determined for

CHEPS.

2. The effects upon optimum CHEPS mass

under load profile variations or arbitrary system

parameters are examined.

3. A functional block diagram of the PDS is

synthesized.

4. PDS equipment requirements are related to

environment and internal functions.

5. Power areas within the PDS and interface

are defined.

The study of item 1 showed that results obtained

from "exact" and "linearized" closed voltage/current

plots in the range of interest for hydrogen/oxygen fuel

cells are invariable. Under the assumptions and

conditions investigated, a broad minimum is found

surrounding a specific system mass of 0.92 kg/kWh.

Findings relating to item 2 indicate a weak re-

lationship between the number of fuel cells and the

overall specific system mass for the profile investi-

gated. Specific system mass varies from 0.77

kg/kWh for 7 fuel cell modules, each of 900 watt

capacity, to 0.81 kg/kWh for 11 fuel cell modules,

each of 900 watt capacity. Net difference in mass

is 45.5 kg.

A block diagram of the PDS, as related to item

3, indicates the necessity of load separation into areas

requiring good regulation and those where regulation

is less important. Each area mentioned is serviced

by a separate fuel cell bank. An additional fuel cell

bank supplies loads which are intermittent but which

require good regulation through power conditioning

equipment. A diode switching arrangement, free of

transient generation, is used to buffer fuel cell banks

connected to intermittent loads.

Equipment requirements, as related to item 4,

were examined relative to vibration, shock, acceler-

ation, temperature, humidity, corrosive atmosphere,

radiation, and combined effects. Certain environ-

mental hazards such as electrical interference and

dumped waste in vacuum are indicated. Equipment

will be compatible with launch pad environment,

Apollo launch, and six month lunar storage, as well

as terrestrial transportation.

The major area of interest in item 5 was finding

the proper mix of manual and automatic controls.

Findings indicated a requirement for completely

automatic control with a fail-safe stipulation. Fail-

ure of automatic control will cause a reversion to a

manual override mode. A further stipulation re-

quires that failure during the automatic mode will

not damage interfacing equipment.

B. INTRODUCTION

The CHEPS for the MOLAB comprises a large

fraction of total vehicle mass. It is significant that

activity be directed analytically, for management of

vehicular mass, in the area of CHEPS mass optimi-

zation. This report does not attempt to make specific

recommendations for a particular design concept,

nor does it attempt to compare or deduce basic fuel

cell concepts. These aspects have been well covered

in previous reports [ 2, 3]. This study seeks to

further investigate selected topics of the analytical

relationships existing between the electric power

system and the established 14-day mission sequence

[ 4]. Full utilization of computer programing tech-

niques has been employed to accomplish these objec-

tives.

The PDS performs the task of total power

management and control in the electric power system;
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althoughit is aminorfractionof system mass, its

relationship to system performance and reliability is

large. Selected functional aspects of the PDS are

therefore a topic of this report.

C. OPERATIONAL-SEQUENCE-ORIENTED

POWER PROFILE

1. General

Mass optimization of hydrogen/oxygen fuel

cell electric power systems depends upon accurate

assessments not only of total energy requirements,

but also of power levels and durations. These con-

siderations result directly from the variations in fuel

cell efficiency with the level of power demand.

The establishment of a detailed operational

sequence [4] permits development of an electric

power demand profile, consequentially related to the

operations described elsewhere in this report (Table

A-I and Appendix B).

2. Guidelines and Assumptions

For the purpose of analysis of the specific

mission power demand on the primary fuel cell elec-

tric power system and the related mass optimization,

several guidelines and assumptions follow:

a. Integrated power demands related only to

communication, navigation, telemetry, life support,

locomotion, and astronaut entry and exit are pre-
sented.

b. Loads related to hole drilling, scientific

measurements, etc., are not considered.

c. Loads related to launch operational checkout

are exempt as it is assumed that cryogenic topping

occurs after checkout but before launch.

d. Loads related to post LEM truck landing and

roll-off phase and checkout are exempt; it is assumed

that such operations are executed either under

battery power or that potential fuel cell demands are

negligible.

e. Power expenditures related to the dormant

phase are derived from battery banks supported by

nuclear electric power supplies.

f. No provision is made for contingencies not

named above or related to the operational sequence.

3. Analysis
EDWARD E. DUNGAN

Each hour of the operational sequence [ 4]

makes new demands on the electric power system.

As each function is performed, an integrated running

total is summated and is subtotalled for the particular

day. Table A-I and Appendix B are a numerical and

graphical accounting of these demands.

Because of the large variation from initial to

final airlock pumping power, the demands are shown

as simple spikes of momentary duration. Each spike

denotes the entry or exit of the astronaut and con-

sumes 0. 1 kWh. During driving sequences, starting

with the tenth day, power is increased because of re-

quirements for driving illumination during the lunar

darkness. It is assumed that cabin illumination is

extinguished to conserve fuel during sleeping hours

and during periods of absence from the vehicle.

The 14-day average power level is about 3.0

kWe. The daily average demand is 70.5 kWh per

24 hour day.

TA BLE A-I

SUMMARY OF DAILY POWER REQUIREMENTS

Day kWh

l

2

3

4

5

6

7

8

9

10

11

12

13

14

TOTAL

68

65

73

67

78

81

58

90

73

79

64

88

58

46

988

D. PRIMARY ELECTRIC POWER SYSTEM

MASS OPTIMIZATION

1. General

For the purposes of analysis, the primary

MOLAB power system is considered to consist of:
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a. Hydrogen/oxygen fuel cell modules for gener-

ation of primary electric power.

b. Storage tankage for cryogenic storage of

hydrogen and oxygen.

c. A heat rejection mechanism in the form of

a space radiator.

The secondary power system, consisting of the

battery banks, supplies the power required for start-

up and is charged by a nuclear electric power source

during all phases after launch. The heat generated

by the nuclear power source is not a consideration,

as it is assumed that such heat (about 1200 W) will

be used for equipment temperature conditioning dur-

ing the dormant phase and will contain its own radia-

tor for excess heat dissipation.

2. IAnearized Mass Optimization at Constant

Load

A computer program that optimizes system

mass under a constant load for arbitrary parame-

ters is given in Appendix C. A linear approximation

of the voltage/current curve was used. A sample run

is included with numerical results. Optimization is

accomplished for a mission duration of 336 hours.

The current efficiency, first thought to be an arbi-

trary parameter, has proved to be a constant deter-

mined by atomic constants. The exact value is more

nearly 0.0113 rather than the 0. 015 kg per ampere

hour that was used in the example. Results given in

the main body of this report used the more accurate

constant [ 5]. For the arbitrary parameter shown,

optimum specific mass is shown to occur at a load-

ing of 21 amperes and to have a value of 0. 914 kg/kWh.

The word "cell" as used in the appendix actually refers

to a 900 W Allis-Chalmers fuel cell module. Voltage/

current curves are taken from Reference 6. Specific

mass varies in an extremely weak manner in the

region of optimum loading.

3. Exact Mass Optimization at Constant Load

A computer program was again synthesized

for optimization of system mass for constant load.

The difference between this program and the one

described in Section 2 is that a 100-point matrix of

voltage and current points was taken from Reference

6. The results for specific system mass did not

differ by more than one part in ten thousand from the

findings of Section 2 in the vicinity of optimum loading.

The results are invariable between linear and exact

analysis.

4. Mass Optimization Related to Variable

Load Profile

A third computer program was developed for

mass optimization under variable load profile. A

minimum for specific system mass was not found for

these parameters.

5. Mass Optimization Related to Load Profile

Variation

All values of load profile related to the

referenced operational sequence and given in Appendix

B were varied in 10 percent increments and run

through the program developed in Section 4. The

accurate value of 0.0113 kg per ampere hour was

used for this analysis.

Table A-II is an accounting of various wattage

levels by hours used as input data in the analysis

and varies in 10 percent increments from nominal.

TA BLE A-II

KILOWATT LEVELS FOR PROFILE VARIATIONS

Hours -30% -2_o -10%

17.0O 4.72 5.40 6.07

0.50 4.62 5.28 5.94

38.50 4.37 5.00 5.62

4.00 4.20 4.80 5.40

0.50 3.92 4.48 5.04

27, 75 1.98 2.27 2.56

2.50 1.82 2.08 2.34

114.75 1, 58 1.80 2.02

125.00 1.40 1.60 1, 80

E. POWER

Nora.

6.75

6.60

6.25

6.00

5.60

2.85

2.60

2.25

2.00

+1007o

7.43

7.26

6.88

6.60

6.16

3.14

2.86

2.48

2.20

+2o_o J

8.10 I

7.92 J

7.50 J

7.20 I

6.72 I

3.42 /

3.12 J

2.70 J

:°_

DISTRIBUTION SYSTEM (PDS)

+30°70

8.78

8.58

8.13

7.8O

7.28

3.71

3.38

2.93

2.60

1. General

The MOLAB PDS interfaces with each sub-

system requiring current within the MOLAB vehicle

as well as all of the generators of electric power

and storage battery banks. The primary function

of the PDS is to monitor, control, and regulate

all expenditures of electrical power. Placed in

this position, between source and load, the PDS

must budget individual subsystem power require-

ments and arbitrate individual demands as related

to proper total system function. This area is most

critical when related to total system performance

and reliability.

2. Command Functions

A generalized functional block diagram is

shown in Figure A-I. Note that the philosophy de-
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velopedaboveis applicableto therelationshipof
PDSbetweensourceandload. Remotecommandand
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FIGURE A-I. POWER DISTRIBUTION SYSTEM

FUNCTIONAL INTERFACE BLOCK DIAGRAM

origin and destination of such control functions may

be at the blockhouse, Deep Space Instrumentation

Facility, or LEM as related to prelaunch or postlaunch

checkout. Possible requirements related to signal

coding, source identification, or anti-jamming are

not considered part of the PDS function and are be-

yond the scope of this report. Power-demand control

for command receivers is not a PDS function during

the dormant phase. All MOLAB operational re-

sponses are available upon receipt of applicable re-

mote commands.

Local command functions received by the PDS

originate in the sources of power, electrical equip-

ment loads, and the astronauts. These command

functions elicit automatic responses, depending upon

their mutual relationship, or normalcy, and may be

manually inhibited or actuated by the astronaut.

3. General Requirements and Problem Areas

The level of astronaut activity, established

in the previously referenced 14-day operational se-

quence, firmly precludes from consideration any

but the highest level of automaticity in the PDS.

Out-of-tolerance function is proclaimed by both visible

and audible signal, as such a condition may arise

while the astronauts sleep.

Failure of any single element of the PDS will not

lead to degradation of performance or loss of function.

A malfunction detection system will be incorporated

EDWARD E. DUNGAN

to perform self-check operations upon the decision

logic section. Full use will be made of widely avail-

able, compact, highly reliable integrated circuits and

multiple redundancy voting logic in both these areas.

Load division will be such that intermittent loads

such as air conditioning, locomotion, air lock pump-

ing, etc., which may not require good regulation,

are bus separated from loads such as navigation,

communication, etc., where better regulation may

be required. Load separation, along with the ac-

cepted requirements for fuel cells, of voltage varia-

tion limited to 28 + 2 V for a three-to-one change in

load should preclude all necessity of prime power

regulating devices of questionable reliability and

performance. However, if instrument circuits are

voltage sensitive, line isolation and regulation should

be provided locally within the equipment involved.

A b_fering arrangement can be used as a means

of isolating intermittent load transients (Fig. A-2).

Power diodes of large junction areas are connected

between fuel cell modules. Application of intermit-

tent loads back-biases the diode and affords a smooth

load transition such that the more constant load bus

FUEL CELL ASSEMBLYNO.

1"
1 ,'1
T __1 _

L
T

INTERMITTENTLOADS

FUEL CELL ASSEMBLY]

NO.2 J

1"
I

II
CONTINUOUS

LOADS

FIGURE A-2. KILOWATT LEVELS FOR

PROFILE VARIATIONS

undergoes a slight decrease in voltage, whereas the

voltage on the intermittent bus drops and is isolated.

Since power diodes are small, compact, and may be

structure mounted and paralleled, with potential

drops not exceeding 1 volt and 100 amperes or more,

no heat dissipation or regulation problem is en-

countered.

Incorporation of automatic control, if improperly

attempted, can result in a degradation of reliability

in the event of a failure. The same is true for a

malfunction detection system. Failure of an auto-
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matic control or malfunction detection system will

cause the system to revert to the manual override

mode. Such failure, furthermore, must not damage

interfacing equipment.

4. Environmental Considerations

All externally located connective wiring,

clamps, etc., must withstand the combined effects

of vacuum, ultraviolet radiation, and lunar tempera-

ture extremes. Further requirements are to with-

stand the shock and vibration associated with Apollo

launch, LEM truck landing, and terrestrial trans-

portation. All major components will be sealed and

shielded from RFI and be immune to the effects of

humidity or dumped wastes in vacuum.

F. RESULTS

Several tentative results can be drawn from the

analysis of previous sections.

1. A variable load profile rather than a constant

load profile is necessary for accurate optimization of

system mass.

2. Small variations in variable load profile pro-

duce small variations in specific system mass.

3. The power distribution system, although it

represents only a small fraction of power system

mass, will play a large role in system performance

and reliability.

4. The power distribution system should be

fully automated and fail safe, returning to the

manual override mode under failure.

5. Load division should be maintained between

intermittent and continuous loads.
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APPENDIX C

COMPUTER PROGRAMS FOR FUEL CELL MASS OPTIM IZATION

A. STATEMENT OF PROBLEMS

The efficiency of a fuel cell is highest at light

loads and the specific fuel consumption is lowest. To

operate a fuel cell at light loads requires an oversize,

and hence heavier, fuel cell. For a given mission

profile and duration there is a design that has a mini-

mum overall mass including fuel ceils, fuel, tank-

age, and heat radiator. Two types of optimization

would be useful for system design: first, an optimi-

zation of system mass at constant load for missions

of arbitrary duration; second, a program that could

optimize the design for a specific load profile.

B. SUMMARY OF WORK DONE

Three computer programs were written, de-

bugged, and run successfully. These are:

1. Constant load mass optimization for arbi-

trary fuel cell parameters as follows: ratio of tank

mass to fuel mass, mass of fuel cell, radiator mass

in kilograms per watt, fuel mass in kilograms per

ampere hour, fuel cell open circuit voltage, fuel

cell internal resistance, fuel cell maximum efficiency,

and total operating time at constant load. The values

of open circuit voltage and internal resistance were

chosen to closely follow the nonlinear EI curve of

the fuel cell in the region of interest.

2. As above but with an exact rather than a

linearized E I characteristic for the fuel cell. The

optimums obtained with both programs were identi-

cal, justifying the simplicity of the linearized analy-

sis. The cell EI curve was put in as a matrix of one

hundred numbers (voltages) at one-ampere incre-

ments of fuel cell current taken from curves supplied

by the manufacturer.

3. A load profile analysis and mass optimization

were written and run to accept up to 20 successive

steps of arbitrary duration in the load profile and per-

tinent fuel cell data. This gives as an output, the

voltage regulation, fuel, and other masses and net

kilograms per kWh for the mission as a function of

the number of fuel cells used.

C. CONSTANT LOAD MASS OPTIMIZATION

PROGRA M

Assumptions:

1. Tank mass is a constant factor, A, times

total fuel mass.

2. Fuel consumption is a constant factor, D,

times total ampere hours.

3. Radiator mass is a constant factor, C,

times radiated thermal power in watts.

4. The fuel cell mass is a constant, B, in

kilograms.

5. The fuel cell efficiency at light load is U.

6. All power not delivered to the load is de-

livered to the radiator.

Procedure:

The fuel cell is run in l-ampere increments up

to the maximum number of amperes allowed for a

prescribed mission duration of T hours. The total

fuel consumption, electrical output, heat output, and

radiator, tankage, and fuel mass are computed. The

net-mass-to-kWh ratio is computed for each operating

level and printed in the results. Visual inspection of

the computed answers quickly shows the optimum

operating point from the standpoint of minimum net

kilograms to kWh as well as the range of loads over

which the mass does not deviate from the minimum

by a prescribed tolerance.

Mathematical Analysis:

1. Amperes, X, is an independent variable.

2. XT is total ampere hours where T is

operating time.

3. DXT is total fuel mass.

4. ADXT is total tank mass.

5. E is the open circuit fuel cell voltage, R is

the resistance; hence E-XR is the output voltage.
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6. (E - XR) times X is P, the output power,

in watts.

7. 0. 001 PT is the output kWh.

EX

8 --_ is the theoretical input power.

EX

9. _ - P is thermal power to radiator.

EX
10. C (---U--- P) is the radiator mass.

B+ (1 + A) DXT+ C (._X _ p) is net system11.

mass.

12. Mass-to-kWh ratios are obtained by divid-

ing line 11 by line 7.

D. EXACT CONSTANT LOAD MASS OPTIMIZATION

PROGRA M

This program is identical with the previous

program except that the voltages at one ampere in-

crements are E(1) for zero amperes on open circuit

voltage; E(2) is the output voltage at 1 ampere, etc.,

up to E(100), the output voltage at 99 amperes.

Mathematical Analysis:

The only differences from program I are the

respective steps:

6. XE (K - 1), where X is K, the output power.

7. TXE (K - 1) (0. 001) is the output kWh.

8. E(1} X is the input power.
U

9. E(1) X
U

radiator.

- XE (K - 1) is the power to the

10. Radiator mass is C times Step 9.

ii. B+ (I+A) DXT+ C_-XE (K- I)
U

is net system mass.

E. EXACT LOAD PROFILE MASS ANALYSIS

PR OGRA M

In addition to mass, this program computes

voltage regulation for each step of the profile and

interpolates on the input EI matrix to determine the

exact voltage and current for a specified profile

power. Complete parameters are generated for sys-

tem designs employing any desired total number of

fuel cells, including fractional, and for fuel cells of

any characteristics as in the programs described in

C and D.

Input Data:

In addition to input data on the fuel cell, the

following is set into the data cards: the minimum

and the maximum number of fuel ceils that are to be

used; the number of intermediate designs that are to

be analyzed; and the fuel cell load profile in succes-

sive Ti, Pi (where Pi is the power level of a particu-

lar step in the load profile and Ti is its duration).

All steps of constant power level may be grouped to-

gether if desired to minimize input data.

Procedure:

1. As a first step the total kWh is computed by

integrating the power profile. During this integration,

the maximum power level is noted.

2. Next, a system having the minimum number

of cells is analyzed. For this system the maximum

watts per cell and the current per cell are computed

from the input power, the thermal power, and the

radiator mass. The radiator is sized to the maxi-

mum watts computed in step one by multiplying the

waste-power-per-cell times the number of cells.

3. Each step of the profile is next considered.

From the power level per cell, the corresponding

voltage and current are obtained by quadratic inter-

polation.

4. From the current per cell times the number

of cells, the total ampere hours and fuel for the par-

ticular cell are integrated.

5. After integration of the last step, total fuel

consumption and tank mass are obtained.

6. The steps from 2 to 5 are then repeated for

another assumed number of fuel cells.
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Mathematical Analysis:

Little novelty in mathematical analysis arises

except in the greater logical complexity and from the

fact that voltage and current must be interpolated

between the matrix values to obtain prescribed out-

put power. Because power is not linear in voltage and

current, the interpolation involves the solution of a

quadratic equation. The interpolation is otherwise

linear.
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INTRODUCTIONTO RESEARCHACHIEVEMENTSREVIEWON
ASTRODYNAMICSOPTIMIZATIONTHEORYAND GUIDANCETHEORY

by

Dr. E. D. Geissler*

The three subjects discussed in this review,

guidance theory, optimization theory, and astrody-

namics, are very closely related. They deal with

trajectory shaping and are of central importance in

the activities of the Aero-Astrodynamics Laboratory.

Since they are strongly concerned with mathematical

concepts and methods, these subjects are not easy to

present in a satisfactory fashion to an audience which

is a fairly mixed composition with respect to back-

ground and interests. Let it be clearly understood

that these papers are directed to the nonspecialist;

complete papers of particular use to specialists are

available or are in preparation.

We have selected somewhat different approaches

in the three papers towards the subject matter, rang-

ing from a fairly thorough description of one particu-

lar guidance concept in the first, to a more general

discussion of the status of mathematical tools in

optimization theory in the second, and finally to a

description of some examples of classes of trajecto-

ries in astrodynamics with primary appeal to-geo-

metrical visualization. Thus, we have not attempted

to survey actually systematically all activities related

to the _,;_bject matter.

The conceptual development of guidance schemes

at MSFC is the primary responsibility of the Aero-

Astrodynamics Laboratory, whereas our Astrionics

Laboratory is the primary agent for the implementa-

tion and mechanization of such schemes, i.e., the

transformation of equations into a physical set of

operable, functional equipment. This obviously re-

quires very close cooperation between the two labo-

ratories to have the full benefit of feedback of practi-

cal viewpoints and experience into the theoretical

framework. This cooperation has been effective

over many years in an exemplary fashion and was one

important factor for the very successful accomplish-

ment of our guidance systems in actual flights.

A fairly major change in our guidance philosophy

took place at our agency a few years ago at the incep-

tion of the Saturn space vehicle program. The

switchover from ballistic rockets with more limited

range and more uniformly defined trajectories to

space vehicles, which call for more variety of

trajectory shaping, and the availability of a new com-

puter technology, which permits rather large scale

digital computations aboard a flying vehicle, induced

us to deviate from the old A -minimum scheme that

was used successfully on various vehicles like

Redstone, Jupiter, Pershing, etc., and that was

tailored to use analog equipment with prime emphasis

on simplicity and accuracy. The new concept, which

we call adaptive guidance, aims at generality in view

of the many different mission geometries of multi-

stage space vehicles, flexibility in view of frequent

changes in physical characteristics of vehicles prior

to flight as well as in flight, and performance opti-

mization in the presence of major physical disturb-

ances (e.g., engine-out cases), plus of course,

accuracy of achievement of final end conditions.

Various mathematical approaches are feasible toward

accomplishment of these goals, and several have been

explored in some detail at MSFC. Two of them, the

polynomial adaptive guidance and the iterative guid-

ance scheme, have been carried through the successful

application in fullscale Saturn I earth orbital flights.

The selection of the iterative guidance scheme

grams has been made based on decisive advantages

in terms of flexibility with regard to changing physi-

cal characteristics, i.e., switchover to alternate

mission for engine-out cases and easy adaption to a

wide variety of complex three-dimensional mission

profiles with a minimum of previous ground compu-

tation. A good description of both adaptive guidance

systems has been given by Dr. W. Haeussermann at

the August AIAA Meeting at San Francisco. Our

first paper by Mr. Clyde Baker, Chief of the Astro-

dynamics & Guidance Theory Division, complements

Dr. Haeussermann's paper by sketching the various

mathematical options towards our adaptive guidance

scheme and describing in somewhat more detail the

particular mathematical features of the iterative

guidance scheme. For more details, I refer you to

the third issue of the semiannual Aero-Astrodynamics

Research Report. Mr. Baker does not go into a com-

parison of this scheme with other similar schemes

developed independently and approximately concur-

rently at MIT, STL, and Aerospace Corporation.

Suffice it to say that we have studied these other

* Director, Aero-Astrodynamics Laboratory.
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methods and have found, in spite of many similarities,

some specific advantages of our iterative guidance

scheme.

There is a very complex pattern of interactions

between the theoretical scheme with

a. The particular mission requirements in

terms of mission profile geometry and operational

constraints and alternate mission requirements for

engine out, etc.

b. Hardware considerations such as trade-offs

between computer memory and complexity of equa-

tions and frequency of onboard computations.

c. Practical computational requirements such

as need of preflight computations in view of para-

metric changes.

All of this demonstrates the extreme importance

of a close marriage between the guidance theory

development and the system development.

In view of this, a continuation of support by

OART, NASA Headquarters for advanced guidance

studies at MSFC, appears to us very desirable and

important. We hope that this review may be of some

help to underscore the value of these efforts.

With respect to the second paper by Mr.

Dearman, on optimization theory, I would like to

make the following observations: The application of

optimization theory to trajectory shaping only is

discussed in this paper, and this subject is obviously

closely related to guidance theory. Most of the con-

cepts and methods are equally applicable to other

problems, in particular to control problems. Several

studies related to this field are carried on by and

under sponsorship of the Aero-Astrodynamics

Laboratory.

An attempt has been made to describe the sub-

ject without use of equations. At the same time we

did not mean to oversimplify the matter for the sake

of popularization. Since optimization theory is con-

cerned with subtle points, we cannot expect a very

easy paper; however, I believe Mr. Dearman suc-

ceeded in producing a very lucid presentation on his

subject. The impression may be gained from his

paper that in view of the shortcomings of the present

state of optimization theory, no answers can be

found to many practical trajectory problems. In

many cases engineering intuition and/or extensive

numerical work (parametrical treatment) can

substitute for more rigorous mathematical methods

and produce practically acceptable optimum or near

optimum solutions. The motivation for improving

theory in such cases is more for reduction of com-

putational effort and more direct assurance of opti-

mality of a solution.

The final paper on astrodynamics by Mr.

Schwaniger is probably the most acceptable one to

those not familiar with the subject matter since it

describes largely geometric properties of classes of

trajectories. Lack of time did not permit much

discussion of computational tools. While the general

trend in engineering is towards more abstraction and

complexity due to improvements in theory, availabil-

ity of powerful computers, and increasing complexity

of problems and capability for thorough optimization,

there is still a need and a place for simplification

especially for surveys as aids in mission synthesis.

This is not only to make economical use of computers,

but also to gain insight into characteristic features of

solutions which may otherwise escape the attention or

grasp of the investigator. There has been a creative

interplay throughout the history of physical science

between the intuitive approach proceeding from

specific cases to generalization (inductive) and the

abstract approach which typically deduces individual

cases from general theory (deductive) ; we believe

there will be a continued need for this dual approach.

The term astrodynamics has been historically

used by astronomers for dynamic analysis of the

motion of heavenly bodies; the prime change has been

the recent emphasis of powered trajectories, i.e.,

bodies under the influence of forces other than gravity.



SATURNGUIDANCECONCEPTS
by

Clyde D. Bake_:-"

SUMMARY

The basic problem in space guidance is to de-

velop some relatively simple way to compute the

direction of thrust at points along a trajectory which

will permit meeting the desired terminal conditions

of the trajectory. The development of such a guid-

ance law or guidance scheme usually involves some

method to approximate the calculus of variations

solution which maximizes payload.

Four such approximations are discussed in this

paper. Three are polynomial type approximations

to a closed loop steering function. The fourth meth-

od, which is actually used for Saturn guidance, is a

closed form solution of the calculus of variations

problem using a simplified earth model.

GLOSSARY

Adaptive guidance mode - This means that, at

each point in the flight, the choice of steering angle

made at that point is always the one which tends to

maximize the payload delivered to the required end

condition of the trajectory problem.

Iterative guidance mode -

Series reversion method -

Guidance function expansion
method -

Least square curve fitting -

Four methods of

obtaining adap-

tive guidance.

Mixture ratio shifts - Change in propellant

management during flight affecting both thrust level

and mass flow of propellant.

Open loop steering - Synonymous with steering
without feedback

Time-to-go - That time remaining before

thrust cut-off in a flight.

× - Principal part of angle × such that'x plus an

additional small angle is equal to the actual steering

angle ×.

SECTION I. INTRODUCTION

This discussion de'Js with the research work

that has been carried out for the development of

guidance concepts for the Saturn vehicles. This

work was motivated by tim development of new mathe-

matical techniques for maximization of payloads

through optimization methods and by the development

of digital computers to replace analog computers as
vtlbt_ez_ u 1 ...... _.........a_u_,_x_. It _a_ al_o obvious Lilat space

trajectories would require greater flexibility tD cope

with sudden changes such as engine out conditions

and that more flexibility must be permitted in the

selection of flight profiles.

We are primarily concerned with the iterative

guidance law developed for Saturn vehicles to meet

these new requirements of space-age guidance.

However, we will briefly discuss some of the other

techniques which were studied in parallel during the

development of the iterative guidance mode.

A minimum guidance - A guidance mode contin-

uously to correct the steering angle to force the

vehicle to stay on a predetermined trajectory.

F/m - Thrust to mass ratio

Isp - Specific Impulse - The ratio of thrust

measured in kg to kg of propellant consumed per
second.

A typical space guidance problem is that of

placing a space vehicle into a specified circular

orbit about the earth. This particular problem will

be emphasized as a typical problem. The iterative

guidance law will achieve a wide variety of other

guidance tasks such as injecting a spacecraft into a

specified lunar orbit or soft land a vehicle at a pre-

selected point on the surface of the moon. The dis-

cussion will be limited to the problem of injection

* Chief, Astrodynamics and Guidance Theory Division, Aero-Astrodynamics Laboratory.
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into a circular orbit about the earth, because the

basic principles involved are the same for all speci-

fic applications.

This problem is illustrated in Figure 1.
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i ,/

II /i
I i

I i

/ i I

I f

i I J

/_/', SURFACE OF EARTH

ii

._'-_'_LAUNCH SITE

FIGURE t. CIRCULAR EARTH ORBIT

Trajectory #1 is a nominal trajectory, and trajectory

#2 is one in which some perturbation has occurred

during the flight. The guidance problem in both

cases is to choose the angle X between the longitudi-

nal axis of the vehicle and some reference direction

so that the vehicle enters the desired orbit. Nor-

mally, it is additionally required that the vehicle be

placed into the orbit with maximum payload or, what

is equivalent, minimum burning time. Obviously,

the steering angles in trajectories #1 and #2 will be

different because of the different forces acting on the

vehicle during the flight caused by the perturbation

assumed in trajectory #2.

Guidance is active only after the vehicles are

out of the atmosphere when the aerodynamic forces

are zero. The flight during the first stage, shown

by the dotted lines, is controlled by the autopilot,

and the main concern during this portion of the flight

is to keep the aerodynamic forces from destroying

the vehicle. This discussion is concerned with the

second stage only when guidance is active. This

portion of the trajectory is shown by the solid line.

SECTIONII. THE GUIDANCE PROBLEM

The development of a guidance concept for the

problem just illustrated is somewhat unusual as an

engineering problem. A typical difficulty in engi-

neering is to find more accurate mathematical

solutions for a given problem. Somewhat the reverse

is true in the development of a guidance concept,

For example, by means of the calculus of varia-

tions, a precise mathematical tool exists for the cal-

culation of the steering angles which will guide the

vehicle into the desired orbit. However, there are

two principal difficulties with the calculus of varia-

tions solution.

First of all, the numerical calculations required

to establish the steering angles are far too complex

to be carried out aboard the vehicle. The solutions

of the calculus of variations equations require a com-

puter the size of the IBM 7094, which obviously can-

not be flown with the vehicle.

In the second place, the solution of the calculus of

variations equations does not provide the steering law

in feedback form. This last comment deserves some

clarification.

The form of the solution of the calculus of varia-

tions to the problem stated is to provide the steering

angles × as a function of time. Furthermore, to ob-

tain this solution, all physical and environmental

conditions which will occur during the flight must be

known before the launch takes place.

If the vehicle weight during the actual flight is

different from that assumed for the determination of

the steering angle, the steering will be incorrect.

The same is true if the engine Isp is not nominal or

winds during the first stage are different from those

assumed for the guidance calculations. In fact, the

steering law will be incorrect if any of the informa-

tion assumed for the calculations is different from

that actually encountered during the flight.

What is needed is a closed loop feedback steering

law. This means that the steering angles should not

be functions of time alone as the calculus of variations

solution provides. The steering law should be pro-

vided as a function of position, velocity, and accel-

eration, i.e., onboard measurable quantities. Then

if the vehicle experiences different forces during

flight from those which were predicted, there is a

basis to take these variations into account and to

correct the steering angles accordingly.

SECTION III. FOUR GUIDANCE CONCEPTS

Four different concepts will be discussed for re-

ducing the amount of onboard computations and ob-

taining a closed loop steering law. These concepts



have been studied both in-house and by MSFC contrac-
tors. All four have in common an approximation to the

calculus of variations solution. These four concepts,

(1) series reversion method, (2) guidance function
expansion, (3) least square curve fitting, and (4)

iterative guidance mode, are shown schematically in
Figure 2 and all are referred to as being adaptive.

This simply means that at each point in the flight, the

choice of the steering angle made at that point is al-

ways the one that tends to maximize the payload de-
livered to the required end conditions of the trajectory
problem.

I AOAPTIVE GUIDANCE CONCEPTS

"POLYNOMIAL" CONCEPTS _/

DIRECT APPR'[--O_'CH[ _] INDIRECT APPROACH

'I LEAST SOUkRECURVE FITTING

SERIES GUIDANCE FUNCTION

METHO0 I EXPG,NSiON METHOD

I

"ITERATIVE" CONCEPTS J

I

I ITERATIVE GUIOANCEMODE

FIGURE 2. GUIDANCE CONCEPTS

Three of these concepts result in polynomial type
expansions of the steering angle as functions of the

current position, velocity, and acceleration of the ve-

hicle. The fourth concept (iterative), which is actual-
ly the one used on Saturn vehicles, is an approximate

explicit solution to the trajectory optimization problem.

A. CALCULUS OF VARIATIONS SOLUTION

Because all four of these concepts have their
bases in the calculus of variations solution, this solu-

tion will be briefly outlined to provide a background
for the modifications which have resulted in the four

concepts which are of primary interest here.

To simplify the discussion of the mathematical

equations, a somewhat simplified version of the origi-
nal problem of injecting into a circular earth orbit

will be desired. Consider then on Figure 3 the prob-
lem of the flight of a space vehicle on a flat, nonrotat-

ing earth where the gravitational vector is constant

and always parallel to the y-axis. The object of the
guidance system is to deliver the vehicle from the
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_TIME

= "_- COS X

F
= T sin X -g

FIGURE 3. A SIMPLIFIED TRAJECTORY

launch site shown at the origin of the x, y coordinate
system to a fixed position in space with a fixed ve-

locity. This is to be accomplished in the shortest

possible time with a fixed thrust magnitude and fixed
burning rate of the propellant. The angle × as shown

on the slide is the only choice to be made.

The equations of motion of this simplified trajec-
tory are shown below the trajectory. Applying the

calculus of variations to this problem, the solution for
X is given in Fig'are 4.

P3 a+bt
tan x(t) : --:

I+ct

a, b, c a r e con stants

FIGURE 4. CALCULUS OF VARIATIONS

SOLUTION FOR X

Mathematically, the equation for tan X contains four

unknown quantities, a, b, c, and tc evaluated at en-
gine cutoff time. There are four terminal conditions

to be fulfilled, two position coordinates, and two ve-

locity coordinates. By integrating the equation in

and ;¢', it is then possible to obtain four equations in

the four unknowns. These equations, of course, can

be solved by some means to obtain values of a, b, c,

and te. After some manipulations these values can be
used to obtain the trajectory illustrated in Figure 3.
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Here again, for emphasis, observe that the angle ×

depends only upon time during the flight since the

constants a, b, and c must be calculated before the

equations of motion may be integrated. Thus the

angle × would remain the same function of time re-

gardless of how thrust or mass flow {propellant)

changed during flight. This is one undesirable aspect

of the calculus of variations solution. The other un-

desirable feature is that a high speed computer is re-

quired to obtain the values of a, b, and c in a reason-

able length of time.

Thus the calculus of variations type solution pro-

vides an open loof type of guidance. The steering angle

is obtained as a function of time which remains the

same regardless of what disturbances occur during

the flight. For disturbed flights, then, the COV solu-

tion trajectory will not provide the desired accuracy

of the terminal trajectory conditions. The discussion

will be directed toward describing four techniques for

converting the COV solution into a true feedback sys-

tem which will provide the desired accuracy when

disturbances are present. The first one to be de-

scribed is the series reversion method.

B. THE SERIES REVERSION METHOD

The basic idea of the series reversion method

is to obtain the values of a, b, c, and t c in terms of

the instantaneous vehicle coordinates of position, ve-

locity, and acceleration. This is illustrated on Fig-

ure 5.

0 "_ ft (x, i, y, y, F/m)

b = fg(x, y,  ,Flm)

c = f3(x, i, y, F/m)

tC = f4 (x, i, y, F/m)

FIGURE 5. SERIES REVERSION SOLUTION

All the mathematical details of this method are

of little interest here. Briefly stated, however, the

process involves expressing the cutoff position, ve-

locity, and time in a set of Taylor's Series involving

the current position, velocity, and acceleration with

the values of a, b, c, and t c. By a simultaneous re-

version of this set of Taylor's Series which involves

a very considerable amount of work, it is possible

to obtain the equations shown on Figure 5. Explicit

forms of these equations are shown on Figure 6.

0 : 0 o + 0tx + oey + O_i + 04)' + Osx _' + O,Y e + oTiz + oe_'e + ""

b = bo + b4x ÷ bey + bsi + b4y + bsxZ + "'" +

C = C0 + C4X + cly + """ +

I c = 1o + 14x + tey + ... +

FIGURE 6. SERIES REVERSION

These equations may then be evaluated to obtain

the constants a,b, c, and t , and the angle × is then
c

easily obtained from these constants.

The advantage of such a representation of the

angle X is that as the actual trajectory deviates from

the expected trajectory, the values of a, b, c, and

t change accordingly to guide the vehicle back to the

d_sired end points and do this in the minimum amount

of time. The disadvantages of such a scheme are

several.

First, there is a tremendous amount of work

involved in the in the calculation of the equations

shown on Figure 5. In the second place, these equa-

tions must be reevaluated for each new set of terminal

conditions since the actual cutoff values of position

and velocity are contained as parameters in the sys-

tem of equations.

Finally, the number of terms required in the

Taylorfs Series expansion described previously is

likely to be so high that the computer storage prob-

lem becomes prohibitive.

C. THE GUIDANCE FUNCTION EXPANSION

METHOD

The guidance function expansion method is in

many respects similar to the series reversion tech-

nique and has essentially the same advantagcs and dis-

advantages. A brief description of this method is

given leaving out most of the mathematical detail.

The basic concept again is to devise some means

to calculate the values of a, b, c, toldtc as functions

of the vehicle current position, velocity, and acceler-

ation. Figure 7 shows the form of the solution of the

guidance function expansion method.



_0 (z- _*) _oI(i - t*) ___(y_y*)
a _o ÷

¢1x t • t* * --_i tit • t* ÷ --6y t • t*

b • b t + _b (x- x*)
+ +

iX t • t _'

c c* ÷ _c (x-x*)= _ + ÷

ix t : t t

t c : t "i + _It c I(t - tx) + +

ix I t = t t

to (Y " i*) to (t - t*)

+ ¢_'-_ytt= tl. * "_'t tot *

FIGURE 7. GUIDANCE FUNCTION

EXPANSION SOLUTION

Observe that this method also involves an expan-

sion of the values of a, b, c, and tc into a Taylor's
Series. However, in this case, the expansion is

carried out about some preselected point on a nominal

optimal trajectory. This point is identified by the

coordinates zr:' , _-" , y* , _ , and _:_ . There are sev-
eral variations of the guidance function expansion

method which selected several points about which to

carry out the series expansion, or in one case, the

reference point is allowed to move continuously along
the curve.

Much work has been devoted to the study of the
first two methods just described, but neither has ever

been carried out to the point of obtaining an actual

steering equation. The number of terms required in
the Taylor's Series is likely to be so large as to be
prohibitive.

D. THE LEAST SQUARE CURVE FIT

The least square curve fitting technique is
probably the simplest of the four methods conceptual-

ly and will now be explained. The equation which is

desired as an end product of the curve fitting tech-

nique is shown on Figure 8. Here, the idea is to ex-
press the steering angle × directly in terms of the

position, velocity, and acceleration, together with
products of these coordinates.

X = Oo+ ati + ogy+o3x + a4Y + %(F/m) +06i 2 +

ate,2 + aex2 + Ogy2 + ato(F/m)2 + ollxy + ol2)_x+ aBiy +

ai4 i (F/m) + ots)_x + ai6_y +... +

FIGURE 8. THE LEAST SQUARE CURVE FITTING
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The coefficients of this polynomial, ai, (i = 1,
2, 3 . .. 16 .... ) are obtained by precalculating

optimal trajectories with various types of disturb-
ances deliberately introduced into the trajectories.

Then from a sampling of the steering angles associated
with the values of the coordinates on each of these

trajectories, a least square curve fit is made which
minimizes the sum of the squares of the errors in the

angle X at each of the points selected in the curve fit.

This method appears to be more of an art than a

science for several reasons. A number of choices

must be made somewhat arbitrarily. These include

the number of terms to include in the equation, the

actual terms which will appear in the equation, the
number of trajectories which should be precalculated

to include in the least square curve fitting process,

and finally some choice must be made of the points to
be utilized from a given trajectory. There hasnot

been a clear answer, and there is still none as to how

these choices should be made. Some people have been

successful in making these selections so that adequate
steering functions have been computed by this pro-

cess. The flights of SA-6 and SA-7 were guided by
steering functions generated in this manner, and the

accuracy obtained was certainly satisfactory.

Perhaps the biggest fallacy in the technique, how-

ever, lies in the tacit assumption that the polynomial
which produces the least sum of squares of errors in
expressing the angle X as a function of the coordinates

also provides the best steering law. Since this is not

true, an additional constraint was placed on the curve

fitting, that the partial derivatives of the angle × with
respect to the coordinates in the curve fit would match

the partial derivatives of the angle _(with respect to

the coordinates obtained directly from the calculus of
variations.

This constraint vastly improved the steering law

when guidance was applied to a single stage only.

However, the additional complexities imposed
upon the curve fitting by multiple stages and the intro-

duction of the step mixture ratio shift, together with

the requirements of continuously variable launch

azimuths, caused the decision to drop the polynomial
curve fits in favor of the iterative guidance mode
which will now be discussed.

E. THE ITERATIVE GUIDANCE MODE

Because the iterative guidance mode has been

successfully flown on SA-8, 9, and 10 and shows

promise of providing the accuracy, performance

optimization, and flexibility for future Saturn vehicles,
it will be discussed in considerably more detail than
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the previous three. The basic problem remains to

devise some means to express the constants a, b, c,

and t c as functions of the current coordinates of the

vehicle. In the three previously described techniques,

these constants were obtained by series representa-

tions. The methods differed principally in the way

in which the coefficients of the series were derived.

The iterative guidance techniques solve for these

values of a, b, c, and t c in a basically different way.

To illustrate the iterative guidance concept, con-

sider once again the problem of placing a vehicle in

a desired circular orbit around the earth. The con-

cern will be only that the circular orbit is obtained,

and no conditions will be placed upon the exact point

at which the vehicle enters the circular orbit. Re-

moval of the constraint on the point at which injection

occurs makes possible some simplification of the

guidance law to obtain this orbit. In this case the

guidance law can be written as shown in Figure 9.

tan X - a + b t

" A+ BtX ,,,

FIGURE 9. ITERATIVE GUIDANCE LAW

FOR CIRCULAR ORBIT

This law is only an approximation even for the

flat earth model, but it is an excellent approximation.

A further simplification is made that the angle X it-

self may be expressed as a linear function of time

where this linear function is different from the linear

law obtained for tan ×.

This expression for _ :: (A + Bt) may now t)e sub-

stituted into the equation of motion as shown on

Figure 10. These equations appear somewhat com-

plicated, but there are only two essential simple facts

that should be noted about these equations. First of

all, they contain only three unknowns. These are A,

B, and t c. All other information is either known or

measured during flight. The second significant thing

to note is that there are only three conditions to be

satisfied at injection. These are _c, _;c, and Yc. The

fourth coordinate x c has been eliminated by eliminat-

ing the constraint on the range at which injection

takes place.

This means that if some relatively simple way

can be found to solve these three equations in three

unknowns, the guidance problem will be solved. The

8

:_ cos(A+Bt)

y : _ sin (A+Bt) -g

ic=/_c_ cos (A+Bt)dt + i o

Yc =fl c_m sin (A+ Bt)dt - gtc + Yo

.t c .t
x¢=]O 10 COS(A+ Bt)dt' + iotc +x 0

.t c .t g =
YC=]O ]0 sin (A+at)dt e tc + +- -'2- Yotc Yo

FIGURE 10. EQUATIONS OF MOTION

AND TIIEIR INTEGRALS

remainder of the discussion will be concerned with

the problem of solving these equations with an indi-

cation of what impact on accuracy and performance

results from the necessary simplification made to

solve the equations.

In order to solve the equations, one additional bit

of information from the calculus of variations is use-

ful. This fact is that if the only conditions to be ful-

filled at cutoff time are velocity conditions, that is,

only _c and Yc are prescribed at cutoff time, then the

calculus of variations states that the steering angle

under these conditions is a constant.

This fact has two important consequences. As

a first step in the solution of the three simultaneous

equations, it is possible to satisfy the velocity con-

ditions with a constant steering angle which makes the

integration of the equations of motion trivial. Thus

the solution for required velocity has temporarily

been separated from the problem of calculating the

required altitude, and the equations of motion have

been greatly simplified.

The equations of motion for a fixed steering

angle together with their first integrals are shown

on Figure 11. The last two equations can be solved

for X as shown on Figure 12. It should be noted that

at this point in the solution, the value of t c is not

known in the equations for tan ×.

The next step in the solution is to satisfy the

additional condition that Yc equals the required value.

The wtlue of X is the principal part of the original

angle × : A _ Bt. Let this be rewritten as shown in

Figure 13.
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F
= _-cos _' m= mO- mt

F sin _ - gy-_-

=_F In(mo - _ tc) cos_ + i o_c m

=_Fin(m o- _ tc) sin _- g tc + Yo]tc m

FIGURE 11. CONSTANT STEERING

ANGLE EQUATIONS

t%l

tan X -
Yc + gtc - Yo

XC -- X0

FIGURE 12. CONSTANT STEERING ANGLE X

X : X - K, + K_t

FIGURE 13. SEPARATED FORM OF X

This expression is substituted into the equations of

motion to obtain the equations as shown on Figure 14.

_ F-_" cos(_' - K, + K2t)

F
y = -- sin (_- K, + Kzt)m

FIGURE 14. EQUATIONS OF MOTION

By making the assumption that -K 1 + K 2 t is a small
angle so that the sine of the angle is equal to the angle

and that the cosine of this angle is equal to one, these
equations may be integrated in closed form. These

closed form solutions are indicated on Figure 15.

These equations satisfy all of the terminal conditions.

Xc

YC

x C

YC

= ft (KI, K2, tc, i, _, x, y, F/m)

= f2 (Kt, K2, tc, _,, Y, x, y, F/m)

= f3 (KI, K2, tc, i, _, x, y, F/m)

= f4 (KI, K2, tc, i, _, x, y, F/m)

FIGURE 15. CLOSED FORM SOLUTIONS

FOR _c' _;c' Xc' Yc

These equations appear to be essentially the

same as similar equations which have appeared in
the description of some of the previous guidance con-

cepts. They are in principle very different because

algebraic representations can be obtained for each of
them. This means that they do not have to be re-

solved when the terminal conditions are changed. In

the previous g_idance concepts these representations
were given in numerical form only.

The significance of the equations of Figure 15 is

that their solutions can be programmed on a relatively

small computer and that the values of K1, K2, tc, and
can be solved as functions of the current vehicle

coordinates. Figure 16 shows the explicit form of
the., e(lu;ttions on l_tg_re la.

• . ,./_ A,.v, ,. [,-,..I]
A2 = AI 'r -VeT

A3 = -A t + TA I

A4,A3,- [(VsTt)/2]
_T = (A3 ÷VoT)/_ T

(o • Xo cos (_o + ÷T ) - YOsin (_o + ii,T} end similorly for velocity

v/0 : X0 sin (÷o+_T) + Yocos (i_o+ _T)

g* " ½(go+{T) ÷"= "¢T

AVe2 : (_T-_O-Q 'l Tsin ÷t)2 + (_T__O+{,! T cos ÷i)2 Solve for T

"Vo=-v,,e[,-,..)]

i( ' to. -I [(_T - _O+ QW T COl;+')/(_T-_0- {'lITsin÷')]

P " A3 con Xt_ O " A4 cos _(

R = 'qT-RO-_oT+ I • T 2"i { cos 11'_t - A3 sin _(

KI= (AzR}/(AIQ-AIP) K2 = (AiR)/(AIQ-AzP)

X( " X(- (KI-K2t) X = X(-÷o-÷T

Check velocity or T for cutoff. Stop computation of KI and K2 when T becomes smell.

(T es shown i. these equulions • to, time of cutoff, used in text.)

FIGURE 16. ITERATIVE GUIDANCE EQUATIONS
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I. Accuracy Considerations. Some explana-

tion must now be given of the accuracy to be expected

of the iterative guidance concept. Many approxima-

tions have been made to arrive at the closed form

solutions of the equations presented. First of all, the

earth model chosen was a flat, nonrotating earth.

After that several small angle approximations were

made to simplify the integration of the equations of

motion. With the aid of Figure 17, some of the ef-

fects of these simplifications will be interpreted.

DESIRED EARTH ORBIT

SURFACE OF EARTH

FIGURE 17. ITERATIVE GUIDANCE

MODE COMPUTATIONS

At the initiation of guidance as shown in the

figure, an initial value of the steering angle × is

computed. This angle is not precisely correct be-

cause of the many simplifications. But this angle is

used to guide the vehicle for some brief interval of

time, say one or two seconds. Then a recomputa-

tion of the angle X is made based upon the coordinates

at the later time. This process is repeated at short

time intervals throughout the remainder of the flight.

As time progresses, the assumptions become more

accurate until at the instant of cutoff they are exact.

Thus, the scheme is a self-correcting process for the

errors committed by the simplifications and it is also

self-correcting for any perturbations which may oc-

cur during the flight. This is true because the prob-

lem is resolved at each computation step without

regard to what has happened in the past. Final ac-

curacy of the terminal conditions is assured by this

self-correcting feature.

2. Optimality. While the very nature of the

process insures the desired accuracy of the system,

maximizing the payload by this technique is not

guaranteed. For example, it is necessary to correct

for the assumption of constant magnitude and constant

direction of the gravity vector.

This compensation is made by introducing into

the equations of motion a weighted average of the

gravity magnitude and direction between the current

point on the flight and the final point. It is also

necessary to rotate the coordinate system so that one

axis coincides with the local vertical at the cutoff

point. This is done to avoid introducing difficulties

into the equations of motion by awkward end condi-

tions if the coordinate system is not rotated:

Some additional accuracy problems arise when

this concept is extended to cover multiple guided

stages and the programmed mixture ratio shifts.

These problems are more in the nature of minor an-

noyances because solutions have always been found so

that the payload loss of the IGM as compared to the

strict calculus of variations solution is negligible.

3. Stability and Error Analysis. The partial

derivatives of attitude with respect to the state vari-

ables are the most significant criteria for stability

and accuracy. The F/M derivative is small during

the entire flight, eliminating this usually rather

noisy measurement as trouble source. However, as

the trajectory optimization is based on a predicted

relation of the future thrust profile for a stage to the

instantaneously measured value, any major thrust

change will cause a performance loss.

The other derivatives start at low values and in-

crease approximately inversely proportional to the

time-to-go (for velocity errors) or its square (for

displacement). The tightening of the guidance loop

toward the end of flight.is very desirable as it keeps

residual errors small. However, it creates a poten-

tial stability'problem. This problem was eliminated

without causing a significant error by stopping com-

putation of the steering equations at a given time-to-

go (e. g., T = 20 seconds) and flying open loop. A

better method is to freeze the time-to-go at a mini-

mum value and continue guidance.

The low guidance gains at early flight make the

system very tolerant to major disturbances, noise,

and time lags during this phase.

Guidance scheme errors for realistic variations

of initial conditions (Fig. 18) are very small. The

effects of performance variations, changes in air

density, and winds are equally insignificant.

A time lag of five seconds from measurement to

steering command causes no error and no loss of

weight in orbit. A 40-sec lag caused 3-kin altitude

error and 11 percent payload loss.

i0



Periodicthrustfluctuationswitha maximum
amplitudeof 65 percent of nominal and periods of 5

to .100 seconds create no serious stability problem.

INITIAL STAGE VARIABLE

km m/s km m/s

2.7 0 0 0

0 143 0 0

0 - 57 0 0

0 0 LO 0

0 0 0 78

0 0 0 - 80

PAYLOAD

LOSS

percent

.11

.32

.07

.11

.14

.11

INJECTION ERRORS

Altitude Velocity Path Angle

m m/$ degrees

.I 0 .001

.13 -.04 0

.I .01 .00!

.I 0 .001

.I -.01 0

.I 0 .001

FIGURE 18. ITERATIVE GUIDANCE MODE

ACCURACY & PERFORMANCE

4. Present and Future Guidance Research.

The iterative guidance mode as just described pro-

vides accuracy, optimality, and flexibility for the ex-

amples shown on Figure 19.

t. Single Stage to Orbit

2. Multiple Stages to Orbit

3. Earth- Moon Guidance

4. Earth - Mars Guidance

5. Plane Change Capability

6. Three Dimensional Guidance

7. Flexibility for Alternate Guidance 8= Abort

FIGURE 19. ITERATIVE GUIDANCE

ACHIEVEMENTS

Actual calculations have demonstrated its capability

for placing a space vehicle into earth orbit by a single

guided stage to orbit; it is also successful with two

stages to orbit including a step mixture ratio shift

which essentially becomes three guided stages to
orbit.

The iterative guidance mode has been used suc-

cessfully also to guide trajectories out of earth orbit

to the moon and also to guide to the planets. This is

an impressive list of accomplishments for a guidance

concept, and others could be related concerning flexi-
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bility to change to alternate mission after launch and

to handle abort situations which may occur during

flight.

However, the intent at this point is to describe

the guidance situation for which the iterative guidance

mode has not been demonstrated adequately and to

indicate what efforts are being made to provide satis-

factory guidance for these cases.

As a general comment, it may be pointed out that

iterative guidance mode does not perform satisfactor-

ily at present when any one of the following three

conditions shown in Figure 20 is encountered.

t. Low Thrust Io Weight Ratio

2. Large Central Angle

3. Rendezvous

FIGURE 20. NECESSITIES OF NEW OR IMPROVED

METHODS

a. The first limitation occurs when thrust to

weight ratio is less than a few tenths of one g.

Under these conditions khe approximations which are

made in the derivation of IGM become so inaccurate

at this thrust level that satisfactory performance is

not attained. Thus new concepts are being sought for

low thrust interplanetary flights where the thrust

levels are of the order of a small fraction of one g.

b. The second limitation of the IGM occurs when

the central arc, i.e., the angle at the center of the

earth between the point of beginning of guidance and

termination of guidance, exceeds approximately thirty

degrees. Starting from earth orbit with tow thrust

trajectories, it is sometimes necessary to spiral

around the earth several times before the velocity of

the space vehicle reaches essentially escape velocity.

IGM so far has not proved adequate for these cases.

c. A third category which must be studied care-

fully is a trajectory where all coordinates are speci-

fied at the terminal end of guidance as in rendezvous.

IGM has not yet been shown adequate for such cases.

It may be po_sible to modify the iterative scheme to

handle all three of these problem areas. Until such

modifications are made, efforts will be directed to-

ward studying other concepts together with attempts

to modify the iterative concept.
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RESEARCHACHIEVEMENTSIN OPTIMIZATION
by

C. C. Dearmaff'"

TECHNIQUES

SUMMARY

This paper is a survey of the work that has been

done at MSFC in attempting to compute optimal, i.e.,

minimum-fuel, multistage trajectories for space

missions. In the early studies, attempts at tra-

jectory optimization were confined to single-stage

trajectories. The calculus of variations was the

optimization technique principally employed in these

studies as well as in the more complex problems

which followed. With the discovery of the work by

C. H. Denbow, who theoretically, at least, solved a

large class of variational problems, work was begun

on computing fuel-minimizing, Apollo type, mufti-

stage trajectories. While Denbow's extension of the

classical theory of the calculus of variations provided

for the optimization of multistage trajectories, it de-

manded that all state variables be continuous. There-

fore, it was not satisfactory for solving realistic

multistage trajectories in which some state variables,

for example, the mass, are discontinuous functions

of time at those points of vehicle stage separation

where the large mass of the burned-out stages are

detached from the whicle. "^- _ ,;;asT,,_, e, ore, it neces-

sary to extend Denbew's work to include discontinuous

variables. This was done, but only necessary condi-

tions for an optimum were found. At present, there

have been discovered no sufficient conditions for the

case involving discontinuous state variables as have

been found for the Denbow problem with continuous

state variables, and unless sufficient conditions are

satisfied by the trajectory it cannot be said to be fuel

minimizing. This, briefly, is the state of the theory

at present.

In attempting to calculate fuel-minimizing mufti-

stage trajectories on a digital computer, several

difficulties have arisen which have prevented compu-

tation of the trajectories. These difficulties seem to

stem from the introduction of the additional differen-

tial equations and new variables, called Lagrange

multipliers, required by the theory. The problem is

being investigated both in-house and by outside con-

tractors.

Conducted simultaneously with the studies in

multistage trajectory optimization were the studies

in low-thrust trajectories, optimal orbital transfers,

* Scientific Assistant, Aero-Astrodynamics Laboratory.

and optimal reentry trajectories. In the first two of

these studies, the calculus of variations techniques

proved to be unsuccessful, and other optimizing

methods were employed. All of these studies, how-

ever, are in the exploratory stage, and much work

remains to be done.

RESEARCH ACHIEVEMENTS IN OPTIMIZATION

TECHN IQUES

The research in optimization techniques and its

applications to problems of space flight at Marshall

Space Flight Center has been largely geared to at-

tempts to determine optimal guidance schemes and

optimal control laws for space vehicles. The prob-

lems in optimization relative to the development of

optimal control laws were discussed at the Research

Achievements Review Series No. 3 which was held

last April. Research in optimization techniques as

it relates to space vehicle guidance is the subject of

this review. This relation to guidance has two im-

portant aspects that motivate the research. These

are (i) the d_wlupment of optimal gmdance schemes,

and (2) the testing of nonoptimal guidance by provid-

ing optimal trajectories as standards for comparison.

Both aspects demand the existence of a capability for

generating optimal, that is, minimum-fuel trajec-

tories, in both perturbed and unperturbed cases.

In the first aspect, the development of optimal

guidance functions, it appears necessary that a suit-

able sampling of perturbed optimal trajectories

meeting all constraints and boundary conditions and

satisfying the equations of motion be generated as a

preliminary but essential step. The development of

the guidance equations from the sampling of per-

turbed optimal trajectories and, indeed, the selection

of the sampling itself, are very difficult problems

and do not properly belong in a discussion on optimi-

zation techniques even though they are significant

motivating factors in the discovery and use of these

techniques. In the second aspect, the testing of non-

optimal guidance procedures, the amount of fuel re-

quired for nonoptimal guidance in a perturbed tra-

jectory can be compared with the strictly minimum-

fuel trajectory subjected to the same perturbations,

thereby possibly forming the basis for a judgement
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as to the adequacy of the nonoptimal guidance pro-
cedure.

The research in optimization of trajectories

may be categorized as shown in Figure 1.

t. Multistage (Apollo- type) Trajectories

2. Low Thrust Trajectories

3. Impulsive Orbital Transfer

4. Reentry Trajectories

5. Supporting Research Activities

FIGURE 1. RESEARCH IN TRAJECTORY

OPTIMIZATION

Mathematically, low-thrust trajectory optimization,
impulsive orbitM transfer, and reentry trajectory

optimization are special cases of the problem in the

first category, and the solution of this problem, at
least theoretically, implies the solution of the others.

However, research in these categories was carried
on simultaneously with research in problems in the

first category because the considerable difficulties

encountered with problems in the first category did
not portend an early solution. Also, it was thought

that study of the less general problems might shed
some light on the multistage problem.

The fifth category, supporting research activi-
ties, has been confined largely to studies in celestial

mechanics and its application to the motion of space-

craft in cislunar and solar space and to methods of

obtaining approximate solutions of the two-point
boundary value problem of which the optimal tra-

jectory problem is but a special case.

Figure 2 shows the principal contractors who

have worked in the areas of trajectory optimization

that we have just discussed.

It is clear from the foregoing that the research

in optimization has been motivated almost entirely
by the necessity for solving intensely practical prob-

lems of immediate and lasting interest in the space

program.

When work was first begun several years ago by
what is now called the Astrodynamics and Guidance

AREAOF RESEARCH CONTRACTORS

t. Calculusof Variations VanderbiltU., SouthernIllinoisU., Republic
Aviation,GrummonAircraft, Hayes
International,GeneralElectric,AuburnU.,
AnalyticalMechanicsAssoc., United
Aircraft, Martin-Marietta,LockheedAircraft

2. LowThrustTrajectoriesAeronutronics(Ford), GrummonAircraft

5. ImpulsiveOrbitalTransferNorthAmericanAviation,UnitedAircraft

4. Reentry Trajectories Auburn U., Raytheon

5. SupportingResearch U. of Kentucky, U. of NorthCarolina,
o. CelestialMechanicsNortheastLouisianaS. C., Georgia
b. MultivoriontApprox.Instituteof Tech., ChryslerCorporation
c. Two-PointBoundaryMissileDivision, U. of Wisconsin

Value Problem

FIGURE 2. CONTRACTOR PARTICIPATION
IN TRAJECTORY OPTIMIZATION

RESEARCH

Theory Division of the Aero-Astrodynamics Labora-

tory on the problem of generating optimal guidance

functions for missions involving multistage tra-

jectories, a survey was made of existing optimization
techniques in an attempt to discover the technique
that would be most practicable for the solution of

trajectory optimization problems. The survey led
to the selection of the calculus of variations as the

most likely candidate for solving the problems. Other
techniques are known under such names as the

Pontryagin maximum principle, the method of steep-

est descent, and dynamic programming. The calcu-
lus of variations, however, had enjoyed a long and

fruitful history of development, and because of this
it was the most mature and most highly refined of all
known methods.

In this country, the work of G. A. Bliss and his

students in the calculus of variations at the University

of Chicago Department of Mathematics was available
in the form of published books and scores of research

papers. Also, in the long history of the development

of calculus of variations, many practical applications

of the theory had appeared in numerous publications;
these were considerably in excess of the number of

applications of the other optimizing techniques. Thus,

it was that major emphasis, both in-house and among

outside contractors employed for the purpose of
assisting in the solution of the problem, was given to

exploiting the capabilities of the calculus of w_ria-

tions, ttowever, "a foot was kept in the door of the
other techniques," so to speak, by assigning some
studies in them to contractors and to maintaining a

relatively small in-house effort in these techniques
as well. Because the principal effort was in ex-

ploiting the techniques of calculus of variations, it is

this technique that will be emphasized in this review.
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Let us consider the general problem of directing

a space vehicle from a prescribed initial state to a

prescribed terminal state. Let us further suppose

that some steering law is available. The state of a

space vehicle is considered to be known at any given

time t when certain defining parameters are known.

For the purposes of discussion here the state of the

vehicle will be considered to be known if its position

coordinates, velocity components, thrust, mass,

and burning rate are known at the given time. Thus,

in what is usually called the "state space," nine co-

ordinates are required to define the state of the ve-

hicle at any time. It is to be emphasized at this

point that this particular choice of stage coordinates

is not necessarily the best choice. It is entirely

possible that another choice would make the problem

more tractable and the computational aspects much

easier to perform. The determination of the best

choice of state variables is under continual study.

As a consequence of the number of variables

chosen to define the instantaneous state of the ve-

hicle, the equations of motion, considered as a sys-

tem of first-order differential equations, are nine in

number. These equations must be solved simul-

taneously in order to obtain a solution curve or tra-

jectory in state space. Perhaps it should be men-

tioned that the solution is obtained by numerical

means by a digital computer and not by analytical

methods. The attainment of the solution by analytical

methods would be, of course, the more desirable, but

no one as yet has been able to do this except for sim-

plified cases.

Any solution curve or trajectory must pass

through the initial point in state space and must sat-

isfy terminal conditions and numerous constraints as

well. Figure 3 illustrates a solution of the equations

of motion.

C. C. DEARMAN

Now, if it is required that the solution curve be the

optimal or minimum-fuel trajectory, then some op-

timizing technique must be employed to insure this

requirement. As will be discussed in more detail in

the sequel, the requirement of optimality introduces

additional differential equations and new variables

called Lagrange multipliers which must be solved for

simultaneously with the nine equations of motion, and

"there's the rub," as we shall see.

It was clear from the beginning of the studies in

trajectory optimization that the problem of optimiza-

tion of an arbitrarily general multistage trajectory

that began from launch on earth and ended upon re-

turn to earth would be far too complex a problem to

attack initially. It was decided to concentrate on the

problem of optimizing only that part of a multistage

trajectory whose initial point is just outside the

earth's atmosphere and whose terminus is a pre-

scribed lunar orbit as shown in Figure 4. This tra-

jectory represents a part of an Apollo type trajectory.

Earth

Orbi_

V

Orbit

-'-'- Thrust Arcs

Coast Arcs

Initial State

Terminal State

_t

FIGURE 3. A SOLUTION CURVE IN STATE SPACE

FIGURE 4. A MULTISTAGE TRAJECTORY

No effort was made in the early studies to com-

pute a calculus of variations (COV) trajectory for

the atmospheric portion of the flight. Even when this

computation is done now_ certain simplifications,

such as exponential atmosphere, are usually made

which probably cannot be tolerated in realistic simu-

lations. Even when the simplifications are not made,

as in the deck recently compiled by R. E. Burns of

the Aero-Astrodynamics Laboratory, only necessary

conditions are satisfied; this means that the resulting

COV trajectory is not guaranteed to be fuel mini-

mizing.

In retrospect it appears that the problem of

optimizing that portion of the Apollo type trajectory
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illustrated in Figure 4 is itself too complicated a

problem for a beginning effort. Some less ambitious

program may be decided upon to provide a simpler
problem. Dr. Jan Andrus of General Electric

Company and Dr. M. G. Boyce of Vanderbilt
University, who have been working for us for several

months on this trajectory optimization problem, are

rather of the opinion that simpler problems should
now be attacked in an effort to learn how to overcome

some of the difficulties that have b_en encountered in

our attempts to solve the more complex multistage

trajectory problem.

Let us now describe the multistage trajectory to
which we have applied the techniques of the COV.

Assume that point 1 in Figure 4 represents the ter-
mination of an S-1C stage above the earth's surface

and that at this point all state variables are known.
The point is also presumed to be outside the earth's

atmosphere so that the entire space vehicle is there
subject only to thrust and gravitational forces. At

point 2 assume that the S-II stage is detached and

that the S-IVB stage engines are ignited. These sep-

arating and igniting actions in the beginning studies
were assumed to occur simultaneously. Of consid-

erable significance in the evolution of the optimiza-

tion problem is that at point 2 the mathematical
model of the motion of the vehicle was based on the

assumption that there existed discontinuities in the

state variables of thrust, burning rate, and mass be-
cause of the separation sequence that occurred at

that point. It is the assumption of discontinuities in
these three state variables that has been the source

of many problems, some of which have not yet been
solved.

At point 3 the vehicle enters an essentially el-
liptical orbit of a specified shape a_ud size. This re-

quires that the distance of the point from the earth's

center, the velocity of the vehicle at the point, and
the angle between the radius vector and velocity

vector be specified. The location of point 3 on the

ellipse, the orientation of the plane of the ellipse
relative to the coordinate system used and the orien-

tation of the ellipse within the plane are not speci-
fied. In all studies thus far undertaken, point 3 has

been chosen as the perigee ot the ellipse thereby
fixing the angle between the radius vector r and

velocity vector v at 90 °. The remaining unspecified

factors, the orientation of the plane of the ellipse
and the orientation of the ellipse within the plane, are

to be determined by the optimization procedure.

Because a coast arc is entered at point 3, the thrust
and burning rate are reduced to zero. If, as it has

been assumed, this is done instantaneously, dis-
continuities appear again in these two variables.

The optimization process is used to determine

point 4 and the time t4 of the space vehicle's arrival
there when thrust is again initiated. The time of

flight from point 4 to point 7, where the vehicle en-
ters the lunar orbit, is specified. This is done by

initiating thrust at point 4 such that the time lapse
between points 4 and 7 is equal to the specified time.

This condition of specified flight duration is imposed

to prevent the lunar transfer trajectory from extend-

ing over an excessively long time. It may be possible
for a space vehicle in a minimum-fuel trajectory
without a time constraint to coast for years before

entering the desired lunar orbit.

At point 5, the burned out S-IVB stage of the ve-

hicle is separated and the thrusting and burning rate
both die out to zero. The vehicle is now on a free

flight lunar transfer trajectory. At point 6, a retro-
thrust maneuver is initiated so that the vehicle may
be placed into the prescribed lunar orbit. At point 7,

the specified lunar orbit is entered.

It will be noted in the physical description of the

problem just given that the trajectory consists of

several parts or stages and that at time points de-
fining the terminus of some of the stages, and simul-

taneously the origin of the stages following, it is
assumed that there exist discontinuities in some of

the state variables. The existence of the several

stages and the assumption of discontinuities in some

of the state variables provided considerable obstacles

in the use of the classical theory of the calculus of
variations in optimizing multistage trajectories. For

in the classical theory, it is demanded that there
exist only one stage, i. e., that the function to be

minimized depend on the coordinates of the end-

points of the trajectory and not on the coordinates of

any intermediate points. The classical theory further
requires that the state variables be continuous func-
tions of time and have continuous derivatives at least

up to a specified order. Thus, the beginning efforts
in applying the calculus of variations to trajectory

optimization were necessarily confined to attempts to

optimize a single stage, because it was only for this

that the necessary mathematical tools were known at
that time to be available.

The optimization of the one-stage trajectory is
an example of the classical problem of Mayer in the

calculus of variations and was first recognized as

such by P. Cicala and A. Miele in 1956. It is en-
lightening to observe that the problem of Mayer is a

special case of the more general problem of Bolza.

Because the Bolza problem may be transformed into

the Mayer problem and vice versa, one hears the
trajectory optimization problem frequently referred

16



to as a Bolza problem, as a Mayer problem, or as a

Bolza-Mayer problem. But regardless of whether

the problem is formulated as a problem of Bolza or

as a problem of Mayer it presents similar difficulties

when attempts are made to solve it. At best we can,

at the present time, do no better than to find a nu-

merical solution on the digital computer. An analyt-

ical solution will probably always elude us.

However, the basic theory of the classical Bolza

(or Mayer) problem may be considered to be almost

complete. By almost complete, we mean that a set

of necessary conditions for an optimum has been

found that, when suitably modified, forms a set of

conditions sufficient to guarantee an optimum at

least when compared with a certain class of solutions.

The necessary conditions are the multiplier rule-a

corollary of which is the famous Euler-Lagrange

differential equations, the condition of Weierstrass,

the condition of Clebsch, and the Jacobi or so-called

fourth necessary condition.

It is important to observe that these four neces-

sary conditions for the problem of Bolza are only

loosely analogous to the conditions-bearing the same

names for the simpler problems in two-dimensional

state space. Any attempt, therefore, to illustrate

these conditions for the problem of Bolza by use of

geometric diagrams in the plane would lead to con-

fusion and erroneous impressions.

It may be deduced from the basic theory of the

calculus of variations that every minimum-fuel,

flyable trajectory must satisfy these conditions.

However, it must be noted, since these conditions

are only necessary, that there may exist nonmini-

mizing trajectories that also satisfy them. There-

fore, a COV trajectory which satisfies only some or

all of the necessary conditions is not necessarily a

minimum-fuel trajectory. About the most that can

be said for such a trajectory is that it is a promising

candidate for a minimum-fuel trajectory. For this

discussion, the important fact is that slight modifica-

tion of the last three of these conditions transform

the necessary conditions into _ set of sufficient con-

ditions.

It is rather common practice to designate the

four necessary conditions for the problem of Bolza

by the Roman numerals I, II, III, IV as shown in

Figure 5. If a trajectory is an optimum trajectory,

it must satisfy these conditions. The modifications

of the conditions that transform them into a set of

sufficient conditions are designated by the symbols

I, H', III', IV'. Any trajectory that satisfies all of

these conditions is an optimum trajectory.

C. C. DEARMAN

1. The Multiplier Rule I
(Corollory-Euler-Logronge Differentiol Equolions)

2. The Condition of Weierstross I]:

3. The Condition of Clebsch m

4. The Jocobi or Fourth Necessory Condition TO"

All Optimol Trojectories Must Solisfy All the
Necessory Conditions.

FIGURE 5. NECESSARY CONDITIONS IN THE

CALCULUS OF VARIATIONS

Now, it is possible to calculate a COV trajectory

on a digital computer by invoking only some of the

necessary conditions. All necessary conditions are

not required for the computation. However, to

guarantee that the computed trajectory is indeed an

optimum trajectory, it must satisfy all four sufficient

conditions. Even if the sufficient conditions are sat-

isfied, however, there is no assurance that the tra-

jectory satisfying them is unique. There may be

other trajectories which use no more fuel and satisfy

the same conditions. If a set of conditions could be

found which were at once both necessary and suffi-

cient, then the trajcctory satisfying them would be

optimum at least among all trajectories of its class

and lying in some neighborhood of it. For the tra-

jecLory p_.....u_1_,._-1......., ,, .._"h,....... ._ w_ h_ve mentioned before,

is an example of the problem of Bolza, there have

been discovered no conditions that are both necessary

and sufficient.

In the evolution of attempts to find an optimum

trajectory, itwas considered expedient to employ the

easier to invoke necessary conditions for COV tra-

jectory calculation rather than to use the more se-

vere and more numerous sufficiency conditions. The

experience and knowledge gained thereby could later

be used to apply the sufficiency conditions if that

should appear to be desirable. However, up to this

time no serious attempt has been made to invoke suf-

ficient conditions even for the single stage case.

Instead, concentration of the multistage problem has

been made in the hope that a least a set of neces-

sary conditions could be determined from which a

solution curve could be found that would satisfy them.

There was always the strong conviction that physical

considerations would be sufficient to guarantee that

this solution curve was indeed a minimum-fuel tra-

jectory, at least among all trajectories that satisfied

the physical conditions of the problem if not among
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all mathematically possible trajectories. When it

appeared that the single stage problem was essen-

tially solved, it was decided to attack the multistage

problem with the assumption of continuity of state

variables even though discontinuities, as mentioned

before, in some of them had been assumed to exist

in what was then believed to be the more realistic

mathematical model. Several of the contractors who

had been working on other aspects of trajectory opti-

mization were asked to begin investigating the multi-

stage trajectory problem. When the problem was

discussed with Dr. Boyce of Vanderbilt University,

one of the c5ntractors, several months after the

work with some other contractors had been initiated,

he pointed out that, effectively, the multistage prob-

lem with continuous state variables had been investi-

gated and solved by C. H. Denbow and that his results

had been published in his doctoral dissertation at the

University of Chicago in 1937. Not only had Denbow

found necessary conditions for a minimum in the

general problem of Bolza for the nmltistage case

with state variables continuous, but he had found a

set of sufficiency conditions as well.

Immediately work was begun on extending the

work of Denbow to include the case with discontinui-

ties in the state variables. This investigation was

advanced considerably by the work of Dr. R. W.

Hunt, a consultant for the division and professor of

mathematics at Southern Illinois University. Hunt

applied Denbow's methods to a Mayer formulation of

the multistage problem and permitted discontinuities

in the state variables and constraints at the staging

points. However, Hunt's extension required that the

times of staging be fixed, but not necessarily known.

Hunt obtained three necessary conditions which the

minimum-fuel trajectory must satisfy, but no set of

sufficient conditions. The necessary conditions for

the case he treated are a_mlogues to the multiplier

rule, the Weierstrass condition, and the Clebsch

condition, respectively.

M. G. Boyce and J. L. Linnstaedter of

Vanderbilt University Department of Mathematics

further extended the work of Denbow and Hunt to in-

clude control variables, finite equation conditions,

and inequality constraints. Boyce and Linnstaedter

also obtained necessary conditions for their more

general problem, but no sufficient conditions.

This is the state of the theory at present. Al-

though much has been done toward the solution of

finding the minimum-fuel trajectory for multistage

type missions, much remains to be done. For

example, for the classical problem of Bolza, many

necessary conditions have been found, but for its

generalizations by Hunt or Boyce and Linnstaedter,

f8

only three necessary conditions have been obtained.

Since these three conditions have not resolved some

serious difficulties in attempts to compute by digital

simulation a trajectory satisfying them, it appears

that further efforts should be made to obtain other

necessary conditions analogous to those already ob-

tained for the classical problem of Bolza, which,

when used instead of or possibly in conjunction with

the necessary conditions already known, will resolve

some of the difficulties presently encountered. In

addition, it is of paramount importance that serious

efforts be started on the development of a set of suf-

ficient conditions because the satisfaction by the

solution curve of necessary conditions does not

guarantee that it is an optimum solution. If a solu-

tion curve satisfies sufficiency conditions, however,

it is indeed an optimum, at least ,vhen compared to

other trajectories in a certain neighborhood that are

flyable and satisfy the imposed constraints and

boundary conditions.

Although these suggestions for the direction

which further research should take have assumed the

existence of discontinuities in the state variables,

mass, thrust, and burning rate, the continuous

variable approach to obtaining a minimum-fuel tra-

jectory still has some attractive qualities. Because

the thrust and burning rate are not physically dis-

continuous functions of time, it might be more

realistic to obtain a continuous approximation of their

rapid decreases and increases at the staging points

where engine cutoff and reignition occur. The only

physical discontinuity, that of mass, could be ap-

proximated by a very rapidly decreasing function.

Then all state variables could be considered as con-

tinuous throughout the trajectory and the work of

Dcnbow, modified for the trajectory problem, could

be used. As mentioned previously, in Denbow's work,

necessary conditions as well as sufficient conditions

have been found. The trajectory obtained by satisfying

the sufficient conditions would be at least one minimum-

fuel trajectory for the imposed conditions. Guidance

functions could then be derived around this trajectory as

the nominal.

Thus, by way of summary, it may be said that if

a sufficiently accurate mathematical model of the

physical system is obtained by considering all state

variables as continuous functions of time, although

some of them may be very steeply increasing or

decreasing at certain staging points, or physically

discontinuous at these points, then the basic mathe-

matical theory sufficient to guarantee a minimum-

fuel multistage trajectory is available for use. If it

is not adequate to consider all state variables as

continuous functions of time, but to take as discon-

tinuous at certain staging points the steeply rising



or fallingvariablessuchas thrust and burning rate

and to treat the physical discontinuous mass as

mathematically discontinuous, then only necessary

conditions are available for use. In this case, find-

ing sufficient conditions may be a matter of much

importance. Some in-house work is being done on

this problem now.

So far, we have not discussed several difficulties

which have been encountered in attempting to com-

pute minimum-fuel trajectories on a digital computer.

Basically, the difficulties arise because of the intro-

duction of additional differential equations which re-

salt from applying the methods of the calculus of

variations. Among these new differential equations,

as we have mentioned,are some which introduce new

variables which we call Lagrange multipliers. These

new variables result, of course, from invoking the

multiplier rule. If you recall, we stated that the

state variables at point 1 (Fig. 4) on the trajectory,

the initial point, were known. With the introduction

of the Lagrange multipliers, however, we add new

variables whose values at point 1 are not known.

They must be determined if we are to direct the ve-

hicle in an optimum manner to point 2. In fact, not

only must these multipliers be known at point 1, but

they must be determined at every integration time

step along the trajectory when thrust is being applied.

This statement, of course, implies that the multi-

pliers are intimately related to the vehicle's pitch

and yaw angles, as indeed they are. In fact, the

rclations of the multipliers to the pitch and yaw

angles are through simple trigonometric expressions.

In early attempts to calculate multistage tra-

jectories,only two stages were used. In one effort

the boost stage was the first stage; from boost burn-

out to a specified earth orbit was the second stage.

No attempt was made in the early efforts to apply the

calculus of variations to the boost stage. Instead, a

zero-lift trajectory was calculated from the initiation

of tilt, ten seconds from liftoff, until booster burn-

out. From that point a COV second stage trajectory

to the specified orbit was calculated. Of course, a

different tilt program for the booster might result

in a trajectory which, overall, uses less fuel than the

trajectory originally calculated. To try to find a

better overall trajectory, a family of boost trajec-

tories was generated by using different kicks at tilt

initiation. From the burnout point for each of the

boost trajectories,a COV second stage trajectory to

the specified earth orbit was calculated. Then, by

interpolation, the kick which would initiate the tilt

program of the booster that would result in the best

overall trajectory was determined. The result was

not a proven minimum fuel trajectory, but at least it

was better than any member of the trajectory family.
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Simultaneously with the study just described,at-

tempts were made to compute two-stage COV tra-

jectories with both stages lying outside the earth's

atmosphere. Continuity of all state variables was

assumed, and no attempt initially was made to satisfy

any necessary conditions except the Enler-Lagrange

differential equations. While the state variables were

taken to be continuous throughout both stages, it was

not known whether the Lagrange multipliers were

also continuous especially at the staging points. It

was intuitively felt that the multipliers were contin-

uous throughout both stages, and COV trajectories

were calculated with this assumption. The question

of multiplier continuity was answered for continuous

state variables by M. G. Boyce of Vanderbilt

University.

In late 1962, Boyce applied some necessary con-

ditions to a simplified multistage problem. He

assumed that all state variables were continuous and

avoided the vexing problem of discontinuity in the

mass at staging points by assuming that the mass

was a known function of time; as such it was not a

state variable. He further assumed that a fuel mini-

mizing trajectory existed and that it was the unique

solution to the equations of motion. With these

assumptions, of course, Boyce could then declare

that the trajectory which he obtained from invoking

only necessary conditions must be a fuel minimizing

trajectory. Boyce's principal contribution, however,

was his proof that the Lagrange multipliers were

continuous not only throughout each _tage but at the

staging points as well. Because his proof is valid

for any finite number of stages, it represents a sig-

nificant contribution.

In the complex trajectory illustrated in Figure 4,

the determination of precise values of the initial

Lagrange multipliers made heavy demands on the

analyst's experience, ingenuity, and ability to com-

municate successfully with whatever gods have con-

trol of such matters. But so much spadework has

been done in the past that now, with the experience

gained, it is not too time consuming to calculate at

least reasonable first approximations of them. An

iterative procedure called the "differential correc-

tion scheme," formulated as a part of the contract

requirements by G. N. Nomicos of Republic Aviation,

is then employed to find more nearly precise values

of the Lagrange multipliers at point 1. Having found

the Lagrange multipliers and having been given the

state variables which define point 1, the computation

can be begun which, hopefully, will result in an opti-

mum trajectory with the correct retrothrust maneu-

ver at point 6.
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Unfortunately, difficulties, the nature of which

are not fully understood, have arisen which thus far

have prevented the successful computation of the

trajectory from point I all the way to point 7. The

difficulties, whatever they may be, prevent the

retrothrust maneuver at point 6. Thus far, no tra-

jeetory.,proven to be a minimum-fuel multistage

trajectory from point i to point 7, has been computed.

Investigations and studies are being made from both

in-house and by private contractors to locate the

difficulties.

The trouble seems to lie in the convergence

properties of the iterative scheme for finding the

initial values of the Lagrange multipliers to high

precision. The scheme simply will not converge to

any value unless the first approximations of the

multipliers in some instances, but not all, are very,

very close to their exact values. In other cases,

the scheme converges to a value which is not accept-

able because its subsequent use does not permit

attainment of the objective or desired terminal state

for the stage. That is to say, the terminal state is

extremely sensitive to changes in the initial values

of the Lagrange multipliers. If these multipliers at

point I are not known with great precision, the de-

sired terminal state cannot be attained.

A hopeful remedy seems to lie in the use of

another iterative process, the so-called Newton-

Raphson method. It appears at present that this

scheme will converge for rougher first approxima-

tions than the differential correction scheme that is

now in use. But whether it will converge to suffi-

ciently accurate values of the initial values of the

multipliers is as yet not known.

The remarks just made might imply that the

situation relating to multistage trajectory computa-

tion is in a sad plight, indeed Be assured that this

is not the case at all. We can calculate quite satis-

factory multistage trajectories for any desired mis-

sions. While these trajectories may not be strictly

minimum-fuel trajectories, they nevertheless require

the expenditure of less fuel than is available for use.

The purpose of optimization is to find that trajectory,

if it exists, which will use the least possible amount

of fuel to accomplish the mission. The savings in

fuel over nonoptimum trajectories could possibly be

converted into payload. We must be prepared, how-

ever, for the possibility that the savings will be

negligible. But we will never know whether they are

or not until successful optimization of the trajectories

has been achieved.

Conducted simultaneously with the studies in

multistage trajectory optimization are studies in the

2O

optimization of low-thrust trajectories. The goal of

the low-thrust trajectory optimization project is the

development of techniques and computer programs
for determination of minimum-time or minimum-fuel

trajectories for both geocentric orbital transfer and

interplanetary rendezvous a/ld flyby operations. Suc-

cessful low-thrust trajectory optimization techniques

would be essential in the generation of optimal guid-

ance schemes. The problem of optimizing low-

thrust trajectories was attacked by classical varia-

tional methods but with little success. The principal

difficulties are again those of the two-point boundary

value problem arising out of attempts to find numeri-

cal solutions of the Euler-Lagrange equations. The

use of the method of gradients, a technique employing

successive approximations, one of the so-called

direct methods of the calculus of variations, has

been explored by several contractors, especially by

H. K. Hinz and his associates at Grumman Aircraft.

This is an attempt to circumvent some of the diffi-

culties of the two-point boundary value problem. Of

course these difficulties are also inherent in optimiz-

ing multistage trajectories but they are somewhat

heightened in the case of low-thrust trajectories

which may spiral about the earth many hundreds of

times before departing into the .transfer trajectory.

The length of time involved is so great that large

accumulations of round-off and truncation errors are

made. A second difficulty associated with the use of

the successive approximations techniques, which

seemingly must be employed, is the need to store

control variables as functions of time. If the func-

tions are rapidly changing the amount of computer

storage required may become prohibitive. A third

difficulty, already encountered in the discussion of

multistage trajectories, is the extreme sensitivity of

terminal conditions to changes in initial values of the

Lagrange multipliers. In an attempt to surmount

this last difficulty in a relatively simple problem,

H. K. Hinz and his associates at Grumman Aircraft

considered the specific problem of determining the

optimum thrust steering program that would mini-

mize the time to transfer between coplanar circular

orbits in a central force field. Both orbits encircle

a single body. Since they considered the thrust

magnitude as fixed, minimum transfer time was

equivalent to minimum fuel consumption. The use

of the generalized Newton-Raphson method of suc-

cessive approximations permitted the computation of

optimum thrust steering programs for progressively

increasing values of final time for trajectories up to

the final time for 21 revolutions about the earth. But

for transfers involving 21.5 revolutions or more,

the method did not converge to an accuracy of four

significant figures of the Lagrange multipliers.

Higher precision integration schemes seem to offer

the best hope of obtaining convergence to more sig-

nificant figures.



Thethirdareaof researchin trajectoryoptimi-
zationis in impulsiveorbital transfers. Theorbital
transferin themultistagetrajectorywehavebeen
discussingis nonimpulsive.Theaimof thisresearch
is to attemptto gainknowledgein this simplified
transferproblemthatwouldhelpin theunderstanding
of nonimpulsivetransfers.

Theimpulsivethrustorbital transferis, of
course,anidealization.In thetwo-impulsecase,
for example,thereis oneinstantaneousthrustto get
fromtheinitial orbit ontothetransfertrajectoryand
a secondinstantaneousthrusttogetinto theterminal
orbit as illustratedin Figure6.

Initial Orbit

DeparturePoint---_ __/v/___ _ Transfer Orbit

Arrival Point/

TerminalOrbit

FIGURE 6. TWO-IMPUI__E ORBITAL TRANSFER

Investigations have been made using one, two,

and three impulse transfers. Because mathematical

formulation of the problem leads to expressions

which, except for special cases, are analytically

intractable, the studies were made largely by nu-

merical methods.

Dr. D. F. Bender and his associates at North

American Aviation, Inc., are responsible for the

majority of the numerical work that has been done

by contractors in impulsive orbital transfers. They

have done some important analytical work as well.

F. W. Gobetz of United Aircraft has contributed to

the problem of optimum low-thrust orbital transfers.

However, all of these studies in orbital transfer,

whether impulsive or low-thrust, were made with

mathematical models that represented considerable

simplifications of the physical model that actually

exists. Their usefulness is therefore limited to

design studies and for suggesting modes of attack on

the more realistic problems. The present stage of

this research is still somewhatexploratory; it has
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not progressed to the point where valid conclusions

may be made that would be helpful in multistage tra-

jectory optimization.

The fourth area of trajectory optimization which

has been studied is the atmospheric reentry tra-

jectory wherein the reentry vehicle is subject only

to gravitational and aerodynamic forces.

Because no thrusting, except for control jets,

is employed, attention was directed toward minimi-

zation of the accumulated gravitational forces on the

vehicle's occupants. In mathematical form, this

means the minimization of the integral of the square

of the total aerodynamic acceleration. The optimiza-

tion analysis which results from this formulation of

the problem may be treated as a problem of Lagrange

in the classical calculus of variations with fixed end-

points or as a Pontryagin fixed end-point problem.

The fixed end-points are, of course, the initial point

of the reentry trajectory on the edge of the earth's

atmosphere and the known and fixed terminal point

on the earth's surface. It is assumed that the re-

entry vehicle's control system is capable of directing

the vehicle to the desired landing point. Studies in

this area thus far by out-of-house contractors have

been done mainly by W. A. Shaw and his associates

at Auburn University and by Blanton and Muzyka of

Raytheon Corporation. They have treated the

problem both as a Lagrange problem and, therefore,

used the methods of the classical calculus of varia-

tions and as a Pontryagin fixed end-point problem

and used Pontryagin's maxirnu_-n principle as Lhe

optimization technique. Results from each of the

methods are identical, but both approaches were

taken to determine whether one offered any compu-

tational advantage over the other. The answer ap-

pears to be in the negative.

In these beginning studies the most vexing prob-

lem in trajectory optimization, that of determining

the initial values of the Lagrange multipliers, was

sidestepped by assuming that the multipliers were

known. The Euler-Lagrange equations were formu-

lated and solved simultaneously with the equations

of motion, and a trajectory was obtained which

satisfied them and certain specified constraints.

Such a trajectory, of course, may not be the optimal

trajectory since it satisfies only one necessary con-

dition. Studies could be continued to determine

whether the trajectory which satisfies this one

necessary condition also satisfies sufficiency con-

ditions, several sets of which are available for the

single-stage two fixed point problem.

In summary, then, if the study of the problem

of multistage trajectory optimization is to be
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continued, it is essential that a primary effort be

directed toward determining a means for findiag the

initial values of the Lagrange multipliers to much

greater precision than seems to be possible using

presently available methods. If this problem can be

successfully resolved, certainly a multistage tra-

jectory can be found that satisfied some necessary

conditions. If, additionally, we arc eventually able

to show that this trajectory also satisfies a set of

sufficient conditions, we can with certainty say that

a minimum-fuel trajectory has been found.

It appears that the best way to accomplish these

aims for the realistic multistage problem is through

attacking much simpler trajectory optimization

problems. Having solved these, the realistic prob-

lem can be approached, it is to be hoped, by adding

additional constraints one at a time.
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Arthur J. Schwaniger*

SUMMARY

The term astrodynamics and the nature of that

field areverybriefly discussed. Then a brief cover-

age of some of the research projects in astrodynamics

is given. These include earth-moon trajectories,

interplanetary trajectories, and the various models

used for trajectory studies. In the area of earth-

moon transits, Apollo type transits and periodic or-

bits studied for possible Pegasus orbits are discussed

in some detail. In the area of interplanetary flight,

reference is made only to the specific publications

available and the types of problems being studied.

The trajectory models used are primarily the re-

stricted three-body model and for interplanetary

studies a matched-conic model. The use of precision

models using complete ephemeris data and the cur-

rent approach to such a model are mentioned. Final-

ly, some of the future areas of effort are given.

GLOSSARY

Perisel - On a trajectory, the point of closest

approach to the center of the moon.

Barycenter - The center of mass of two bodies

in a trajectory model.

MEP - Moon--earth orbit plane.

Perigee Belt - The locus of perigee points of a

class of earth-moon transits.

Perisel Belt - The locus of perisel points of a

class of earth-moon transits.

Vertex - The point representing the region at

which a family of transits converges.

Class of Transits - All transits having a common

perigee radius, perisel radius, and transit time be-

tween these points.

Family of Transits - Transits, all of one class,

which have perigee on a straight line segment of the

perigee belt or perisel on a straight line segment of

the perisel belt.

Periodic Orbit - A trajectory which periodically

repeats itself.

Transition Orbit - A trajectory which includes

both near elliptical motion around earth and near

elliptical motion around the moon with one or more

transitions between the two.

Cislunar - On this side of the moon or between

earth and moon, or sometimes more generally in the

vicinity of earth and moon.

Flyby Transit'- A trajectory which passes near

one of the celestial bodies, but does not stop or re-

main any appreciable time near the body.

Skying-By Transit - A trajectory which passes

near a celestial body and utilizes the bending by its

gravitational attraction to be directed to another ce-

lestial body.

Central Force Field - Usually a gravitational

field at all points of which the force is directed toward

one central point.

Libration Point - A point at which a body tends

to remain stationary due to cancelling effects of grav-

itational and centrifugal forces at that point.

Launch Azimuth - the direction measured in a

horizontal plane at launch of the projection of the in-

tended flight path on that plane. The reference is us-

ually the north direction.

* Chief, Astrodynamics Branch, Aero-Astrodynamics Laboratory
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Conic Flight - Flight in a central force field; it

is shaped like a plane section of a cone. The focus
of the conic is located at the center of force.

Central Angle - The angle measured at the center
of earth between any two position vectors of a space
vehicle's flight path.

Inertial Space - The space associated with an

interial, or in other words stationary, reference
frame.

Rotating Frame - A reference frame or coordi-

nate system which rotates.

Restricted Model or Restricted Three-Body

Model - A model of a gravitational system of two
massive bodies which revolve in circles about their

common center of mass and a third body of negligible

mass which moves in that gravitational system.

Three-Body Problem - The problem of motion

of three massive bodies under mutual gravitational
attraction.

SECTION I. INTRODUCTION

Astrodynamics is the treatment of problems in

celestial mechanics as they apply to contemporary
space flight. Classical celes{ial mechanics has dealt

with the description of orbits in various gravitational
models primarily in terms of application to the natu-

ral bodies in the solar system or simply for academic

reasons. It has relied on the resources of higher
mathematics in describing motion in the system and

has had only observation of natural bodies by which
to test its results. Astrodynamics deals with the de-

termination of flight paths for propelled and unpro-

pelled spacecraft and with the matching of flight paths
to booster flight characteristics.

In addition to the standard methods of celestial

mechanics, astrodynamics uses high speed computers
to evaluate numerically many of the previously un-

solved equations of celestial mechanics. Astrody-

namics studies also seek simplified concepts for a
better understanding of space problems and their
rapid solution.

In any exploration effort the choice of a path that
satisfies as many of the exploratory missions re-

quirements as possible is one of the most basic prob-

lems. The work of astrodynamics in providing a
thorough description of the paths available to the

experimenter, therefore, is of primary importance
to the mission.

28

The following is a brief review of some research

efforts that have been made and are being made in
astrodynamics at the Marshali Space Flight Center.

Even with the availability of our huge, very high
speed computers the problem of representing all pos-

sible trajectories by computing large quantities of
exact trajectories, which incorporate a precise rep-

resentation of the gravitational fields of the solar
system, is virtually impossible. Trajectories that

are very nearly correct can be, and are, calculated

for specific applications to well defined missions;

however, the computer time required for these cal-
culations is prohibitively large and the character of

the trajectory so complicated by the complexity of the
real solar system that it is not feasible to exclusively

utilize these calculations in providing the general

description of trajectories that is necessary for the
planning of a mission. The aim of the Astrodynami-

cist, therefore, is to provide approximate descrip-

tions of trajectory behaviors that are adequate for

general mission planning, and to gain accurate de-
scriptions of trajectory behavior by refinement of

the approximate descriptions to continually bring
them into closer agreement with the precise results

of complicated approaches. Thus extensive use is

made of approximate models.

SECTION II. RESTRICTEDTHREE-BODY
MODEL STUDIES

A. APOLLO TYPE TRANSITS

Much of our effort in the study of trajectories

in earth-moon space has utilized the restricted
three-body model. This model is pictured in the first

figure.

of
Moon

reenter

of £orlh

FIGURE I. RESTRICTED THREE-BODY MODEL

The earth and moon are assumed to revolve in a

plane, which we will designate the earth-moon plane
for a plane of reference, and they move in circles

about their center of mass, the barycenter. The
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plane of motion, referred to as the MEP or moon-

earth plane,and the line connecting the centers of
earth and moon are usually used as references. The

use of the earth-moon line implies a rotating coordi-

nate system. The results of our studies of trajec-
tories applicable to Apollo _pe missions have been

published in a series of reports entitled, "Lunar

Flight Study Series" and have in a sense been sum-
marized in another larger report, "A Comprehensive

Astrodynamic Exposition and Classification of Earth-

Moon Transits." A very brief review of the main
points of the report can be given as follows. A class

of earth-moon transits is defined by three parameters:
The radial distance of close approach to the center of

earth (radius of perigee), the radial distance of

close approach to the center of the moon (radius of

perisel), and the time of transit between these
points. Under this classification all transits within

a given class (specified radius of perigee, radius
of perisel, and time of transit) have a near circu-

lar band of perigee positions from which departure
is made. This is illustrated for several classes in

Figure 2. The radii of perigee and perisel are

constant over the classes shown, with only transit
time variable.

Earth MEP-Latitude (deg)

NMEp

60 HR

NMEP

f

72 HR

FIGURE 3. SURVEY OF ARRIVAL AREAS AT

MOON FOR TRANSIT CLASSES C (60 HR,

6,555KM, 1,923KM) AND C(72 HR,
6,555 KM, 1,923 KM)

considering those transits whose perigees lie within
the belt width on a line from the central point in the

belt. Such a subclass or family is shown in Figure 4.

S Moon-Earth Plane

/

_- Locus of

Pariseiena

ARRIVAL GEOMETRY

FIGURE 2. LOCI OF ALL POSSIBLE PERIGEES

FOR CLASSESC(Ti, 6,555 KM, 1,923KM),

T i=60, 72, 84 and 96HR

At the moon the locations of perisel points of a

class also form an annular belt, (all points in this
belt have the same radial distance from the center of

the moon) as shown in Figure 3. It is also found that

all transits of a class depart from a point in the de-
parture belt in a predetermined radial direction.
(To visualize the transit it is noted that the trajectory

of a given class of transits is horizontal at the peri-

gee belt and the direction of the trajectory is gen-

erally away from the center of the perigee belt. )
The arrival at the moon is in a direction generally

toward the center of the perisel arrival belt. Sub-
classes or families of trajectories are identified by

FIGURE 4. FAMILY OF TRANSITS ENVELOPING
MOON

The fixed parameters of the family are the

classifying parameters, flight time, radius of peri-
gee, radius of perisel, and the horizontal path angles

associated with perigee and perisel. Depending on

the placement of perigee as stated above and the re-

maining parameters (velocity magnitude and azi-
muthal direction) at perigee a family of trajectories

can envelope the moon from all directions. The tra-

jectories pass horizontally through the perisel belt
toward the center of the belt. The region of con-

vergence of all trajectories of a family near the
center of the perisel belt is called the vertex and

this region is small enough to be considered a point.

The perisel points of the family lie on a near circu-
lar locus within the perisel belt for the family class.
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Each class of transits is in fact composed of such

families, the perigee belt being composed of the

perigee line segments and the perisel belt the locus

of all perisel circles. The vertices of the families

within a class also form an annular locus within the

perisel belt. If the true orientation of the earth's

and moon's equators is superimposed on the MEP

system, geographical coordinates can then be used in

the design of a lunar mission. An example is shown

graphically in Figure 5.

MEP Equator
(Stationary)

Earth-Moon
Axis

(Stationary)

PERIGEE
BELT

(STATIONARY)

FIGURE 5. DEVELOPMENT OF LAUNCH WINDOW

BY RELATING TRUE EARTH AXIS AND EQUATOR

TO MEP-REFERENCE SYSTEM

Positions A, B, and C represent three successive

times in the day at which launch is considered. The

belt of perigee points that will produce a flight of de-

sired time and close approach distance to the moon is

indicated. The arrows indicate the spread of launch

azimuths that are acceptable from range safety con-

siderations. One must then determine when, if at all,

the launch position on the earth is such that the azi-

muthal aiming direction, and the powered flight cen-

tral angle will place perigee on the perigee belt with

proper direction away from the center of the belt.

One can see that several possibilities for the flight

may be available in this case, particularly if a park-

ing orbit is used to extend the arc of flight (central

angle) from liftoff to the perigee of the transit.

To place perigee of the trajectory on the indicated

perigee belt with direction away from the center of the

belt, the flight must pass over the center of the belt.

The earliest launch time at which this can be done

while staying within range safety restriction of launch

azimuth is represented by point A. From this launch

time the azimuth of launch is at the northern range

safety limit,and the central angle of flight to the peri-

gee location is so large that a coast phase in a parking

orbit will be required to place perigee at the specified

point. The flight originating at the time represented

by point B has a much smaller central angle so that

3O

little or no coast in parking orbit is required. The

latest time at which launch is possible will occur

when the central angle from the launch point to the

perigee belt becomes smaller than the central angle

of flight with no parking orbit, or when the most

southerly azimuth acceptable for range safety is

reached. On Figure 5 the most southerly azimuth

angle shown at location C does not provide a trajec-

tory that will pass through the perigee belt and there-

fore a launch is not possible.

B. IMAGE TRANSITS IN THE RESTRICTED

MODEL

Another feature of the material is that it can

be readily interpreted for moon-to-earth flights. This

is possible because of image or reflection principles

inherent in the restricted three-body model. De-

tailed explanation of these principles and their appli-

cation would be too lengthy for this presentation.

However, a brief explanation of the basic principle

is in order here because it will be referred to again

in connection with other projects.

This principle can be intuitively understood as

illustrated in Figure 6.

Inertial Reference Frame Rotating Reference Frame

4 5 _ Path

Moon

_/Forth _- Eorlh

_4 Moon's

/- Path

Moo.

FIGURE 6. IMAGE OR REFLECTION

TRAJECTORIES IN THE RESTRICTED THREE-

BODY MODEL

Consider the motion of a vehicle toward the moon in

inertial space as illustrated on the upper left. At the

start, the spacecraft is at point 1 on its path and the

moon at point 1 on its orbit. The moon moves counter-

clockwise as viewed from the north with successive

locations of the bodies occurring as indicated by the

numbers. This motion appears in the rotating frame

as illustrated at upper right. If such motion, indi-

cated in the inertial frame, can occur, then the same

paths of the two bodies can also occur with the reverse

motion, with the moon's motion clockwise and the



vehiclemovingtowardearth. This is equivalentto
viewingthemotionfromthesoutherlydirection. If
this reversemotionis viewed,however,from what
wouldnowbethenorthdirectionsothatthemoon's
motionagainappearscounterclockwise,thepathap-
pearsasindicatedatlowerleft. Thispathis clearly
animageofthefirst butthemotionis frommoonto
earthratherthanfromearthto moon.

In the rotating frame illustrated at the lower

right, the image path is a reflection on the earth-moon

line of the original path and the direction is reversed.

Although this explanation has been limited to two di-

mensions, it can be extended to three dimensions with

the result that all data concerning earth to moon tran-

sits can be transformed to represent moon-to-earth

transits.

Since Apollo type missions were being considered,

the flight times concerned with in the survey are not

very large. During such time intervals the moon

moves only about one seventh of a revolution or less

around the barycenter, and the circular arc repre-

senting the moon's motion in the model is a sufficient-

ly accurate approximation of any segment of the true

more elliptical orbit. The action of the sun's gravity

over this time period is also negligible for the approx-

imation desired. One should not infer, however, that

the restricted problem finds no other application.

Another of thc projects being pursued at this center

is the study of periodic orbits in the restricted three-

body problem. Poincare's justification for the study

of periodic orbits in the restricted three-body model

was that such orbits represent one of the very few

openings to the solution of the restricted problem.

This fact still provides one point of justification for

their study. Dr. Arenstorff of the Computation Lab-

oratory has given an analytic proof for the existence

of the periodic orbits even when they encompass both

earth and moon and their motion is highly different

from circular.

C. PERIODIC ORBITS

A systematic generation of periodic orbits on

the computer has been initiated in an attempt to un-

cover a pattern or patterns by which the nature and

classification of the orbits will be more fully under-

stood. To generate periodic orbits we again use the

reflection on the earth-moon line. Because of this

"reflection, a trajectory that crosses the earth-moon

line perpendicular to it will continue with the path

after the crossing being a reflection of the path before

the crossing. It follows that if a trajectory has two

perpendicular crossings of the earth-moon line it

closes on itself and is periodic in the rotating system.
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To determine a periodic orbit the calculation is

started on the earth-moon line with direction perpen-

dicular to it. Figure 7 shows the trajectory geometry

that develops for a typical case.

_:3rd Crossing [2nd Crossing /j--tst Crossing

s_ _ - --_ ,oo,

\?.....-'/,
/,/

t

FIGURE 7. DEVELOPMENT OF PERPENDICULAR

CROSSING OF EARTH-MOON LINE

The magnitude of the velocity vector is then adjusted

until trajectories are generated whose velocity com-

ponent along the earth-moon line changes direction at

at given crossing. In Figure 7 the third crossing is

chosen. Zero velocity component along the line, at

the time of crossing, indicates perpendicular cross-

ing. The periodic orbit is then determined by isolat-

ing, within the capability of the computing scheme be-

ing used, the trajectory with zero velocity along the

earth-moon line at the time of crossing. The task of

classifying all orbits is considerably complicated by

the fact that the orbits can have many different basic

_hapcs aiid further that some of these are extremely

complicated shapes. Some examples of Lh_ less com-

plicated orbit shapes are shown in Figures 8 and 9.

Rotating Reference Frame

®®

)

2

Inertial Aeference Frame

r®

Moon's

Earth

FIGURE 8. A PERIODIC ORBIT IN THE

RESTRICTED THREE-BODY MODEL

In these the orbit is shown in both rotating and iner-

tial coordinates. In the rotating frame the orbit is

seen looping from the vicinity of earth through space

with one loop passing around the moon. In the iner-

tial system the orbit is nearly elliptical with the
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Rolating Reference Frame Inertial Reference Frame

on 4

/ \ .oon', _\%. J/

Path ,,/_)3_ )2....,_

FIGURE 9. A PERIODIC ORBIT IN THE
RESTRICTED THREE-BODY MODEL

ellipse being highly distorted by lunar gravity at
times when the position of the moon is near that of the

small body on the orbit. Some examples of the more

exotic shapes are given in Figures 10 and 11.

FIGURE 11. A PERIODIC ORBIT IN THE

RESTRICTED THREE-BODY MODEL

is a point at which the centrifugal force on a body

moving with the rotating earth-moon system, com-

bined with the force of the moon's gravity, is just
balanced by the force of earth's gravity. As it pas-

ses this point, the orbit is distorted and eventually is
temporarily captured by the moon. Its motion now

becomes essentially elliptic around the moon until,
after several revolutions there, it comes back to near

the libration point and is temporarily recaptured by
earth.

FIGURE 10. A PERIODIC ORBIT IN THE
R ESTRIC TED THR EE-BODY MODE L

Another kind of orbit that occurs in the restricted

model is shown in Figure 12. This kind of orbit,

called a transition orbit, was discovered by M. C.

Davidson of Computation Laboratory. This orbit is,
for several revolutions, nearly an ellipse about the

earth. On one revolution, however, the orbit passes
near the libration point between earth and moon. This
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FIGURE 12. A TRANSITION ORBIT IN COORDI-

NATE SYSTEM ROTATING WITH EARTH-MOON
SYSTEM

SECTION III. PERIODICANDNEAR

PERIODIC ORBIT APPLICATIONS

In general the periodic orbits of the restricted
model will not reappear as periodic orbits if the
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moon's path is deviated from circular to one more
representative of its real path or if the gravitational
attraction of the sun is introduced in the model. Some

of them, however, may appear that are near periodic

for at least a limited time. The possibility of appli-
cation of the near periodic orbits to many space ex-

ploration missions gives another justification for the
study of periodic orbits in the restricted model. Such

orbits that pass at least a few times near both earth

and moon have obvious value for photographic mis-
sions and missions to measure and evaluate the nature

of the cislunar space. If any of these orbits can be

maintained over long periods with reasonably small

orbit correction, they may even be utilized for ferry
vehicles that shuttle between points close to earth and

close to the moon during each orbit period and can

be used by men during the major portion of the trip
from earth to moon and back.

When an actual mission application is to be con-

sidered, for which a long period orbit is required or
for which the orbit must meet certain specifications

over long periods of time, the effects of the sun's

gravity and the elliptical shape of the moon's orbit
must be considered. Such a mission was recently

investigated. It was proposed that a Pegasus type
payload be placed in an orbit that would provide for

determination of the density of micrometeoroids in

cislunar space. No midcourse guidance or propulsion
after insertion was to be provided. With this restric-

tion it soon becomes apparent that the orbit cannot
approach veiny near to the moon and continue on a

repeating path, due to the varying distance and vulo-
city of moon relative to earth. Therefore it was de-

cided to study only periodic or near periodic orbits,

which essentially avoid encounter with the moon. Two
efforts were made to find orbits to satisfy this and

similar proposals. The first effort, done in-house,

was an investigation of the periodic orbit that passes

near the earth twice each month making two loops in
space with one of these loops encompassing the moon

as seen in the rotating frame. This is the orbit that

was shown in Figure 8. We note that although the
orbit does encompass the moon its closest approach
distance to the moon is almost one fourth the earth-

moon distance. The second effort, which was done

by Lockheed, was a study of orbits that were near
periodic and that reached to various distances from

earth while avoiding the moon as much as possible
and not looping around the moon. In both these cases
the problem, then, is to determine what orbits are

available that will approximately repeat themselves
in cislunar space over a specified mission duration
and what opportunities are available to launch the

spacecraft into these orbits. Although the proposed
orbit layouts avoid encounter of the moon and space-

craft, these very high apogee orbits are nevertheless

highly perturbed by both the moon and sun. These
perturbations can easily cause the perigee of the
orbit to decrease so far that the spacecraft will col-

lide with the earth early in its lifetime, even on its

first return to earth. On the other hand, if the proper
orientation of the orbit is chosen relative to the

moon's and sun's positions the perturbations will in-
crease the perigee radius. It was found that to gain

an understanding of the perturbations due to sun and

moon and their positioning relative to the spacecraft,

the effects of each body had to be studied separately.

The orbits investigated in the Lockheed effort

were classified by the ratio of the numbe_ of revolu-
tions of the moon to the number of revolutions of the

spacecraft. Four of these are represented in Fig-
ure 13. Several intermediate ratios not showxl here

were also included. The one-eighth ratio orbit was
the smallest considered and the one-half ratio the

largest.

__._r Orbit

Earth_ Rotio of Period

RATIO

TM/T

l/8

I/4

I/3

t/2

APOGEE

(ken)

:85,000

297,000

362,000

476,000

PERIGEE VELOCITY

V- v E

( m/sec )

-194

-123

-98

-66

FIGURE 13. ORBIT TYPES INVESTIGATED

In both efforts the displacement of perigee due to

the sun alone was found to be essentially a function of

only the ratio, and the orientation of the major axis
of the orbit relative to the direction of the sun. The

effect of orientation is shown in Figure 14. The orbit
maintains a nearly space-fixed orientation. The dis-

placement increases from the time the orbit major

axis is aligned in the direction of the earth-sun line

until the major axis is perpendicular to the earth-sun

line. This time interval is one-fourth of a year. Then
perigee displacement decreases until the major axis
is again aligned in the earth-sun direction. This

implies then, that if a flight is initiated with the

major axis in a similar direction as the earth-sun
line the sun' s gravitational perturbation will increase

the length of the major orbital axis and therefore

moves the perigee between its initial height and
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Earth's Orbit Earth's Orbit

0 0 t00 I 0 days 200 250 300 3 0

FIGURE 14. NATURE OF SUN'S PERTURBATION

OF PERIGEE RADIUS AS A FUNCTION OF

SPACECRAFT ORBIT ORIENTATION

a definite greater height. On the other hand, if the

original alignment is perpendicular to the earth-sun

line, the sun's effect produces perigees always lower

than or equal to the initial perigee height. The effect

of ratio of the orbit is shown in Figure 15, where it is

seen that only the magnitude of the displacement is

decreased as ratio decreases. The position of the

spacecraft in its orbit at any time does not greatly

affect the perturbation history since the direction of

the sun changes only very little during any one revo-

lution of the spacecraft in the orbit.

Perigee Radius (105km)

I

15

/ _ / _ Ratio = I/2

J \I0

5 i I I I I I L

I0 Ratio • 113

I0 Ratio • 1/4

I I I I [ I I L --5
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51 L I _ I I l t
-0 50 I00 150 200 250 300 350
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FIGURE 15. EFFECT OF ORBIT RATIO ON

SUN'S PERTURBATION OF PERIGEE

In determining the effects of the moon on the

spacecraft orbit, both the position of the spacecraft

at any time relative to the position of the moon and the

alignment of the spacecraft orbit relative to the major

axis of the moon's orbit must be considered. As an

example of this, we refer to the Lockheed effort. By

the definition of the study, the spacecraft position is

chosen so as to maintain large distances between moon

and spacecraft. This is done by keeping the major

axis of the orbit as far as possible from the earth-

moon line at the times when the spacecraft is at apo-

gee. Figure 16 illustrates this for two of the ratios

by indicating the positions of the moon at the times of

apogee of the spacecraft's orbit.

Ratio I/5 Ratio 1/3

FIGURE 16. ORIENTATION OF ORBIT TO

MAINTAIN DISTANCE FROM MOON

(Positions of Moon Indicated at Times

of Spacecraft Apogee)

The effect of the ellipticity of the moon's orbit

appears as a function of the angle between the major

axes of the moon's orbit and the spacecraft orbit as

illustrated in Figure 17.

t/,o o n's Orbit

Perigee _Apogee

FIGURE 17. PRIMARY PARAMETER

AFFECTING PERTURBATION OF SPACECRAFT

ORBIT DUE TO ELLIPTICITY OF MOON'S ORBIT

The change of perigee radius as a function of the

angle, 0, is illustrated in Figure 18, for the ratio
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one-half orbit which avoids the moon.

Perigee Rodiu$ (103 kin)
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FIGURE 18. EFFECT OF RELATIVE ORIEN-

TATION OF MAJOR AXES OF MOON'S ORBIT

AND SPACECRAFT ORBIT

It is observed that for this case the lunar per-

turbation of perigee is generally always upward. The

magnitude of the perturbation, however, is dependent

on the angle, e,, with maximum upward displacement

of perigee occurring for 0 in the neighborhood of 120

degrees or 300 degrees.

Once the separate perturbations of the sun and

the moon are known, the combined effect of the two

on the spacecraft can be very well approximated by a

simple addition of the two separate perturbation curves.

Perigee Radius (10 s km]

]
50

I L I I
I00 150 200 250

Time in Spocecroft Orbit (doys)

The lower curve in Figure 19 is perigee history with

only the sun acting on the orbit. The next higher

curve is perigee history with only the moon acting.

The third curve is the perigee history due to the actual

effect of both bodies acting together. It is easily seen

that this curve will be very well approximated by ad-

dition of the other two.

The launch windows for a mission using orbits of

the type discussed here, then, must be chosen at times

such that the orientation of the moon's orbit, the

spacecraft orbit, and the position of the sun will pro-

duce upward or zero displacement of the perigee over

the time interval desired.

SECTION IV. INTERPLANETARYTRANSITS

The major effort in astrodynamics research here,

as in the national space program, is in the areas of

lunar and cislunar orbits and the discussion has there-

fore been devoted primarily to these efforts. Never-

theless, a great deal of effort has been already made

and is being continued into the areas of interplanetary

trajectory study, and this deserves mention here. A

"Study of Manned Interplanetary Flyby Missions to

Mars and Venus" was recently completed by Advanced

Projects Study Branch. The report contains an "in-

depth" mission analysis study of manned interplane-

tary flyby missions to Mars or Venus during the 1970s

-_ing Apollo technology and hardware wherever pos-

sible. Becau_ _'--L,n__.-_*,-,_.I-_.... *_--_ ,_,._t_..... _re inclined to the

earth's orbit, even though only by a few degrees, the

trajectory geometry changes appreciably over long

time periods. The time interval that must be studied

to cover a representative number of all possible Earth-

Mars transits is about 15 ye_[rs. The opportunities to

fly reasonably short flight time, low energy transits

will occur each 2.2 years. For Earth-to-Venus tran-

sits the interval to be studied is about 8 years, and the

applicable transit opportunities are available each 1.6

years. Work is being continued to expand the above

study to complete these cycles.

Another project now in progress is the study of

so-called swing-by trajectories for Earth-to-Mars flyby

transits by way of Venus. This type of transit goes

first to the vicinity of Venus, where that planet's

gravitational attraction is used to turn the trajectory

to Mars. It offers as the main advantage a much lower

reentry velocity on the return trip to Earth than that

occurring on a direct flight to Mars.

FIGURE 19. COMPARISON OF PERTURBATIONS

BY SUN AND MOON SEPARATELY WITH PER-

TURBATION BY SUN AND MOON TOGETHER

These and almost all studies of interplanetary

flight use a "matched-conic" model to approximate

the tr£jectory. This model assumes that flight between
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two planets can be represented by a combination of

three segments of conic flight or flight in a central

force field. This model is illustrated in two dimen-

sions in Figure 20.

/

Ar o;'

Sun

FIGURE 20. DETERMINATION OF HYPER-

BOLIC EXCESS VELOCITY VECTOR, V H

The trajectory in the region sufficiently distant from

the planet so that the planet's gravitational attractions

are negligible is taken to be an ellipse connecting the

centers of the two planets and having the sun at one

focus. The trajectory near the planet then is taken to

be a hyperbola with the planet at one focus. It is then

assumed that, at a distance so far from the planet that

its gravitational attraction is negligible, the velocity

vector (VH on Figure 20) on this hyperbola is equal to

the difference between the velocity vector relative to

the sun (VTon Figure 20) of the ellipse at its en-

counter with the planet and the velocity vector rela-

tive to the sun (Vp on Figure 20) of the planet at that
time. This vector difference, therefore, is called

the hyperbolic excess velocity vector and is used to

define a hyperbola that represents the orbit near the

planet.

The assumptions made in the construction of this

model may seem rather gross; however, transits cal-

culated in this manner are actually remarkably good

approximations to the correct solution. On the other

hand, when detailed study of a specific transit or fam-

ily of transits is needed, for example, to determine

guidance accuracy requirements to accomplish a mis-

sion, the exact equations of motion incorporating pre-

cise representation of the significant solar bodies,

must be solved. The same is true when final analysis

of earth-moon flights is necessary.
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SECTION V. PRECISION TRAJECTORY
PROGRAM

Neither the representation of the solar system or

the solution of the equations of motion of a small body

can be obtained except by numerical methods. The

problem of assuring accuracy of these numerical so-

lutions is another area of effort here. Dr. Hans

Sperling of Aero-Astrodynamics Laboratory is now

developing a computer program with which we hope

to be able to compute realistic trajectories with the

precision of the computation assured for 12 to 16

digits even over long transit times. To do this the

method presently being considered incorporates in-

tegration of the differential equations of motion for all

of the bodies to be included in the model as well as

those for the spacecraft. The initial conditions for

the integration of the equations are obtained from the

best known ephemerides of the solar system. Inte-

gration of the motion of the model eliminates the prob-

lems of uncertain error magnitude introduced when

ephemeris data are incorporated into a program by

numerical interpolations from tabulated data. The en-

tire system of equations is solved by a numerical inte-

gration technique using successive power series ex

pansions.

At present these techniques have been employed

in a computer program which includes four finite bod-

ies and one massless body in the model. Three of the

finite bodies are treated as point masses or homogen-

eous spheres. One oblateness term is incorporated

in the gravitational function for the fourth body. This

program is operational and can be used for some ap-

plications; however, many additional features such as

triaxial shape of the moon, more oblateness terms for

earth, and radiation pressure from the sun must be

added to achieve the accuracy necessary for many

projects. Work is continuing in this direction.

Only the highlights of the projects discussed were

given here. Most of the details are available in the

publications mentioned and in other published material

from the various organizations involved.

SECTION Vl. FUTUREEFFORTS

Future problems of astrodynamics include the

natural continuation of the projects discussed plus

several new areas. Perhaps the most urgent future

problems are those concerning Voyager flights. Con-

siderable detailed analysis of trajectory characteristics

will be required in the layout of the actual flight to be

chosen. Launch and injection windows will be deter-

mined, equations of cutoff conditions for the booster

flight will be required, and methods of midcourse



correction maneuvers will be formulated.

In addition the search for more comprehensive

description and classification of all orbits in the re-

stricted three-body model will be continued. Inves-

tigation of the possibility of utilizing three-body tra-

jectorybehavior in interplanetary flight, in particular,

simulating a transition orbit in the Mars-sun system

ARTHUR J. SCHWANIGER

or Jupiter-Sun system and thereby forming a round

trip trajectory that includes several orbits of the

target planet, has been initiated. Methods of evalu-

ating the three-body trajectory behavior under the in-

fluence of perturbations of the solar system are also

being continued. The mastery of problems such as

these will be necessary before large-scale explora-

tion of the solar system is possible.
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SUMMARY

Various combinations of navigation observables

were investigated for their effect on the different

phases of typical manned lunar missions and an earth

space station rendezvous. The primary emphasis is

on determination of accuracy required of onboard

navigation sensors, such as devices for measuring

range, angle, and range rate to distant bodies and

beacons.

I. INTRODUCTION

The research discussed covers part of a con-

tinuing effort in the astrionics area. The overall

effort is aimed at examining future NASA space mis-

sions to determine the requirements that will be

imposed on hardware for these missions. The pri-

mary emphasis in this work was on the determination

of accuracy requirements for onboard navigation

sensors, including tracking devices. The missions

assumed were a manned lunar mission similar to

Apollo and an earth space station rendezvous. The

following study plan was employed:

l. Problem Definition

a. Fixed inputs

b. Problem requirements

2. Analytical Solution

a. Analytical operation on problem require-
ments

b. Optimum solution to problems

c. System description

3. Mechanization

The purpose of the first of the four steps is to

pinpoint areas requiring research and technology de-

velopment. Rather than assuming certain types of

equipment operating in a proposed configuration, we

took a general approach to determining system re-

quirements. This approach defines the basic problems

with respect to the goals to be realized, the con-

straints imposed by physical law and natural phenom-

ena, and the possible mechanical solutions to the

problem.

The second step, the analytical solution, generates

an ideal nominal solution and provides parametric

variations about nominal values. Only when the mech-

anization phase is reached do we study specific de-
vices.

The mechanization studies result in a prototype

design and verification studies are then performed as

a test.

This method of organizing the work reveals

the basic system problems requiring solution inde-

pendent of mechanization and the need to develop new

subsystems and devices that will significantly improve

system performance.

The work was broken into the natural divisions

afforded by the mission phases: midcourse, lunar

parking and descent orbits, lunar landing, lunar as-

cent, and earth space station rendezvous. Each

phase was treated independently of the others, except

that requirements of each were set by working back-

ward from a known end point, For example, the re-

quirements of the first three phases were based on a

required landing point accuracy.

II. MIDCOURSE PHASE

Figure 1 shows the model used for the midcourse

4. Verification phase of the work, "based on a fixed time of arrival
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(FTOA) guidance scheme. The first tradeoff in-

vestigated showed that injection errors do not affect

deviations or estimations of the end point, but the

impulse required for the midcourse corrections in-

creases in direct proportion to the injection errors.

The effects of navigation data accuracy on the

desired final state at periselenum are shown in

Figure 2. Angle measurements were the basic data

considered. Relatively poor navigation data can be

used without degrading the knowledge of state if a

correspondingly large impulse is available. Timing

errors of 0. 1 and 1.0 seconds in taking the measure-

ments were negligible. A similarly shaped curve

results when the tradeoffs for errors in execution of

the midcourse correction are considered. We can

replace the horizontal scale with the correction error

and draw a similar conclusion; namely, that accurate

execution of the impulses is not required, but the

impulse required increases with inaccuracy.

LaLldmark and horizon uncertainties affect ter-

minal conditions (Table I). As shown, the actual

deviations and impulse do not increase significantly,

but the knowledge of state is degraded.
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FIGURE 2. EFFECT OF SENSOR ACCURACY ON

GUIDANCE SYSTEM PERFORMANCE

(PERISELENUM RESULTS)

TABLE I. EFFECT OF LANDMARK AND HORIZON

UNCERTAINTIES ON TER MINA L CONDITIONS

r(km) V(m/s) r(km) "_(m/s) ZAV(m/s)

Standard Errors 16.8 12.1 2.38 1.50 24.4

Doubled Errors 18.7 13.0 3.68 2.23 24.7

One of the most promising areas of improvement

lies in ranging. A rather startling improvement in

the end point deviations can be achieved by the addition

of an onboard range measurement (Fig. 3). Five

measurements taken over a 20-minute period before

the third mideourse correction will give this im-

provement. The range is 16,000 km, and for optics,

this means a disc measurement to 10 arc seconds.

Figure 4 shows the requirements that result it"

we range with pulsed microwave techniques. Power

is shown as a function of range, with antenna diameter

as a parameter. The use of earth-based tracking

versus the various onboard techniques discussed does

2
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parameters such as mission time, plane orientation,

and periselenum altitude do not significantly affect

guidance system performance.

3. In data management, a system capable of

solving for systematic as well as random errors

proved beneficial since the contribution to error was

of the same magnitude for both.

III. ORBITAL PHASE

Considered first in the orbital phase were the data

processing procedures, observables, and allowable

errors. Figure 5 demonstrates the most significant

result in the data management area; i.e., the

sensitivity coefficient used in the navigation com-

putation procedure must be taken from the estimated

orbit rather than from a nominal orbit, orthe estimated

position error grows monotonically.
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FIGURE 4. POWERAND DISH SIZE REQUIREMENT

FOR RANGING OFF LUNAR SURFACE

result in more accurate state determination, but the

overall system performance does not improve, since

the final state accuracy is dictated by the velocity

correction accuracy.

Some conclusions on midcourse are:

1. For observables, angles to the moon and earth,

near in plane, give satisfactory results. No out-of-

plane data are necessary.

2. In guidance, variable time of arrival (VTA) will

give better performance than FTOA. The trajectory

'°°p '2"HH STATISTICAL RMS ERROR FROM COVARIANCE MATRIX

A _

I _aa_ aa

o o ,•_• o_ • o

o x _ •
o

o

' _' ' ,oJ ' ,o .'o

FIGURE 5. TOTAL POSITION UNCERTAINTY

VERSUS TIME (CASES l, 2, AND 3)

The navigation technique used was based on three

stars and local vertical. Using two stars in or near

the orbital plane and one near the pole of the orbit,

with about 1 1/4-milliradian (3.5-arc minute ) ac-

curacy on the angular measurements and a two-minute

measurement interval, will result in a satisfactory

final state deviation at the end of the descent arc (Fig.

6). An interesting result demonstrated is the near

linear relationship between miss distance and instru-

ment error times the square root of the measurement

interval.
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The major conclusions on the orbit and descent

area are:

1. For observables, star-vertical measurements

result in low requirements for data, power con-

sumption, field of view, and ease of implementation.

Altitude measurements give no appreciable improve-
ment.

2. Final navigation errors are relatively insensitive

to initial errors.

3. In data processing, the estimated orbit rather

than a nominal must be used as a basis for all

computation, and the approximation of a patched

conic is suitable for representing the orbit. Biases

and constants can be solved for with a noticeable

increase in performance.

4. Timing uncertainties of up to a tenth second have

little effect on accuracy.

5. FTOA guidance does not perform well from a

fuel standpoint. VTA is noticeably better.

IV. LANDING PHASE

The landing phase begins at periselenum of the

descent arc. The geometry of the situation is shown

in Figure 7. Two types of navigation were assumed

because of the possible observables of line of sight

(LOS) range and angle to a beacon, and their rates;

LOS range, and angle to a point on the lunar surface,

and their rates; altitude and altitude rate; vehicle

acceleration; and the direction of the local vertical.

The first type of guidance was beacon tracker, which

used range, range rate, angle, and angle rate. The

second was Doppler, which used altitude, angle of the

LOS to the landing point, and two components of range

rate to the surface in known directions.

LOCAL HORIZONTAL

(IN PLANE OF MOTION)
VEHICLE

LOCAL VERTICAL

VELOCITY

VECTOR

LANDING

SITE

TRUE SURFACE

PROFILE

\

\

REFERENCE

SPHERE,RADIUS

MOON

CENTER

FIGURE 7. LUNAR LANDING GEOMETRY

We assumed a certain set of possible errors in

each of these quantities and a possible range over

which these were varied. Each error model included

random and bias components and a proportional term.

These errors were used in the two navigation schemes

described. Terminal vertical position, horizontal

position, and horizontal velocity were relatively in-

sensitive to sensor performance. The terminal

vertical velocity errors were significant, however.

The greatest random error contribution to this was

in the range and LOS angle measurements. The

greatest bias error contributors were in range and

range rate. For guidance, a gravity turn trajectory

has certain advantages when begun at low altitudes.

This advantage decreases and finally becomes negative

as altitude increases.
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In summary, range and angle measurements and

range rate from the spacecraft to a beacon or the

surface are the measurements in which improvement

will give the greatest benefit.

V. LUNAR ASCENT

The lunar ascent phase (Fig. 8) was treated in

two ways to establish the sensor specifications based

on assumed launch position errors and a given error

allotment in state at thrust termination. Three as-

cents were considered: minimum time, minimum

energy, and parking orbit. The first two we call

direct and the latter parking.

MINIMUM

t t )"()"t.UNA_ $U E

/

RENDEZVOUS

FIGURE 9. ASCENT TRAJECTORY

The criterion chosen for the error allocation was

that the fuel requirements caused by injection errors

should not be more than 20 percent over the nominal

Hohmann case. This results in a requirement at

injection of 1.4 km in position and 1.5 m/s in velocity

(3_).

Table II shows the amount of deviation that can be

allowed in the guidance system. The resulting sensor

requirements for meeting this allocation showed that

the parking ascent places more severe requirements

on the sensors primarily because of time. However,

these requirements can be met with existing techniques

and equipment.

TABLE II. 3-a ERRORS AT THRUST

TERMINATION (30 KM)

Errors

Guidance System

Selenophysical

Guidance Plus

Selenophysical

Total Allowable

Position (kin) ]Velocity (m/s)

L

0.131 1.264

I
1.380 0.598

1.383 1.398

1.400 1.500

FIGURE 8. DIRECT ASCENT TO RENDEZVOUS

The sources that will contribute to ascent tra-

jectory errors (Fig. 9) are selenophysical uncertainties

and guidance error. Guidance error includes errors

of sensors such as the platform, gyros, and ac-

celerometers, as well as computation and thrust

termination errors. The selenophysical uncertainties

include all errors in the launch site position caused

by oblateness, rotation effects, and gravity anomalies.

The transfer errors are those that occur at terminal

rendezvous because of the inaccurate injection.

Vl. LUNAR ORBIT RENDEZVOUS

The sensor acquracy requirements for the lunar
orbit rendezvous are determined for observing target

motion in terms of range, range rate, and angular

rate of the line of sight.

The guidance used in the terminal rendezvous is

shown in Figure 10. In essence, the line of sight

between the chaser and target vehicles is controlled
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to a low rate and range rate is controlled within a

band as a function of range. The band of range rate

versus range is determined from the dispersions

that occur after the transfer from the lower orbit.

Table III gives the injection sensor requirements

for successful accomplishment of lunar orbit ren-

dezvous as determined during the launch phase study.

Table IV shows the corresponding sensor require-

ments for accomplishing the rendezvous. The re-

quirements outlined in Tables II and III are within

reach of current technology.

VII. EARTH BASED RENDEZVOUS

The earth based rendezvous phase was treated

much the same as the lunar case. Six combinations

of observables were investigated: range and range

rate; angle and angular rate; range and angle; range

rate and angle; range, range rate, and angle; and

range, angle, and angular rate. The best combination

of three observables turned out to be range, range

rate, and angle. The best combination of two was

range and range rate.

TABLE III. INJECTION SENSOR REQUIREMENT

Quantity

Measured

Altitude

Incremental

I Velocity

Pitch Angle

Yaw Angle

Range

Inclination

Angle

Dynamic Range

Max Min

+40 km 0

+50 m/s 0

+90 deg -90 deg

+180deg -180deg

+500 km 0

+5 deg -5 deg

Max Allowable

rms (1( D

Sensor Error

0.93 km

0. 17 m/s

l. 7 deg

7.4 deg

0.86% of R

0.27 deg

TABLE IV. RENDEZVOUS SENSOR

REQUIREMENTS

Quantity

Measured

Range

Range Rate

LOS Angular

Rates

Vehicle

Attitude

(Pitch, Roll,

and Yaw)

Dynamic Range

Max

3O km

+i0 m/s

(opening)

2 m rad/s

+180 deg

(yaw)

+90 deg

(pitch &

roll)

Min

-50 m/s

(closing)

-2 m rad/s

-180 deg

(yaw)

-90 deg

(pitch &

roll)

Max Allowable

rms (t( D

Sensor Error

1.1% of R or

11 m

o. 55 m/s

0.55 m rad/s

0.2 deg firing

period (to

reduce cross-

coupling) 5

deg during

tracking (ve-

hicle may

change attitude

to accommodate

LOS angle

limits)
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The results of the earth phase rendezvous were

similar to the lunar rendezvous and showed that

present capability is sufficient to perform the task.

Improvement in basic sensors would significantly

decrease fuel requirements. The major saving

would come through decreasing random and bias

errors in range, range rate, and angle.

Vlll. CONCLUSIONS

Work similar to this has been done on an un-

manned lunar landing and is continuing in the area

of interplanetary flight. For the interplanetary work,

a manned Mars mission similar to this is assumed,

except that the landing phase is excluded.

These efforts lead to research in those areas

where current technology is not sufficient to handle

the job. Among the areas of research discussed

here, probably the most critical is range measure-

ment from a spacecraft to a planetary body over long

ranges. Second, improvement in range, angle, and

range rate from a spacecraft to a beacon on the sur-

face of the moon will give improvement in landing

accuracy. Third, a fairly sophisticated onboard

data management system is required.



N67-30598
AROD TRACKINGAND NAVIGATION SYSTEM
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Grady H. Saunders

SUMMARY

An advanced range and orbit determination (AROD)

system is an advanced vehicle-based radio navigation

and tracking system providing accurate position and

velocity data onboard the vehicle in near real time

and capable of operating with simple unattended

ground stations. The system concept, design, and

principles of operation of the tracking equipment

are described. A description is given of the method

of computing vehicle position and velocity from the

measured data. Finally, the expected system per-

formance and the sources of error in the system are

given.

The AROD system is being developed by the

George C. Marshall Space Flight Center. The de-

velopment program is conducted under the sponsor-

ship and direction of the Office of Tracking and Data

Acquisition, National Aeronautics and Space Ad-

ministration, Washington, D.C.

I. INTRODUCTION

Development of an advanced range and orbit

determination (AROD) system and research and de-

velopment on electronically steered ar_tenna arrays

that have application to AROD are discussed. AROD

is a radio navigation and communication system that

determines position and velocity of launch and space

vehicles from data supplied by a vehicle-based

tracking system using transponders on the ground,

in satellites, or in other locations controlled by

signals from the vehicle-borne system. The program

is experimental with no specific mission require-

ments. It has been funded on the basis of possible

uses in manned space flight and other future
missions.

The objectives of the program are (1) to im-

plement a system concept that will give the maximum

utilization and effectiveness in the integration of

tracking and communications, (2) to exploit the full

potential of a radio system as an integral part of the

navigation and guidance schemes for space and orbital

missions, and (3) to reduce the cost and complexity

of ground facilities. "The objectives are most nearly

approached by the use of the vehicle-based system

with equipment designed to meet general require-

ments and options in equipment to satisfy the more

specialized mission requirements.

AROD has the basic capability and flexibility

required for use in all phases of a variety of missions.

It can be used with inertial and other systems

for active guidance and navigation for manned or

unmanned vehicles, and it can be used for evaluating

vehicle performance. With tracking data, time

reference, and system control in the vehicle, trans-

ponders may be located in remote unattended locations

without restraints as to location geometry or inter-

station communications. With freedom to operate

with transponder stations of various capabilities, the

system can be operated in any one of several modes

without basic change to the system. To take advantage

of that flexibility and to provide for the optimum in-

te_ation into space and launch vehicle systems, the

vehicle-borne system is planned as a basic system

with o_ional features to fulfill particular needs.

Compatibility with other radio systems and use of

the equipment for other communication purposes was

an important consideration.

Position and velocity output of AROD is in near

real time. The lag in time between an event and the

readout or display of the data is less than 0.5 second,

and it can be reduced to less than 0.1 second if the

need for the smaller time lag should exist. Events

are identified in relation to time within 10 micro-

seconds. Position and velocity can be computed in

the vehicle by an AROD data processor or by a

shared multipurpose data processor. In addition,

or as an alternative to processing the tracking data

in the vehicle, it can be transmitted over the AROD

control or tracking link to the ground for processing.

Position and velocity can be expressed in any co-

ordinate system by use of the appropriate trans-

formations in the computation program.
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The concept of AROD as an integrated vehicle

radio navigation and communication system is il-

lustrated in Figure 1. The major elements are the

radio tracking system, the system control, and the

data processor. Options in equipment provide for

adaptability to specific missions and for sharing the

use of equipment such as the computer, communica-

tion channels, data displays, etc., with other vehicle-

borne systems.

GUIDANCE DATA

TELEMETRY COMPUTER DISPLAY

OUTPUT INTERFACE

I T t OS'TIONDA'A
JTIME _ EVENT DATA

TRACKING DATA

J GROUND TRANSPONDERS

INERTIAL MISStON COMMAND

DATA PROGRAM SYSTEM

INPUT INTERFACE I

,1[

I '

FIGURE 1. INTEGRATED VEHICLE RADIO

NAVIGATION AND COMMUNICATION SYSTEM

The radio tracking section of AROD is the es-

sential element common to all options unmodified,

except for provisions for different modes of operation.

The altimeter function represents optional separate

equipment at this time; however, as indicated by the

present state of development, the altimeter function

can be incorporated into the basic tracking system

by relatively minor design changes. The incorpora-

tion is expected to be accomplished with the first

design revision.

The vehicle-borne tracking system can com-

municate simultaneously with four transponder

stations (Fig. 1). Simultaneous tracking data from

four stations enable the system to determine the

position of a transponder on the ground or in another

vehicle or spacecraft under certain conditions. This

capability is expected to be used for locating remote

transponder sites and for refining the determination

of the position of all transponder sites. The re-

dundant tracking data available permit the refinement

and checking in near real time of the vehicle position.

In addition to the tracking function, all radio links,

both vehicle-to-ground and ground-to-vehicle, lend

themselves to other communication uses such as

voice, telemetry, or command. This use can be

accomplished by modulating such signals on the

carriers without disturbing the tracking operation.

The control section of the vehicle-borne system

controls the functioning of the vehicle-borne tracking

system, the data processor, and other AROD vehicle-

borne system functions. It also controls the operation

of the ground transponders. The vehicle, mission,

and degree of integration of vehicle systems determine

the number of control functions; therefore, options

are required in the system control. A VHF station

control link from the vehicle to the ground provides

a communication channel for control of the trans-

ponders. Transponders are placed into operation as

required and as scheduled by the vehicle-borne

system control. The VHF link is needed only when

rapid acquisition of transponders is required; other-

wise, control can be exercised through the S-band

tracking channel.

The data processor processes the radio tracking

and altimeter data and computes vehicle position and

velocity. Provision is made for supplementary use

of position, velocity, and acceleration data that may

be available from inertial or other vehicle-borne

systems external to AROD. The use of the AROD

computer is optional. Some mission requirements

can be satisfied by transmitting the tracking data and

other data to the ground for processing; in other cases,

a vehicle-borne computer external to AROD can be

used, leaving only signal processing and programing

to be performed within the system.

Equipment for a feasibility demonstration model

of the AROD tracking system is currently under de-

velopment. The demonstration model, consisting of

a vehicle-borne tracking system and three ground

transponders, was delivered in November 1966.

It will be subjected to laboratory tests, includ-

ing investigations of the characteristics of the

system under simulated spaceflight conditions. The

test operation will be concluded with an operational

demonstration using aircraft. An inflight experiment

is planned to determine the operational character-

istics of the system under spaceflight conditions and

to demonstrate the capability and suitability of the

system for a variety of missions and uses. When the

test program on the demonstration model nears

completion, construction of flight qualified equipment

for the inflight experiment could begin (probably in

April 1967). The latest developments in theory and

techniques have been used in the feasibility model.

Significant advances in microminiaturization made in

recent years have been used in the vehicle-borne

system. Although maximum use of such techniques

l0
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could not be made because of the necessity of re-

taining design flexibilityand accessibility, a high

degree of microminiaturization and use of integrated

circuitry were necessary to attain a feasible system.

Another step in the miniaturization of the vehicle-

borne system will be taken in the construction of

flightapproved equipment. Greater reliability and

reduction in overall costs are definitely shown as a

result of microminiaturization and the use of inte-

grated circuitry in developing the demonstration

model.

The functions of the AROD data processor have

been duplicated on general purpose computers and

data processing equipment, and the design problems

have been analyzed. Results show that no develop-

ment program for the data processor is needed.

When a flight prototype is required, it will be de-

signed and packaged in conformance with the design

and packaging developed for system control. The

functions of system control are drastically reduced

when the data processor is incorporated as an option,

since many of the functions performed by system con-

trol in the basic system can be performed by the

required operations of the data processor.

The present AROD system concept is a result

of progressive development in the study of tracking

and navigational problems originally encountered in

the Jupiter and Saturn programs. In the earlier

phases of system definition, emphasis was placed

primarily on satisfying requirements for evaluating

launch vehicle system performance and for vernier

guidance of space and orbital injections. Later work

has been concerned with other potential applications

compatible with the utilityand growth potential of a

system based on the AROD concept.

An independent feasibility study of the tracking

system was initiated in July 1962. This was followed

by a design study, now completed. The present de-

velopment of a feasibility demonstration model of

the vehicle system and three transponders was

completed in October 1966, and" the following test

operation will be completed in April 1967. One ex-

perimental antenna system for the transponder

will be available for the test operation. Proto-

type transponder antennas may or may not be

available for the inflight experiment. In case the

prototype antennas are not available, one transponder

station will be equipped with the experimental antenna

system and other stations will be equipped with test

antennas.

Other work on the AROD program now in pro-

gress or planned includes investigating the feasibility

of using ocean-borne and satellite-borne transponders

to determine the suitabilityfor power sources for

remote unattended stations, and optimum methods of

data processing. Implementation of the inflightex-

periment and applications of AROD techniques to a

wide range of navigation and tracking problems are

being studied.

II. DESCRIPTION OF TRACKING SYSTEM

The tracking system was designed to meet

maximum requirements for range and range-rate

data such as that for injection, orbital transfer, and

possible emergency situations in both manned and un-

manned orbital and space missions. In many in-

stances, accurate position and velocity data are es-

sential at times when tracking conditions and tracking

geometry are unfavorable; therefore, somewhat less

than ideal tracMng conditions were assumed.

In some cases, the high data rate available to

meet the maximum requirements is not essential.

For example, when the vehicle is in free fall or in

powered flight where the forces acting on the vehicle

are assumed sufficiently well known, position and

velocity can be established and predicted for a given

time from much less data than that required to give

an independent determination from real time tracking

data only. Some missions can possibly bc satisfied

with range and range-rate data from one or two

stations, perhaps at infrequent intervals. In that

case, suitable options in vehicle-borne equipment

would yield some savings in weight and power con-

sumption.

The range measured to a transponder is the two-

way transmission path from the vehicle to the trans-

ponder and return. The distance to the transponder

from the vehicle is determined as one-half the double

path distance after corrections have been made for

movement of the vehicle during the transit time of

the signal. Range rate is determined from the Doppler

shift of the carrier for the two-way transmission

path, the range rate of the vehicle being determined

as one-half of the corrected double path range rate.

Corrections to range and range rate for movement

of the vehicle during the transit time and other

corrections, such as those needed to account for the

difference in the earth's velocity between transponder

sites, are performed in data processing.

li
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Figure 2 ,  a block diagram of the tracking sys t em,  
i l lustrates the relations between elements of the 
vehicle-borne system and elements of the transponder. 

I I 

TRACKING RECEIVER 

CH.1 CH2 CH.3 CH4 

CONTROL SYSTEM 
CONTROL 

e 
TRANSMITTER 

\ I38  MHz 

I 

DIRECTION CONTROL STATION 

FINDER RECEIVER CONTROL 

The tracking t ransmi t te r  and a four-channel 
tracking rece iver  are duplexed into a single antenna 
which radiates the tracking signal to all transponder 
stations within range of the vehicle. Transmission 
f rom the vehicle is in the frequency range of 2200 to 
2300 MHz with an approximate bandwidth of 16 MHz. 
Each transponder station can  operate on any one of 
four frequencies in the range of 1700 to 1800 MHz. 
The frequency on which a transponder t ransmi ts  is 
controlled by the vehicle-borne sys tem and i s  deter-  
mined by the availability of rece iver  channels. Thus 
the vehicle-borne sys tem can per form tracking 
operations with four transponders simultaneously. 
Figure 4 shows a vehicle-borne sys tem mounted on 
a laboratory test fixture. 

FIGURE 2. BLOCK DIAGRAM OF THE TRACKING 
SYSTEM 

A s  shown in the diagram of the vehicle-borne sys tem 
in Figure 3 ,  all frequencies and time signals used in 
the vehicle sys tem a r e  derived f rom a single source.  

FIGURE 3. BLOCK DIAGRAM OI’ THE 
VE HIC LE-BORNE SYSTEM 

Drive signals f o r  the tracking t ransmi t te r  and the 
timing unit, heterodyne frequencies for the rece iver  
channels, Doppler reference frequencies, etc.  , are 
coherently synthesized from a single frequency pro- 
vided by the crystal-controlled mas te r  oscil lator.  
Operations throughout the sys tem a r c  synchronized 
with this source.  

FIGURE 4. PHOTOGRAPH OF THE VEHICLE- 
BORNE SYSTEM MOUNTED ON A LABORATORY 

TEST FIXTURE 

The t ransmi t te r  is biphase modulated by a PRN- 
coded tracking signal composed of a low speed and a 
high speed code, which is designed to reduce the 
frequency and t ime sea rch  required for  acquisition 
and to give reasonable protection against incidental 
interference.  
out because of the high Doppler r a t e s  and the un- 
des i rab le  spec t ra l  p roper t ies  which increase  inter-  
modulation problems. The high speed code rate is 
6 . 4  MHz, which is the bas ic  clock frequency in  the 
vehicle-borne t ransmi t te r ,  and the low code rate is 
1/511 that of the high speed code. 
function of the signal with both codes applied is shown 

The usual acquirable codes were  ruled 

The autocorrelation 

12 
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in Figure 5. The power spectral density of the

signal, which is approximately the sum of the separate

spectral densities of the two codes, is shown in

Figure 6. The effective bandwidth of the high speed

code is essentially 6.4 MHz and that of the low speed
code is 12.5 kHz.

I/2 2TH

255 TI.
L 254TL

FIGURE 5. AUTOCORRELATION FUNCTION

OF THE COMBINED HIGH AND LOW SPEED CODES

I I
I/T H

AREA - I/2

REA - I/2

I I
I/T L 0 I/T L I/T H

FIGURE 6. POWER SPECTRAL DENSITY OF

THE SIGNAL WITH THE HIGH AND LOW

SPEED CODES APPLIED

Both codes are transmitted from the vehicle-borne

transmitter at all times, but only the low dode is re-

transmitted from the transponder during the signal

acquisition period to reduce acquisition time in the

vehicle. The correlation function for the low-code-

only signal is shown in Figure 7. After the trans-

ponder signal is acquired by one of the channels of the

vehicle-borne receiver, the high speed code is applied
to the transponder modulation and the return trans-

mission becomes the same as the downlink. Because

aid in acquiring the signal from the vehicle is pro-

vided in the transponder by the control link, removal

I --

2520 /TL I I TL

I_ 254TL "_-_1

FIGURE 7. AUTOCORRELATION FUNCTION

FOR THE LOW SPEED CODE ONLY

of the high speed code from the vehicle transmission

is not necessary during the acquisition period. The

low speed code could be removed from both links

after the signal is acquired, thereby increasing the

efficiency, but leaving it on facilitates reacquisition

in case of a momentary dropout of the signal.

The use of the same code on all four channels

assures that the signals between transponders will be

uncorrelated because of differences in range and Dop-

pler shift. Additional reduction in cross correlation

and cross modulation is obtained by separating the

channels in frequency by twice the expected maximum

Doppler frequency shift. Thus rejection of a signal

from a second channel has the advantage of the ef-

fective noise bandwidth of the high code. During

acquisition, the problem is more complex and to some

extent depends upon the rejection afforded by dif-

ferences inDoppler, narrow bandwidths in the receivers,

and offset carrier frequencies.

The station control section of the vehicle-borne

system controls the operation of the transponder

stations through the station control transmitter, which

operates in the frequency range of 135 to 140-MHz.

Initially, all of the transponder equipment is off,

except for the part of the station control receiver

necessary to permit activation of the transponder

from the vehicle. The station identifications and the

criteria for terminating operations with each trans-

ponder station are stored in the station control section

on the vehicle. The stored station identifications and

the termination criteria can be changed while the

vehicle is on the launch pad either by hardwire link

or through a communication channel on the tracking

link. The station program can be changed after

launch by command transmitted over the tracking

link or by a communication channel external to AROD.

The stations are programed in the order in which

they are to be used. Alternate stations are programed

if the importance of the data from a given prime sta-

tion warrants the inclusion of an alternate station in

the program. Operation with a transponder station is

terminated when the vehicle reaches a predetermined

range from the station, or if the data are processed

on the vehicle, when a predetermined elevation angle

or degree of geometrical dilution is reached.

The data readout section presents range and

range-rate data from the four receiver channels

simultaneously at intervals of 0.25 seconds. The

time of measurement and the identifications for the

transponder stations are also presented along with

each set of range and range-rate data. Characteristics

of the data output are given in Table I. Interface

buffers are used between the readout and external

13
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nonsynchronized telemeter or data processors when

they are required. Timing signals accessible ex-

ternally are nonambiguous over a five minute period.

TABLE I. CHARACTERISTICS OF DATA OUTPUT

Item Number Readings/s Bits/Reading Bits/s

Range 4 16 24 384

Range 4 16 21 336

Rate

Time 1 4 25 100

Station

Identi-

fication

4 16 4 64

The transponder system includes unattended

transponder stations and other compatible facilities

as required to meet particular mission requirements.

Minimal equipment costs and flexibility of installation

of unattended transponders make the placement of

transponder stations to meet the requirements of a

single mission feasible and practical. Transponder

stations can be distributed as dictated by mission

requirements and by geographic and topographic

constraints. A particular pattern of geometry of

station locations is not required. Likewise, the

choice of sites is not limited by the availability of

ground communications and data reference links, nor

by many of the construction and facility problems

associated with the usual ground-based system.

Unattended stations are placed in operation by

control signals transmitted from the vehicle over a

VHF communication link. Only that part of the VHF

receiver needed to receive the initialturn-on signal

is active while the station is in the off condition. The

transponder VHF antenna is incorporated into a

direction finder which determines the direction from

which the vehicle signal arrives and thus gives the

direction for pointing the S-band tracking antenna.

Other means of initiallyturning the transponders and

pointing the antennas may be used. A ground com-

munication channel may be used ifavailable, or a

special HF or LF link may be used in cases where

it may be advantageous, or transponders may be

turned on by signals from satellites. Ideally, com-

plete control of the transponder would be exercised

by use of the same RF link as that used for tracking,

and itis feasible for short ranges for which non-

directive S-band antennas could be used. For longer

ranges, a spatial search with a directive transponder

antenna could be made to acquire the signal from the

vehicle, but the periodic search necessary to acquire

the initial turn-on signal is incompatible with fast

acquisition of low altitude, high velocity vehicles.

The unattended transponder station is shown in

Figure 8. The major elements of the tracking section

are an electronically steered antenna array, a coherent

receiver, a frequency translator, and a transmitter.

A correlating signal generated in the transponder pro-

vides for coherent detection of the vehicle tracking

VHF

I

S-BANO

(SELECTEO
CHANNEL)

--SIGNAL PATH

--CONTROL

FIGURE 8. BLOCK DIAGRAM OF THE

UNATTENDED TRANSPONDER

signal and furnishes a coherent carrier at one of four

return frequencies with modulation synchronized with

the received range modulation. Acquisition of the

tracking signal from the vehicle is aided by using the

Doppler shift that appears on the VHF control link to

compensate for the Doppler shift on the incoming

tracking signal. A signal transmitted over the control

link aids in synchronizing the transponder correlating

signal with the received range modulation. The initial

transmission from the transponder is modulated by

the low speed code only and is compensated for Doppler

shift by means of the Doppler shift estimate, thus aiding

the vehicle-borne receiver in acquiring the returned

signal. The high speed code is added after the ve-

hicle-borne receiver has acquired the initialsignal

from the transponder.

The control section of the transponder consists of

the direction finding antenna, a control receiver, and

a control unit containing the logic and circuitry needed

to decode communications from the vehicle system

and exercise control of the transponder as ordered

from the vehicle system. The relatively large anten-

na aperture with low directivity resulting from the

14
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use of VHF for the control link allows it to be used

in a direction finder to point the tracking antenna in

the approximate direction of the vehicle, thus per-

mitting moderate directivity in the tracking antenna

without requiring spatial search to acquire the

tracking signal. The tracking antenna is steered by

phase switching controlled by digital information

from the direction finder.

Verification of certain actions and events in the

transponder, such as receiver locked, transmitter

Doppler shift compensated, etc., is transmitted to

the vehicle over the tracking link.

An unattended transponder station installation is

shown in Figure 9. The VHF control and direction

The weight and size of any section of the trans-

ponder station is limited to that which can be carried

and installed by two men. The station plan minimizes

the need for site preparation such as grading and

clearing of vegetation. At sites where it might be

needed, the soil would be treated to retard the growth

of vegetation. Transponders can be placed on satel-

lites, space vehicles, etc. ; thus the physical con-

struction of the transponder corresponds to that of

the vehicle system rather than that of the unattended

ground station. Weight and power for a satellite

transponder, as compared with a ground station

transponder, would be drastically reduced.

III. DESCRIPTION OF OPERATION

.... .m..

FIGURE 9. PICTORIAL REPRESENTATION OF

AN UNATTENDED TRANSPONDER

finding antenna is on the mast at the left; the pre-

fabricated hut on the right, which can be bolted to-

gether on the site, contains the transponder. The

tracking antennas are enclosed in a weatherproof

bubble on the metal roof that serves as a ground

plane for the antennas. The physical arrangement

of the station depends somewhat upon the type of

power source used. With a solar cell power source

the solar cells would be mounted on a surface similar

to the roof of the transponder enclosure and enclosed

in a bubble. The structure could be supported by

the walls of an enclosure or by posts. The storage

batteries associated with the solar cell power source

could either be placed in the enclosure with the

transponder or in an enclosure under the solar ceils.

The preferred placement of the solar cell structure

would be to the right of the transponder and in line

with the transponder and the VHF antenna at approx-

imately the same height as the tracking antennas.

Operation is started at launch or at some pre-

determined time or event established by mission re-

quirements. When the vehicle-borne system begins

operation, all transponder stations within range of

the vehicle are placed on standby by a signal trans-

mitted over the VHF control link. The stations on

standby are completely activated except for the trans-

mission of a return signal to the vehicle. Each

activated station acquires the vehicle tracking signal

by determining the direction of arrival of the control

signal, pointing the tracking antenna, and performing

the signal lock operation in the receiver. Excitation

for the transmitter is generated, but no signal is

radiated until an order to "on," directed to a specific

station, is received.

Stations are ordered "on" as scheduled in the

station program stored in system control. The "on"

order includes instructions as to which of the four

channel frequencies is to be used. The initial trans-

mission from the transponder is compensated for

Doppler shift, based on the estimation made in the

transponder system, so that it arrives at the vehicle

at approximately the rest frequency of the selected

receiving channel. Thus the vehicle-borne system

is aided in acquiring the returned signal without

extensive frequency search.

When the returned signal is acquired, a "track"

order is issued to the transponder station. The

Doppler shift compensation in the transponder is then

removed and the returned frequency is swept at a

regulated rate to a frequency coherent with the fre-

quency of the signal received by the transponder.

When the coherent condition is achieved, the high

speed code is applied verifying the returned signal

coherency to the vehicle-borne receiver. Tracking
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begins after the high speed code is applied by the

transponder and correlated by the vehicle-borne

receiver. If the signal is lost by the vehicle-borne

system during the frequency sweep, the transponder

is ordered back to "on" and the acquisition cycle is

started again. When the vehicle reaches the range

limit stored in the system control for a particular

station, tracking with that station is terminated and

the station is ordered back to "standby." The,next

scheduled station is ordered to "on" and its acquisition

is started. The terminated station is timed to go

"off" in a short time after returning to "standby. "

After a number of trials at acquiring stations,

if a particular station does not respond, the alternate

for the nonresponsive station is acquired. If no al-

ternate exists, the prqgram is advanced to the next

station in the sequence. In those instances when the

vehicle may be out of range of any station for a time,

a sequential search is made for the unused stations

of the program, four at a time, until a station is ac-

quired. The program is then continued in the normal

manner from that point.

IV. DETERMINATION OF POSITION AND

VELOCITY

An independent real time determination of position

requires tracking data from a minimum of three

stations or two stations and an altimeter. The ability

to determine position and velocity during critical

phases of a mission is assured by the use of four

receiving channels on the vehicle that enables the

vehicle-borne system to obtain range and Doppler

shift data with respect to three stations while a fourth

station is being acquired. With a full complement of

transponder stations within range of the vehicle, data

from four stations will be available except for short

periods when tracking with one station has been

terminated and a replacement is being acquired. This

transfer of tracking from one station to another re-

quires not more than 2.5 seconds when the station

being acquired is near maximum range. Stations at

closer range or higher antenna gain will be acquired

more rapidly than unattended stations.

This abundance of tracking data will not be

available at all times, either because it is not neces-

sary or because suitably locating the stations may be

impossible physically or prohibitive in cost. Under

conditions where tracking data are received inter-

mittently from one to four stations, and insufficient

real time data are available to determine a position,

an obvious recourse is to extrapolate the vehicle

position based on previous tracking data and the best

available information on the dynamics of the vehicle.

The extrapolation can be verified by tracking data

from one source or more rapidly frgm two sources.

In some cases there may be advantages in locating

transponder stations so close together that they con-

stitute a range and angle measuring system (inter-

ferometer_. As with any angle measuring system,

the angle resolution depends upon the distance between

stations, the accuracy with which station locations

are known in relation to each other, the accuracy with

which the transponder delays are known, and the phase

or range resolution of the system. Correct time

correlation between stations is inherently assured by

the common time based for all channels on the vehicle.

Various conditions of operation and choice of

options in the vehicle-borne system do not require

changes in design or differences in operational methods

in the vehicle-borne tracking system. The section-

alized construction allows the option of excluding

sections of equipment and in some cases permits a

choice of functional parameters such as power level

of the tracking transmitter. As an example, if Dop-

pler velocity information is not required, the equip-

ment can be placed in a smaller package with the

complete range-ratereadout section excluded. If only

one tracking channel is needed, three tracking chan-

nels, three range readout subsections, and three

range-rate readout subsections can be omitted in ad-

dition to sections in the system control associated

with the three excluded channels. The tracking system

is designed to gather tracking data in an optimum

manner, and its function is defined once the choice of

options in equipment is made. The adaptation to

specific point-to-point difference in the operating

conditions, such as variations in the number of sta-

tions available, the amount and type of data available,

etc., is a function of the data processing.

The tracking geometry associated with the de-

termination of position from range data is shown in

Figure 10. The quantities measured and made avail-

able for processing at a given time are the double

path distances Ss, $2, S3, and St to each of the four

transponders As, B2, C3, and D4, respectively. The

corresponding station coordinates are X s Y1 Zs,

X2 Y2 Z2, and X 4 Y4 Z4. Altitude data can be sub-

stituted for one of the range measurements when

needed. The measured distances are in electrical

phase units related to the clock frequency of the

system, and velocity is in phase counts per 0.25
second. The station coordinates are stored in the

data processor in corresponding units of electrical

phase. Vehicle position and velocity are computed

with the data in the phase units. After the
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computations, corrections, iterations, and smoothing

are completed, conversion is made to metric units.

Z

Vehicle

_l., J.. //T " -- ; _ , ," --- y;_ .,.....

FIGURE 10. TRACKING GEOMETRY FOR

DETERMINING POSITION

To establish a uniform method of computing for all

tracking conditions, a three station solution is used

exclusively. The refinement of position determi-

nation that accrues from the use of more than three

stations is obtained by forming multiple sets of three

stations. Any combination of three stations for

which the range data from the stations can be cor-

related in time can form a set. With the stations

A, B, C, D, the following sets can be formed:

ABC, BCD, CDA, DAB (1)

Consecutively formed sets that contain stations

in common also contribute to the smoothing. For

example, the next formation of station sets would

occur when operation with station A is terminated

and station E is acquired. One of the original sets

is retained with three new sets formed that have

common stations with three sets of the original group.

These are BCD, CDE, DEB, and EBC.

The equations for a three station solution for

position are

s}=

s2=

s2=

(x- Xi)2+ (y_y1)2+ (z- Zi)2

(x-X2) 2+ (y_y2) 2+ (z- Z2) 2

(x - X3)2+ (y - Y3)2+ (z - Z3) 2

(2)

S 2 = x 2 + y2 + z 2

where $1, S 2, and S 3 are the ranges from stations A,

B, and C, respectively.

S is the range from coordinate center to the ve-

hicle, and x, y, z are the vehicle position coordinates.

The solutions are of the form

-2F. i
S 2

x = PxS2+Qx y = P S2+%y

z = pS2Q
Z Z

(3)

where Px' P ' and P are constants for a station set
y z

and Qx' Qy' and Qz are factors containing constants

and the measured quantities and

p2= p2+ p2+ p2

x y z

Q2:Q:+ Q:
_" Q= PxQx+ p Q + PzQz •

y y

(4)

The P constants are computed and stored for use in

the four sets formed by the four stations selected for

operation. When a change of station occurs, one set

of P constants is retained and three new sets are

eQmputed and stored for the new station sets.

Before being used in computing the position,

range measurements are corrected for movement of

the vehicle during the signal transit time. Where the

average velocity of the vehicle during the transit

interval is v, and the signal velocity is e, the corrected

range is

S = Sm(1 - vc ) (5)

where S is the measured range for the double path.
m

The range is referred to the time of initial trans-

mission from the vehicle to obtain a constant

period between measurements. For long ranges,

corrections to range must be made for movement of

the earth during the signal transit period.

Vehicle velocity is determined in a manner

similar to that used to determine position. The Dop-

pler shifts in respect to the transponders are the

measured quantities, and the velocity coordinate com-

ponents and velocity in respect to the coordinate

center are computed. To determine velocity in
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respect to a transponder, the frequency difference

between the tracking carrier of the returned signal

from the transponder and a reference frequency in

the vehicle-borne system is measured and summed

over the interval _- = t 2 - t 1 = 0.25 seconds. The

summed frequency difference divided by the summing

interval gives the average phase rate for the interval

T. For all cases considered, a negligible error is

created by using the average velocity over the period

as the instantaneous velocity at time t 1 = _-/2. How-

ever, although the summing interval for the return

transmission starts at t 1 and ends at t2, the summing
interval for the forward transmission starts at

(t 1 - At) and ends at (t 2 - At) where At is the transit

time for the double path. The time at the center of

the measuring interval for the Doppler shift of the

forward transmission is then t 1 - At + _/2. The total

Doppler shift summed is

_¢p = 2r F - + vlv------2-2
• c (6)

where F is the frequency of the returned signal ; v 1

is the velocity of the vehicle in respect to the trans-

ponder during the summing interval of the forward

transmission; and v 2 is the average velocity of the

vehicle during the summing interval of the return.

For long transit times and severe vehicle flight

dynamics (e. g. lunar distances and lunar landing),

the velocity difference, v 2 - v 1 must be taken into ac-

count. The coordinate system for earth-based trans-

ponders is oriented so that correcting for the velocity

of the earth at each transponder site can be done by

adding or subtracting from two components of the

computed vehicle velocity. The time assigned to the

corrections involves approximations that are well

within a range that produces negligible error. The

equations for velocity are derived from the range

equations (2). The derivatives are

SiSI = (x-Xl)x+

S282 -- (X - X2)x+

s3_ = (x - x3)_+

(y-Yl)_+ (z- Zi)k

(y - Y2)y+ (z - Z2)k

(y - Y3)_+ (z - Z3)k .

The solutions for _, _, and _ are of the form

SISI (Y-YI) (z- Zl)

S2S2 (Y-Y2) (z- Z2)

S3_ (Y-Y3) (z- Z3)

(x-Xl) (Y-YI) (z- Zl)

(x-X2) (Y- Y2) (z - Z2)

(x-X3) (Y-Y3) (z- Z3)

(7)

(8)

The importance of accurate position data in ob-

taining accurate velocity data is shown by these re-

lationships. This fact is not always recognized.

Where position and velocity are computed from

more than one station set, with data referred to the

same time, a certain amount of error checking and

smoothing can be done and is necessary in the

functioning of the system. This is performed before

transformation of the computed quantities from the

coordinate system in which the measurements were

made. Any further treatment of the data depends upon

the use to be made of it.

V. ERRORS AND GEOMETRICAL DILUTION

Equipment and thermal noise errors and the

uncertainty in propagation and in the location of trans-

ponders are classified as measuring errors to dis-

tingnish them from geometrically amplified errors

{geometrically diluted accuracy). Equipment errors

analyzed in the AROD system description and the

error budget given in system characteristics are the

best present estimates of the equipment and thermal

noise errors. Propagation errors, considered in

some detail in the AROD design feasibility report, can

be reduced by the application of standard corrections;

however, the magnitude of the residual errors is not

well established. The AROD inflight experiment is

expected to give information on the errors and methods

for correction.

Errors in the survey of the transponder locations

are not expected to contribute significantly to the over-

all error budget. In addition to the capability of the

system to locate and refine the knowledge of the lo-

cation of transponder sites, recent analysis of the use

of tracking systems on satellites to define the position

of ground stations shows that, in any case, errors

from this source can be made negligible.

The accuracy probability of any given position

determination is a function of the probable range

measurement accuracies as geometrically diluted.

Geometrical dilution is a function of the measuring

geometry and it is conimon to all spatial measuring

devices.

An illustration of the geometrical dilution in a

multistation ranging system is given in Figure 11.

The distance measured to a vehicle from a single

station A, within the accuracy of S 1 _- A $1, defines the

position of the vehicle to be within a spherical shell
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TABLE II. RADIO TRACKING SYSTEM

DESIGN CHARACTERISTICS

Transmitter

power (W)

Allocated

bandwidth

(Mnz)

Maximum

velocity

(m/s)

Minimum

velocity

(m/s)

Range

ambiguity

(km)

Range

accuracy

(m)

Range re-

solution

(m)

Velocity

accuracy

(re.Is)

Velocity

resolution

(m/s)

E s sential

data rate

(bits/s)

VHF

Control

Link

±. 075

±12,000

50

S-Band

Tracking Link

¢_ir-tg-Ground Ground-to-Air

10 20

16 20

±12,000 ±12,000

0 0

-- 2,000

-- +. 604

-- .183

-- ±. 0148

-- .026

50 50

of thickness 2AS i. The station is at the center of the

sphere and the median radius of the sphere is S I.

Similarly, measurements from stations B and C also

form spherical shells as shown. The uncertainty in

position of the vehicle must then be within the volume

formed by the intersections of the spherical shells.

This volume is described as the possible error

volume for the position determination. Obviously,

the size and shape of the error volume is a function

of the positions of the transponders in relation to the

vehicle and of the positions of the transponders in re-

lation to each other as well as the errors in measure-

ments.

TABLE III. SUMMARY OF INSTRUMENTATION

ERRORS

Error Source Range (m) Velocity (m/s)
Peak rms Peak rms

Vehicle Equip-
ment

a. random 0.47 0.175 0.0137

noise errors

b. processing 0.78 0.32 --

equip, errors

c. data ex- !0.62 0.316 0.0325

traction

errors

0.0056

0.0124

Transponder

Station Equip.

a. random

noise error

b. processing

equip, error

0.47 0.175 0.0137 0.0056

0.78 0.32

Total 3.12 0.604 0.0699 0.0148

The probable error of a tracking system as used

in a particular geometry is usually expressed as the

probable error volume with the major and minor axes

of the volume specified. In the case where tracking

data are processed on the vehicle, use of the pre-

determined error volumes to establish the data

quality from point to point on the vehicle flight path

would require the storage or transmission of large

FIGURE 11. GEOMETRICAL

DILUTION

amounts of information. The magnitude and direction

of the maximum probable error can be computed on
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the vehicle, but the simplest method to establish the

overall data quality including the effect of geometrical

dilution is to substitute the determined position quan-

tities into the range equations (2). Thus some

specific errors can be detected and the overall

quality factor can be determined. The substitution

method is favored also because the processing pro-

cedure is identical with that used when complete

tracking data are not available. Details of both

methods will be described in a NASA report to be

published later.

Present work in the study and simulation of data

processing methods and techniques is to be continued.

The results will be used to define the design of an

optimum vehicle-borne data processor and the

optimum interface techniques to be used with multi-

purpose vehicle-borne computers. The results

should be useful in other areas of data processing

and communication systems.

Vl. ANTENNA DEVELOPMENT

The design of the vehicle-borne antennas is

directly involved with the vehicle design and the

mission of the vehicle; therefore, no specific designs

for these antennas have been made. Design require-

ments have been minimized by the rather severe

restriction placed on the system by assuming 0 db

gain for the vehicle-borne tracking antenna and for

the VHF control antenna. Furthermore, these an-

tennas can be linearly polarized since the ground

based antennas are designed to receive signals of any

polarization and to radiate a circularly polarized

signal.

A block diagram of the antenna system of the

unattended ground transponder is shown in Figure

12. The control receiver, the tracking receiver,

and the tracking transmitter are obviously not a

part of the antenna system, but are included in the

diagram to show the functions of the antennas. The

12 dB gain of the tracking antenna of the unattended

transponder station is sufficient only to hold the

vehicle radiated power requirement down to 10 watts

for the intended ranges and data rates. Because of

the antenna directivity resulting from the required

gain, the tracking antenna must be directed or

steered by the use of information from the VHF

direction finder or some other source to establish

initial communications with the vehicle. After the

antenna radiation pattern is positioned and the re-

ceiver acquires the signal from the vehicle, the

FIGURE 12. DIRECTION FINDER ELEMENTS

AND ARRANGEMENT

antenna steering may be continued by direction-finder

data, or it may be steered by commands from the

vehicle.

The direction finder antenna system determines

the direction from which the vehicle signal arrives at

the transponder site by measuring the phase relation

between elements of the antenna array in much the

same manner as a standard manually operated di-

rection finder. In this case, however, the knowledge

about the direction in three dimensions is obtained

from a signal that may have any polarization. Phase

differences that are functions of the direction angles

are measured electronically, converted to digital

information, and applied to a logic system that

electronically steers the tracking antennas by ad-

justing the phase relation between the antenna elements

(Fig. 12).

The direction from which the signal arrives must

be determined about an azimuth of 360 degrees and

an elevation angle of 90 degrees with an accuracy of

approximately + 5 degrees in the horizontal plane and

in any vertical plane up to an elevation of 45 degrees

above the horizon. Because the design range is

shorter for the higher elevation angles, the directivity

of the tracking antennas is reduced by "spoiling" to

allow a larger uncertainty in the direction angle.

Design of the direction finding array is thereby

simplified and construction and installation problems

are reduced by allowing the use of a planar rather

than a volume array.

The range and utility of the unattended station

could be increased by increasing the gain of the

tracking antenna, but a significant increase in gain

would necessitate a search by the tracking antenna

over the solid angle error of the direction-finder

system. After tracking communications are estab-

lished, the tracking antenna could be steered on the
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tracking signal. Developments in solid state de-

vices since the beginning of the AROD program

make these improvements in the unattended station

system feasible where they were not before. Studies

in signal processing and in signal processing

antennas indicate that, in addition to increasing the

gain and reducing the noise level in the tracking ar-

ray, the tracking signal can be acquired rapidly

without aid from the VHF system. These studies

are expected to continue and the improvements will

be incorporated into the system whenever feasible.

Results of the studies in signal processing and

signal processing antennas have applications in

many areas other than AROD.

The direction finding antenna ideally should be

omnidirectional and able to respond to signals of

any polarization. A four element array at an

optimum position above a ground plane approaches

the desired characteristics. The array consists of

four elements as shown in Figure 13; each element

4 _e/f

X

8Z

8y
y

FIGURE 13. GEOMETRY OF DIRECTION

FINDING ARRAY WITH POINT SOURCES

is composed of a vertically polarized and a hori-

zontally polarized dipole antenna. The array may be

considered as being two separate arrays, one consist-

ing of the horizontal dipoles and the other consisting

of the vertical dipoles. A matrix system of phase lines..

allows sfgnals to be extracted from the array. 'These

signals are proportional to the direction cosines

of the arriving signal. The action of the direction

finding array may be determined by considering a

four element array of point sources (Fig. 13). This

array is described in terms of the terminal voltages

of each antenna by

Vl fl(O, ¢)e jkac°s 0= x = I1Zll + I2Z12 + I3Z13+I4Z12

V2 = f2(O, _)e jkac°sOy= i1Z12+i2Zll+i3Z12+i4Z13

V3 f3(O, qS) e-jka c°s 0= x = I1Z13 + I2Z12 + I3Z11 + I4Z12

V4 f4(0, (p)e -jkac°s 0= y= I1Z12+I2Z13+ I3Zl2 + I4Zlt •

(9)

In these equations Zll is the sum of the self-impedance

of each element and the input impedance to the line,

Z12 is the mutual impedance between one element and

the nearest adjacent element, and Z13 is the mutual

impedance between one element and the element

diametrically opposite. The individual elements of

the array must be in the same environment for equa-

tions (9) to be be valid. The conditions satisfying

the requirement are

?r

f2(o, (P) = f_(o, ¢+ _)

f3(O, (_) = fl(O, _ + 7r) (10)

37r

f3(O, (P) = fl(O, q) + -_-).

The equivalents from equations (10) are substituted

into equations (9) with C = 12.8 as determined from
the properties of the tracking array, with

-C1 = kacos 0
X

-Cm = kacos 0 ,
Y

and then "1" and "m" appear in equations (9) as phase

angles, with the scale factor C on the antenna ter-

minal voltages. The quantities to be measured include

the mutual impedance; but if the elements are identical,

the equations may be uncoupled. The scheme for ac-

complishing this depends on forming the sequence

voltages VR(°), VR(t), VR(2), and VR(3), where the

superscripts indicate the sequence numbers. The

derivation of the sequences and their combination to

produce an output proportional to the direction cosines

is described in "Final Report, Automatically Scanned

Antenna Systems," Contract NAS8-11251, 20 Jan.

1966, by Auburn University.
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Measured phase data are converted to digital

format and used to operate the logic system that

selects the proper phase relations in the tracking

antennas to give a radiation phase front normal to

the direction of the arriving signal as determined

by the direction-finder array.

A digital switching system shown in Figure 14

processes the information from the direction finder

for application to the drivers of the phase switches of

the tracking antenna. The digitized values of "1"

and "m' are produced in sequence at the output of

the analog-to-digital converter with possible output

values of ABCD and EFGH for "1" and "m, " re-

spectively. With the inputs ABCDEFGH to the com-

binational switching network, the outputs Yl through

Yu0 are produced to control the phasing of the

tracking array. With each clock pulse, the z hold

network is advanced to a value of z corresponding

to the value of y. This value of z is held until it is

updated by a new value of y.

SIGNAL_coN_

KnOU
PHASE
METER ++o+L,.o 

.UT ' :_
LO I

¥oeK :_1140

FIGURE 14. BLOCK DIAGRAM OF DIGITAL

SWITCHING SYSTEM

The experimental antenna uses techniques de-

veloped in a research program in electronically

scanned arrays at S-band frequencies separate from

the AROD program. The tracking antennas being

constructed for the AROD feasibility model are

experimental units designed to satisfy the minimum

requirements for the AROD unattended transponder.

The transmitting and receiving antennas are of

identical construction except for the frequency of

operation. An elliptically polarized pattern is

produced which can be scanned over a full hemisphere.

Each antenna is a planar square array consisting of

36 cavity-backed crossed slots as shown in Figure

15. An experimental array is shown in Figure 16.

lq B *_

DIMENSIONS

RECEIVING (2.214 GHz) TRANSMITTING (I,800 GHz)

A 38.8 cm A 46.5 ¢m

B 36.3 cm B 43.9 cm

C 9.0 cm C I0. I cm

FIGURE 15. TRACKING ARRAY

Each element is circularly polarized and the complete

array is circularly polarized in a direction normal

to the plane of the array. The polarization of the

array becomes increasingly elliptical as the pattern

is directed away from the normal until a direction

parallel to the plane of the array is reached where

the field is plane polarized normal to the plane of the

array. Figure 17 shows the cross slot antenna and

illustrates the method of feeding energy into the

cavities to produce the circular polarization. The

measured polarization pattern at the 36 slot array is

shown in Figure 18. Figures 19 and 20 are examples

of the measured and calculated patterns of the array

as a function of the steering. As to be expected in

phase steering a low gain planar array over a large

angle, the minor lobes become quite large when the

pattern is directed away from the optimum gain di-

rections. The measuring geometry is defined in

Figure 21.
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FIGURE 18. POLARIZATION P A T T E R N  O F  

POINTING 
TRACKING ARRAY FOR T H E  1 = 0, m = 0 BEAM 

FIGURE 16. EXPERIMENTAL MODEL OF 
TRACKING ARRAY 

FIGURE 17. CAVITY-BACKED SLOT AND F E E D  

FIGURE 19. TRACKING ARRAY P A T T E R N  IN 
X - Z PLANE FOR 1 =  0,  m =  0 

BEAM POINTING 
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FIGURE 20. TRACKING ARRAY PATTERN IN

X- Z PLANE FOR I = 0, m = -7

B EA M POINTING

FIGURE 21. MEASURING GEOMETRY OF

TRACKING ARRAY
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TRACKING,COMMUNICATIONS,AND ORBIT

FOR LUNARSPACEVEHICLES

DETERMINATION

Robert M.

By

L. Baker, Jr.*, Robert J. Hill, Howard Dielman_: _ ,

and Robert H. Benson

SUMMARY Subscripts (Cont'd)

This paper presents methods of predicting

tracking and communication data for space vehicles

in the earth-moon space. Also presented is the

application of the prediction and the utilization of

tracking data to problems of orbit determination. To

make such predictions and determinations, a method

of trajectory simulation that applies at the present

time to the earth-moon space has been developed,

but the methods are general enough to apply to inter-

planetary tracking prediction and orbit determination.

LIST OF SYMBOLS

(_) Sun

_) Moon

Earth

Special Symbols

A

absolute value (magnitude).

two other equations can be obtained by

replacing x by y and then by z.

equal to by definition.

Superscripts

Subscripts

e

o

r

"dot derivative" denotes a derivative

with respect to time, excluding

perturbations.

"prime derivative" denotes a derivative

with respect to_.

"grave derivative" denotes a derivative

with respect to time that involves only

perturbations.

denotes a universal variable.

denotes universal variable quantities

defined by Pitldn.

Encke reference orbit.

initial or epoch value.

value of quantity at rectification.

English Symbols

a the semimajor axis of an elliptical

orbit or the semitransverse axis of a

hyperbolic orbit.

4

c = 1-r or the speed of light in a vacuum.
a

D = r _/_-_

e the eccentricity of a conic.

f general symbolism for a function such

as

- r0_- D0_- CoW or

3- 3" 5 3"5"7
2 q + 3' q2+ ... or

for one of the two coefficients corn--

prising the f and g series.

T topos or observing station coordinate, f the flux vector of incident radiation.

Dr. Baker and Mr. Dielmann are with Computer Sciences Corporation,E1 Segundo, California.
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E___nglishSymbols (Cont'd)

g the symbol for the other of the two

coefficients comprising the f and g

series.

h the altitude or angular distance of a

spacecraft above the horizon.

M the mean anomaly.

n the mean motion.

P the period of a satelliteorbit.

p the parameter or semilatus

rectum = a(1 - e2).

q the perifocal distance = a(t - e) or

the quantity [ (r/re)2 - 1]/2.

r the magnitude of the radius vector,

-_, from the principal focus (e. g. ,

geocenter) to the space vehicle.

a

the tangential velocity ( = ]r [).

t the time as measured in conventional

units such as hours, minutes, or

seconds.

_ = a3/2 (5- sin(_a-a))'

f-%

X the universal variable argument.

x, y, Z are coordinates measured along three

orthogonal axes (e. g., the geocentric

equatorial system of date).

Greek Symbols

o_ right ascension.

5 declination.

_, _, _ the departures from a reference orbit

in Encke's method.

0 the sidereal time.

p the sum of the mass of the primary and

the spacecraft in units of primary

masses (e. g., earth masses). Thus

p _ 1 for most cases of interest.

Greek Symbols (Cont'd)

p a vector from an observatory (topos)

to a spacecraft.

a characteristic unit of time = k(t-t0)

where k stands for the geocentric,

selenocentric, heliocentric, etc.

gravitational constant (about 13.6

minutes for the geocentric case).

the longitude.

4, the gravitational potential.

the latitude.

the longitude of the ascending node.

¢0 the argument of perifocus, i.e., the

angle between the line of nodes and

the perifocus direction.

I. INTRODUCTION

Concern for tracking and communications data

arises primarily from two sources. These are in-

flight, real-time analysis and post flight, detailed

analysis.

In real-time analysis, it is necessary to know

how systems such as the propulsion and guidance

system are currently functioning. F_r flights in-

volving man, there are systems related to crew

safety, such as the life support system, which re-

quire that inflight knowledge be telemetered to mis-

sion control. If the vehicle is in orbit for a number

of revolutions, it may become necessary to update

the guidance system from tracking data. During

orbital flight, future state is predicted to alert

tracking stations of the position and the time at which

acquisition might be expected. Also, in the case of

noncatastrophic failures, it might be desirable to

attempt an alternate mission. This type of decision

will be based on tracking and telemetry data, and

the command for such an attempt will be given by

the mission control center through the communications

ne two rk.

In post-flight analysis, detailed evaluation re-

quires using all available data, smoothing random-

ness and correcting biases for many weeks after the

flight has terminated. It is the purpose of this de-

tailed analysis to evaluate the vehicle systems such

as the guidance system, the propulsion system, and

the structural elements for any deviations from

nominal performance so that the systems may be
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improved. The tracking and communications system

is evaluated during this post-flight period. Errors

in station location may be detected as well as certain

malfunctions in the telemetry system.

Certain perturbations, due to non two-body

gravitational fields and radiation forces, are sub-

jected to scrutiny during the period of flight evaluation.

Thus our knowledge about the size, shape, and

gravitational constant for the moon may be increased

as more data become available.

Detailed orbit determination is an important

part of post-flight trajectory analysis. The term

"orbit determination" is the definition of the orbit

the vehicle traversed as described from tracking and

telemetry data. The goal is to determine the exact

orbit which the space vehicle has traveled.

There are many factors of uncertainty which

diminish exactness of orbit determination, among

which are errors in tracking data such as timing

errors, bias errors, random errors in measure-

ments and errors in station location. Other uncer-

tainties also affect the accuracy of detailed orbit

determination, for example, uncertainties in the

gravitational forces, relativistic Doppler shift, speed

of light, planetary, solar, and lunar ephemerides,

and errors inherent in orbit determination methods

themselves. Through the application of research

efforts some of these errors and uncertainties may

be reduced for future orbit evaluation.

There are certain fundamental aspects of astro-

nautics that are enhanced by the judicious analysis of

tracking and telemetry data. The quantity and quality

of tracking and communications data must be studied

in advance to determine if the requirements of eval-

uation are satisfied. To perform such a study, two

primary questions must be answered: (1) How can

the tracking coverage be accurately defined by simu-

lation, and (2) Is the expected tracking and com-

munications coverage adequate?

The first question is rather elementary, but the

implementation of it is another matter. Tracking

coverage must be defined by means of an accurate

trajectory simulation model and with an accurate

tracking model. The answer to the second question

differs from mission to mission, and the question

needs to be answered with respect to many criteria

such as flight evaluation requirements, guidance

system updating and data transmission.

coverage is adequate. For later flights such as AAP

missions where multiple experiments in communi-

cations and remote sensing will be performed, there

may be extensive quantities of data, and the problem

may become more critical.

The current research program is primarily

concerned with the first question--the development

of an accurate trajectory simulation model and an

accurate tracking model flexible enough to handle

many diverse studies of tracking in the earth-moon

space. The backbone of the trajectory and tracking

simulation model is an Encke prediction routine.

Over one hundred years ago the German astronomer,

J. F. Encke, proposed a method of handling special

perturbations that has proved well suited to slightly

perturbed orbits such as ballistic lunar trajectories.

Encke's method differs from ordinary integration

techniques in that the differential accelerations are

integrated rather than the total accelerations. The

differential accelerations are formulated as the dif-

ference between a true orbit and a reference conic.

A reference conic is determined at the initial point

of the integration. If there were no disturbing forces

such as more than one attracting body, gravitational

harmonics and solar radiation forces, then the ve-

hicle would follow this reference conic. However,

these forces perturb the vehicle, and it actually

progresses along another path called the true orbit.

Figure 1 shows the relationship between the reference

orbit and the actual path or true orbit of the vehicle.

Note that at the point of tangency or "osculation" both

the true and the reference orbit exhibit the same

position and velocity_

\ !=
\ I

\
%

REFERENCE ORBIT

VEHICLET_ Y

J Y _. i i
/ /1 'l° I I

I
x __ /

/
/

f
J

With respect to data transmission for early

Apollo flights, the tracking and communications FIGURE 1. DEVIATION FROM REFERENCE ORBIT

* The term "osculating orbit" implies both a tangency and the same velocity, while the term "intermediary

orbit" only implies tangency.
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II. DEVELOPMENTOF THE ENCKE

EQUATIONS e

Px e

- 3
r

e

#X

-- __ _ r--_

Let x, y, z denote the actual position of the ob-

ject; Xe, Ye' Ze the position of a hypothetical object

(moving without perturbations) at the same time on

the reference orbit; and _, 7, _, the difference be-

tween the true rectangular coordinates and those of

the reference orbit, i.e.,

A
= x-x x _y, z; _ --_,_. (1)

e

At osculation _, 71, and _ = 0. Figure 1 shows the

relationship between the reference orbit and the

actual path of the vehicle.

=Y--
3r

e

x _y, z; _ --_, _ . (3)

That is, we set

(r/re)2 - IA
q -

2

where the new paramter q is developed from

The differential accelerations between the actual

and the reference orbit positions of the rocket are

d__ x k. .. + x,
dl. 2 = p _'Y + + = (_-Xe) ;

= ff _ d_"2 x--y, Z; ( _,_ (2)
dT2 _ .

The first parenthesis on the right-hand side is the

difference between the two-body accelerations on the

reference orbit and on the actual path, and k_ re-

presents the total perturbing component. Time need

not always be utilized as an independent variable in

equation (2) of Encke's method. If E(or F for hy-

perbolic orbits) is used as an independent variable,

we are able to circumvent the solution of the trans-

cendental Kepler's equation at each point of the re-

ference orbit when the computation of x e, Ye' Ze and

r is required.*
e

One of the purposes of Eneke's method is to re-

duce the number of significant figures cayried in the

calculations. Taking the difference of the nearly

equal two-body accelerations, f¢- i[ , x _y, z, would
e

only increase the number required and is therefore

undesirable. From another point of view, the "noise"

introduced in the numerical subtraction of i_ from
e

could initially be as large as the perturbative term

and thereby reduce the accuracy of the entire pro-

cedure. We take the differences of the nearly equal

accelerations, e.g., _ - _ , by the following alter-
e

native procedure:

r 2 = (x e+ 4)2+ (ye+ 7?)2+ (z e+ _)2
(4)

= re2+2[_(Xe+_) + _(ye+½_?)+ _(Ze+ ½_)].

r

(r)2 =
e

1+ 2[_(x e+ ½_)/re2+ _(Ye+½_)/re 2

+_(Ze+ ½_)/re2] __A 1+ 2q.

Finally,

r
e 3

1 - (-_---) = 1 -(l+2q) -3/2

3.5 q2 3.5'7 q3_. A fq (5)
= 3q- _., + 3! "' =

so that _i - i_e = (P/re3) (fqx - _) and the individual

and J_ need never be explicitly computed (x _y, z)
e

(see Fig. 2 where fq(the "q series") is numerically

obtained b_ solution of equation (5) or from tables

given in Planetary Coordinates (1960)).

In contrast to Cowell's method, only the dif-

ferential accelerations due to perturbations are inte-

grated to obtain the actual position of the vehicle.

Taking advantage of this fact, we find that longer

intervals can be chosen in the step-by-step integration

process. A careful choice of the reference orbit is

necessary in order to make the method most effective.

If ar some date after the epoch the true orbit

begins to differ appreciably from the reference orbit,

* However, in return for this simplification, the differential equation of motion (2) becomes rather

complicated.

28



i i i'

FIGURE 2. REFERENCE ORBIT

a new "osculating" reference orbit must be chosen as

a new starting point at the later date. This process

is called "rectification" (again initially x = x ,
e

= 0, etc. ) (see Fig. 3). The decision to rectify

is usually made whenever the integrated portion of

the solution (x,y, z) is a fixed ratio of the exact

two-body term (Xe, Ye' Ze)" However, we could use

%. ....---- -- _ -......... \\

J" \ \ I

[/I I

\ \ /..4" "---,ECT,rTCAT,O"

INITIAL '_' _ _ _ "" _"

FIGURE 3. RECTIFICATION

a more sophisticated round-off error control for the

purpose of defining the appropriate time for rectifi-

cation. In this same connection, if the orbit is

periodically rectified, there is an added advantage

to Encke's method: a part of the perturbative terms

_, _, and _ in equation (2) can be computed in

advance quite accurately on the basis of the space

vehicle's coordinates on the reference orbit. Thus,

knowing in advance the position of the moon or planets,

perturbative acceleration equations (tobe discussed
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presently) can be precomputed for a large number

of steps in advance of the actual integration. Such a

procedure is not particularly recommended for drag

perturbations because the small difference between

the true and the reference orbit may lead to large

differences in atmospheric density and hence in the

perturbations.

The use of Encke's method in connection with the

differential correction gives rise to a slight problem

at the time of rectification. The partial derivatives

in the S matrix (elements of the form _x/_x0, etc.)

apply to a correction of the initial state (subscript 0),

which after rectification strictly means the state at

the time of rectification (subscript r). Thus, after

rectification we must "up date" the S matrix by

multiplying it by the old S matrix, so that a typical

term (after the first rectification) is

This is simply an application of the chain rule, so

that if there were three rectifications, we would have

ax Ox OXr____331 . aXr2._ aXrl_
(_x0) = (a--_rl " (0Xr2 ] (-- " (_-_-0 ] etc.

_Xrl ]

While on the topic of partial derivatives, it might be

well to mention a peculiarity of analytical partials

when they are based upon the two-body, Encke re-

ference orbit elements. Often the departures of the

true orbit from the reference orbit, although not suf-

ficiently large to require a rectification, do result in

a crossing back and forth of the reference and the true

orbit in the case of satellites. There is also an in-

evitable lead or lag of the true and reference orbit

position. Thus the analytical partial derivatives fol-

low a periodic fluctuation (from some hypothetically

exact partials) and this periodicity slowly moves out

of phase, especially if rectification is not required

for several revolutions.

The Encke philosophy can also be applied to the

computation of a number of orbits (termed "variant

orbits") that lie very close to some standard, i.e.,

orbits that differ slightly in initial conditions. In this

case the reference orbit would be the standard orbit

about which can be computed an envelope of variant

orbits. Such a procedure is particularly useful in

sensitivity or guidance error computations.

What values we adopt are significant for the

starting constants, _0, _0, and so forth. In normal

perturbation integrations by Encke's method (not

29



ROBERT M. L. BAKER, JR., ROBERT J. HILL,

HOWARD DIELMANN, ROBERT H. BENSON

variant orbits), it is customary to start with an

osculating orbit at t o. For this orbit the following

equations hold:

x 0 = x k 0 = k etc. (6)
eo' eo'

Accordingly,

_0 = 0, _0 -- 0, etc. (7)

Thus, at the end of the integration we generally have

x = x + _, k = k +_, etc. (S)
e e

The convenience of the osculating orbit for a normal

perturbation integration lies simple in the fact that

the _ - R term of equation (2) is zero, and further
e

that fq, q, _, etc., start out with zero values. How-

ever, these advantages of the osculating orbit do not

preclude our using other than zero values for one or

more of the six initial integration constants, _0, _0,

_o, _o, _o, _o.

The unified and universal variables can also be

effectively used in Encke's method for the generation

of the reference orbit. Their advantage over spe-

cialized formulas arises especially in the case of

nearly parabolic elliptical orbits that are perturbed

by the moon into nearly parabolic, hyperbolic orbits.

In this transitional regime the computation of the

reference orbit becomes most difficult, and as pointed

out by Herrick, considerable accuracy is lost in

Encke's method. Such a degradation of accuracy is

also encountered near the apogee of such earth-moon

reference orbits when they are nearly rectilinear

(as is almost always the case), and a method similar

to the unified variables has been utilized by C. Herrick

of Convair in this problem.

In what follows we present the procedural equa-

tions for generation of the reference orbit by means

of universal variables. (For simplicity of notation

the subscript e has been omitted from the reference

orbit coordinates. )

r02 = r-"0" r--'0

• .2. 2. 2.
h02 _ _ = r0 r0

Do- r°i'° - r°" r° = r--o ' r...2_o

47-.

(9)

(10)

(11)

1 _ 2 _ §02 (12)

a r0 #

Note that

c o = 1 r° e 2 1 P e = 1 q (13)
a a a

= "_(t-t0) = T_ "_= k'_#"_ ; (14)

and

M = r0_'+ D0C + c0U. (15)

At every time point t equation (15) is to be solved

for _'. It can be solved iteratively for _ with the aid

of the formulae for C" and _'. A starting value for

(for 1/a positive) is _/a.

As pointed out by E. Pitkin (1964), in order to

maintain the full accuracy obtainable and minimize

roundoff error, it is desirable to "nest" the series

in the following fashion for computational purposes:

"-2-- a 24 _ 1+_ (1-...a7.8

=--- +_ 1+-- (1-
6 a 120 a6.7 a8.9 ....

(16)

If such nesting is not accomplished, the factorials in

the denominators of the unnested terms will lead to

machine overflow. The order of computation must be

from inside the parentheses outward. In terms of

elliptic forms,

C = 1 - cos

"_ = _/z -_- sin • (17)

A starting value for X'when 1/a is negative is obtained

by solving the cubic equation formed when only one

term of_" and _ are used in equation (15). As noted

by Pitkin (1964), such an approximation does not

always work. As also found by Pitkin (1964), the

solution of equation (15) is not entirely straightfor-

ward. Following the Newton approximation procedure

where

f(R) = _- r 0x- D oC- Co_ (18)
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(and the right-hand term when set equal to zero is

the universal variable form of Kepler's equation),

we find the derivative analytically by

f'(_) = -r 0 - D0_'- c0_" = -r. (19)

The next improved value of_ is then used to com-

pute new values of_', _', and"_, and a new iteration

for _initiated; i. e., if_(t ) is the first approxi-

mation for _, e.g., equal to _a for elliptical

orbits (a is positive), or the solution to the cubic

for hyperbolic orbits ;x (a is negative), then the

improvement (correction) to _'is

"-" f(_(1))
6_(1) =-ff('X(1))) - r

(x(1)

The second approximation is then

"_(2) = _'(1) + 5_(1)

The iteration is continued to the ith iteration at which

point it is terminated when

r. ¢

(a _'(1))2 =

where ¢can be taken as 10 .8 , c i = 1 - ri/a, and

D.i = r.i r i Af-_p. This termination criterion results

from Ostrowski's theorem is discussed on p. 68 of

Pitkin (1964).

Let us now quote from Pitkin's findings (1964)

(Note _'* _ _ _ "= a C- 2/2 andU* = a_- a_3/6):

"It is at this point that much trouble has been en-

countered in attempts to use universal variables.

There is a great temptation to use a first order cor-

rection technique, particularly in differential cor-

rection work, because of the particularly simple
forms for the derivatives of the universal variables:

The corrections would then seem to be

5_* = _'* 5X'-'; 5_';x = _'5_; etc. (20)

This approach has been found inadequate in this work

because Kepler's equation can be satisfied within a

given tolerance with erroneous values of _ and _'.
2.,

The subsequent representation ofr and r from the

elements r 0 and r 0 will then be in error since _", "_

and'_appear in the representation coefficients (f and

g series). To correct this difficulty, higher order

terms must be introduced in the correction formulae.

Taking the Taylor series expansion for U*, for

instance,

I"_ A Au* (2) _', O) =_'* ' 6_" • u*" _2- = 5U'X _ +
2

(21)

substituting for the derivatives and nesting for com-

putational accuracy gives to fifth order

5U* +5"_ ,x + 5..._X_X-_+3 --_ + -"5-

and likewise

2

c+--- E s+- T

(22)

(23)

It has been found that five or more terms of the Taylor

expansions are needed to obtain agreement with results

obtained either by classical formulas or by recom-

putation of the universal variables from their (de-

fining) series forms. " Pitkin has chosen to recom-

pute the variables _, C', and'S'from their defining

series.

i) U _'' = C*" ii) C*' = U

iii) V' = _'_ iv) _' = "_

v)_ = 1+_c.

* In elliptical orbits the value oflM/aa/2 I should always be reduced to modulo 2 Trbefore beginning the

iteration for _. This keeps the number of terms required of the universal series to a minimum. If

5_/a 3/2 -> 2 7r one makes the change

M = - 2 7r a 3/2
new ld "

Do,ible precision arithmetic is usually useful for this shift.

Continuing our example of developing the Encke

reference orbit using universal variables, we intro-

duce the f and g notation

f = 1-- (24)
r0
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g =

M-U U

4;-. 4;.

S= X-- -
a

(25)

(26)

g

ro_'+ DO_"
(27)

and

r = fr o + gro o (28)

If velocity is also desired, then we calculate, using

equation (26),

r =

r0 + DoS + c0C (29)

- (30)
r r 0

C
1 - r (31)

fro ÷ gro • (32)

The aim of the foregoing formulation has been to put

the semimajor axis, a, into the denominator, so

that terms involving it will become zero for parabolic

orbits, and to keep the eccentricity, e, in the nume-

rator so that terms involving it will become zero for

circular orbits; in other words we wish to avoid

terms which tend to large values. (Note that

e 2 = c02 + 1/a(D02). )

At every t we can produce a new set ofr and r,

so that if necessary, it is a simple matter to shift

the epoch from t o to t. Thus, by replacing the de-

signations t, r, r, by t o , -_0, r0, we can improve

the convergence of the series for the next step or

steps.

If it is desired to let t = t o increase beyond one-

half period, we can subtract the period P from t - to,

automatically shifting the epoch, without changing

the values of the parameters ro and _0. More exactly,

in the universal formulation, the epoch is shifted by

subtracting 2 7r _'a fro_ when _ > lr _ As noted

by Pitkin, if one shifts U and X each period, then

there is no need to worry about series convergence.

III. ADVANCED EQUATIONS

Aside from precise prediction, the most im-

portant application of the Encke procedure is to form

a part of a differential correction orbit determination

program. We essentially proceed by employing the

Encke predictor to "represent" or compute observa-

tions of a spacecraft as if it were on our first approxi-

mation or preliminary orbit. Residuals are then

formed by subtracting the computed data (e. g., Pc

based upon the preliminary orbit) from the observed

data (e. g. , l)o) • The purpose of the differential cor-

rection process is to define the orbital parameters

(and/or other characteristics of the system) such

that these residuals are minimized• Such a minimi-

zation is usually taken in the least squares sense;

i. e., the parameters are adjusted until the sum of

the squares of the residuals is a minimum• Thus we

assume that the residuals, A_5i , are related to improve-

ments of the parameters, e.g., Aa, Ae .... or, in

general, Apl , Ap2 .... APi , ..., APn (in which

even the observation station's coordinates or relevant

astrodynamic constants could be considered as param-

eters). The most general relationship between these

quantities is a Taylor series in n variables,

Pio (Pot' Po2 ..... Poj ..... Pon' ti)

= Pic (Pcl' Pc2 ..... Pcj ..... Pcn' ti)

a_ (Pcl' Pc2 ..... Pc i ..... Pcn' ti)

+ (Pol-Pcl)+'" '
aPe 1

(33)

A

where A_i = t_io - Pic stands for any ith"observed-
A

minus-computed" residual and Apj = Poj - Pcj is

an improvement to any j t_h parameter (Poj being an

"objective" value of the j _t.hparameter and Pcj being

the "conjectured" value; Poj is a constant).

Thus for n observations of range-rate:

•"" \opj] % "'" \0pn: AP n
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...
\ aPn]

AP n

= X,+p,] r''pl + +

"'" _,,Opj .] "'Pj + "'" \+Pn,] Apn

A_N =
SPN'_ (+PN 1 Ap 2 +

""+ X,,,,o_j ]Apj+ ... \+pn,]Apn.
(34)

The difficulty in differential correction is usually

not scarcity of data, but rather the difficulty in

solving equations (34) for the correction to the

elements (Apj's) that yield the minimum sum of the

squares of the residuals. Although this problem is

manifested by so-called "ill-conditioning" of the

matrix identified with the least squares solution for

equations (34), the basic problem is more physical

than mathematical. Often we find that the observed

data are simply not of a character that allows for the

"measurement" of a given parameter of a system.

Thus, no matter what the quantity or quality of these

data, the system still remains defective. The lack

of coupling between the observational data and the

elements being sought is often indicated by the smaller

size of the off-diagonal terms in the (ATA)-I matrix

which we shall develop presently. For example,

Speer at Marshall Space Flight Center has found that

the angles and magnitude of the burnout velocity

vector (h, 0, A) can be corrected accurately by down-

range tracking data, but not the position of burnout

(r, a, 6 ). Forcing the differential correction to

define position as well as velocity simply leads to a

singularity in the matrix inversion process.

Equation (34) can be inverted and solved for the

values of Apl .... Apj .... APn , to be added to the

original values of the parameters (or station co-

ordinates or astrodynamic constants) Pl, ... Pn'

thereby yielding an improved set (provided the number
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of residuals, N, equals or exceeds the number of

parameters, n, and there are no singularities in the

inversion). When N exceeds n, the most probable

values of the Apj are usually found by least squares

from which the standard deviation of the elements can

be obtained as a by-product of the inversion.

The recomputed parameters pj new = Pj old

+ Apj can then be substituted back into equation (34)

and if N = n the residuals would now be all identically

zero. Unfortunately, even.in this case the n param-

eters would still not exactly fit the N observations

since there exists truncation error in the establish-

ment of equation (34). Thus more nonlinear terms

might still be included in the series equation (33)'.

The influence of this truncation error is often for-

gotten and could, if the Ap.'s were fairly large, as-
J

sume an importance exceeding that of the observational

errors themselves. Of course, if the improved pa-

rameters are used to recompute improved partials

in equation (34) when the inversion is repeated, then

the Ap.'s should become smaller and the inversion
J

would exhibit much less truncation error if the non-

linear, truncated terms are not too large initially.

(Although the parameters pj will surely change with

time due to perturbations, they pertain here only to
the orbit at some fixed time of "osculation. " We are

therefore establishing improvements to the time-

constant osculating orbital elements. "Osculating"

here implies a particular two-body orbit that would

have been traversed by the space vehicle if all the

perturbative forces had been instantaneously re-

moved from this time forward. Since this fictitious

orbit is tangent or "kisses" the actual true orbit, it

is termed osculating orbit and is defined by osculating

orbital elements. )

It is difficult to avoid the inversion process in

establishing general analytical expressions for cor-

rections to the elements even in the "filter" theory

approach. If we wish to avoid inversion, the re-

determination of the orbit may be used, perhaps

based on a minimum number of normal points (e. g.,

three sets of a and 6 ), but the disadvantages of re-

determination remain. In short, it is preferable

to treat the problem as dynamic and continuing

rather than as a static redetermination process.

It seems wise to digress briefly at this point

upon the subject of weighted least squares, since the

procedure has rather universal application to many

problems in astrodynamics (e. g., plate constants,

smoothing, evaluation of astrodynamic constants
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from observation data, etc. ). Taking equation (34)

as our example, we would like to select the values

of a typical parameter improvement Apj, such that

the sum of the squares of the weighted residuals, a

typical member of which is

w.2 [A/_i - _ (selected -Aw25 2
j=I_OPj] Apj 11

(35)

n

is a minimum; i.e., such that _ w. 2 (5.2 is a
i=1 1 1

minimum, or for the typical improvement in pj,

wi2 5i2//AP j =

Following this logic, we conclude that

N

_' w'215.1 (85i/8Apj)
i=l

= 0,

or from equation (35),

N [ DPi aPi

_j w/ / _i- _p--7ap,-- ,,p__i = 1 0p2

OPi Ap j OPi } {0t5i + 0 }-8p--_. -'"- 8p--_ APn Opl
=0.

N ,
w 2 • bPi OPi

i=1 i / APi - 8p---_--Api - 8p--; Ap2 -

...- o--: ! --o.

N [ a_i 8_i

i =1 8P2

8Pi 8Pi APn 8Pn / = 0.8PJ Apj-... - 8p-_

(36)

Equation (36) is obtained by observing that since A_i

is a typical observed-minus-computed residual, and

since the observed portion remains a constant (as

does the "objective" portion of Apj),

at'Pi -SPci _Pi

3Apj - 8Pcj 8pj

Furthermore, 8_i/Spj and Apj selected do not partic-

ipate in a change with any pj. Expanding the typical

member of equation (36) we find:

wi2 kSpl 8pj] Apl + _ wi2 \8p2 8pj]i=l i=l

Ap 2 +

''"+ i=I_ Wi2 _8p n 8pj APn

_, wd A_i,
i=l kSPj]

j = 1,2 ..... n (37)

which is the typical jth member of a system of n

equations in n unknowns (the apj's). These are the

so-called "normal equations" and here reduced the

problem of N equations in n unknowns (where N >> n)

to the soluble set of n equations in the n unknown

Apj's.

In matrix notation equations (34) (with all weights

taken as unity) become

(8pl/Op 1) ... (8pi/OPj) ... (Spl/OP n)

(Spi/Sp I) ... (8Pi/SP j) ... (8Pi/aP n)

(8pN/OPl) ... (SpN/SP j) ... (8pN/OP n)
I

A

- _,_,

: a_ i

- At_ N . ,

az

Ap,

Apj

AP n

Ax

(38)
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or symbolically AAx = Az (where Ax and Az can be

looked upon as n and N dimen§ional vectors, re-

spectively). We have not replaced the specific range-

rate observations /_i by a general observation vector

z. Again it is emphasized that b is only a typical

datum. In general, z might have the form

Apl AO_I ]

Api"" A61" /

-- " Aai /A z = APi or Az =

APi:" A6i /

APN _ ASN J

Az =

In these cases Az is a column matrix composed of

2N data taken during N observations. Such a data

set is perfectly usable if the partial derivatives that

compose A are suitably chosen; e. g., we would form

O/_i/8p j, Opi/Op j, 8ai/OPj, O6i/SPj, etc. Even more

inhomogeneous mixing of data is also acceptable, and

the Az may be composed of residuals in data obtained

from various different sensors at different times;

e.g.,

r
I Ah 1

AA 1

AP2 j
A°_T2 etc.,

A6T2

&P3

AP4

AP5

ATA =

(aPl/SPl) ... (8pi/Sp I) ... (OpN/apl)

(OPl/Opj) ... (Opi/Op j) ... (OpN/Op j)

( Pl/OP n) ... (Opi/Op n) ... (O_N/Op n)
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which would imply that data are being collected from

a sensor giving range-rate and horizon-system

angles (/_, h, A), a sensor giving range and direction

in an equatorial system (p, aT, ST), and a sensor

giving a series of ranges (p's). In each case the

partial derivatives should be suitably modified. If

N = n we have a square matrix that can be uniquely

inverted; i. e., symbolically the inversion is A -1

where we define

A-1A =

1 0 ... 0

0 1 ... 0

0 0 ... 0

0 0 ... 0

0 0 ... 1
l

(39)

In this case we have the same number of equations

(n) as we have unknowns (N = n); i.e., we have just

as many parameters and observations. This in-

version process (denoted as "A inverse" or simple as

A -1) is simply a formal procedure or symbolism for

systematically applying Cramer's rule in which, given

z in terms of a linear equation in x (i. e., AAx ),

we solve for Ax in terms of Az. A shorthand sym-

bolism for the inversion is Ax = A-1Az, again just

a symbolism for Cramer's ruie.

The proof of the least squares symbolism in

matrix notation is (where N > n) rather ad hoc. We

attempt to achieve a square matrix by multiplying

both sides of equation (38) by the transpose of the

matrix A, termed A T. A transpose of a matrix is

simply generated by substituting rows for columns,

e. g., in this case
I

(O_l/Op 1) ... (O_l/Sp j) ... (O_l/Spn)

(O_i/OPl) ... (O_i/aPj) ... (O_i/aPn)

(OpN/OPl) ... (apN/Op j) ... (OpN/Op n)

l

(40)
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An explicit evaluation of this matrix product is

ATA =

N N N

_, (OPi/OPl) 2 ... _ (OPi/OPl) (OPi/OP j) ... _, (OPi/SPl) (8tJi/OP n)
i =1 i =1 i =1

N N N

(OPi/OPl) (OlJi/SP j) ... _ (OPi/Opj)2 ... _, (OPi/0P j) (SPi/OP n)
i =1 i =1 i =1

N N N

(OPi/OPl) (SPi/OP n) ... _, (SPi/OP j) (8Pi/OP n) ... _, (OPi/SPn)2
i =1 i =1 i =1

N

- _ (OtSi/8Pk)(OlSi/DPj) being the typical matrix element. ATA is now a square (n x n) matrix.
with akj- i = 1

To recover the least squares normal equations, we form ATAz; i. e.,

(8_1/_pl) ... (8/)i/8pl) ... (O_N/Opl)

(Opl/Spj) ... (Opi/bPj) ... (SpN/_j)

apl

1

Ap_(OPl/OP n) •.. (api/aPn) •.. (8/_N/SPn)

N

_, AP i 8Pi/SPi
i=l

N

i_ I APi OPi/SP j

N

i=_l APi 8Pi/SP n

(41)

(42)

Hence the least squares form is obtained from

Ax = (ATA)-I A TAz;

that is

Apl

Api = [equation (41)] -1 [equation (42)]•

_ APn.

(43)

Thus we solve for the improvements to the param-

eters. If the weights are included in this symbolism,
then

Ax = (ATwA) -I ATwAz , (44)

where

1w 2

W_

W q2J

IV. ENGINEERING APPLICATIONS OF

THE RESEARCH

The ultimate goal of the research efforts de-

scribed in the previous sections is to develop auto-

mated procedures to predict tracking and communi-

cations and procedures for orbit determination• This

section presents explanations of the automated
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procedure and engineering applications. The evolve-

ment of methods wMch predict tracking coverage to

methods of orbit determination is only natural since

the inputs to orbit determination methods are tracking
and communications data.

The basic Encke computer program, which is the

backbone of tracking prediction and orbit determination,

was mentioned in the introduction, and the refine-

ments which are incorporated were explained in the

text. For a more detailed explanation of the imple-

mentation of the Encke equations, a cursory flow dia-

gram of the computation procedure is presented in

Figure 4.

(NO1 NI _ ryE_

POT_ ITIAL

rl( D

,NO_

G_OMETRY I --

FyE_ I fN01

RECT_F :A TION

FIGURE 4. FLOW OF THE ENCKE - TRACKING

PR OGRA M

The program accepts inputs of universal time,

position vector, velocity vector, and the tracking

network. The tracking network may include the

standard Deep Space Instrumentation Network, Manned

Space Flight Network, and any other sites that should

be desired by the investigator including lunar based

sites for parametric studies. Since the program in-

cludes an aspherical moon (with provision for tri-

axiality), the lunar stations may be considered in

their true selenographic position.

The flow diagram of the program indicates the

order of the computations which are performed. The

first four blocks are in line with the normal Encke

procedure. It is at this point (starting with the in-

tegration of the variational equations) that the pro-

gram takes on the special purpose features related

to orbit determination and tracking prediction. The

variational equations, when integrated, give the

necessary partial derivatives of the initial conditions

(based on the desired epoch) which are of prime

importance for orbit determination. After the

variational equations are integrated, tracking param-

eters are computed.

In this section of the program, the values which

are of interest to the aerospace engineer investigating

the tracking and communications coverage of a space

mission are computed. Certain values are measured

by each type of tracking system; for example, the

Unified S-Band system measures two angles (x-angle

and y-angle) that are angular rotations about two

mutually perpendicular earth-fixed coordinates, and

range and range rate, while other systems measure

parameters such as range sum, range difference,

azimuth, and elevation. The measured parameters

of each tracking site are computed based on the rel-

ative position and velocity of the space vehicle and

the tracking station. These computations include the

refinement of atmospheric refraction. In addition to

measured parameters, other parameters are com-

puted such as elevation angle, acquisition time, and

maximum elevation angle.

The desired result of tracking a space vehicle

is to determine the exact path of its trajectory. Since

radar measurements are noisy, the geometrical

solutions for position and velocity are noisy. This

noise is random and has associated with it a statis-

tical distribution; thus the solution for position and

velocity contains, implicitly, an associated statis-

tical distribution. Any complete study of tracking

coverage should include the error bounds of de-

termining the position and velocity of the spacecraft.

Each of th6 tracking systems has associated with it

a certain statistical distribution of its measured

parameters. These statistical distributions can be

independent or correlated; for this reason the partial

derivatives of the geometric solution of position and

velocity (with respect to measured parameters) are

computed so that covariance matrices of the vehicle

state can be formulated. From these covariance

matrices and their associated eigen vectors, either

"error ellipsoids" can be determined or the statis-

tical distribution of the state may be specified by
Monte Carlo methods.

From this point on in the flow diagram of Figure

4, the Encke procedure is again compatible with other

trajectory computation procedures.

The process of flight evaluation and particularly

orbit determination, which is carried on during and

for several weeks after the mission of the spacecraft

has terminated, uses the basic ingredients of the
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Encke prediction program. The basic orbit de-

termination procedure is outlined in block form in

Figure 5. The term "orbit determination" is meant

to imply the building or generation of the orbit which

the space vehicle has traversed by use of tracking

and telemetry data.

and above the position and velocity vectors previously

discussed. Of primary consideration should be er-

ror sources of the following nature: station coordinate

errors, tracking observation bias, tracking obser-

vation timing errors, aerodynamic drag, earth's

gravitation constant, velocity of light, etc. These

error sources can contaminate the solutions of

position and velocity to such an extent that very

erroneous results could be obtained.

During the post-flight orbit determinations of the

Saturn I vehicles SA-6 and SA-7, it was observed

that a possible station location error existed for the

Carnarvon, Australia, tracking site. An attempt was

made to isolate this probable error source. Solutions

were made for the position and velocity vectors and

the effects of drag over nine separate orbital arcs

using tracking data from all available sources. When

all solutions converged to stable values, after several

iterations, solutions were then made only for the

latitude and longitude of the Carnarvon tracking site.

The differential corrections obtained from these

solutions are given in the table below.

TABLE I. ORBITAL ARCS USED IN CARNARVON

COORDINATE SOLUTIONS

FIGURE 5. ORBIT DETERMINATION

The program is constructed to accept tracking

and telemetry data. These data are noisy, not only

in the classical statistical sense, but also in the

stochastic sense. If an orbit were constructed using

only the tracker inputs, it would show discontinuities

both in position and velocity. Such discontinuities

simply do not exist in the trajectories of orbiting

bodies. To overcome tracking system discontinuities,

tracking parameters are computed by the use of the

Encke prediction program and data residuals are

formed. These data residuals are then processed by

a weighted least squares method (the weighting being

a function of the partial derivatives from the varia-

tional equations and the eovariance estimates). From

the weighted least squares processer comes a set of

updated initial conditions which are integrated for-

ward to form an updated trajectory which in turn

gives new partial derivatives, new data residuals

and new initial conditions after weighted least squares

processing. This process is continued or reiterated

until a suitable orbit is determined.

One of the primary considerations of an accurate

orbit determination program should be its ability to

solve for a large number of unknown variables or

error sources. These unknown variables are over

Orbital Arc Vehicle Date of

Orbital

Arc

Arc # 1 SA-6 5-28-64

Arc # 2 SA-6 5-29-64

Arc # 3 SA-6 5-29-64

Arc #4 _-6 5-30-64

Arc #5 SA-7 9-18-64

Arc #6 SA-7 9-19-64

Arc #7 SA-7 9-20-64

Are #8 SA-7 9-21-64
Are # 9 SA-7 9-21-64

Mean

Differential

Correction
Carnarvon

Latitude

(deg)

0.0033

0.0002

0.0032

0.0044

0.0051

0.0013

0.0000

-0.0006

0.0029

Differential

Correction
Carnarvon

Longitude

(deg)

0.0037

0.0029

0.0061

0.0043

0. 0024

-0.0041

0. 0041

0.0021

0.0011

0.0022 0.0025

An error ellipsoid of these differential corrections

is shown in Figure 6. This error ellipsoid describes

the ninety-five percent probability boundaries on the

differential corrections. All corrections plotted in

this figure were reasonable in magnitude (with re-

spect to the estimated possible station location er-

rors for Carnarvon) and lie primarily in one quadrant.

The mean value of the differential corrections for

latitude (0. 0022 deg) and for longitude (0. 0025 deg)

is also shown on the error ellipsoid. This mean
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error value represents approximately 250 meters

and 280 meters in latitude and longitude, respectively.

Applying these mean differential corrections to the

Carnarvon station coordinates reduced the Carnarvon

range residuals approximately thirty percent. The

small sample size and the relatively small corrections

obtained do not justify changing the Carnarvon station

coordinates. They do, however, point out a need

for future investigation.

Determining station locations to a very high

du_r_u of accuracy will be much more feasible for

translunar flight when multistation tracking over long

time periods will be possible. These long periods

of tracking information, relatively free of the earth's

atmospheric effects (one of the major error sources

in the mathematical formulation of an ephemeris

generation program), should provide sufficiently

accurate tracking data for determination of any of the

previous error sources mentioned, particularly

station coordinate errors, station observation bias

and station observation timing errors.

This example of station location error has been

presented to clarify what is meant by "error sources"

ROBERT M. L. BAKER, JR., ROBERT J. HILL,
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of the following nature: similar types of statistical

solutions of bias, timing gravitational constant, etc.

The techniques described previously are applied to

these additional types of errors.

V. CONCLUS IONS

This paper described the research and engineering

applications in tracking and communications in the

earth-moon space. The goal of the research has been

to develop automated procedures of tracking predic-

tion and orbit determination which are useful to the

engineer working in these areas.

The computer program which uses the Encke

method is at the present time a four-body model

(earth, moon, sun and spaceship). The methods de-

scribed previously can, with slight modification, be

used for interplanetary prediction and orbit deter-

mination. With the inclusion of ephemerides data

of Mars, Venus and other planets of interest, the

model discussed could be used for interplanetary

prediction.

To be included in the near future are such re-

finements as relative correction to the Doppler shift,

onboard data editing techniques and a study of the

feasibility of using regularized variables. There is

also a need to include perturbations which the vehicle

gives to its own path, such as venting forces. The

nature of such forces will be known from telemetry

data which are included in orbit determination. There

is, however, a problem in predicting this type of force

since it appears to be random per se. Therefore, the

incorporation of such data into any prediction proce-

dure is a problem of serious concern.

Full utilization of the tools developed will come

through practice and modification. As new sensing

devices are developed for ground based and onboard

tracking, the procedure must be modified to keep up

with current technology. As new instruments are

developed and tested the techniques described herein

will be versatile enough that sophisticated studies of

tracking and communication may be performed.
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HYDROGENMASERRESEARCHACHIEVEMENTSAT MSFC

John G. Gregory

SUMMARY

The basic principles and the construction of a

hydrogen maser and its potential as a highly stable

frequency reference for precision tracking systems

are discussed. Improvements in stability and size

are presented and future improvements are pro-

posed. Results of measurements of relative fre-

quency stability of two masers and the comparison

of a hydrogen maser and a cesium beam are dis-

cussed. Also presented is the status of the hydrogen

maser program and possible areas of application.

LI ST OF SYMBOLS

X - dimensionless measure of the external mag-

#e B_
netic field, X -

AW

I - quantum number related to the nuclear angular

momentum

F - quantum number related to the total angular

momentum of the entire atom

m F - magnetic quantum number

p - electronic dipole moment
e

B E - external magnetic field

W -energy of the atom

I. INTRODUCTION

Tracking, communication, and guidance re-

quirements for the launch, earth orbital, and deep

space phases of a mission often demand highly stable

frequency sources possessing a high order of short

and long term frequency stability as well as a high

degree of intrinsic reproducibility. Many tracking

systems, such as MSFC's ODOP and command and

communications system, use the doppler frequency

for range measurements. Range rate measurements

require a high order of short term stability; in range

measurements the emphasis is placed upon long term

stability.

More stringent requirements are placed upon

long term stability when position data are required

in addition to range and range rate data. Employing

a three-station geometry and integrating the Doppler

frequency gives position as well as range data. The

three station configuration requires that the Doppler

data obtained be referenced to a common, highly

stable frequency source. This can be accomplished

by transmitting a frequency reference from one

station to the other two stations. Transmitting a

stable frequency reference is undesirable because

such transmission:

1. Is susceptible to variations caused by

weather and atmospheric conditions.

2, Is a potential source of electromagnetic

interference, particularly near the launch

area.

3. Places limitations on the station geometry.

A solution to these problems would be to provide

each station with its own frequency reference, whose

instability would be a negligible factor in the deter-

mination of range, range rate, and position. In 1961,

MSFC began a search for such a frequency source

and found that the hydrogen maser, invented by

Dr. Norman Ramsey of Harvard University, had

excellent possibilities for providing long and short

term stability. A contract was awarded to the

Quantum Electronics Division of Varian Associates*,

which had been working in the frequency control field

with both hydrogen and cesium, to develop a hydro-

gen maser frequency source. The hydrogen maser

* Contract NAS 8-2604, principal experimenters are

Dr. Robert Vessot and Dr. Jacques Vanier.
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was chosen because it has the following desirable

characteristics:

1. It has a narrow line width, resulting from

atoms having a long interaction time in a

very unperturbed condition.

2. Doppler shifts of the first order are very

small because the average velocity of the

atoms in the bulb is nearly zero.

3. Being a maser oscillator, the device has

inherently low noise and avoids the dis-

advantages of electronic servos used to

seek the center of the line.

II. BASIC THEORY

A hydrogen maser oscillator is a device which

relies on three processes for successful operation:

1. Dissociation of molecular hydrogen into

atomic hydrogen.

2. Selection of atoms of the proper energy

state.

3, Storage of these atoms for a relatively

long period of time.

A functional schematic diagram of the atomic

hydrogen maser is given in Figure 1. Molecular

hydrogen is dissociated by an electrical discharge

and the atoms are formed into a beam. This beam

contains atoms at various energy levels. Figure

2 shows the Zeeman splitting of the hyperfine energy

levels of the ground electronic states of hydrogen.

It is important to note that energy levels for which

m F = 0 leave the zero magnetic field axis with

zero slope. Transitions between these levels afford

the best opportunity for making highly stable frequency

sources because the transition frequencies are least

dependent upon fields arising from the environment.

The beam, containing hydrogen atoms in the

various states, is passed through a state-selecting

magnet where, by virtue of the differences in the

effective atomic dipole moments, the upper pair of

hyperfine levels are focused into a converging beam

while the lower pair of hyperfine levels are deflected

out of the beam (Fig. 2).

The beam containing the higher pair of hyperfine

Zeeman states is passed into a specially coated

quartz storage bulb located inside an RF cavity.

The atoms make random collisions with the walls of

the coated bulb and are reflected. During this process,
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the atoms interact with the microwave field within 
the RF  cavity which is tuned to the frequency of 
the hyperfine frequency of the F = I, m = 0 - 
F = 0, m = 0 transition. The interaction between 

the atoms and the microwave field continues until 
the atoms give up their energy usefully to the 
microwave field. Interaction periods in the order  
of one second have been achieved. The long inter- 
action time permits coherent stimulation of the 
hydrogen atoms and sustained mase r  oscillation. 
This is detected by means of a small coupling loop. 
The power level available is approximately 
watts. 

F 

F 

The quartz storage bulb and the R F  cavity are 
surrounded by three sets of magnetic shields and 
a set of coils, as shown in the upper par t  of Figure 
I. The magnetic shields are used to reduce the 
ambient field. The coils are used to produce a 
small ,  uniform magnetic field whose component is 
along the beam axis for  the purpose of separating 
the Zeeman levels to be su re  only the F = I ,  m = 0 

states in the selected atoms contribute to the mase r  
action. It is important to point out also that, except 
f o r  atomic hydrogen, the space within the mase r  is 
evacuated and that provisions a r e  made for remov- 
ing the expended hydrogen. 

F 

i i 1. DESCR I PTION OF A HYDROGEN MASER 

Figure 3 is a schematic diagram of a hydrogen 
m a s e r  s imilar  to the two which were built for  MSFC. 
The base of the maser ,  which is about the size of a 
desk, houses the hydrogen supply, discharge assem- 
bly, vacuum system, and thermal and magnetic field 
controls. The upper portion is cylindrical, 82 cm 
long and 48 c m  in diameter, containing the storage 
bulb, microwave cavity, magnetic field coils, ther- 
mal  coils, and magnetic shields. 
an enlarged view of the upper portion of the maser. 
Figure 5 is a photograph of one of MSFC's masers  
undergoing tests. 

Figure 4 shows 

Commercial grade hydrogen, stored in a small 
tank, is passed through a controlled leak into a 
palladium purifier and then to the discharge chamber 
(Figs.  3 and 4).  The discharge chamber, approx- 
imately 2. 5 c m  in diameter and 2. 5 c m  long, is 
located between two RF  coils resonated at 112 MHz 
(Fig.  6) .  A solid-state crystal-controlled oscilla- 
tor generates 10 watts of power and produces a dis- 
charge in the gas which dissociates molecular 
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FIGURE 5. HYDROGEN MASER AT MSFC 

about 400 tubes, each tube averaging 0.038 m m  in dia- 
meter with walls 0.005 mm thick. The collimator 
(Fig. 7) is approximately I. 4 mm in diameter and 
I. 4 mm long and is located a t  the output of the source. 
The collimator allows a total flux into the lower 
vacuum system of about IOi6 atoms/s,  so that a 
pressure of mm Hg can be maintained by a 
VacIon pump with the m a s e r  in operation. The beam 
containing hydrogen atoms in selected states pro- 
ceeds through a collimator to the upper vacuum 
chamber evacuated by another VacIon pump. The 
upper vacuum chamber,  maintained a t  a pressure of 
I O - '  mm Hg, encloses the storage bulb and R F  cavity. 
This prevents atmospheric disturbances from detuning 
the cavity. Also, differentially pumping the source 
and storage bulb chamber prevents excessive beam 
scattering. 

FIGURE 6. R F  DISCHARGE SOURCE ASSEMBLY 

hydrogen into atomic hydrogen. The pressure in 
the discharge can be set from 0.2 to 0. 02 mm Hg. 
A beam of atoms is formed by allowing the atoms 
to escape through a multihbe collimator having 

FIGURE 7. COLLIMATOR CROSS SECTION 

The R F  cavity (Fig.  8) i s  made of a fused quartz 
cylinder silvered on the inside and isolated from the 
bell j a r  with thin-walled quartz tubes. Having the 
cavity under vacuum in a bell jar provides a good 
thermal environment. The bell jar (Fig. 8) enclosing 
the cavity is made of copper and is welded to a copper 
base plate that contains the weld joints to the tuner 
and output coupling. 
is a triple set of mumetal shields and a double oven 
built as one assembly. 

Surrounding the bell j a r  assembly 

The inner oven is controlled 
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FIGURE 8. R F  CAVITY ASSEMBLY 

to 1/100 'C a t  a temperature of 40' C. 
is set at 39°C. 
8 platinlwm thermal bridge on the bell j a r  and con- 
trolled by an electronic servo system. The cavity 
mode is the cylindrical TEO1l mode, which has only 
azimuthal wall currents;  therefore, good contact 
between the cylinder and end plates is not required. 
The unloaded cavity resonates with a length and dia- 
me te r  equal to 27.6 cm. The theoretical Q is 87 000 
f o r  si lver plated walls; however, in practice, a Q of 
60 000 is obtainable. The quartz storage bulb does 
not appreciably affect the Q, but will decrease the 
resonant length of the cavity. To compensate for the 
Peculiarities of the storage bulb, the position of one 
end plate is adjustable. 

The outer oven 
Cavity temperature is monitored by 

The quartz storage bulb is oval with a nominal 
diameter of 15 c m  and is coated with teflon. Con- 
trol  of the lifetime of atoms in the bulb is obtained 
by the size of the bulb and by the size and flow factor 
of the collimator. Very simple collimators are 
made of solid teflon o r  by coating a pyrex plug and 
a r e  seated l ike a stopper in the mouth of the bulb. 

A s  a r e su l t  of the quadratic field dependence of 
the desired transition, i t  is desirable to reduce the 
ambient field at the storage bulb to a very low value. 
The most satisfactory way to accomplish this is to 
use magnetic shields. Three concentric cylindrical 
mumetal shields reroute externally applied field 
lines away from the interior, and the inner shield 

JOHN G. GREGORY 

forms a cylindrical equipotential surface for the 
fields generated by the interior solenoid. The sole- 
noid is used to counteract the earth 's  magnetic field 
and to introduce a small  uniform component along the 
beam axis for separating the Zeeman levels. 

I V. FREQ U EN CY MEA S U R EMENTS 

An extensive frequency stability measurement 
program was undertaken to determine the perform- 
ance of the two mase r s  developed for  MSFC. The 
program consisted of measuring: 

1. The relative long and short  term stability 
of MSFC's two hydrogen masers.  

2. The precision to which a given pair  of 
masers  can be reset with respect to 
frequency. 

3. The ratio of cesium to hydrogen frequencies 
of hyperfine separation. 

A very simple method for making frequency 
comparison measurements to determine the relative 
frequency stability between two masers  is presented 
in Figure 9. The output from each maser  is fed 
through an isdater prnviding 60 dB of isolation. The 

MASER 

ISOLKTOR 

N-W 1 
ISOLATOR 

SANBORN 

ANALOG 

FIGURE 9. FREQUENCY COMPARISON RECEIVER 

signals are then both connected to the input of a re- 
ceiver consisting of an I F  amplifier terminated in a 
diode. The output of the diode is filtered and fed to 
a s t r ip  char t  recorder. 
operates a counter that measures the beat period 
o r  the period for  10 beats. 
to a digital-to-analog converter whose output is also 

The filtered signal also 

The counter is connected 
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recorded on the strip chart. Figure 10 is a sample

of some of the initial measurements made on MSFC's

two masers.
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The maser program sponsored by MSFC has led

to the design of the H-10 maser which represents

the first step in reducing the size of the hydrogen

maser. Figure 11 is a schematic diagram of the

H-10, and Figure 12 is a photograph of a pair of

H-10's in their final stages of completion. The

H-10 maser is 56 cm square at the base, 200 cm

high, and weighs about 360 kg. Improvements have

been made in the vacuum system, thermal control

system, and electronic packaging.

The following table lists the characteristics of

the hydrogen maser achieved under MSFC's pro-

gram with Varian Associates.

TABLE I. HYDROGEN MASER STABILITY

(rms deviation from the mean)

One second

One minute

One hour

One day

One month

Resetability

5 x 10 -13

6 x 10 -14

3 x 10 -14

2 x 10 -14

3 x 10 -13

+ 5 x 10 -13

Nominal Resonance Frequency 1420. 405751 MHz

FIGURE 11. H-10 ATOMIC HYDROGEN

FREQUENCY STANDARD

A program is underway to reduce the size of the

present H-10 to approximately half. Investigations

are being carried out with a spherical quartz di-

electric cavity (Fig. 13). This cavity is consider-

ably smaller than the cylindrical cavity now used and

would allow a substantial reduction in the size of the

magnetic and thermal shields. The quartz spherical

cavity would be quite rugged and could be the first

step in the design of a hydrogen maser for space

application.

Vl. APPLICATION

Hydrogen masers are presently being evaluated

or are on order by various NASA centers, JPL,

Harvard University, and the National Bureau of

Standards (Boulder, Colorado). The hydrogen maser,

because of its excellent long and short term fre-

quency stability, is useful for laboratory time-fre-

quency measurements, for spectroscopy, and as a

frequency reference for precision tracking systems.

These applications deal only with the ground based

hydrogen maser. In space it may be applied in the

area of geodetic research, navigation, time distri-

bution, and important physical experiments such as

the relativistic gravitational red shift.
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-4 FIGURE 13. SPHERICAL QUARTZ CAVITY 

FIGURE 12. H-10MASER ASSEMBLY COMPLETION 
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DEVELOPMENTOF A SOLID. STATEIMAGE CONVERTER

By

Carl T. Huggins

SUMMARY

A solid-state image converter equivalent to the

vidicon and capable of imaging radiation from the

near infrared to 11 000 ._ is discussed. The image

converter and its associated circuit comprise a

very small solid-state television camera designed

for space use. A monolithic mosaic of photo-

transistor elements is complemented by densely

packed integrated electronic circuits containing

commutating switches, logic and switch-pulse gen-

erating circuits, and a video preamplifier (emitter

follower amplifier).

I. INTRODUCTION

In 1960 and 1961, when the testing of tubes for

television cameras for space use was begun, it

was found that the operating environment was the

most serious problem associated with the television

system. Tests in 1960 through 1963 indicated that

obLaiaing pictorial information by tile use of con-

ventional television imaging tubes was not the best

electronic means. Conceivably a system operating

on the basis of solid-state technology could ulti-

mately provide the device for obtaining this pic-

torial information without having most of the ob-

jectional features of present standard and experi-

mental cameras.

A system was envisioned in which the present

imaging device, a conventional tube, would be

replaced by a solid-state image converter operating

on the basis of photoelectric effects and associ-

ated with circuitry using the most minute solid-

state devices available. A program was outlined for

development beginning in 1962 to produce as the

ultimate goal a solid-state television camera com-

patible with standard television resolution and data

rates.

Such a camera could then be improved to be

compatible with our current closed-circuit systems

for higher-resolution pictorial information trans-

mission. This need not necessarily be for use with

spaceborne cameras but could be used for other

purposes such as data storage or conversion, or

commercial use in sports, news, and educational

broadcasting.

Ultimately, it is felt that this type of camera

would be the one best suited for the extended space

environment encountered on interplanetary missions.

Because of the small size of this device, a number

of them would occupy the same volume in a space-

craft as one standard flight television camera and

consume equal or less power. Therefore, this

device is directly related to the future planning of

orbital, lunar, and planetary missions that may

require the use of pictorial information. Since this

camera, as will be explained later, uses digital

logic in extracting information, it is applicable to

any rate of readout. Its output could be transmitted

over extremely narrow band or wide band RF links

or over narrow band closed circuits such as tele-

phone lines; but the circuit alterations necessary

for this bandwidth change are extremely minor.

II. COMPLETESYSTEM

The complete system in a 15.2 x 10.2 x 8. 9 cm

case is shown in Figure 1. The componerits of the

camera are the mosiac sensor, the video pream-

plifier, the logic circuitry, and the commutating

switches. Figure 2 shows the mosaic and supporting

electronics. The silicon mosaic wafer is 1.3 cm

square and utilizes a standard 16 mm lens system.

The readout circuitry packaged in the welded

modules contains the required commutating switches,

the logic and switch pulse generating circuits, and

the video preamplifier (emitter follower amplifier)

between the mosaic and the switches. These circuits

permit high packing density since they are all molec-

ular. Also included in the package are horizontal

and vertical sweep generators and a video mixer am-

plifier. The power consumption is less than 4 watts.

A° MOSAIC SENSOR

The mosaic sensor is the solid-state equivalent

of the vidicon and can image radiation in the visible
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and near infrared regions to 12 000 A. It is  read out 
through a combination of metallized interconnections, 
bonded leads, and a printed circuit board instead of 
the beam-scan techniques employed by vidicon and 
image orthicon tubes. 

Selection of material for the sensor was based 
on considerations of both reliable fabrication tech- 
niques and material  spectral response. Silicon was 
selected to satisfy both conditions. 
c ros s  talk, that i s ,  to maximize isolation between 
the individual elements while maintaining high re- 
solution, imaging is accomplished by conversion of 
light to current in discrcte sensor regions, all of 
which are contained i n  a single monolith. 
mosaic concept was introduced to achieve this large 
number of discrete isolated elements interconnected 
in a configuration in which each photo element could 
be sequentially interrogated as an  isolated device 
without necessitating an unwieldy number of individual 
leads. The concept of XY interconnections w a s  
introduced to provide a structure both manageable 
in  i ts  number of leads and compatible with conventional 
viewing systems that accept XY data. 

To minimize 

The 

I /c P4 

FIGURE 1. COMPLETE SOLID-STATE 
TELEVISION CAMERA 

The mosaic sensor i s  a matrix of 50 x 50 NPN 
phototransistors on . 2 5 4  mm centers ,  giving a 
total of 2500 phototransistors on a single monolith. 
Figure 3 shows a block diagram of the image con- 
verter.  

The phototransistor elements have a square 
geometry with discrete emitter and base regions, 

- ,  i 

v 

FIGURE 3. BLOCK DIAGRAM OF THE 
IMAGE CONVERTER 

but with collector regions common to a column of 
50 elements (Fig.  4) .  No electrical  access  is pro- 
vided to the individual phototransistor base regions. 
The emit ters  are interconnected with evaporated 
aluminum str ips  in 50 isolated columns. 

10 



INTERNAL COLLECTOR STRIPS Y 
SURFACEEMITER STRIPS X 

ISOLATION ISOLATION 

r 

INTERNAL STRIP COLLECTOR 
INTERCONNECTION 

FIGURE 4. SECTION O F  MOSAIC WITH 
XY INTERCONNECTIONS 

Unique access to any individual element of the 
XY mosaic is available through one of the X and one 
of the Y external leads. Only the single element that 
lies at  the intersection of these XY interconnections 
is interrogated. 

Since a phototransistor structure was selected 
for  the discrete photon detectors of which the 
mosaic is composed, the diffusion junction depths 
must be optimized with respect to photon absorption, 
surface recombination must be minimized, bulk 
minority carrier lifetime must be maximized, and 
the width of the depletion layer at the base collector 
junction must be large. Extreme processing con- 
trol  is not necessary to obtain useful single photn- 
transistor elements; however, it is absolutely 
essential to fabricate a uniform mosaic of as many 
a s  2500 elements. 

This s t ructure  of light-sensitive elements with 
X P  diffused and deposited interconnections is shown 
i n  Figure 5; the inset is an 8 x magnification. 

FIGURE 5. A 2500-ELEMENT MOSAIC 
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I 

a 
a 

FIGURE 6. MOSAIC MOUNTED FOR TESTING 

Figure 6 shows the mosaic mounted for testing. 

B. VIDEO PREAMPLIFIER 

Like a vidicon camera tube, a phototransistor 
element is a current generator and therefore re- 
quires a current amplifier, the gain required being 
substantial and depending on the level of light falling 
on the mosaic. To prevent noise from being gen- 
erated by unwanted transients in the switch circuits,  
it is necessary to put the amplifier before the read- 
out switch. The amplifiers in use now have a cur- 
rent gain of 300 a t  one microampere and an input 
impedance of 300 000 ohms. This allows operation 
in the linear area of the amplifier curve and pro- 
duces sensitivity near that of the vidicon. 

The video preamplifier ( emi t t e r  follower am- 
plifier) is necessary in the readout commutating 
circuitry for a number of reasons. The most im- 
portant is that the impedance can be made much 
smaller so that switching speeds required to read 
out mosaics of much larger than 50 x 50 elements 
can be readily obtained. 

C. LOGIC CIRCUITRY 

Since clock frequencies approaching 1 MHz 
will ultimately be needed, flipflop binary logic was 
chosen because of its compatibility with integrated 
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molecular circuitry. From experience gained with

diode matrix ring counting, it was decided to use

standard NPN flipflop binary logic. Reliable oper-

ation of the flipflop was assured because of the

sequential nature of the set/reset operation in the

register of flipflops which divide the clock frequency

and because of the nominal fan-out requirements.

The logic provides the timing for pulsing the emitter

readout switches, for application of voltage pulses

to the collector rows of phototransistors, and for

synchronizing the horizontal and vertical saw gen-

erators for the monitor.

The sampling switches multiplex 2500 mosaic

analog signals onto one output resistance. Since

there are 50 discrete elements on a line, the dwell

time per element is about 6.6 _ s and the clock

frequency is 150 kHz. For the line switching, the

dwell time is 50 elements times 6.6 ps, or 330

s. The clock frequency for this sweep is synchro-

nized with the element sweep, which is 3 kHz.

Readout is accomplished by applying a voltage

to a 50-element collector strip and sequentially

commutating the rows of emitter elements. In

this way it is possible to read sequentially one ele-

ment at a time while cutoff is maintained for all

other elements.

The required timing for the series of 50 pulses

to drive the 50-element commutator for both X

readout and Y readout of the mosaic sensor is ob-

tained from the 6-bit flipflop register. Since only 50

of the available 64 sequential outputs of the register

are used, a carryover function or reset logic pro-

vision is necessary at the termination of readout of

each line and row of mosaic sensor elements. This

eliminates readout dead time. A diode matrix

converter is used for translating each number to

decimal notation. Amplifiers are needed at the

output of the converter to provide correct amplitude

and phase to drive each of the field-effect transistor

switches. The Y readout logic is similar to the X

readout logic, but itoperates at a clock rate of

only 3 kHz.

D. COMMUTATING SWITCHES

The sampling switches are now field-effect

junction transistors so used as to provide excellent

isolation between gate and source drained circuits,

low noise level, and no offset voltage requirements.

In addition, they require only one polarity-switching

pulse. The signal handling capability of the switches

ranges from 1 millivolt to 1 volt. These sampling

switches multiplex 2500 mosaic analog signals onto

one output resistance.

III. FUTURE PLANS

Present progress indicates that a more eco-

nomical, compact, and reliable camera requiring

less power can be made. As for its perform-

ance, we believe that the completion of the program

will bring about better geometrical fidelity, greater

dynamic range, less image smearing, and new types

of signal processing with digital scanning. Of great

importance to the lunar and planetary landing pro-

gram is the fact that this is the only camera we

know of that can be made completely sterile. The

present contract period of performance is scheduled

to produce a mosaic containing 100 x 128 elements.

This will prove the feasibility of producing a mosaic

containing 200 x 256 elements which is approximately

equal to the resolution of the commercial home tele-

vision receiver.

A second area of investigation is in coupling by

means other than by wire. In this particular case,

the one best adapted is the electro-optical coupling.

As the number of elements increases, a method

must be produced that will reduce the number of

connections between the mosaic and the readout

equipment. A 50 x 50 mosaic requires 100 connect-

ing leads (Fig. 6), while a 200 x 256 mosaic will

require 456 leads. Quantity production with this

number of leads is considered highly impractical

even if done by hand.

The program has, therefore, expanded into three

areas instead of one: (1) processing improvements

of the monolithic structure, (2) electro-optical

coupling (this area must keep pace with the first or

we are faced with an impractical interconnection

problem), and (3) electronic peripheral timing and

readout equipment, which requires a rate of time of

operation increase that keeps pace with the element

number increase in the monolith.

IV. CONCLUSIONS

The experimental results and the development of

techniques to achieve them have proven that it is both

feasible and practical to produce a solid-state camera

equal in performance to an industrial camera. Its

small power consumption, size, and weight plus its

long life make it suitable for many uses in commerce,

medicine, industry, and space. The work on this

project was done by the Electronic Research Labora-

tory under the technical supervision of the author for

NASA.
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PROPAGATIONSTUDIES

Paul M. Swindall

SUMMARY

A method for increasing the accuracy of tele-

metry signal strength predictions is discussed. The

systems considered are novel in that they have dc-

to-20kHz signal strength recording responses. They

make simultaneous phase coherent recordings of

right circular, left circular, vertical, and horizontal

polarizations. Research will continue in an effort

to resolve propagation anomalies in preparation for

manned vehicles.

I. INTRODUCTION

Accurate inflight signal strength measurements

are necessary to verify the design and performance

of RF and antenna systems. Such measurements

may also be used to analyze the effect of rocket

exhaust flames on the phase and amplitude of signals.

Other propagation anomalies may be revealed by

accurate signal strength information.

Because multipath propagation occurs normally

at low altitudes when the signal level is high and

appears as a low frequency periodic function, it will

not be considered in this report.

II. TELEMETRYMEASUREMENTS

A. ANTENNA RADIATION

Antenna radiation patterns are a major factor

in the transmission of data from the vehicle to

ground stations. The patterns are developed and

determined by scale modeling techniques, which

must necessarily involve a number of assumptions,

approximations, and simplifications. A reliable

means for evaluating the accuracy of the antenna

pattern scaling technique was needed.

B. RECORDING STATIONS

Field strength measurements on RF systems

are made by the Atlantic Missile Range, but these

measurements are secondary to data recording and

are typically • 5 to 6 dB in error and occasionally

an order of magnitude in error. This is to be

expected, since normally the automatic gain control

(AGC) voltage of standard data receivers is used

for signal strength recordings. This AGC voltage

is logarithmic; and though it gives a wide dynamic

range, it compresses the information, especially at

high signal levels.

Other factors that limit the usefulness of the

standard range recordings are:

(i) Early in the flights, the vehicle is close

to the receiving stations and the receivers are near

saturation.

(2) Frequency response is limited to a few

cycles, or at best to a few hundred.

(3) Generally only one or t_,vo polarizations are

recorded; four or more are needed for complete

analys is.

Funds were requested for five specially instru-

mented stations. The amount approved permitted

crude but accurate instrumentation of two vans.

A simple straightforward approach was used

(Fig. 1) ; the best readily available commercial

equipment was assembled inhouse with a minimum

of modification. A manually tracked antenna, the

most critical part of the system, was developed in-

house because of limited time and funds.

C. DESIGN REQUIREMENTS

To define the system performance completely

requires all senses of polarization simultaneously;

i.e., left circular, right circular, vertical, and

13
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horizontal. In addition to steady state o r  low fre- 
quency response average signal information, in- 
stantaneous information was desirable to determine 
the noise charac te r i s t ics  imposed on the signal. 
The data on the signal are neglected and used only 
f o r  identification. 
to have a recording of all polarizations, l inear  
signal strength,  wide frequency response,  mobility, 
and the best  obtainable accuracy. Higher frequencies 
are a lso  needed fo r  particular aspec ts  of studies 
f o r  which the data a r e  now being used. The vans 
might possibly be converted to S-band fo r  use with 
the UHF telemetry and the command and communi- 
cation sys tem on the Saturn V program. 

Some of the design goals were  

AUTOMATIC 
ATTENUATORS RECEIVERS 

HORIZONTAL r P O L A R I ~ N  

\ -  

v 
POL 

VERTICA 

I 1 1 
RANGE 
TIMING 

FIGUltI.: 1. SIillPLIFIED BLOCK DIAGRAM O F  
IIECEIVING STATION 

These  vans ,  specifically instrumented for signal 
strength measurement f o r  complete analysis,  are 
the only ones known to be in existence using the 
technique described here. They have been used 
to t rack  vehicles other than Saturn, such as Atlas- 
Centaur,  Po la r i s ,  and Titan, though the difficulty 
involved in automatic data handling has  only recently 
been solved with a new computer program developed 
by the MSFC Computation Laboratory. Some minor 
improvements are being added to the stations for 
easier data handling and better compatibility. When 
these are completed, this computer program,  as 
well as the reduced data, will be made available to 
interested people studying f1:imc cffccts and other 
p ropga t ion  effcc ts. 

I 1 1 .  PARABOLIC D I SH ANTENNA 

Figure 2 shows :in antcnna with :I 3. 05 111 di:i- 

The fcctl ;trrangcmcnt improvcs the side 
m e t e r  p:rr:tbolic reflector and :i novel feed arr:ungc- 
ment. 

lobe s t ruc ture ,  thus reducing the multipath data 
deterioration caused by ground reflection of the side 
lobes. 

FIGURE 2. OVERALL VIEW O F  PARABOLIC DISH, 
TURNSTILE ANTENNA 

The turnsti le element (F ig .  3) and the half wave- 
length reflector compr ise  a feed which has  reduced 
side radiation. 
apparently shifted n e a r e r  the ground plane and a 
considerable percentage of the power reradiated by 
the resonant reflector.  This secondary radiation 
f rom the 1/2-wavelength re f lec tor  edges is cancelled 
at 90 deg because it has 180 deg phase difference 
perpendicular to the antenna lobe. This phenomenon 
reduced the f i r s t  s ide  lobe of the prototype 1/4-scale 
design from minus 10 o r  12 d B  to minus 15 o r  16  dB. 
The feed was shifted off cen te r ,  which reduced the 
radiation toward the ground 1 o r  2 d B  more.  In the 
final full sca le  model,  with careful focusing, the 
first side lobe was down 16 o r  17 dB; all other side 
and back radiation was reduced 20 d B  o r  more .  
main lobe is a m o r e  accura te  approximation of an 
ideal wedge shape than is normally accomplished. 

The phase center  of the feed is 

The 

The dual e lement  o r  paras i t ic  technique fo r  
impedance matching a l so  served  as a broadbanding 
device,  increasing the useful turnsti le bandwidth 
by a fac tor  of t h ree  o r  more .  
Figure 4 show the relations of mutual impedance of 
the paras i t ic  e lement  to the input impedance of one 
driven clement of the reflector.  

The calculations in 
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S l Q N k  
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FIGURE 

RECEIVER 
STEP 

ATTENUATOR 

TUR JSTILE ANTENl 
PARABOLIC DISH 

IN 

DRiVEN ELEUENT PARASITIC ELEMENT 

( I . )  VI - I I  Zll + 12 Zl2 

(2.) 0 12222+II 212 
SOLVING THESE FOR 12 

SUBSTJTUTING IN EQUATION ( 1 )  AND 
DIVIDING BY rl 

MOTOR 

CONTROL FILTER 

FIGURE 5. EXTERNAL AUTOMATIC GAIN 
CONTROL LOOP 

transient fluctuations in the signal would cause 
minimum loss in data and yet keep the receivers in 
their  most  l inear range. Though loss of data occurs 
during switching (approximately 6 ms)  , this method 
eliminates e r r o r s  normally associated with conven- 
tional receiver AGC and transient response. 

Figure 6 shows the van and antenna a s  they 
were shipped to the Cape; Figure 7 shows the controls 
in the van. Each van was made portable and mobile 

FIGURE 6. TRACKING VAN AND ANTENNA 

with self-contained power generators and WWV re- 
ceivers to monitor time signals from the National 
Bureau of Standards. They could be operated with- 
out external power o r  range timing if necessary, 
though power and timing have been available a t  all 
sites. 

FIGURE 4. IMPEDANCE COMPENSATION 
IV. DATA 

The signal from the antenna is fed into a 3-dB 
hybrid coupler where the circular components a re  
derived (Fig.  5 ) .  Then, i t  feeds through the AGC 
step attenuators controlled by an output from the 
receivers.  These attenuators either increase o r  
decrease the sensitivity of the receivers in 10 dB 
increments,  depending on the signal strength. The 
increments of 10 dB were chosen so that spurious or 

A. DAT. REDUCTION 

A major problem was that no technique was 
available for automatically reducing the data and 
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1111 

h 

% 

FIGURE 7.  CONTROLS I N  PROPAGATION 
STUDIES VAN 

only typical small  samples of a few seconds interval 
could be reduced manually. Thc ear ly  par t  of the 
project yielded only manually extractcd average 
data except for  particular times when exact retro- 
rocket firing t ime, ullage firing t ime, o r  stage 
separation could be identified by the effect of the 
functions on  the signal, 

B. C O M P U T E R  PRINTOUT 

The tapes were then used in establishing a coin- 
puter technique automatically to reduce the flame 
data. The digital technique yiclds data a t  10 r m s  
intervals with a I kHz response. The equations 
involved in the solution of the angle of the polar- 
i/.ation ellipse (1’) :ire shown i n  Figure 8.  

The computcr printout (1) gives a sample of 
the data corrected for calibration for each sense of 
polarization, ( 2 )  contains the calculated nngltx of t h c  
po1ariz:ition ellipse (Fig. 9 ,  equation 1) , ( 3 )  con- 
tains calculations of the validity of the data (Fig.  9, 
cquntions 2 and 4) , :und ( 4) gives a go/no-go 
intlic:ttion in otic column to show if the data are good 
o r  bnd. In other words, with the four simultaneously 
rcccivcd phase-relatcd signals, one recciver channel 
c:tn be chccltctl :tg:iinst the others. 
equation 4 must :ilw:lys equal 1; any clcvi:ition from 
1 inclic:itcs errors i n  otic or  more of the polarizations. 
In tht c:isc’ of : ~ n  cxccssivc const:int tlcviation from 
1, thc f i n d  clata :iceur:ccy c;tn IIU improved by in- 
sorting :I const:int correction in otic o r  more polari~,:c- 
tion calibrations. 
0. 6 to 1. 3 .  

A s  indicated, 

The limit for t 1 (113 e r r o r  is 
Figure 10 shows :I s:implc coniputcbr 

E~=.707kx+Ey(COS++j SIN ++90°)] 

E~-.707Ex+Ey SIN 4 + j Ey COS 91 
EL= .707EyCOS ++ j Ex +Ey SIN 41 

I .  2 E ~ ~ - E x ~ + E y 2 - 2 E x E y  SIN+ 
2. 2  EL^ = Ex2 + Ey2+2ExEy SIN4 

BY COMBINING I .  AND 2. SIN 4=  
2ExEy 

2ExEy COS4 r - 112 ARCTAN 
EX*-E,? 

cos 4. V ~ ~ E X E ~ ) ~ - ( E L ~ - E R ~ )  
2 ExEy 

r = 112 ARC cos E X ~ - E Y ~  
2 EL ER 

FIGURE 8. MATHEMATICAL ASPECTS OF 
ACQUIRING A L L  POLARIZATIONS 

3. p~ . ~ E$ PERCENTAGE OF POWER IN RIGHT 
E$+  EL^ CIRCULAR COMPONENT 

4- A *2 
EL2+ER2 

SHOULD ALWAYS EQUALONE 

FIGURE 9. CHECK EQUATIONS 

printout o f  the tabLt1:ltcd tl:ita, :ind Figure 1 1  s h o w s  
:I s:ltnplc of a n  analog rccorcling displaying thc step 
functions in the data generated by the external 10 tlB 
AGC attenuators. 

C. ACCUIlACY 

In thc clesikm of the receiving system, all  errors 
A conservative \VCIX kept to a miniiiium practicable. 

rccciving system relative ;iccitr:icy o f  I 1 dn inclirdccl 
cxlibrntion e r r o r  and circularity e r r o r  in thc rccciving 
:uitenna. Absolute e r r o r  is more tlcpendent upon 
absolute cnlibration of the calibration generator,  ab- 
solute gain of the antenna, and other absolute meas- 
uremcnts. 
the overall rcLcviving st:ition is approximately t 2 (113. 

A conservativc cstimate of the accuracy of 
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S P E L S E R  B I L L Y  R. P A 6 E  R-CBMP-RRM B R I G I N A T B R  W. H. S W B R T Y B B O  R-CBMP-tiE 

P B L A R I Z A T I B N  P R B B L E M  

T I M t  EH RH E V  R V  EL RL E R  RR EC. 1 * t A R  EC. 2 PR EC. 3 L EP. 4 ERRBR CBUNTS H I G H  

92.402 1'.000630 4 0 .000336 4_0.000316 3 0.000686 3 0 .370  C.825 0.429 0.893 0 
92.412 r.00U660 4 0 .000333 4 C.000301 3 0.000692 3 0 

92.432 ..030643 4 C1.379339 4 0.500292 3 ( . 0 0 0 7 1 9  3 0.4-3 0 .859 0.390 0.876 0 0 
92.442 3.000664 L O 2 0 0 0 3 4 5  4 0.000306 -3 0.000711 3- 0 0 
92.452 u .030647 4 5.700342 4 0 .300316 3 C.GOO707 3 0.382 0.833 0.415 0.893 0 0 

.000656 4 1.009333 4 I.OCD328 3 C.000692 3 3 . 3 1 6  0.816 0.397 0.923 0 0 

92.492 j . 0 0 0 6 3 9  4 d.OCO339 4 3 .000306 3 C.UC0656 3 0 0 
0 . 3 S O  G.838 3.440 0.851 - -  92.592 . 3 0 > 6 0 9  4 .1.Oo~,28__4_J.OJ3301-3 0.300686 3 0 0 

0 - 3 8 5  0.930 0.d96 0.842 
92.522 ~ . ~ ~ ~ ~ ~ ~ _ . ~ ~ o ~ ~ o o ~ ~ ~ ~ ~ o . o o o ~ ~ ~  - 3  o.000715 3 0.387 0.837 0 0 

0.387 0.836 0.911 0.988 92.532 d. IOS664 4 3.000328 4 0 . 0 0 0 3 0 1  3 0 . 0 0 0 6 8 r  3 0 0 
92 .542 7 .030656 4 0.010334 4 0.C00306 3 0.900697 3 0.3R9 C.838 0&7 5.937 0 0 

-0.391 C.839 0.243 1 .041 -92._562) .00066840.000322_ 4-0.000292_3 n.000666 3 C 0 

0.393 6.840 0.340 0.960 
9 2 . 4 ~ 2  .no0677 4 3.000345 4 a . o n w 2 8  3 o . o o o 7 3 ~  3 0.3p3 C.834 1.396 3.889 0 0 

0.398 C.841. 0.369 0.934 

5 .328 1.018 0.374 0.82e . n ~ 0 6 4 3  4 d.109328 4 _ ~ . 0 0 3 2 9 7 - 3  C . G O O ~ ~ I  3 -  0 0 

92.412 0 .000664 4 3.000325 4 0 .000301 3 0.000702 3 0.399 0.844 3.327 0.937 0 5 
0.363 0 .82 :  1.377 0.998 

92.112 ) . w w 7  4 1 . 0 m 3 4 2  4 ~ 0 3 3 0 1  3 C.OC0697 3 0 0 
0.327 0.950 

92 .552 ,.3G.O639 4 ;1.5@0333 4 3 .000306 3 0 .000661 3 3 . 3 6 7  0.823 1 . 3 7 4  3.978 0 0 

92.572 i . 0 4 5 6 4 7  4 3.0C0333 4 5.000311 3 0.000635 3 0. 342 O . R O h  p.339 I . ~ T O  n 
3 0.326 
3 0.437 
3 0.370 
3 J.332 
3- - 3 . 4 3 2  
3 0.146 
3- - 3.373 
3 3.366 

92.582 J.7urb5, 4 0.3°9322 ..4.'.1@0292 3 C.0LJ692 
92.592 . 3 3 ; 6 2 5  4 J.J  0 3 3 6  4 J.3C3297 3 C.0006Rl 
92.b02 1.3JC630 4 ).000328 4 0.000297 3 0.00@6-b6_L 
9 2 . o l 2  J.33(,647 4 '.>Q1333 4 ^.COO287 3 C.OC0681  

0 
0 

0.961 
0.970 
0.870 
1.158 

0 
0 
0 
0 

0.945 
0.890 

0 
n 

.. - _ _ _ _ _  
0.4  7 0 .849 0 
0.393 0.84.. 0 

0 . 4 i 7  0 .849 0 
92.62%- r .2J3647-4 1 - 0 0 0 3 3 6 _  4 0 ~ 0 0 0 3 0 6 ~ 3 ~ 0 ~ 0 0 0 7 1 9 ~  -1.4 3- 0.047 0 
97.632 - . > i " i 6 6 4  4 ) .0n,3j3 4 i . 2 3 0 2 7 1  3 0.030635 a . 4  1 0 . 8 4 6  0 

-0.394- -0.841 >2.-642_. 30 ,630 4 0.000330_ 4 ~ 0 . 0 0 0 2 9 2 ~ 3 ~ . 0 0 0 6 7 1  0 Ll 

92.662 .100664 4 0.000316 4 0.000287 3 C.OCO661 3 0.395 0.841 0.225 1.043 0 0 

. 1 d 7 0 3 9 - 4  o.on0330 4 0 .000287_3 o . 0 0 0 6 5 1  3 -0 .3R8 0.837 0.322 1.023 0 0 

.'NCjb5: 4 3.000328 4 0.000292 3 0.500692 3 3.407 0.849 0.333 0.944 0 0 
92.7J2 ?.J5,1634 4 ) .0003,4 4 d.000292 3 0.OCO630 3 -0.367 0.823 3.299 1.039 0 0 

0.3 '4 0.828 1-332 1.022 92 .712 11.133643 4 J.JC0339 4 0.000297 3 5.000651 3 0 0 
92.721 0 . 3 3 , 6 3 9  4 i .on0330 4 0 .000306 3 0.000635 3 0.349 0.811 0.348 1.040 0 3 

1.388 (1.837 0.355 1.052 - 92.741 O.?J)647 4 1.300336 4 0.000287 3 0 .300651 3 0 0 
92 .751 0.335625 4 1 .07?333 4 0.000287 3 C.0 0 6 8 6  3 '7 .4 '1  C.851 0.433 0.894 0 0 

0.381 0 . 6 3 3  0.287 1.020 9 1 . 7 6 1  5 . ' 3 u ; 6 4 7 - 4  1 . 1 7 ~ 3 1 6  4 0.000292 3 0 .000651 3 0 0 
92.771 0 .000625 4 7.000325 4 0 .001301 3 0 .000686 3 0.390 @ . R 3 R  0 . 4 J h  O . R R >  n , 

0.3 EO 0.832 ~ 0 

92.652 .300643 4 J .300322 4 5 .000297 3 0.000702 0.416 0.849 0 0 

92.672 > .00?623 4 ) .0@0,22 4 ) .00r)297 3 C.uCO676 3 0.390 0 .839 0.399 0 .894 0 0 

92 .731 0 . 0 0 ~ 6 3 9  4 11.000328 4 0.300287 3 0.000618 3 J. 66 C.822 0.279 1.111 0 

._ ._ ----- .. ~ 

92.781 0 . 0 0 5 6 3 9  4 3 .300328 4 3.000297 3 O.UGO686 3 ,7.397 0 . 8 4 3  3.370 0.921 0 0 

92.8'11 J . O 0 ~ 6 6 ~ 4 ~ . ~ 0 ~ ~ 3 3 : 4 _ ~  ~ 4 .  u . 0 0 0 2 8 1 3  -0.000692 3 0 . 4 : 1  C.857 0.263 0.957 0 0 
0 . 3 i 4  0.878 0.283 1.055 92.811 *.l.000647 4 3.0C0322 4 5 .500292 3 0.000640 3 0 n 

92.791 0.1700651 4 '?.3?3322 4 3 .003297 3 ~3 .C0071 i  3 3.411 3.852 5.353 0.889 0 0 

0.367 Q.837 0.272 1.015 
9?.831 .05 '643 4 J .000316 4 3.003292 3 0 .300686 3 3.4 4 0.847 1.336 0.922 0 0 

0.317 0.830 0.367 0.962 a Z = 8 4 ?  1.100447 4 1.303333 4 1.003_306 3 0.000676 3 0 0 
97 .851 0 . 0 0 0 6 5 i  4 5.000316 4 0.050297 3 0 .000635 3 0 .363  C . 8 i l  5. i . i  1-35? 0 0 

3.313 0.947 0 0 0.397 0.843 92 .861 \1.230&56 4 0 . 0 0 0 3 i 6  3 0.000297-  3-C.000686 3 
92.871 a . 3 ~ ~ 6 3 9 - ~ . 0 ~ 0 3 2 5  4 o.oo31rcli 3 o.tiii366. ; % ? ? 7  C.830 1.359 0.960 0 0 

97.921 . ; 2 2 5 6 _ 4 ~ 0 n 3 3 , 6 -  _4_0,000292_3 c .000661 3 0 0 

FIGURE 10. SAMPLE COMPUTER PRINTOUT 

- 
4 >e 

-- - 
0 

- ._ - - - - - -  -- - -  - - _  - - - - - -  

FIGURE 11. SAMPLE ANALOG RECORDIKG 

D. SA-10 NOISE SPECTRUM 

F i g u r e  1 2  shows the noise  power spec t rum 
plotted f r o m  d a t a  received on  Sa turn  I ,  vehicle 
S A - 1 0 ,  d u r i n g  r e t r o r o c k e t  f i r ing.  This  curve  

. I I t 

FIGURE 12. GAUSSIAN DENSITY COMPARED 
WITH MEASURED DENSITY 

shows that  the noise  spec t rum is general ly  nor-  
m a l  o r  Gaussian.  
at par t icu lar  t i m e s  dur ing  pre l iminary  ana lys i s ,  is 
a resonance  effect f r o m  the re inforcement  and can-  
cel la t ion (acous t ica l  in te r fe rence  pat tern)  caused  by 

The only deviation, Lvhich appeared  
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the clustering of engines. 
peak the flame modulation, and therefore the signal, 
at certain frequencies. 

This resonance tends to 

Observations indicate a possible acoustic res- 
onance modulation effect on the flame that appears 
a s  a shaping o r  peaking of the noise distribution 
curve a t  the acoustic resonance. This has not been 
completely substantiated but an effect has been 
observed that can be explained by this phenomenon. 
This effect approximates the resonant frequency of 
the engine or rocket nozzle in question. 

E. FLAME ATTENUATION CONTOURS 

Figure 13 shows a typical plot of predicted flame 
attenuation contours a t  Cape Kennedy for different ve- 
hicle altitudes. These a re  projectedfrom a ray drawn 

72 
# 

FIGURE 13. PREDICTED FLAME ATTENUATION 
CONTOURS FROM S-IC MAINSTAGE ENGINES 

from a vehicle antenna tangent to the inviscid boundary 
of the plume, 
ing stations can be placed at optimum locations to 
obtain data for comparison of actual and predicted 
flame attenuation. Figure 14 shows this comparison 
on SA-IO, identifying the first and maximum flame 
effects and recovery. The smooth lines are pre- 
dicted data and the plotted points a r e  actual meas- 
urements; i t  can be seen that some e r r o r  in the pre- 
dictions is present. These and future measurements 
wil l  be used to improve the accuracy of later pre- 
dictions. 

Because they a re  mobile, the receiv- 

ALTITUDE IN KILOMETERS 

FIGURE 14. ACTUAL AND PREDICTED FLAME 
ATTENUATION 

V. CONCLUSIONS 

This research effort should continue, possibly 
with more emphasis on retaining o r  improving 
tracking, recording, and calibration accuracy. The 
information gathered will continue to be useful until 
the cri t ical  propagation anomalies a r e  completely 
resolved in preparation for manned vehicles. 

Another particularly important function of these 
receiving stations will be recording signal strength 
in  the planned orbital antenna pattern experiment, 
in  which the vehicle will be rolled to perform a more 
complete analysis of full scale antenna patterns. 
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STRUCTURALRESEARCH

J.

FOR ADVANCED
By

F. Blumrich

DESIGNS

SUMMARY I.INTRODUCTION

Various research activities in support of advanced

structural design are discussed. Design problems

concerning short and long-term storage of cryogenic

liquids are examined. Other design investigations

concerning environmental protection are described,

including micrometeoroid, heat, and sterilization

studies. Applications of new materials are noted,

and configuration studies are presented, including

new tank shapes, and shock absorbers and pads for

unmanned landing vehicles.

In the program discussed, design data have been

published in handbook form for several environmental

protection problems. Hardware has been manufac-

tured for testing of new tank configurations, beams

of various new materials, and novel landing gear
elements.

The range of investigations into Saturn require-

ments and the solution of problems as they arose has

greatly increased knowledge in the structural field as

well as in technology. Knowing this present status

and considering it in the light of potential future ve-

hicles and activities permits us to define the main

categories of structural technology in which our knowl-

edge is insufficient.

In broad terms an examination of space programs,

structural elements and structural technology are

shown in Figure 1. The center box lists typical future

vehicles and activities. Each of these items will need

several or all of the structural elements listed in the

left box. The right box lists categories of structural

technology in which knowledge is lacking. The de-

pendence is obvious; any lack in structural technology

Structural Elements

Tanks

Skirts

Payloads

Landing structures

Space Programs

Earth orbit operations

Lunar surface activities

Lunar landing vehicles

Planetary vehicle s

Structural Technology

Environmental Protection

Application of new materials

Configuration

Composite / sandwich structs

FIGURE 1. INTERRELATION OF SPACE PROGRAMS AND STRUCTURES
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affectstheflighthardware and through it the program.

Figure 1 therefore shows that structural technology

has a direct influence on space programs. Table I

demonstrates in greater detail the criticality of the

elements of structural technology to various vehicles

and operations. The majority of these elements are

essential to all programs cited. Table I also suggests

that tasks independent of specific missions, programs,

and vehicles are the most logical approach to the

problem of furthering structural technology.

1. Short-Term Storage. Most of the emphasis

has been placed on short-term storage. In-house,

MSFC is surveying all facets of the task for a direct

attack on the problem using the existing Linde and

National Research Corporation (NRC) multilayer in-

sulation. Out-of-house, MSFC is guiding its contrac-

tors in taking the broader view of not limiting action

to existing insulations only, but in conceiving new

insulations as well. Figure 2 shows a tank of 2.67 m

diameter being wrapped with IAnde insulation.

The work described in the following paragraphs

is done in close cooperation with all pertinent groups

within MSFC and through contracts with Industry.

Companies involved and respective areas of structural

research are listed in Table II.

II. ENVIRONMENTAL PROTECTION

A. CRYOGENIC STORAGE

The Linde insulation requires evacuation; the

NRC type requires purging. Both insulations must

therefore have an outer barrier. Flexible jackets

were used for that purpose, and developed their own

specific problems. The jacket wrinkled; it interfered

with the insulation; the seal of its seams was often

imperfect; and it often did not deflect sufficiently at

penetrations. In turn, the penetrating items, such as

tank supports and suction lines, dictated a series of

component tests to solve local problems. Figure 3

shows one example of an insulated penetration.

The problem of cryogenic storage in general,

and LH 2 insulation in particular, is at the top of our

priority list. Study of design problems in this area

began about 1962. We distinguish between two main

groups, short-term storage up to two weeks, and

long-term storage up to one year.

Purged insulations have their own problems.

First, air must be replaced by a purge gas. Then,

immediately after launch, the purge gas must be re-

moved. For best results, the rate of gas removal

should correspond with the rate of drop in ambient

temperature. Removal of purge gas at that rate has

not yet been achieved. Typical features of a purged

insulation are shown in Figure 4.

TABLE I. APPLICABILITY OF STRUCTURAL TECHNOLOGIES TO VARIOUS PROGRAMS

Cryogenic insulation

and Propellant Transfer

Meteorite Protection

Docking and Landing Gear

Airlocks

Expandable Structures

Payload Shrouds

New Tank Development

Unpressurized Structures

Reusable Heat Protection

Expendable

Launch Vehicle

X

X

X

X

Reusable

i Launch Vehicle

X

X

X

X

X

X

X

Earth Orbit]

Ope r_tions

X

X

X

X

X

X

X

X

I

Lunar

Operations

X

X

X

X

X

X

X

X

Planetary

Operations

X

X

X

X

X

X

X

X

X
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T A B L E  11. ORGANIZATIONS PARTICIPATING I N  MSFC STRUCTURAL ENGINEERING RESEARCH 

Cryogenic Storage - Goodyear Aerospace Corporation, Akron, Ohio 
Linde DivisionlUnion Carbide Corporation, Tonawanda, New York 
Mart in  Company, Baltimore, Maryland 
National Research  Corporation, Boston, Massachuset ts  
Naval Ordnance Tes t  Station, Chinalake, California 
North Amer ican  Aviation/S&ID, Downey, California 
Wyle Laborator ies ,  Huntsville, Alabama 

Micrometeoroid Protect ion - Arnold Engineering Development Center ,  Tullahoma, Tennessee 

Heat Protect ion - Aeronca Manufacturing Corporation, Middletown, Ohio 

Sterilization - Avco Corporation, Wilmington, Massachuset ts  
General  Elec t r ic  Company, Philadelphia, Pennsylvania 

Mater ia l  Application - Fai rch i ld  Hil ler  FarmingdalelRepublic Aviation Division, Long Island, 
New York 

Lockheed, Huntsville Research & Engineering Center ,  Huntsville, Alabama 

Shock Absorber  - The Bendix Corporation, South Bend, Indiana 

Nose Cones - Lockheed, Huntsville Research & Engineering Center ,  Huntsville, Alabama 

Sandwich - General  Dynamics, For t  Worth, Texas 
Goodyear Aerospace Corporation, Akron, Ohio 
North Amer ican  Aviation, Los  Angeles Division 

FIGURE 2. 2 . 6 7  M DIAMETER CRYOGENIC TEST TANK WRAPPING WITH HIGH PERFORMANCE 
INSULA TION 
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FIGURE 3. EXAMPLE OF INSULATED PENETRATION 

FIGURE 4. PURGED INSULATION WITH SUB-LAYER 



Stainlesssteelsuctionlinesarenecessaryto
reduceheatinput. Toavoidleakageat flangedcon-
nections,abimetallicjointof stainlesssteeland
aluminumwasdevelopedandtestedsuccessfully.

Therehasbeensignificantprogress.Weare
nowsettingupatestwithafully insulated105-inch
tank. Theremainingtestprogramfor this tank
includesarocketsledtesttocombineacceleration
andvibrationatcryogenictemperatures,andafull
thermaltesttochecktheproperfunctionof thein-
sulation.

2. Long-Term Storage. In late 1965, work was

started on the long-term storage problems. The

tanks involved are large in diameter; it is therefore

apparent that an insulation is needed which can be

exposed to aerodynamic loads and heating. Until

such insulation is developed, a protective shroud

must cover the insulation.

The main problems, however, are the tank sup-

ports and the attachment of the insulation. For long-

term storage, the heat input through the support is a

dominating factor that makes the development of re-

tractable supports necessary, i.e., supports that are

not touching the tank during periods of low acceler-

ation. Unless reliquefaction of boil-off LH 2 becomes

feasible, it is expected that the insulation blanket

will be up to 7 to 10 cm thick. Attachment, purging,

and venting of such a system are very difficult.

B. HEAT PROTECTION

To this point, all discussion was based on a low-

temperature environment. Another environment

comes from the heat to which heat shields above the

engines and near the skins of reentry vehicles are

exposed. These heat problems have been solved,

within certain limits, by others working in this area.

Current study of structures in high-temperature en-

vironments at MSFC is oriented toward reusability,

the goal being structures that will withstand 50 duty

cycles. In the heat shield work, S-IC criteria are

the foundation. For reentry vehicles we assumed a

wing panel of a reusable stage with a maximum tem-

perature of 1275 ° C. The results are very encour-

aging; one heat shield panel failed after 7 hours ex-

posure to the dynamic environment (which is far

beyond the requirement), and a second panel failed

under combined heat and pressure loads during the

27th cycle. The wing panels are ready for testing.

Development of the heat shield is continuing.

C. MICROMETEOROID PROTECTION

A space environmental hazard to consider is that

of micrometeoroids. MSFC is sponsoring theproductior

J. F. BLUMRICH

of a design criteria handbook for micrometeor0id

protection., The information is being obtained from

widely scattered technical literature and includes

shielding concepts, structural suggestions, and de-

sign information. It should be useful for both hard-

ware and conceptual design work.

The situation in micrometeoroid protection is

quite similar to that in cryogenic insulation in 1962;

concepts are available but no practical solutions

exist. Therefore, a thorough design and manufacturing

exercise is needed to solve the obvious problems and

those which are certainly hidden.

D. STERILIZATION

About 1963, the criteria were established re-

quiring planetary-landing vehicles to be sterilized by

heat at 135 ° C for periods up to 70 hours. At that

time, from a structural point of view, the most out-

standing of a series of questions were the following:

1. What deformations will occur?

2. What is the significance of joining methods

and joint designs?

3. What temperature distribution occurs during

heating and cooling?

4. _A_at proced,!res are necessary, during fab-

rication and assembly to assure compatibility with

the sterilization requirement?

As a result of MSFC-contracted studies, a design

handbook supplying this knowledge is available. Study

contracts are generating information about associated

manufacturing problems and capsule investigations.

These studies will be important in their own fields;

they will also be used to update the sterilization de-

sign handbook.

E. HOT JET IMPINGEMENT

The last item for discussion of the environmental

influences is the heat input a vehicle may be exposed

to immediately after landing on the moon. This prob-

lem became evident during the 1962 work on the de-

sign of the lunar logistics vehicle.

A survey was made to learn what work had been

or is being done on this problem. Only the shape of

craters formed in sand exposed to rocket engine

plumes had been studied. Therefore, limited tests

were done at MSFC with hot jets in an atmospheric

environment. Under that condition, the results were

not expected to be conclusive, but to indicate whether
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therewasaproblemat all. Wefoundthatfinegrained
andlight materialswereblownaway,leavingacool
crater. Wefoundalsothata surfaceof gravelwas
erodedfar lessandthatthetemperatureof there-
mainingmaterialwasraisedsignificantly. For ex-
ample,after anexposureof about60seconds,the
temperatureof thegravelsurfacewas1300° C;three
hourslater, thetemperaturehadonlydroppedto
530° C. Theconsequencesof a locallyhotlunar
surfaceaftertouchdownareserious. MSFCis there-
forecontinuingto studythisproblem.

II I. MATERIALS APPLICATIONS

Activities in this area are aimed at establishing

design requirements for new materials, as well as

for new processes for established materials. Very

close cooperation is therefore required between de-

sign and fabrication personnel. The shops have to

learn what can or must be done with a certain material;

and designers must learn to meet and make use of

certain material characteristics. To illustrate the

situation by an example, aluminum technology and

design principles cannot be used to produce a fiber-

glass structure.

An entirely new manufacturing process was

introduced recently: diffusion bonding. Much is

still to be learned: by the fabricator to expand the

technique, by designers to know how and where to

use it.

The application of beryllium in sheet metal

structures is still hampered by its brittleness, which

determines fabrication methods and design by influ-

encing such basic items as bending of sheet metal,

straightness of edges, bonding, and use of fasteners.

Fiberglass requires an entirely different treat-

ment because of its unique advantage that the fibers

can be placed where they are needed.

To compare several new materials in their appli-

cation to a basic structural element, a box-beam

program was initiated. An aluminum box beam (203×

254 × 2438 mm) was designed as a reference structure.

Beams of beryllium, beryllium-aluminum, titanium,

magnesium-lithium and fiberglass were designed and

are now being built. The beryllium box beam is the

largest sheet metal beryllium beam ever fabricated.

IV. CONFIGURATIONS

A. TANK SHAPES

New tank shapes are studied to establish configu-

rations shorter or less expensive than present

structures. In other words, the goal of these activ-

ities is increased economy. Two examples may

quickly explain this. Shorter tanks mean shorter ve-

hicles, smaller bending moments, higher vehicle

frequencies -- advantages which go far beyond the

tank itself. An entirely different situation can exist

in the payload area, as for instance in the unmanned

lunar logistics vehicle studied here a few years ago.

The mass of the landing gear was directly dependent

on the height of the center of gravity above the ground.

Shorter tanks meant a reduction of that height; the

consequent mass saving in the landing gear was di-

rectly available for increase of the payload mass.

The following promising configurations have been

considered:

1. Multicell Tank

2. Semitoroidal Tank

3. Flat Bulkhead Tank

Figure 5 shows a length comparison of multicell

and semitoroidal tanks for a hypothetical vehicle.

Figure 6 illustrates the application of a semitoroidal

design to the S-If stage. The reduction in length is

not significant. The mass reduction of slightly less

than i0 percent in this particular case indicates a

potential for at least some mass savings in other

cases. Most important, however, is the reduction of

production costs and other problems which is achieved

by eliminating the common bulkhead.

In Figure 7 a length comparison of the S-IC stage

with a flat-bulkhead stage is given.

In connection with these illustrations it should be

pointed out that such comparisons with existing stages

are necessary to determine ifa new concept is really

better. Only if that process reveals its advantages

can it be used with confidence for future applications.

These comparisons should, therefore, not be construed

as attempts to replace suchlexisting structures.

Figure 8 shows the 200-inch multicell tank, which

is the first of our series of 200-inch test tanks. On

the right side is the support ring that will be used for

all 200-inch test tanks.

Besides their other advantages, all three de-

signs, multicell, semitoroidal, and flatbulkhead,

also offer great flexibilityas far as number and ar-

rangement of engines are concerne¢l.

Repeatedly metioned by other sources, but never

tested in a size approaching hardware dimensions,

was the torus tank. Such a tank was therefore also

included in the MSFC series of 200-inch diameter

test tanks.
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SEMI TORO IDAL

MULTI CELL / /_

FIGURE 5.
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l
N

LENGTH COMPARISON FOR HYPOTHETICAL VEHICLE, CONVENTIONAL, SEMITOROIDAL,

AND MULTICELL DESIGNS

LH 2 TANK

---%
\

VIEW "D" SCALE 1/20

VIEW "B" ALTERNATE

_ s_

jULLAGE ROCKET (8) AF" VIEW "E" SCALE 1/20

AL.

SECTION _A-A

VIEW "C" SCALE 1/20

SEMI-TOROIDAL TANK

-_'i:l ELLIPTICAL BULKHEADS

VOLUME: LH 2 - 38,400 FT. 2

LOX - 12,930 FT 2

FIGURE 6. S-II STAGE IN SEMITOROIDAL DESIGN
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, i

LOX TANK FUEL TANK

TANK FUEL TANK

FIGURE 7. S-IC STAGE LENGTH COMPARISON, CONVENTIONAL AND FLAT BULKHEAD DESIGNS

B. LANDING GEAR STRUCTURES

MSFC became involved in these probleins while

studying unmanned lunar landing stages. The as-

sumptions for landing under emergency conditions

were necessarily more severe than those used in the

Apollo manned lunar landing program, and required

entirely new design approaches. The shock absorber

and the landing pad described in the following are

some of the results of this study.

1. Shock Absorbers. Figure 9 shows the heavy-

duty shock absorber that would be required. Es-

sentially, it consists of two heavy telescopingtubular

structures. Inside the outer tube is a crushable

honeycomb cylinder which is the actual shock ab-

sorbing element. Dynamic tests are being prepared

that will not only answer design and functional questions

but will also render information important for the

analysis of landing dynamics. Two additional shock

absorbers of different design are ready for testing

and will provide design and functional confirmation

for differing concepts.

2. Landing Pads. Another important part of

such landing gears is the "landing pad. Figure 10

shows a large pad developed here. Tests have con-

firmed its ability to absorb energy in the radial

direction. Figure 11 is the load-deflection diagram

of one of the dynamic tests. Note the very low re-

bound. Figure 12 shows a pad after a maximum-

load impact test.

For this pad design, it had to be proved that the

pad does not dig into the ground when moving along

the surface. Drag tests conducted on an 20.3 cm

diameter model with various loads, velocities, and

soils, confirmed that the pad will always assume a

positive angle of attack. Figure 13 and 14 give a

good illustration of the severe conditions under which

the correctness of pad design was proven.
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* < 4 - m -  

FIGURE 8. 200-INCH-DIAMETER MULTICELL T E S T  TANK 

C. NOSE CONES and potential of sandwiches other than honeycomb. 
Analytical results of that contract have been reduced 
to a very convenient form of which an example is 
shown in Figure 15. 

In cooperation with the Aero-Astrodynamics 
Laboratory,configurations and designs of nose cones 
were studied. 
will permit quick determination of optimum shape 

such as volume, minimum weight, o r  cost. 

The results will soon be available and 

and s t ructure  of  nose cones for given requirements V. CONCLUSIONS 

1. Sandwich Development. The main emphasis 
in  this field is still on honeycomb, However, some 
other promising sandwich forms are emerging. TO 
its own disadvantage, honeycomb was  over-advertised 
by sources  that  forgot such practical things as edge 
members  and load introduction. 
necessit ies are now coming into proper perspective. 
Design and feasibility of heavy gage honeycombs are 
being investigated under two MSFC contracts. A 
third contract  provides for study of the characteristics 

These practical 

To achieve the national goals of the space pro- 
gram, the highest priority for manpower, facilities, 
and funds at  MSFC has been assigned to the Saturn 
Space Vehicles. The cryogenic insulation program 
for short-term storage has resulted in successful 
design and assembly procedures. We are ready to put 
full emphasis on long-term storage. Specific data 
and information were developed for the design of 
nose cones, of micrometeoroid protection, and for  
structures that have to be sterilized. Test beams of 

9 
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FIGURE 9. HEAVY DUTY SHOCK ABSORBER 

FIGURE 10. 
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FIGURE 12. LANDING P A D  A F T E R  DYNAMIC IMPACT T E S T  

FIGURE 13. 8-INCH DIAMETER LANDING P A D  DRAG T E S T  ON SAND 
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FIGURE 14. 8-INCH DIAMETEH 

various new materials have been designed and built. 
New tank configurations were studied, and some of 
them have been developed cnough that test  tanks can 
be built. Landing structures lor unmanned vchiclcs 

12 

ANDING PAD DRAG TEST ON BRICK 

have been investigated and unique design solutions 
have been developed into test  hardware. 
lioi1qeoiiib s t ructures  were developed and the potential 
of snndwiches other than honeycomb was investigated. 

Heavy gage 
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DESIGN GfL4PBS 
DOUBLE WALL CYLINDERS 

MATERIAL IS TITANIUM 6A1-4V AT R.T. 

GIVEN Nx AND B o p t  FROM DESIGN TABLES, ENTER ABOVE 
TO DETERMINE COVER PARAMETERS, N, IS TOTAL DISTRIBUTED 
LOAD, Nx /2  I S  APPLIED TO EACH COVER. 

TRUSS CORE SEMI-SANDWICH TRUSS CORE SANDWICH 
b bS b, =s x t, 
t, t s  b, = - 

t S 

FIGURE 15. DESIGN GRAPH FOR DOUBLE-WALL CYLINDER 
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STRENGTHANALYSISRESEARCH

H. R. Coldwater

SUMMARY

This paper discusses recent research efforts in

the areas of Advanced Vehicle Technology and Junc-

ture Stress Fields Peculiar to Multicellular Pressure

Vessels.

The Advanced Vehicle Technology Program is

working to develop a large panel/cylinder stability

criteria in preparation for designing future space

vehicles, whose size will make the costs and facili-

ties for structural qualification testing prohibitive.

The program, though restricted, has yielded some

accuracy in correlating _- and full-scale panels and

cylinders.

The function of the Juncture Stress Fields Pro-

gram is to devise adequate analytical methods for

deriving optimum use of multicellular structures.

I. INTRODUCTION

Historically the buckling problem has been of pri-

mary concern in the design, development, and analysis

of all shell structures, both pressurized and non-

pressurized. Almost all the research work being

conducted under the cognizance of the Strength Analy-

sis Branch, Structures Division, Propulsion and Ve-

hicle Engineering Laboratory, MSFC, is directed

toward better understanding of the buckling phenomena

and increasing the ability to predict accurately the

various buckling loads for shell structures.

The functions of the Strength Analysis Branch are:

1. To establish strength-requirements and spec-

ifications for conceptual design, preliminary design,

and detail design.

2. To perform analyses for analytical verifica-

tion of structural integrity of launch and space vehic-
les.

3. To establish test requirements and plans to

flight-qualify launch and space vehicle structural com-

ponents.

4. To develop new methods and theories in the

field of strength analysis through supporting research

programs and in-house studies.

The area of concern for this report _s research

in strength analysis methods. Table I pr_sents the
various efforts sponsored by OART and OMSF under

the technical supervision of the Strength Analysis

Branch. I will discuss in detail the first two items:

(1) Advanced Vehicle Technology; and (2) Juncture

Stress Fields Peculiar to Multicellular Pressure

Vessels.

II. ADVANCED VEHICLE TECHNOLOGY

PROGRAM CONTRACT NAS8-9500

The Advanced Vehicle Technology Program, NASA

Contract NAS8-9500, consists of such items as cryo-

genic testing, materials development, structural

development, and technology application to RIFT.

For this discussion only structural development will

be covered.

A. PURPOSE

The major purpose of this program was to develop

large panel/cylinder stability criteria, including anal-

ysis, by modifying and testing stiffened Lank wall pan-

els. Future launch and space vehicles will in all

probability be larger than existing vehicles; therefore,

it will become prohibitive from an economic standpoint

to test structures of the size contemplated (i. e., 70

feet in diameter, as proposed in the post-Saturn

studies). We will not be economically able to afford

test structures and facilities to do full-scale structural

qualification testing. This program is a logical step

to prepare for this eventuality and to develop the cap-

ability and confidence necessary for scale-model test-

ing of full-scale hardware.

B. SCOPE OF WORK

The program was divided into three phases.

Phase I covers full-scale panel testing to define the

effects of end-restraint, curvature, and stiffener ec-

centricity on the buckling capability of the structure;

also, the buckling pattern must be established to in-

sure that the panels are large enough to allow develop-

ment of some buckle pattern that will be experienced

in a full cylinder of the same configuration. Phase II

15
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TABLE I. STRUCTURAL TECHNOLOGY

i. ADVANCED VEHICLE TECHNOLOGY

PROGRAM

2. STUDY OF JUNCTURE STRESS FIELDS

PECULIAR TO MULTICELLULAR PROPELLANT

CONTAINERS

3. A THEORETICAL AND EXPERIMENTAL

INVESTIGATION OF SHEAR LAG IN STIFFENED

SHELLS AND THE STRESS ANALYSIS OF CONE

FRUSTRUMS AND SEGMENTS

4. STUDY OF STABILITY OF UNPRESSURIZED

SHELL STRUCTURES UNDER STATIC LOADINGS

5. ELASTIC BEHAVIOR OF SANDWICH SHELLS

6.

CYLINDRICAL JUNCTIONS EXPOSED TO COM -

BINED LOADS, CRYOGENIC TEMPERATURES

AND PRESSURES

RESEARCH INVESTIGATION OF BULKHEAD

7. EXPLORATORY STUDIES AND ANALYSIS OF

THE PROBLEMS OF BUCKLING OF CYLINDRICAL

SHELLS WITH INCLINED STIFFENERS

OART

706-77-00

OMSF

103-ll-01

OMSF

124-11-06

OMSF

124-11-06

OMSF

124-11-06

OMSF

103-11-00

OMSF

124-ii-06

NAS8-9500

NAS8-II079

6-29-63 to 3-29-64

NAS8-I1480

11-23-64 to 12-23-65

NAS8-20164

NAS8-II155

NAS8- 5158 (10-15-62)

NAS8-11181

5-20-65 to 2-20-66

NAS8-5255

3-20-63

NAS8- 5199

12-28-62

Mod. 12-28-63

NAS8- 5324

6-14-63

LOCKHEED MISSILES & SPACE CO.

SUNNYVALE, CALIFORNIA

LOCKHEED MISSILES & SPACE CO.

PALO ALTO, CALIFORNIA

UNIVERSITY OF ALABAMA

UNIVERSITY, ALABAMA

GENERAL DYNAMICS CORPORATION

GD/CONVAIR

SAN DIEGO, CALIFORNIA

BOARD OF CONTROL

UNIVERSITY OF FLORIDA

GAINESVILLE, FLORIDA

BOARD OF CONTROL

UNIVERSITY OF FLORIDA

GAINESVILLE, FLORIDA

BOARD OF CONTROL

UNIVERSITY OF FLORIDA

GAINESVILLE, FLORIDA

investigates the l/4-scale panel buckling character-

istics to provide data for correlation with full-scale

panels. The data are used also to refine and verify de-

veloped analytical methods for predicting buckling

loads of stiffened shells. Phase 11I investigates 1/4-

scale cylinders that are fabricated from panels tested

under Phase II, with the data from these tests being

correlated with the full-scale and i/4-scale panel test

data.

C. PHASE I

1. Testing. The Phase I It] testing was per-

formed on a single panel, but consisted of several

configurations. The original panel (Fig. la) was

straightened and tested as a fiat panel {Fig. lb) for

stiffener eccentricity effects. The loaded ends had a

configuration as shown in Figure lc. The next test

(Fig. le) required cutting 12 inches off each of the

loaded ends of the panel to determine end-fixity factor

effects. The loaded ends had a configuration as shown

in Figure ld. The fiat panel was then cut in half to

form two panels of equal size. These panels were

formed so that one panel had the stiffeners on the out-

side of the skin (Fig. if) and the other (Fig. lg) stif-

feners on the inside of the skin. The panel configu-

ration is shown in Figure lh.

Figure 2 represents a panel (Fig. if) in the test

configuration. The data for this particular test are

shown in Table II, which presents the test data ac-

quired during Phase I and is the basis for the devel-

oped conclusions.

16
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2. Evaluation and Conclusions. Evaluation and 
comparison of the test data shown in Table I1 proved 
that buckling loads can be predicted within engineering 
tolerances. Other conclusions established from the 
test data are: 

NOTE: Curved panels are contoured to a 1 I d )  
503 cm (198 m) radius of curvature 

Indicates Compre3non Load IF1 

Full-Scalr Panel Flow C h a r t ,  Phase I . I16  C m  

(0.163 ml 

0 . 5 6  crn 

FIGURE I. PHASE I TEST PANEL 
CONFIGURATIONS 

, 

a. The combination of panel curvature and stif- 
fener eccentricity (stiffener outside) produced the 
most significant increase in the buckling load. 

b. The second most significant variable increas- 
ing the buckling load was the combination of end- 
moment and fixity factor. Eccentricity of the stiffener 
(end-moment) at  the loaded ends was more significant 
than the end-fixity. 
ficant although lower in magnitude than indicated by 
theory. 
fened panels adds to the stability, while eccentric 
loading of the internally stiffened panels lowers the 
stability. 

The end-moment effect is signi- 

The eccentric loading of the externally stif- 

c. Height change effects a re  greater for curved 
panels than for flat panels, indicating that changes i n  
height may alter the effect of other variables such a s  
end -moments. 

Although these a re  conclusions that a re  not new 
in the business, they indicate that the performance of 
the test panels and data are  in the proper sense. 

I. Test Objectives. The primary objectives of 
the Phase I1 and Phase III [ 2 ]  portions of this program 
were to: 

a. Evaluate the 1/4-scale and full-scale panel 
test results for possible scale effects (scale factor ) . 

b. Confirm the panel-cylinder relationship by the 
Ekperimental Analysis Method. This is the evaluation 
of the stability behavior of cylinders through the test- 
ing of cylindrical segments (panels). 

c. Evaluation of the theoretical analysis methods 
by comparison of experimental data with theory pre- 
dictions. 

In order to achieve these goals, the following 
secondary objectives were established: 

FIGURE 2. TEST OF EXTERNALLY STIFFENED 
FULL-SCALE PANEL (240 cm x 280 cm) 

a. Develop test techniques which would provide 
reliable data from test models for correlation with 
full-scale specimen tests. 

17 
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TABLE If. COMPARISON OF EXPERIMENTAL AND THEORETICAL RESULTS

T e s t Panel

Config- Size

uration (cm)

300 x 560
2b

(119 x 219)

2e 300 x 560

(95 x 219)

2f
240 x 280

(95 x 109)

240 x 280

2g (95 x 109)

Test

Load

(N)

378, 000

(85,000)

i, 112, 000

(250,000)

i, 827,000

(4n, 000)

I, 000,000

(225, 00o)

(Ncr) Test

av.

(N/cm)

675

(388)

1975

(ll40)

653O

(3750)

3570

(2050)

Max. Test

(.._ cm/cm)

159

615

1, 575

I, 000

(Ncr) Max. Test

( N/cm )

679

(390)

2330

(1500)

6776

(3870)

4275

(2440)

Ncr Theory

(N/cm)

735 (a)

(420)

2330(a)

(1500)

7180(c)

(4100)

3940 (c)

(225o)

Ncr Theory Fixity

Factor
( N/cm )

NA I. 0

NA 2. 5

6250(b)

(3570)

3990(b)

(2280)

2.5

2.5

(a) Wide-column load for end-fixity factors indicated.

(b) Critical line load from new classical theory for other than simple supports.

(c) Critical line load from classical theory considering restraint of Poisson's ration expansion adjusted for end fixity

of 2.5 by increasing the wide-column load.

(d) Nurr_bers in parentheses represent pounds and pounds/inch, respectively.

b. Demonstrate the feasibility of "retest" tech-

niques in stability testing. This is control of elastic

buckling to prevent permanent damage to test speci-

mens and allow subsequent reuse in cylinder tests.

c. Obtain test data suitable for evaluating shell

analysis methods particularly with respect to:

(I) The effect of stiffener eccentricity.

(2) The effects of various boundary condi-

tions, including end-moments.

(3) Sensitivity to initial imperfections.

2. Test Specimens. The 1/4-scale panels were

manufactured, fabricated and tested according to the

plan as shown in Figure 3. The panels after testing

were fabricated into cylinders and then tested as

shown in Figure 4. Twenty-nine panels and six cylin-

ders were tested during this program. It must be

noted that the completion of this program depended

on the successful application of the retest-technique.

In general all program objectives were achieved.

18
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5th MANUFACTURING
TESTS I-A-2, I-A-I, 2nd MANUFACTURING TESTS I-B-2 & I-B-I 4th MANUFACTURING OPERATION

INITIAL MACHINING III-A-I & I-B-3 OPERATION 3rd MANUFACTURING OPERATION TEST II-C-I

PANELS CONTOURED (WELDING) OPERATION TEST I-C-I 6th MFG OPERATION
--TEST II-C-2

. _. I_---(,,2_i)_ • i •

I i lllllllllNb:lilllllllli5

__-- [ _.._ _ 1562" ._"_ ( 46"7" --TOLERANCE :+. O03, -. 000 G]g_l _,_" r" "_-"-(3.97¢m (+.0076cm,-.O00cm) 1. XI_ D_IOm Aa_ SSa_ Ii I1¢1_,.%

(7 °m) "--A> z:=.-*-z " " N !
MPJO[ 18 / [I _ }.--- I_ICATF._ A tiff. I-C-2!5/4x3/4xl/8 ANGLE RINGS

J ] I I I I I I I _ (I.GOScm x 1.905cm x.30_cr.)
L r- I /I _ .__ _, I_I_T= i WlO.P. II-C-3 I xlx ,/4 ANGLE RINGS

COWI'(X_ 8 {IWT) [- .041" (.140¢m) =(2.54cmx 2.54cmx.G3§cm)
Ir, a't J.

r

Illtl,illlii
NA_ I

i-li-.3(EZT STXI') Fu.'ri1_ni-_-a (flit)I'o
III-B-I (fill)& Tisl i_-_l i TI_

_Ll___ L

FIGURE 3. I/4-SCALE MODEL PANELS
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EQUIVALENT TO PANEL TESTS 
11-c-1 h 1 1 - c - 2  

JE FOURTH SCALE TEST CYLINDER 
FLOW CHART 

THIS FLOW CHART REPRESENTS THE 
7ECEDURES AND SEQUENCE FOR TESTING 
/ 4  SCALE CYLINDERS FABRICATED 
ROM PANELS USED I N  THE TESTING 
3VERED I N  SHEETS 1 & 2 ,  AND 
NTESTED PANELS AS SHOWN IN THE 
IRST COLUMN. 

OTES: 
1. ALL DIMENSIONS ARE SHOWN I N  

INCHES. 

2 .  INDICATES COMPRESSION 
LOADS (TEST).  

3 .  ,+wdINDICATES WELDS. 

4 .  RING CROSS SECTION 114 SCALE 
OF THE RING SEGEMENTS USED 
FOR FULL SIZE PANEL TESTS. 

FIGURE 4. 1/4-SCALE MODEL CYLINDERS 

One-fourth scale t e s t  panels  in the  test configura-  
tion are shown in F igures  5a and 5b. 
u r e  5a i s  a n  external ly  stiffened panel ;  w h e r e a s ,  the  
panel in F i g u r e  5b i s  a n  internal ly  stiffened panel. 

The panel in  F ig-  

1 

I 

*v -. 

FIGURE 5b. INTERNALLY STIFFENED 
1/4-SCALE PANEL 

FIGURE 5a. EXTERNALLY STIFFENED 
l/I-SCALE PANEL 

F i g u r c  G i s  a i /4 -sca le  cyl inder  that  h a s  been  
fabr ica tcd  from v a r i o u s  t e s t  panels  as indicated 
( F i g .  4 ) .  

20 
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CI 

FIGURE 6 .  1/4-SCALE CYLINDER TEST 

3. Evaluation and Conclusions. The results of 
Phase I1 and Phase I11 a s  presented in [2] provided 
data to establish the following conclusions : 

a. No special scale effect exists between the 
full-scale and i/4-scale specimens. A direct ratio 
exists. 

b. Results confirm that stability of integral bar- 
stiffened cylinders can be evaluated through testing of 
cylindrical segments (panels). 

c. Eesults indicate that theory will be applicable 
to all orthotropic configurations when used with the 
Lockheed Theoretical Analysis Method "Buckling of 
Orthotropic Cylinders under Axial. Compression. I '  

d. Successful testing of twenty -six i/4-scale 
panels and five i/4-scale cylinders without permanent 
damage demonstrates the ability to use controlled 
elastic buckling techniques and to permit the reuse of 
panels for the development of scale cylinder test spec - 
imens. 

e. Fabrication and loading tolerances must be 
scaled and very closely controlled to be representative 
of the full-scale specimens. 

( 1) Stiffener straightness is extremely criti- 
cal for externally stiffened cylinders and panels. 

(2 )  End parallelism is critical a s  mismatch 
between the bearing surface of the test fixture and 
loaded ends of specimen caused a definite load dis- 
tribution problem. Use of teflon pads or combined 
teflon and soft aluminum pads at the loaded ends pro- 
duced excellent distribution and results. 

f. Manufacturing and test tolerances appear to 
have reached a practical limit in the 1/4-scale models 
for a 33-foot diameter shell. Full-scale panels were 
manufactured using +O. 010-inch tolerance, whereas 
the i/4-scale panels were manufactured using a 
&O. 003, -0.000 tolerance. 

E. SUMMARY AND RECOMMENDATIONS 

Methods of analysis utilizing the results of the 
test program have been developed for confirming the 
accuracy and validity of correlating 1/4-scale and 
full-scale panels and cylinders. Structural configu- 
rations evaluated have been restricted to integral bar- 
stiffened aluminum specimens; however, to take full 
advantage of the work already accomplished and to  
establish valid methods and data for further and future 
application, it i s  necessary to expand the theories to 
investigate a wider range of efficient structural con- 
figurations for stiffened shells. It is also necessary 
to obtain sufficient experimental data through additional 
test programs to cover influential parameters for these 
wider ranges of configurations. All of these data will 
aid in upgrading the methods of analysis to insure more 
reliable and more optimum structural designs. 

I 1 1 .  JUNCTURE STRESS FIELDS PROGRAM 

A. GENERAL DISCUSSION 

The second item for discussion is the investiga- 
tion of juncture s t ress  fields peculiar to multicellular 
propellant containers, NASA Contracts NAS8 -1 1079 
and NAS8-11480. The design approach to large launch 
and space vehicles that incorporates multicellular 
nonpressure-stabilized , propellant containers intro- 
duces unique juncture stress field analysis problems. 
This program has been developed to provide the nec- 
essary analytical methods to realize optimum use of 
multicell type structures. 

The configuration of multicellular tanks a s  shown 
in Figure 7 is typical of configurations investigated in 
this program. 

The bulkheads, or cell enclosures, of these 
radially arranged containers a re  composed of partial 
truncated cones and a spherical transition section to 
the partial cylinder section that forms the outer wall. 
The internal radial webs separating the cells function 
a s  anti-slosh baffling in addition to handling shear 
loads through a tension field pattern development. 
The perforated, partially stiffened webs extend radially 
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FIGURE 7. 10 CELL-MULTICELL TANK IN 
FABRICATION 

from a center tubular section to the juncture of two 
outer wa l l  sections and longitudinally between adjacent 
cell end closure junctures. 

The attachment of each radial web to upper and/or 
lower adjacent bulkheads and each web to the outer 
peripheral partial cylinder junctures is accomplished 
by an extruded Y-section welded to the outer curved 
sections and mechanically joined to the web. 

The attachment of upper skirt  partial cylinder 
sections to the multicellular structure is accomplished, 
peripherally, by a partial Y-ring section at the spher- 
ical transition section-container outer wall juncture 
ind, longitudinally, at the intersection of the partial 
Y-ring sections with the intercellular juncture ex- 
trusion. 

In order to achieve the necessary vehicle reliahil- 
ity and optimum strength/weight design of multicell 
configurations, it was absolutely essential to clarify 
fully and reduce to theory all the discontinuity effects 
peculiar to these junctures. No previous theoretical 
investigation of these problems of multicell propellant 
container junctures had produced any theory or meth - 
ods of analysis of technical significance. 

B. OEUECTIVES 

The investigations performed under this contract 
[3 ,4]  were to: 

1. Develop a theory and analytical approach for 
predicting mcmbrane and discontinuity s t r e s s  fields, 
deflections, and budding loads of both isotropic and 

orthotropic shells. The developed approach is to be 
based on elastic theory of s t r e s ses  for thin shells, 
and to include thermal and various other load environ- 
ments. 

2. Develop digital computer programs for rapid 
solution of the equations developed in the theory for 
predicting s t resses  and deformations, using both iso- 
tropic and orthotropic shell segments. 

3. Develop design curves,  encompassing practi- 
cal ranges of specified design parameters. 

C. METHOD OF ANALYSIS 

Figure 8 illustrates the general appearance of 
multicell configurations investigated, together with 
the range of parameters covered in the development 
of design curves and criteria.  

yy 
FIGURE 8. MULTICELLULAR SHELL STRUCTURE 

The method decided upon for the solution of the 
complete shell structure is similar to the "slope- 
deflection" procedure used in the analysis of inde - 
terminate space structures. 
analyzed in t e r m s  of the behavior of the simple cle- 
ments (cone, sphere,  cylinder, and plate) as r ep re -  
sented by stiffness matrices which relate the boundary 
forces on the element to  boundary displacements. 
From this information and necessary conditions of 
equilibrium and displacement compatibility between 
elements,  a set  of equations can be formed and solved 
to yield solutions for the actual element displacement 
boundary values corresponding to the continuous struc - 
ture.  Once the displacement boundary values for the 
elements a r e  known, the s t r e s ses  throughout the var i -  
ous elements can be determined from the stiffness 
fllnctions. 

The structure is f i rs t  

Thc major difficulty in this method i s  the deter-  
mination of the st iffness matrices for the individual 



shellelements.Thisdifficultywasovercomethrough
thefinitedifferencereductionof theshellequations.
Thesuccessofthemethodis dependentontheability
to solvelargesetsof algebraicequationsaccurately
andin reasonablecomputertime.

A verycomprehensivecomputerprogramwas
developedandhasthecapabilityof solvingupto 4300
algebraicequationssimultaneously.A numerical
techniquecalledmatrix factorizationwasfoundto be
mostsuitableto providesufficientaccuracyfor the
determinationof boundary-layerbehaviorof fixed-
edgeshells.

After establishmentofthenecessarycoordinate
systemsanddirectionsfor stressandmomentre-
sultants(Fig. 9) sampleproblemswererun to prove
themethodandto verify thecomputerprogramcapa-
bility.

H.R.COLD_%TER

_a

i

M ULTICELL JUNe FURE STRESS FIELDS

OR FHOTROPlC cy LINDER

_OR:_A n P_ESSUR_:

X .tS, _{OW <' SYMMETRY" LI:_E

FIGURE 10. RADIAL DISPLACEMENT DUE TO

NORMAL PRESSURE (FIXED EDGES)

__ ^

.... ..

FIGURE 9. TYPICAL SHELL ELEMENT

GEOMETRY AND COORDINATE SYSTEM

The geometry and coordinate system (Fig. 9a) is

representing the surface or body forces; the u, v, and

w, representing the deflections in the directions as

shown; and the M, N, and Q (Fig. 9b) representing

*.he moment and stress resultants.

Figure 10 is a plot of the "w," or radial deflection

caused by normal pressure and is a typical example

of data presentation. For this case there are two

axes of symmetry (horizontal and vertical through

the midpoint of the panel). The computer program

will print out similar data for spherical and conical

segments.

D. RESULTS AND CONCLUSIONS

Results of the program indicate that:

1. A general theory has been developed which

will predict membrane, discontinuity, and bucMing

stress fields for multiple-connected shell structures;

however, the discontinuities at the juncture of the vari-

ous shell elements were found to be minor contributors

to the overall stress picture of any particular juncture.

Sample problems have been run and checked to prove

the correctness of the method.

2. The numerical methods used for solving large

systems of linear algebraic equations involved in the

analysis of juncture stress fields and buckling loads

are feasible and provide the most efficient means of

attacking problems of this nature. The finite differ-

ence technique for solving the equations proved to be

most effective, as closed form techniques generally

are not applicable to structures with multiple shell

elements.

3. The feasibility of adapting these methods of

analysis to digital computer solutions was proved,

and as a spin-off, the capability of solving very large

systems of linear algebraic equations simultaneously

was developed and proved to work.
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4. Design curves were developed to aid in the de-

sign and analysis of multicell type structures, cover-

ing the normal design parameters and relationships.

All the work performed during this study has been

documented and reported [3, 4].

E. SUMMARY AND RECOMMENDATIONS

Presently, a structural testing program is being

conducted in-house on a 200-inch-diameter, 10-cell

multicell tank. Figure 7 is a picture of this structure

in manufacture. To date, one pressure test has been

conducted on the tank and cursory data checks indi-

cate good correlation between the developed theory

and test. In the future slosh tests, combination axial

load and pressure tests, cryogenic tests and flow tests

will be performed on this structure and data will be

correlated with theory.

There are still areas of concern remaining in the

strength analysis of multicell structures. There is a

definite need for better methods of predicting shear

and tension field stresses in the web plates (cell

walls). There is a definite need for determining the

non-elastic characteristics of multicell structures,

that is, to investigate plastic effects on capability.

These are some of the problem areas still associated

with multicell structures; these require resolution to

make this program a complete and meaningful method

for analysis and design.
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VIBRATIONAND ACOUSTICSSTRUCTURALRESEARCH

C. E. Gassaway

SUMMARY

This paper describes four areas of current re-

search on the effects of vibration and acoustics on

vehicle structure.

The volume of test flight data restricts its use

by flight evaluation engineers. More efficiency has

been obtained by programing computers to select only

the pertinent information and compare it with specifi-

cations.

Methods for determining operational loads are

inadequate for dynamics analysis engineers. Re-

search indicates that measuring structural impedance

may be an accurate technique for {his function. The

impedance method may also be applicable in dynamic

testing and investigations will determine its possible

use as an improved testing technique. This could sup-

plement subscale testing which is not yet reliable.

The factors of structural response ID environ-

ment are also noted with a description of research

efforts in this field.

I. INTRODUCTION

Some of the problem areas in which the Vibration

and Acoustics Branch is currently performing research

are:

l.

2.

3.

Optimum utilization of test data

Dynamic load design criteria

Estimating the environment

4. Dynamic testing

Briefly, an introductory remark will be made

about each, followed by a somewhat more detailed

review.

Item No. i: A large amount of vibration and

acoustics data has been obtained from space vehicles.

Both Air Force and NASA are flying many I_D ve-

hicles to obtain this data. None of this vibration data

has been put together so that an engineer could utilize

it to the extent and in the manner he would like. In

addition, with the increase in vehicle size (and the

accompanying increase in numbers of measurements),

the increased launch density in the future, and the de-

creased manpower available to do the job, it becomes

an increasingly difficult task to perform flight evalu-

ation. Research work has been done to cope with

these problems.

Item No. 2: After definition of the environmental

data, it is first necessary to perform analysis to de-

termine dynamic loads existing in the structure (This

requires a thorough knowledge of the structural dy-

namic characteristics), and secondly to convey the

results of the dynamic analysis to the structural de-

signer to incorporate in his design during the forma-

tive stages. Under this item will be discussed some

of the research efforts that are currently underway to

support the dynamieist with the new tecl-miques of both

analysis and conversion for the design engineer.

Item No. 3: The term "environment" includes the

vibro-acoustic as well as the transportation and shock

environment. The principal problem here is to es-

tablish the response of a structure to engine-generated

acoustics, aerodynamics, structure-borne vibrations,

and transportation shock, when the structure is not

yet defined, as in the case of future vehicles.

Item No. 4" As vehicles get larger and larger,

it becomes increasingly difficult to obtain test speci-

mens because of cost, and if obtained, it becomes

impractical, or at least extremely difficult to per-

form testing because of the state of the art of test

equipment. Some of the subsystems on today's ve-

hicles are larger than the complete vehicles in the

past. It is evident that model testing will become an

increasing requirement in the future. There are

many unknowns associated with dynamic model testing.

It is readily apparent that geometric scaling is not

necessarily dynamic scaling. Some of the aspects of

the research for such testing will be discussed here.

With this brief introduction, we shall examine

each item in more detail.
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II. OPTIMUM UTILIZATION OF TEST DATA

As stated in the introduction, data are utilized for

two distinct purposes. One is to perform flight eval-

uation, i.e., to determine whether a flight is normal;

and the other is to provide the engineer with a better

handle on utilization of the structural performance in

the gross sense.

It became evident that we were receiving more

vibration and acoustic data than could be handled on a

piecemeal basis. The development of digital data re-

duction techniques also provided more detailed knowl-

_Ige of the data from each measurement. The obvious

solution was to operate on the data statistically in

some manner to achieve the desired end results.

Since we were dynamicists and not statisticians,

and since there were indications that this type of sta-

tistical effort was unique, several research contracts

zcere let, to determine the best technique to pursue.

Among these were one to Research Triangle [ 1] and

one to Measurement Analysis Corporation [2]. The

results have been a program that can perform both

tasks. First, this program establishes a statistical

population for a particular measurement from static

firing vibration data as shown in Figure 1. It then

................... f_ _l'_ '<'':'''';:'_:'̀

FIGURE 1. STATISTICAL COMPARISON OF

MEASURED DATA

compares individual measurements against the sta-

tistical population of those measurements. The com-

puter will ignore all data except that which falls out-

side the 97 1/.2 percent C. L. estimate. In this man-

ner, the flight evaluation engineer has only to examine

the computer printout to determine which measure-

ments are not normal and require individual evalua-

tion effort.

The second task the program achieves is that of

summing all measurements within a specification zone

or subzone, comparing the new data to the population,

adding the data to the old zone description to update

the zone statistics, and comparing the results to the

qualification specifications. This provides the spec-

ification engineers with a running tab on how good the

spec is and what type of revision is justified. Results

to date have been encouraging: the technique is proven;

however, additional research work is required to

modify the techniques to provide still more efficient

methods of accomplishing the same results.

III. DYNAMIC LOAD DESIGN CRITERIA

A. LOADS DETERMINATION

Perhaps the title is misleading in that the word

"criteria" does not completely encompass the first

item here, i.e., loads determination.

Recent developments in the instrumentation and

data acquisition field have provided a new tool for the

analytical engineer in the impedance measuring system.

Some may not be familiar with the term "struc-

tural impedance" or "mechanical impedance." W¢bster

gives the definition of impedance as "the resistance

of a film to the passage of a substance. " Mechanical

or structural impedance can be described as the re-

sistance of a structure to the passage of energy, or

specifically, the ability of a structure to impede the

conversion of input energy to response motion. This

characteristic is dictated by the mass, stiffness, and

damping properties of the structure and is a frequency
dependent phenomenon, as shown in Figure 2. Each

line on this graph represents idealized conditions:

tM_:DA_(:E C_^aACTERISV[CS O_

m_^LIZED MASS, D^MPE_. SP_IN_;
^_n TY_IC^I. ST_UC r,mE

/

LO0

_. m,o

FarQUEN¢ V IH,_

FIGURE 2. IMPEDANCE CHARACTERISTICS OF

IDEALIZED MASS; DAMPER, SPRING AND

TYPICAL STRUCTURE

a. - Constant mass line which increases in im-

pedance with increasing frequency.
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b. - Viscous dashpot or damper (which is fre-
quency independent).

c. - Idealized constant spring line (stiffness)
which decreased in impedance with increasing fre-

quency.

All structures are complex combinations of those
idealized curves leading to the typical point impedance

graph shown. The valleys or dips in this curve indi-
cate resonant frequencies where the structure is "soft"

or has low resistance to the passage of energy. Peaks
represent hardness or high resistance. Some peaks

are 2 to 3 orders of magnitude higher than the valleys.
It is these wide variations of impedance values, and

the fact that we are dealing with a wide range of fre-

quencies and amplitudes in the forcing functions, that
make it necessary to consider the effects of impedance

on shock and vibration reliability. The preceding dis-
cussion has dealt with point impedance (or local im-

pedance), which can be defined as the resistance of a

point to the passage of energy with the input at that

same point. "Transfer impedance" can be defined as

the resistance of a given point to the passage of energy
with the input at another (or remote) location. In a

structure that complies with ideal boundary conditions
and mode shapes, the transfer impedance is revers-

iblc. L',. a general sense, the impedance serves as a

measure of the spread of vibration from one location
to another. The phase relationship of the force and

the response motion must be retained.

The measurement of each of these terms simul-

taneously, retaining the phase relationship, is accom-
plished using an impedance head between the shaker,
and the specimen of interest is shown in Figure 3.

The impeaance head is nothing more than a transducer
to measure the force throughout and the velocity re-
sponse. (Sleeve transmits force through crystal;
reference mass transmits force, e.g., velocity through

crystal). Note that the impedance head may be rela-
tively small, on the order of one inch in diameter and

one inch in length, for use with very small force gen-
erators. Among other uses, the impedance measuring

system apparently will be suitable for measurement
of loads under the random use environment.

Historically, methods for determining operational

loads utilize strain gages and the accompanying cali-
bration procedures and inherent limitations, or the

use of accelerometers and a knowledge of the mass

distribution of the system of interest.

Either of these techniques is suitable when applied

within the limits consistent with good results.

C. E. G),SSA_AY

FORCE

TRANSDUCERS E V

SHAKER

SEISMIC MASS

FIGURE 3. TYPICAL IMPEDANCE MEASURING
SET -UP

Unfortunately these limits have never completely en-
compassed the needs of the dynamics analysis engi-

neer. The impedance technique is currently being re-
searched to extend the loads measuring capability.

Impedance has been used in many instances to evMu-
ate complex system dynamic behavior, seldom used
to establish environmental loads, and never, to our

knowledge, to define loads under random load con-

ditions. The purpose of this research work is to de-

velop and utilize such a technique.

The concept is fairly simple and straightforward.

The impedance is measured at the points where force
data are required, and the velocity of these points is

measured during exposure to the environment. The

forces existing at these particular points may then be
calculated by the equation

Fw(e) = Zw Vw(e)

Fw
where Z -

w Vw

and Fw(e) = Environmental force spectrum

Zw = Measured impedance spectrum

Vw (e) = Environmental motion spectrum

Fw = Force spectrum of Z test

Vw = Motion spectrum of Z test
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In other words, (measured impedance) (measured

motion in operation) = Forces present. Tests con-

ducted on the S-IC fuel suction lines and F-i turbo-

pump tests were the first to verify this concept of

loads measurement. The impedance characteristics

of each system were obtained independently by The

Boeing Company, through the use of small shakers

and impedance heads. The specimens were then

mated and installed in actual service at MSFC and the

motion characteristics obtained. From the impedance

and velocity relationship (which includes phase) the

force spectra at the mating planes were obtained.

It is extremely important that additional research

be expended in the area of impedance research since

we have only scratched the surface of applicability.

Earlier work in impedance would have given a better

Saturn vehicle, since critical areas could have been

detected early, allowing more thorough coverage of

instrumentations during static firings. Research is

needed to determine accuracy and limitations and to

widen thescope of vision tp impedance techniques.

B. CONVERSION TO "STATIC LOAD EQUIVA-

LENTS"

Once the dynamic loads are measured, the dy-
namicist must express these loads in the same terms

in which the material properties are expressed, i.e.,

static load values. This has long been a major prob-

lem to those in the dynamics field. If these dynamic

loads could be converted to 'equivalent static loads'

the communication barrier between the designer and

the dynamicist would be penetrated.

If we express this relationship as: Static equiva-

lent load = (optimum design factor, K) (dynamic
load), the problem would be to solve for K. This so-

lution for K for the random case will not be the same

as K for the sine case, and further, one might suspect

that these values of K will vary for different materials.

Research efforts are currently underway by

Douglas Aircraft Company [3], Santa Monica, Cali-

fornia, to establish this relationship. Some of the

achievements to date have been with 4130 steel and

2024T4 aluminum. Tests were conducted over a range

of K values which had been selected for a 10-minute

fatigue lifetime under random environments. Figure

4 shows the results of the research for 2024T4 alum-

inum. On the left is the optimum design random

factor, on the right is the sine factor plotted against

required life cycles. Note that there is not much

spread between the least squares fit and the 95 per-

cent C.L. curve. This indicates a degree of pre-

dictability. From this plot, one can select an opti-

mum design factor K for this material for any given

lifetime and natural frequency.

STATIC EQUIVALENT LOAD : (E) DYNAMIC LOAD

K RANDOM _ K SINE

95% C. L, I 0

/._" _s

.0

I.EAST SQUARES

I"IF

i , I

104 io % 1o _

LIFE (CYCLES)

FIGURE 4. STATIC EQUIVALENT LOAD CONCEPT

This researcn work encompasses only 4130 steel

(140 - 160 ksi) and 2024T4 aluminum. Similar re-

search is required to provide the optimum design fac-

tors on all other materials currently in use, as well

as the more sophisticated materials such as compos-

ite structures, as mentioned before, as potential can-

didates for future vehicle application.

C. THE EFFECTS OF DESIGN PARAMETERS ON

SHELL STIFFNESS

Under certain circumstances, the dynamics en-

gineer is placed in the position of not having a speci-

men for test purposes and he must analytically deter-

mine the dynamic effects of altering the design of a

vehicle. In the case of the shell type structure, ad-

ditional components may be mounted on the shell wall

or rearranged, or the designer may change any of the

design parameters which he normally controls, such

as internal pressurization, skin thickness, or ring

and longitudinal stiffener sizes or spacing. There has

been no established method to determine changes in

the dynamic shell stiffness due to changes in these de-

sign parameters.

There have been some techniques used, but they

were not applicable over the range of configurations

that can be foreseen for future vehicles.

A great deal of research effort has been exerted

by Republic [4] to determine shell stiffness variation

with changes in design parameters. The results show
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somedeparture from previously accepted theory. The

structure will respond with certain predictable results,

some of which are shown in Figure 5, in simplified

NON-

D LM E NS_ONAL

STIFFNESS

K 10 _

STIFFNESS VS. p_ESSURE [-"OR RING_STIFFENE D CYLINDERS,

R_NG SPACING = 2 × RADIUS, LOAD AT MID BAY

0-

0

R = RADIUS

t = THICKNESS OF SKIN

N/cruz

, i |
2 4 6 _ 1o

PSI

INTERNAL pRESSURE

FIGURE 5. EFFECTS OF INTERNAL PRESSURE ON

LOCAL STIFFNESS
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figure is not sufficiently accurate to indicate the re-

sults precisely, the decrease in response around the

shell is evident when the local mass is increased.

Also, note the difference of these mode shapes from

that expected when a static load is applied. These are

scale results and for a vehicle of Saturn V class,

multiply weights shown by i00 and divide frequencies

shown by 10.

The results of this research are now available for

use as far as they go. As a matter of fact the re -

search was exerted primarily in the R/T ratio of 450

so the results would be immediately applicable to the

Saturn V vehicle, and they have been used recently

for some existing hardware.

Additional efforts are required to determine re-

sponse characteristic changes with additional mass

configurations. This particular research that has been

performed has indicated that positive results are at-

tainable and has indicated the most straightforward

techniques of the test procedure.

IV. ESTABLISHING THEENVIRONMENT

form. This plot shows variation in local stiffness as

a function of internal pressure for various vehicle

radius/skin thiclmess ratios (R/T). The family of

curves in Figure 6 shows the effects of added weight

on frequencies and mode shapes for various internal

pressures. (Note R/T = 450, which is approaching

×

3
zoo •

1oo

:_ 5o

,z 't : *,0
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X = R':_G SPACING

_ 4 1_SZ N/cm2 _b ps,_1 _74 N/cmZ (_ psi]

I I i I
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Q
Q

FIGURE 6. EFFECTS OF ADDED WEIGHT ON

FREQUENCY AND MODE SHAPES

the practical limits of today's technology.) Particular

note should be paid to the mode shapes. While this

A. INDUCED ENVIRONMENTS

In establishing the environment, i.e., the vibra-

tion response of a particular point of the structure,

it is required that one know something about the forc-

ing function (whether it be engine-generated acoustics,

aerodynamic boundary layer pressure fluctuation,

mechanical vibration, etc. ) and the transfer function,

which is a unique function of the structural character-

istic. At present we do not understand well enough

the complexities of each of these factors. A complete

knowledge of the forcing function would require knowl-

edge of the temporal and spatial characteristics in

conjunction with the mode shapes of the structural

response. In addition, one needs a knowledge of the

structural frequency selectivity characteristics (spe-

cifically the frequency response function) which, when

coupled with the forcing function, can provide a solu-

tion to the vibro-acoustie response.

To investigate the forcing function, one research

effort is currently underway at HT Research Institute

[5]. In an effort to simplify the test setup and elimi-

nate some of the complex variables such as compres-

sibility, a study was chosen upon liquid flow in thin

walled pipes. In this manner the boundary hkver was

easier to control and the experimental apparatus was

relatively inexpensive.
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The emphasis here was to measure very precise-

ly the characteristics of the forcing function (the

boundary layer eddies) and to calculate the pipe re-

sponse in terms of frequency response functions. The

resulting calculations can then be compared to experi-

mental data and the accuracy verified.

Another research effort by Wyle Laboratory [6],

Huntsville, was similar to the first, except in this

case a very complicated structure was selected and

experiments conducted to determine very precisely

the frequency response function and calculations made

of the forcing function. The results were then to be

compared to test results.

The results of these two programs will be given

in forthcoming reports. Complete analyses of these

programs will take several months of evaluation.

There have been two spin-offs which are notable.

A very special small transducer was developed by

IIT Research Institute and was successfully utilized

to determine the spatial correlation of small scale

turbulence. These transducers were small enough

to mount at 30/i000 inches on centers.

A computer program was developed by Wyle to

provide on line, real time determination of frequency

response functions. This implies the accurate repro-

duction of two signals with phase retention through

the signal conditioners and the computer.

B. TRANSPORTATION VIBRATION AND SHOCK

ENVIRONMENTS

Another of the very real problems facing the de-

signer is that of finding a reliable definition of the

transportation vibration and shock environments in

the four major modes of transportation, i.e., air,

water, rail, and highway. A reliable definition from

a unified standpoint has not been available. A member

of our organization was Marshall's representative on

the Environmental Criteria Subcommittee of the NASA

Steering Committee for Uniform Design Criteria. An

investigation in support of this subcommittee's ac-

tivities revealed the lack of a unified definition. A

contract was let to General American Transportation

[7] to research all available literature and organize

applicable data into one source for transporation from

start of fabrication to launch site. This effort re-

sulted in a criteria document (for components ) which

the design engineer or packaging engineer can utilize

as a reference source for transportation vibration

and shock environments. This criteria has been sub-

mitted to the Steering Committee. It has been well

received by packaging and design engineers that have

been exposed to it.

V. DYNAMIC TESTING

The problems of dynamic testing are increasing

at an alarming rate. The state of the art in testing

large specimens is being taxed already and the avail-

ability of specimens Js even more of a problem. The

dynamic test vehicle has long been used as a low-

frequency test article. The need for transfer function

data across the stage interfaces and the need to under-

stand the complex interplay of forcing functions

prompted us to attempt to obtain high frequency test-

ing on the DTV. Furthermore, it was apparent that

this vehicle would probably be the last of the complete

full scale vehicles dedicated to dynamic testing, and

since there existed an accurate 1/10 scale model

which is currently under test at Langley, an unparal-

leled opportunity presented itself to obtain model -

full scale correlation. Once this correlation was

achieved, then models could be utilized with a greater

degree of confidence for future work on such items

as shrouds, skins, and other parts, as well as entire

vehicles. Of course the testing of segments of a ve-

hicle brings about other problems such as mismatch

of boundary conditions and the like.

Through using the newly developed impedance

techniques, it is anticipated that many of these prob-

lems could be overcome. It has been planned to do

model - full scale correlation using the impedance

techniques.

While the DTV program as such has not officially

been approved, it is rapidly becoming evident that

there will be no impedance program incorporated be-

cause of lack of funds and schedule problems. There-

fore, we have requested that upon completion of the

DTV program, the entire vehicle be restacked and

turned over to us for a period of not less than four

months to obtain sufficient data for our purposes. In

addition, since the t/10 scale model, presently at

Langley, is scheduled for use for approximately an

additional two years, it is extremely important that

another i/t0 scale model be obtained to provide the

correlation so sorely needed.

Figure 7 shows our mechanical impedance re-

search schedule for the next two years. The model -

full scale correlation will be accomplished using hard-

ware as it becomes available, dovetailed with the stat-

ic load tests and the high force vibration tests.

In this pursuit of the impedance concept, an im-

pedance instrumentation trailer is under development,

scheduled for delivery in the very near future. This

trailer was designed for multi-channel data acquisition

measuring force and velocity with phase retention, and
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deed will play a dominant role in dynamics testing in

the future.

I. TRAILER ACCEPTANCE & CHECKOUT

II. IMPEDANCE R&D

Develop Analysis Techniques

Test Reference Structures

SA-8 IU & S-IV Facilities Stage

III. DEVELOPMENT OF IMPEDANCE

VIBRATION PREDICTION TECHNIQUES

IV. DEVELOPMENT OF g DATA BANK

S-IC Structures

Forward and Aft Skirts

Fuel Tank, Thrust Structure

Dynamic Test Vehicle

S-II Structures (HFTP)

Forward and Aft Skirts

Aft Interstage Thrust Structure

V. 1/10 SCALE MODEL SATURN V

VI. MODEL CORRELATION STUDY

(1/10 Scale to DTV)

1966 1967 1968

F N JI3 AI S 01_

FIGURE 7. IMPEDANCE PROGRAM SCHEDULE

Vl. CONCLUSIONS

Successful programs have been accomplished in

vibration and acoustics research activities. Computer

programs have been developed to efficiently process

the large amount of data obtained from test programs.

Design information has been obtained for definition of

static equivalent loads that simulate dynamic environ-

ments. Better understanding of the effects of added

weights on the frequencies and mode shape of shell

structures under internal pressure has been accom-

plished. Transportation vibration and shock environ-

mental data has been published and the relationship

between forcing functions and frequency response

functions has been empirically investigated. All of

these areas need considerable additional investigation.

A promising tool that is being used at MSFC to pursue

research is the mechanical impedance technique,

which will be used for both full and sub-scale testing

and subsequent analytical evaluations.
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COMPUTATIONALMATHEMATICSAND LANGUAGES

By

C. L. Bradshaw:::

SUMMARY

The problems associated with effectively relating

machine languages and problem oriented language for

efficient use of computers is discussed. The need

for improvements in the man-machine relationship

and economic improvements of trade-offs that can be

achieved between presently developed machine lan-

guages to broaden the participation and usefulness of

the computer in space programs is emphasized.

The impact of standardization on computer utili-

zation, the consequent reduction in redundant effort

and relief from the continual need for the reformula-

tion of the problem is shown as an important objective

of the Computation Laboratory and some achievements

in this area are discussed.

I. INTRODUCTION

Computers have become an essential tool in the

research and development programs of our nation.

They have also become a very expensive and sensi-

tive item in our nation's budget. Research into

computational mathematics and languages can lead to

a more effective use of this most important tool.

This research effort can attack the overall problems

on five main fronts:

i. Improving the mathematics involved in obtain-

ing a computer solution to an engineering or scientific

problem,

2. Improving the computer programming lan-

guages used in problem solution,

3. Obtaining a more effective use of computing

hardware and software as relates to specific classes

of problems,

4. Development of more efficient computer

hardware, and

5. Improving the man-machine relationship as

relates to automatic computing devices.

MSFC has done or sponsored considerable re-

search in areas which have direct application to the

areas mentioned above. This survey will show the

MSFC efforts in these areas• This presentation will

be followed by two papers which will be more explicit

in two of these areas.

II. COMPUTATIONAL LANGUAGES

As mentioned earlier, computers are now being

used to solve many diverse problems in the fields of

engineering, science, and business. The fast com-

puting speed and large internal memory of general

purpose computers are valuable assets to those who

prepare the problem solution. However, the language

of computers is a sequence of numbers which usually

is reduced by the machine to a sequence of uues and

zeros, and this machine language is generally foreign

to the problem solution prepared by an expert in a

specialized area. Thus, there is a gap between the

language of a problem and the language of a machine

for solving it. The seriousness of this gap is in-

tensified by the fact that there are almost as many

machine languages as there are kinds of computers.

Therefore, work performed in machine language at

one site is often of littlevalue elsewhere if the

machines are different.

To reduce this gap, many programs have been

prepared so that on the one hand they can be under-

stood by computers and on the other hand they will

accept as input a higher level language which is closer

to the problem and is called the source language. The

techniques to implement programs which accept

source languages fall into two overlapping categories.

The simplest is to have the computer interpret state-

ments of the source language and process the intent

when it is recognized. The more popular technique

is to translate the source program into an object pro-

gram which is either in machine language or closer

':'Deputy Director, Computation Laboratory
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to machine language. In the latter technique, the

source program may have several equivalent repre-

sentations since the object language from one trans-

lation may be the source language for another.

Pragmatically, a language is defined in terms of

what a processor (whether it be called compiler,

translator, or assembler) will recognize correctly

for the user. In other words, a computer language

is directly or indirectly the language for input to a

computer. Consequently, standardization with a

group of users is necessary to determine what is

mutually agreed to as being the language.

When the users of a language are allowed to

participate in the formulating process, a more mature

version of the language can be produced more quickly.

The definition of ATOLL II (Automatic Test Oriented

Launch Language), which we will now describe, il-

lustrates how the changing needs of the user can be

incorporated into the language design during definition

to avoid producing numerous languages. In such an

environment, the trade-offs between features desired

and the implementation cost can be evaluated realis-

tically.

ATOLL II is a problem-oriented language for

real-time launch vehicle testing. The language is

structured like FORTRAN (Formula Translation) and

includes, in addition, real-time test-oriented state-

ments, a more elaborate data description capability,

a limited ability to manipulate symbolic or other non-

numeric values, and an ability to include inline sym-

bolic coding.

The language provides the capability to manipu-

late both the ground support equipment and the launch

vehicle. It provides for real-time delays, for con-

trol based on maintaining a sequence of events where

event execution is time related with respect to pre-

vious functions.

The language is open ended in that the user may

define what appears to the user to be additional source

statement types. Thus, the compiler can be adapted

to the problem area as new specifications are pre-

pared in the language.

The language is block structured to permit dy-

namic allocation of variable and temporary storage.

This feature, in combination with a provision to auto-

matically segment a test into independent programs,

assures that the object space required for test pro-

grams can be kept very small.

The language has been designed to satisfy many

of the requirements and desires of management, the

launch system engineer, and the computer program-

mer. According to dynamic definition techniques

which have been developed, this language has evolved

rapidly over the past year. ATOLL II is fully docu-

mented and available for study.

We now would like to mention the problem of

language translation. Since much programming ef-

fort has already been expended in languages which

are now obsolete, or for which processors are not

readily available, there is interest in the capability

to translate a program into another language which

is available. Also, it is desirable to minimize the

number of different languages a user must learn.

Many super-processors have been proposed

which are "machine independent." The purpose of

such a processor is to allow preparation of compilers

for classes of languages rather than for only a spe-

cific one. Until recently, insufficient information

was available to determine what classes are suffi-

ciently defined for implementing in such general

terms. However, some efforts have been quite suc-

cessful in the areas of assemblers and context-free

languages. How to proceed with context-sensitive

languages is not yet clear, although preliminary

efforts in this direction are being made.

Some of the most dramatic developments in soft-

ware have been seen in operating systems, or so-

called control programs. Control programs are

being given the tasks of handling computer interrupts,

doing bookkeeping on jobs, servicing remote termi-

nals on a priority basis, scheduling memory and

computer time, editing and merging of programs,

and total data management. As techniques of mech-

anizing such tasks are developed, the user is freed

from meticulous operations and his turn-around time

is shortened so that his time can be used more pro-

ductively.

One problem area which has experienced many

attempts but little success is that of preparing lan-

guage processors. Early attempts such as Jovial

and Neliac have proved to be educational but econom-

ically unfavorable. Recent developments in assembly

level languages have improved expressibility, strati-

fied the control of symbol expressions, incorporated

list structures, and refined recursive macro capa-

bility with conditional parameter substitution. Yet,

more work is needed to fill the gap between the kinds

of languages which are easily implemented and the

kinds of statements which users in specialized areas

find most appropriate for the problem at hand.

An example of a specialized area which has justi-

fied the development of a new language is trajectory

programming, which is discussed in the next section.



III. THE NISFC TRAJECTORY LANGUAGE

In the past, MSFC scientific programmers have

worked individually with the engineer in the develop-

ment of programs which were designed, programmed,

checked out, and documented specifically for that

engineer's need. This relationship of programmer

to engineer has proved effective because of the nature

of past problems and the limited language and sys-

tems capabilities. Specifically, in the past, many

programs were large and involved with long produc-

tion lifetimes. More recently, however, desired

programs cover a wider range of applications with

more limited use. This fact makes it imperative

that our scientific programmers produce and main-

tain many more programs. Also, software advances

have been made which open the door to a more general

and sophisticated approach to the trajectory applica-

tions area. There seems to be no choice but to re-

evaluate our overall procedures and optimize where

possible. As the result of careful investigation, it

has been determined that the function of setting up

and maintaining trajectory programs can and must be

optimized to a maximum reasonable level. At this

point, the maximum level of optimization or automa-

tion cannot be ascertained; however, some optimiza-

tion can be realized. This is possible when one

realizes that the entire area of trajectory computa-

tion, when taken as a whole, is a set of associated

problems with many elements in common.

The form that a problem may acquire in the pro-

cess of being prepared for computation will vary

widely within the range of imagination, experience,

and other resources possessed by individuals who

perform this task. For this reason, it is frequently

difficult and time consuming for one person to use or

become familiar with a program that was written by

someone else. It is also a time consuming task for

a programmer to modify his own program. Detailed

documentation relieves this problem to some extent,

but the more documentation there is to be studied,

the more complicated the task becomes. It is neces-

sary, or at least desirable, to restrict the general

overall structure of programs to conform as nearly

as possible to a general well defined standard model.

As a result of the language and systems improve-

ments and increased workloads, it was imperative

that research be done to establish a faster, less ex-

pensive, and more useful service by developing a

trajectory oriented programming system.

With the increasing demands for faster results

from man and the computer, it has become obvious

that these demands cannot be met with present re-

sources. With the cost of manhours increasing and

the cost of computing machine time decreasing, more

burden must be placed on the computer by the use of

more problem oriented systems. The trajectory pro-

grammer must be enabled to do a better job in a

shorter time and at less cost to meet these demands.

We answer the question, "How can a trajectory

oriented programming system help eliminate some

of the effort required by the man in the man-to-

machine cycle?" as follows:

1. Construct the programs in modular form.

Programs could consist of elements called modules

and can be thought of as building blocks for many

programs. This will eliminate repetitive efforts

since modules may be interchanged to create com-

pletely different programs without major reprogram-

ming effort.

2. Standardize nomenclature. To implement the

modular concept, standardization is necessary. It

enables the programmer and the user to communicate

in well defined terms, eliminating confusion in defi-

nition of coordinate systems, mathematical models

and units. Documentation of work done will be more

effective and meaningful. Programs written by other

programmers will be easier to interpret and under-

stand.

3. Standardize organization of programs. The

user and programmer can communicate at a common

level. The programmer would bc free to do more

useful and creative work in other areas. New users

and new programmers can become familiar with pro-

grams and trajectory concepts earlier. Interchanging

of programs will be easier. Programs will be easier

to modify and maintain simply by changing and modi-

fying only the necessary modules. Programs will be

easier to evaluate since the programming effort will

be isolated from system functions. Organization of

the problem will be simplified since much of the

logic will be handled by the system preprocessor.

We next look at the impact on utilization.

A problem oriented language and system will

enable the programmer to drastically cut the time

required in setting up and maintaining a trajectory

related program. This savings results from the

programmer being able to use precoded subroutines

and sub-programs as the need arises. These pre-

coded elements will be fully documented and com-

pletely checked out beforehand, thus freeing the

programmer from these routine tasks.

A library will be established for the programmer

and the user. Therefore, the engineer will be relieved



of theneverendingproblemof reformulationandre-
checkingof requestsandproposals.As routinesare
developedandpooledbyusers,muchredundanteffort
will beeliminated.

Betterdocumentationof workwill beprovidedby
astandardizationof programlogic.

Wenowlookat thedifficultiesin developinga
trajectorysystemofthis type. Tobewidelyuseful
andaccepted,atrajectorysystemmustsatisfythe
requirementsof all theusers. Eachuserusuallyhas
a specialinterestwhichemphasizescertainareas
morethanothers;for instance,theengineerwhose
primaryconcernis trajectoryoptimizationputsa
differentemphasisontheguidancepackagethanwill
theengineerwhoseprimaryconcernis simulating
theon-boardguidancecomputer.In actualpractice,
it is difficult to satisfytheneedsof themanyusers
withonetrajectorysystem.Eventhoughdifficult,
sufficientresearchhasbeendoneto demonstratethe
feasibilityoffurtherresearchofsucheffort.

Wemustrecognizetheresearchthatmustbe
carriedonin thedevelopmentofa problemoriented
system.

1. Problemareasmustbeanalyzedto determine
thefeasibilityof developingandimplementinga tra-
jectorylanguage,in ourcase,to seeif thetrajectory
areais sufficientlylargetojustify suchaneffort.
Wehavedeterminedthatit is largeenough.

2. Workdonebyotherlaboratoriesandinstalla-
tionsmustbeinvestigatedtodetermineif theyare
doingworkin this area. If so, wemustestablish
whythe effort, amount of effort, state of development,

and evaluation of their effort relative to our needs.

3. Our own needs, present and future, must be

investigated considering customer contacts, past

requirements, survey of existing programs, what

future needs are expected to be.

4. Methods must be developed for providing the

following:

a. Program logic - to allow the programmer

to direct the flow of the program in extremely in-

volved logical paths.

b. Events - all complex trajectory programs

involve some type of events or interrupts; much plan-

ning and analysis are required prior to writing a

program. Examples of events are engine cutoffs,

weight drops, high-q and tilt arrests.

c. Integration - much research needs to be

done in this area to allow the user to select integra-

tion schemes to give the desired accuracy for his

problems.

d. Input and Output - the present laborious

effort of writing long lists and involved format state-

ments must be simplified.

Our future plans are as follows:

1. Develop and implement an upward compatible

trajectory oriented programming system. It must

also be emphasized that all future programs written

in the MSFC trajectory system will be FORTRAN IV

compatible with other installations.

2. Prepare abstracts for all modules both mathe-

matical and program.

3.

cluding

source

Prepare a users manual for the system in-

complete description of statements and their

output.

4. Provide training for the users.

5. Study feasibility of adapting preprocessor to

another machine. The Vectran Engineering Simulation

System (VESS) preprocessor has already been trans-

lated to ALGOL and will process FORTRAN IV state-

ments on the Burroughs B-5500 computer.

The trajectory oriented programming system

planned by MSFC, Marshall Vectran Engineering

Simulation System (MARVESS), contains the only

preprocessor which actually provides a system func-

tion that will recognize a set of statements and create

a trajectory program. No other system which we have

studied can provide these necessary features.

IV. AMTRAN

I would like to mention at this time one other re-

search effort which is underway at our Center and has

as its goal the improvement of the man-machine re-

lationship. This effort, which has been given the

name Automatic Mathematical Translator (AMTRAN)_

is directed by Dr. Robert Seitz of the Research

Projects Laboratory. AMTRAN is designed to be an

automatic programming, on-line, multi-terminal

computer system which should afford marked improve-

merits in programming, debugging and turn-around

times when it is fully developed. The system permits



a scientistor engineerto entermathematicalequa-
tionsin their naturalmathematicalformatasthey
appearin a textbookand,barringcomplications,"to
obtainanimmediategraphicaldisplayof thesolution
onanoutputdisplaydevice. Thesystemis intended
to beusedfor straightforwardproblemsolutionby
theengineeror scientistwith little computerexperi-
encewhileat thesametimeprovidingtheflexibility
requiredbytheexperiencedprogrammerto solve
non-routineproblems.A "sampler"versionof the
systemis nowavailableusingamodifiedIBM1620
computer.

V. RANDOM PROCESSTHEORY

The purpose of research in this area is to ex-

amine the existing Computation Laboratory techniques

used to reduce and analyze random process data

toward the objective of devising new or improved

applications of statistics and random process theory.

The specific goals of this research are to reduce the

data editing and computer Usage time, to increase

the "accuracy" of the statistical estimates of the

processed data, and to recommend future applica-

tions of existing data reduction equipment. These

improvements are to be a result of the investigation

of the tecbmAques used by the Computation Laboratory

and the appropriate application of:

1. Digital filtering techniques

2. Correlation function analysis

3. Spectral smoothing techniques

4. Special functions or processing

5. Spectrum analysis of nonstationary functions.

Research contracts were undertakento study

numerical smoothing and differentiation methods.

With these studies, digital filtering techniques were

developed and investigated. The main effort was de-

voted to linear digital (numerical) filters for per-

forming smoothing, differentiation, and integration

of discrete data and to do error analysis for these
filters.

The mathematical foundations were rigorously

justified by beginning with classical Fourier theory

and following through with the development of gen-

eralized functions which led to specific functions used

for filtering. This work is well documented in NASA

Contractor Report CR-136. These desired digital

filtering techniques were derived and are now being

successfully applied to test data.

The Computation Laboratory also initiated a re-

search study with the Cornell Aeronautical Laboratory

to do research in areas which would satisfy the

Laboratory requirements of-

1. Studying and applying the available random

data processing techniques to the existing MSFC prob-

lems, and

2. Developing new and improved techniques of

data processing.

The following discussion indicates that the above

requirements are being satisfied.*"

A. DIGITAL FILTERING

Selection of an appropriate sampling interval

which produces negligible frequency folding is para-

mount to accurate digital data processing. The vast

amount of literature available which describes digital

simulation of transfer functions from the time re-

sponse point of view can be used to produce pre-

whitening filters having specific frequency character-

istics.

Taking the Tustin Transform of an analog notch

filter will produce a digital filter which can be used

for pre-whitening, with the possibility of total re-

jection of one frequency. These notch filters contain

relatively few weights.

In situations where the power spectral density

function of only a band of frequencies is of interest,

digital heterodyning may provide a computational

time savings in data processing.

B. CORRELATION FUNCTIONS

After reading the analysis of different methods of

estimating correlation functions, one should conclude

that modifications should be made to any existing

computational technique that does not consider both

the accuracy of estimates and the computer time re-

quired. Many types of correlation function estima-

tors are given (autocorrelation being a special case

of cross-correlation}. Extensive study of the "half-

polarity" correlator is presented. Computer pro-

grams are outlined, which will calculate, in minimum

time, the "half-polarity" and "full-precision" cor-

relation functions. It is also suggested that correla-

tion computational techniques given in the reference

are applicable.

;',_Research Studies of Random Process Theory and

Physical Application, NASA CR-61081.
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C. OPTIMAL SMOOTHING OF POWER SPECTRAL

DENSITIES (PSD)

The appropriate application of proper techniques

will produce spectral estimates with greater accuracy

and "also eliminate the need for pre-whitening of the

signal prior to processing.

In June, 1965, a 12-month extension to the

project was initiated. The objectives are to extend

and expand the techniques under the initial effort.

Primary investigations will be the application of the

non-stationary correlation function theory and digital

correlation function computation techniques. The

following list summarizes the teclmical effort and

indicates the order of priority:

1. Non-stationary data processing

2. Stationary data processing

3. Block diagrams covering application of data

processing techniques developed.

The following are the major accomplishments to

date:

1. The discrete data non-stationary correlation

function theory has been developed.

2. A solution for the form of the optimum filters

to be used in the discrete data correlation function

detector has been obtained.

VI. DISCRETEOPTIMIZATION TECHNIQUES

This laboratory has a contract with the University

of Tennessee to do research in Discrete Optimization

Techniques. The principal investigator is Dr. Gordon

Sherman of the University's Computing Center and

Mathematics Department.

The problem is to maximize (minimize) a func-

tion defined on a given finite set. Typical examples

are: the shortest tour problem, the job shop sche-

duling problem, and the transportation problem.

Satisfactory solutions are available for some prob-

lems of this class, while complete enumeration oi all

alternatives, if it were possible to do so, is the only

known way of producing solutious for other cases.

Dr. Sherman has taken a stochastic approach to

the problem with the basic idea of combining intelli-

gent search with random search. He has produced a

family of algorithms that are quite efficient in the

shortest tour type problem. These problems were

used as test cases since the most research had al-

ready been done on them. Detailed explanation of the

method, algorithms, and results may be found in an

article called "Discrete Optimizing" by Reiter and

Sherman in the September 1965 issue of the Journal

of Industrial and Applied Mathematics.

VII. ANALOG COMPUTATION
AND SIMULATION

The traditional tool for simulation of dynamic

systems has been the analog computer. The simi-

larity between the real system and the program on

the analog computer, and the possibility of identifying

a block of the real system as a group of computer

components, gives the simulation technique the ad-

vantage of a model-like representation. This allows

for an easy introduction of modifications and im-

mediate observation of the effects of these changes.

There are certain shortcomings in the use of analog

computers. These are in the lack of random access

memory, limited arithmetic precision, awkwardness

in performing complex arithmetic, and others. These

shortcomings led to a combination of the analog with

the general purpose digital computers, thus preserv-

ing the advantages of the almlog while overcoming

most of the shortcomings. This type of system is

called a hybrid system.

Hybrid computation, however, introduces prob-

lems itself. Even though at many different places

detailed investigations have been conducted, it was

felt necessary to secure the support of an academic

institution for basic studies in the area of error

analysis of hybrid computation.

Since this is a difficult and complex field, these

studies are expected to become a long range effort.

Some investigatio_m have already been conducted by

the Georgia Institute of Technology. The time limit

for this review allows us to report only on the prob-

lem area, the approach, and the more important

results. Dr. Finn (of Georgia Tech) has investi-

gated the errors introduced by sampling, by hold

operation (zero and first order) for periodic,

sha__d_, and stationary band limited random ['unctions

of time. The sampling rate must be at least higtl

enough to avoid fold over. When the highest lrequency

present in the continuous signal is f maximum, then

the sampling frequency must be more than 2 f maxi-

mum to avoid fold over. This is well known and fol-

lows directly from a frequency presentation of the

sampled signal.

6
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When we concentrate on wide sense stationary
random processes as time functions, we can make

statistical predictions about the expected error and,

what is more meaningful, the expected error square
since the probability of positive and negative errors

is equal. We can determine sampling rates, limiting

the probability of our error to exceed a preset limit.
The theory allows us to determine upper and lower
bounds for the ratio mean square error for a band

limited random process as a function of the sampling

rate (zero hold). These investigations are intended
to be extended to higher order hold sampling tech-

niques where similarly interesting results can be ex-

pected.

For sampling periodic functions, upper bounds

for the ratio mean square error can also be given

under the assumption that the initial phase is uni-

formly distributed over all possible values in a ran-
dom fashion.

Dr. Finn has concentrated on investigating the

error introduced by replacing the continuous function
of time X(t) with a sampled representation using

zero order and first order hold. Dr. Hammond, also

of Georgia Tech, has worked on a system of n first
order differential equations. With little loss in gen-

erality, he starts with a class in which the first

derivative is represented explicitly as a function of

position and time. The hybrid computer uses its
analog part for integration and its digital part for
function generation. This allows one to derivo for

the error a system of linear differential equations.

For short intervals the coefficients in these equations
can be considered as constant and the forcing func-

tion can be approximated by a staircase function.

This not only allows one to use Laplace techniques
for their analytical solution, but also provides a

computer program of moderate complexity which can

be incorporated with the hybrid program. A test pro-

gram is presently set up in the Simulation Branch of
the Computation Laboratory to study the usefulness of
this approach.

VIII. NUMERICAL INTEGRATION

Because of the tremendous cost of modern com-

puting equipment and the considerable amount of time

used to perform certain types of studies, for example,

orbit calculations, very substantial savings in com-

puter time and dollars can be realized by even modest

improvements in numerical integration techniques.
The Computation Laboratory, in a continual search

for better integration methods, has a dynamic pro-

gram in mathematical and numerical analysis. This
program is carried out by in-house staff members,

specialists on a consulting basis, and through con-
tracts with universities and some industrial firms.

The numerical integration of differential equa-

tions demands quite a large amount of computing
time. Therefore, a great deal of attention has been

given to devising more efficient methods of integra-

tion. The laboratory has a research contract with
Vanderbilt University, Nashville, Tennessee, for

the investigation of improved techniques for numerical

integration of differential equations. The principal
investigator on the contract has been Professor E. B.

Shanks of the University's Mathematics Department.

Professor Shanks has devoted his efforts primarily

to a study of Runge-Kutta type processes. At the
time the contract began, there existed the well-known

Runge-Kutta formulas of fourth order requiring four

evaluations of the function; the Kutta-Nystrom formu-
las of fifth order requiring six evaluations; and the

less well-known Huta formulas of sixth order requir-

ing eight evaluations.

A paramount problem in trying to increase the

order of the formulas in the Runge-Kutta sense is
that the number of conditions to be satisfied increase

exponentially (essentially) and by the fact that the

degree of the resulting algebraic conditions increases
by two at each stage; for example, a seventh order

formula with nine evaluations involves 58 algebraic

conditions with about half of them of twelfth degree.
In such a complex system the notation becomes cum-

bersome and a problem in itself. However, the prob-
lem became tractable through use of the tensor calcu-
lus notation.

Dr. Shanks has been able to develop formulas of

the sixth order with seven evaluations; seventh order

with nine evaluations; eighth order with twelve evalua-
tions; and ninth order with seventeen evaluations.

By adopting a new view point in which not all of
the algebraic conditions were exactly satisfied, Dr.

Shanks has been able to develop formulas of fifth order

accuracy with five evaluations; sixth order with six
evaluations; seventh order with seven evaluations;

and eighth order with ten evaluations. All experience
to date indicates that these formulas are more ef-

ficient than any of this type known previously. Addi-

tional details may be found in NASA Technical Note

D-2920 and "Solution of Differential Equations by
Evaluation of Functions," Mathematics of Computation,

January 1966.



1 67-30607

NEW ONE-STEPINTEGRATIONMETHODSOF HIGH ACCURACY

Erwin Fehlberg*

SUMMARY

New numerical methods for the solution of

periodic trajectories for the restricted three-body

problem are presented and factors affecting both the

accuracy of results and the reduction of electronic

computer time through the use of the new methods

are discussed. Extension of the Runge-Kutta method

to higher order of accuracy and the establishment of

a pure series expansion method with transformation

of the original differential equations to a second-

degree algebraic system and application of recur-

rence formulas has provided a method to more

effectively use computer capability and point the way

for use of the new methods in many space problems.

I. INTRODUCTION

The development of the electronic computer has

created a need, and that need is becoming increasing-

ly urgent, for more accurate, more powerful numeri-

cai methods of computation. The computer is, of

course, nothing more than a piece of hardware, how-

ever complex. It obeys whatever numerical methods

are programmed into it. Most numerical methods

were developed long ago when the only tools available

to mathematicians were pencil and paper, and perhaps

a few tables of pre-calculated values (sines, cosines,

logarithms, etc. ). The advent of the simple desk

calculator helped. But even with the desk calculator,

computational procedures had to be kept simple.

Complicated operations, no matter how refined or

necessary for the solution of certain complex prob-

lems, were impractical or impossible.

The rapid development of the modern electronic

computer caught most mathematicians unprepared to

use other than their old methods on the new hardware.

Even now, the numerical methods used at many com-

puter facilities are still the old desk calculator

methods. For example, the standard method of

Runge and Kutta, still widely used for the numerical

integration of differential equations, was developed

around 1900. The method was quite suitable for use

with hand-operated desk calculators.

But many of the scientific and engineering prob-

lems at Marshall Space Flight Center have become

so involved that use of the standard, turn-of-the-

century methods is completely out of the question.

Not only are these methods often extremely slow,

consuming excessive amounts of expensive computer

running time; they are inaccurate, producing un-

reliable results. Thus there is a pressing need at

the Marshall Space Flight Center for new, more ad-

vanced computational methods designed especially

for use with the modern electronic computer.

The Computation Laboratory has been actively

seeking modern numerical methods suitable, in

particular, for the solution of problems in astro-

nautics and celestial mechanics. In recent years,

several new approaches to the solution of ordinary

differential equations have been developed i_n which

such problems are expressed. One new approach

is based on a power series expansion combined with

a sophisticated, high-order Runge-Kutta procedure.

Unlike the old methods still in widespread use, these

new methods can conveniently be extended to any

high-order accuracy desired.

These powerful, high-order methods drastically

reduce the errors involved in the numerical integra-

tion of differential equations. Such errors originate

both in the physical limitations of the computer,

i. e., round-off errors, and in the limitations of the

numerical method programmed into the computer,

i. e., truncation errors. Moreover, in problems

like the three-body problem, the new methods pro-

ceed in large integration steps without impairing ac-

curacy. Thus they are also much faster than conven-

tional methods, which must proceed in extremely

small steps to preserve some accuracy.

The Marshall Space Flight Center is conducting

extensive theoretical and numerical studies of

periodic orbits of vehicles in the earth-moon system.

* Technical Staff, Computation Laboratory
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Datapreciselydefiningalargenumberof such
periodicorbitshavebeenobtainedusingthenew
methods.Consideringtheeffectof thetruncation
error, andto givesomeideaof theaccuracyand
speedpossiblewiththesemethods,asampleperiodic
orbit in therestrictedthree-bodyproblemwascom-
putedandfoundto retainits periodicityto within0.01
millimeter (thedistancefrom theearthto themoon
is 384,000kilometers). Thecomputationtookonly
about5percentas longaswiththeconventional
Runge-Kutta-NystrSmmethod.

Thesenewmethodscan,of course,beusedto
solvemanyotherproblemsin additionto problems
incelestialmechanics.Theyarefully reportedin
theliterature.

II. AVAILABLE INTEORATIONMETHODS

A. MULTISTEP METHODS

because the iterated values for the changed step size

must be of high accuracy. For these reasons, among

others, multistep methods are largely restricted to

problems that can be integrated entirely in steps of

the same size. This is, of course, the case in the

determination of astronomical orbits, where the

distances between the attracting bodies are changing,

but not radically.

This is not at all the case in, say, the interest-

ing orbits of the restricted three-body problem.

Figure 1 shows a typical periodic orbit of the re-

stricted three-body problem. The earth and the

moon are the two attracting masses. These and the

space vehicle are shown in the rotating coordinate

system, in which the x-axis always extends from

the earth to the moon. Every fifth integration step

is indicated, except in the vicinity of the earth,

where the steps were too numerous to show. Ob-

viously, the integration steps in the vicinity of both

the earth and the moon are much smaller than those

where the vehicle is far from either attracting body.

Methods for the numerical integration of dif-

ferential equations are, broadly speaking, either

multistep or one-step. Multistep methods were de-

veloped as early as the nineteenth century, mainly

for problems in astronomy. As their name indicates,

these methods use the information from several back-

ward computation steps ir calculating the solution for

the current step. Multistep methods (e.g., the

methods of Adams, Cowell. Gauss, etc.) are very

efficient for problems that can be integrated in steps

of constant size. Since many such problems are

encountered in astronomy, it is not at all surprising

that a number of multistep methods have been de-

veloped by astronomers. Multistep methods also have

the very great advantage tlmt they generally require

only one or two evaluations of the differential equa-

tions per step, and they can be extended to any order

of aceuraey simply by adding higher-order difference

terms to the formulas. Ilenee, unlike the Runge-

Kutta method, which is the classieal one-step method,

they are quite fast on an electronic computer; they

are eeonomieal, and they can be made very accurate.

But multistep methods do have a number of

major disadvantages. They are not self-starting,

but require a special starting proeedure. A history

of known values is needed before computation can

begin. Thus a number of baekward values must be

created by means, for example, of an iterativc pro-

eedure. And if the integration step size has to be

ehanged during the computation, if, for instance, the

step size must be reduced to preserve aceuraey,

additional time-consuming iterations are needed to

build a new difference scheme--time-consuming
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FIGURE 1. PERIODIC ORBIT OF THE

I_ESTIHCTED TIIREE-BODY PROBLEM

This kind of flexibility--to be able to increase the

step size as much as possible or to be able to de-

crease it as much as necessary--is essential for

efficient integration of such problems as the re-

stricted three-body problem. It speeds the integra-

tion during the large part of the orbit where the space

vehicle is near one or the other of the attracting

masses.

Tiffs need for flexibility in the size of the inte-

gration step is caused by two kialds of error that

accumulate during a computation. Too large a step

size results in an unacceptably large truncation er-

ror because trmmation error is proportional to a

certain power of the step size. Too small a step

size not only slows the computation, thus wasting

10
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expensivemachinetime, evenmoreseriously,it
resultsinanunacceptablylargeround-offerror be-
causeround-offerror is a direct functionof the
numberof stepsthatmustbetakento computethe
entireproblem.

For usewithcomputers,theability to selectively
varyor to automaticallycontroltheintegrationstep
sizeis fundamentalto theefficient, fast-and-accurate
integrationof problemslike therestrictedthree-body
problem. Thiscannotbedonewithmultistepmethods
exceptat considerableexpensein increasedcomplex-
ity andincreasedcomputerrunningtime.
B. ONE-STEPMETHODS

One-stepmethodslendthemselvesmorereadily
to step-sizevariation. In fact, thestepsizecanbe
changedat anytime andcanimmediatelybeaccom-
modatedto localconditionsat anypointin aninte-
gration. One-stepmethodsarealsoself-starting.
Butthey, too,havea numberof disadvantages.The
classicalRunge-Kuttamethodis of onlyfourth-order
accuracy. Severalextensionshavebeenmadein the
last decade,notablybyShanks[ 1, 2], butShanks'
method,themostaccurateRunge-Kuttaprocedure
developedto date, is still of relativelylow-order
accuracy(upto eighth-order). Runge-Kuttamethods
alsotendto beslowbecauseof their greatcomplexity.
Thedifferentialequationmustbeevaluatedmany
timesfor eachintegrationstep.Shar_ks'eighth-order
method,for example,requires12evaluationsper
step. K, in addition,thedifferentialequationsare
complicated,if theycontaintranscendentalfunctions
(sine, cosine,exponentialfunctions,etc.), the
methodbecomesexcessivelyslowandthecostin
computerrtmningtimewilt certainlybehigh.

Anotherweaknessof Runge-Kuttamethodsis that
they,too,like themulti-stepmethods,lackan
economicalprocedurefor automaticallyadjustingthe
stepsizeto thelocalconditionsof theproblem. As
withall one-stepmethods,thestepsizecanbe
changedat anytime, butnoeconomicalcontrolpro-
cedureseemsto exist to doit automatically.In fact,
usingRunge-Kuttamethods,oneneverknowswhether
theproperstepsize (for acombinationof maximum
accuracyandspeed)is beingused. Thereis noeasy
wayto determinethis. Apartfrom somewhatdoubt-
ful rule-of-thumbcontrolprocedures,thereexists
onlyRichardson'swell-knownmethodof thedeferred
approachto thelimit. A stepis computed,recom-
putedwithhalf thestepsize (or doublethestepsize},
andthen,byanextrapolationprocedure,theresults
of thetwocomputationsarecompared.This, how-
ever, doublesthecomputationaleffort or, more
exactly,doublescomputerrunningtimemerelyfor
thebenefitof step-sizecontrol.

This, briefly, wasthestate-of-the-artin
methodsfor integratingdifferentialequationswhen
theComputationLaboratorybeganresearchin the
field. Theavailablemethodswererather inaccurate
andslow,andcostlyin machinetime evenfor the
solutionof arelativelysimpleproblemlike there-
strictedthree-bodyproblem. For morecomplex
problemsin orbitalmechanics,like then-bodyprob-
lem, theycouldwell turnoutto beprohibitivelyslow
and,worse,intolerablyinaccurate.Anoriginal,start-
ing 16-digitaccuracycouldeasilydwindleto twoor
oneor noaccuratedigits at theendof a long,com-
plexcomputation.Also, it seemedabsurdto pay
heavilyfor auxiliaryfeatureslike step-sizecontrol.

III. POWERSERIES EXPANSION METHOD

As a first quick improvement, the range of prob-

lems normally solved by pure power series expansions

was expanded [ 3]. The use of pure power series ex-

pansions to solve differential equations is not exactly

new, of course.-':, But unless the differential equation

under consideration was extremely simple, pure

power series expansion methods had generally been

discarded as leading to cumbersome and lengthy com-

putations for the derivatives they require. And, in

fact, the method suggested requires a repeated total

differentiation of the differential equation (s) with re-

spect to the independent variable to obtain the neces-

sary coefficients of the power series expansion.

Only a few years ago, the repeated total different-

iation of a differential equation was not considered

feasible, since, with increasing order, the deriva-

tives become rather mlwieldy expressions. But with

fast electronic computers such a procedure is gener-

ally quite feasible. It is well-known that in the last

few years considerable progress has been made in

the automatic differentiation of formulas by computers.

Moreover, as an even more effective approach,

apart from a straight-forward differentiation of the

differential equation (s), a great number of these can

be differentiated in a rather simple way by first trans-

forming them, through introduction of auxiliary fanc-

tions, into algebraic differential equations of the

-",=All commonly used integration procedures are, in

fact, based in part on a power series expansion. The

coefficients of Runge-Kutta formulas or the coeffic-

ients of multistep methods are obtained by expanding

in power series (Taylor series, etc. ) and then find-

ing systems of equations of condition for these co-

efficients.

11
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second degree. For special differential equations

the procedure has been outlined in earlier papers by

Steffensen [4] , Rabe [ 5] , and the author [3]. The
procedure is based on the fact that the high-order
derivatives of a second-degree system of differential

equations can be conveniently obtained on a computer

by recurrence formulas.

This can best be illustrated by the transforma-

tion procedure in a simple example. Consider the

differential equation

dx -x
m_

dt e . (1)

Introduce the auxiliary function

-X

e =u (2)

and obtain from equations (1) and (2) a system of

second-degree algebraic differential eaquations

d__xx= du -u2
dt u, _- = . (3)

Substituting the power series expansions

x= _ X v • (t-t0) v, u= _, Uv (t-t0) v (4)
v=O 1.,=0

into equation (3) and comparing coefficients for the

terms with (t - to) n results in the following recur-
rence formulas for the coefficients in equation (4) •

(n+l) Xn+ 1 = U n

n

(n+l) Un+ 1 =- >', U • Uv n-v
v=O

(n=l,2, 3 .... )

(5)

Since the first coefficient X o is known from the

initial value x (to) for the step and the first coefficient
Uo can be obtained from equation (2), all following

coefficients X v, Uv (v = 1, 2, 3 .... ) can easily be
computed from the recurrence formulas of equation

(5), a very convenient procedure for electronic

computers.

at At can be adjusted immediately in such a way that

]Xn+ 1 (At) n+ 1 ] remains within prescribed limits.
(For safety it might sometimes be advisable to con-
sider more than just one term of the truncation

error. ) Unlike Runge-Kutta or multistep methods,
no repetition of any computation is necessary if the

step size fails to meet the requirements for the

magnitude of the truncation error. The Computation
Laboratory knows of no other method that offers such

easy step-size control.

In this simple example, there is no real need to
introduce auxiliary functions, since a repeated dif-
ferentiation of the differential equation (1) can be

performed without difficulty. A more representative

example follows to illustrate how convenient the
method can be.

IV. POWER SERIES EXPANSION METHOD

APPLIED TO THE RESTRICTED THREE-BODY

PROB LEM

Clearly, the following equations, for the re-
stricted three-body problem in the rotating coordinate

system, are not nearly so simple as equation (1) :

d2x _t x +d_=X+ 2 - (l-N) [(x+_)2+ y2la/2

x- (i-,)
- bt[ (x-l+_)2 + y2] 3/2

dt2 = y - 2 - (i - p)
Y

[(x+p)2+ y2] a/2

Y a/_ (6)
- _ [(x-1+p) 2+y2]

where p = the relativemass of the moon in the earth-

moon system.

There exists a first integral of these equations

of motion, the so-called Jacobi integral

,J 2 _ + _ x2 _ y2]_ [(x-l+_) 2 +y21 1/2

It is quite obvious, too, that the power series

expansion method allows for an extremely simple

automatic step-size control. Assuming truncation
of the expansion in equation (4) for x after the term

Xn(t-to) n, the leading term of the truncation error
of x can easily be found by extending the computation

to the next coefficient Xn+ 1. If the truncation error
turns out to be too large or too small, the step size

12

/_ 1/2 = Const. (7)
- [ (x-l+p)2 + y21

Auxiliary functions are again introduced

r2 = (x+p)2 + y2, s2= (x-1+p)2+ y2 1

u = r 3 , v =
(8)
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Introducingequation (8) intoequation (6) trans-

forms the originalsystem intothe following second-

degree algebraic system, which can be integrated

directlyby power series expansions:

d2x dy u(x+p) - v(x-l+p),
dt--5-= x+ 2dt -

dx
dd__= Y-2_-- uy-vy

(9)

du + dr dv + ds
rdt 3u_-= 0, s_- 3v_- = 0,

r2= (x+p)2+y2, s2= (x_l+p)2+ y2

Again, of course, new differentiale(uationsfor

the auxiliaryfunctions have been added, but the new

system is completely algebraic, containingonly pro-

ducts oftwo functionsthroughout.

Let the power series expansions be

Vx= _, X v (t-to) Y= _' Yv (t-to)V
v=O v=O

u v r (t-tot
v=O v=O

r= _, R, (t-to)v , s = _, Sv (t-to)
v=O v=0

l (lo)

The first coefficients Xo, X 1 and Yo, Y1, are
known at the beginning of the integration step. The

forst coefficients Ro, So, Uo, and V o are then de-
termined from equation (8).

Inserting power series expansions from equation

(10) into the original system of equation (9), the
following recurrence formulas for the succeeding
coefficients are obtained:

n n-I

n n n-1

2SoSn = v=o; XvXn- v -2(1-")Xn+v_oYvYn_ v -v_ 1 SvSn-_

n n-1

nR U = -3 _ vR U - _ VUvRn_ v
o n _1 _ n-v v_l

n-I

- Sn_ 
rs-1

(n + 1) aXn+ I = Xn_ I + 2nYn-_Un-I + (I-_) Vn- I -_=o(Uv+Vv)Xn= -l-v

n-I

(n+ l) nYrl+l = Yn~l - 2nXn - _ +L, (U v Vv) Yn-l-v
u=O

(n = 1,2.3 .... )

(11)

Thus all the Taylor coefficients of X and Y can be
obtained. These expressions can be extended to as

many terms as desired. There is no restriction
whatsoever on the order of the formulas. This is in

distinct contrast to Runge-Kutta formulas, in which

each advance of only one order in accuracy has taken
many years to establish and, as mentioned earlier,

the highest known order is only the eighth. There is
no such problem with recurrence formulas. It is such

recurrence formulas, evaluated automatically on the
computer and extended to any order desired, that form

the basis of both the pure power series expansion
method and, as will be shown in the next section, the

improved Runge-Kutta method developed by the
Computation Laboratory. By a suitable transforma-

tion the original differential equation(s) is reduced
to a second-degree algebraic system and then the re-

currence formulas are applied whose coefficients are
determined automatically on the computer.

The Computation Laboratory has solved many
problems--restricted three-body, motion of an elec-

tron in the field of a magnetic dipole, and others--by

a pure power series expansion method. However,
while the method proved superior to other existing

methods, there still seemed to be some room for

improvement. For example, the number of terms in
all the sums in equation (11) increases with increas-

ing n. Hence computer running time gets longer for

higher-order coefficients.

It is well known, too, that power series expan-
sions have certain limitations with respect to the

truncation error. When one truncates the expansion,

there is no way of covering the remainder of the error,
which is roughly equal to the leading term. This is

unavoidable in a power series expansion, although it
is even more of a problem in multistep methods. This

need not be such a problem with Runge-Kutta methods,
and it is for this reason that the Computation Labora-

tory has developed the Runge-Kutta transformation

method, which combines the high-order accuracy of
power series expansions with a good coverage of the
truncation error. In fact, since, to a certain extent

at least, the leading term of the truncation error can
be covered, the Runge-Kutta transformation method

radically reduces the truncation error.

Thus a combination of the two methods should

not only be more accurate than the pure power series
method, it should also provide an advantage in speed

because larger step sizes can be used. The combined
method is described in the next section.

13
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V. RUNGE-KUTTA TRANSFORMATION

METHOD

A. FORMULAS OF ANY DESIRED HIGH ORDER

Consider only second-order differential equations

since it is these that are most frequently encountered

in physics and mechanics. (The method works for

first-order systems as well [6]. ) For brevity,

formulas for only a single equation will be written,

although the method holds in exactly the same way

for systems. Letting x be the original dependent

variable, then:

\

= f(t, x, _)

x(t0) = x0, x(t0) = x0

(12)

Next a transformed variable x T is introduced,

which equals the original variable minus the first

m+2 terms of the power series expansion for x

m+2

x T=x- _, X v (t-t0) v (13)
v=l

m+2

_T = _ - >--_ vX v (t - t0) u-1 (14)
v=l

Performing this subtraction results in a function

with zero derivatives for t=t o up to the m+2nd order.

The following differential equation is obtained for the

transformed function XT:

m+2

T=fT=f-_
_=2

v (v-l) X v (t - to) v-2

xT(t0) = x(t0) = x 0, xT(t0) = 0

(15)

That the first m+2 derivatives equal zero con-

siderably faciliates establishment of Runge-Kutta

equations of condition. Furthermore, accuracy

can be of any high order desired simply by subtract-

ing enough terms from the original function. In

other words, a very simple function is always created

that has zero derivatives up to the m+2nd order.

Rungc-Kutta formulas of any high order desired can

then be obtained for this transformed function merely

by choosing m sufficiently large. For example, the

Runge-Kutta formulas for the transformed differential

equation (15) just given would read

\

kl= fT (to +°qh' Xo, 0) h l

k 2= fT(to+ oe2h , Xo+floklh, 0+ fllkl)h

k 3 = fT(to+ oe3h , Xo+Toklh+ 50k2h, 0+ 71kl

+ 51k2) h 1

k 4= fT(to+ c_4h , x o+ _oklh+_ok2 h+_Jok3 h, 0+qk i

+ _lk2 + _lk3) h

(16)

and

x T= x 0+ (Clk 1+ C2k 2+ C3k3) h+ 0(h m+5)

, . m+5
)¢T = 0 + C'lk 1 + C'2k 2 + Cak 3 + 0(h )

^ A A A 0 (h m+6 )x T= x0+ (Clk 1+ C2k 2+ C3k 3+ _4k4)h+

(17)

Three substitutions yield an accuracy in x, R to the

h m+4th term, where m is the number of differentia-

tions performed in equation (13) before x can be re-

placed by x T. The fourth substitution in equation

(16) yields the truncation error term required for

automatic step-size control.

Thus an additional advantage of this approach,

which also distinguishes it from any other Runge-

Kutta formulas, is the very simple, economical (in

computer running time) procedure for control of the

truncation error. Only the first three evaluations

are needed for the actual computation; the fourth

evaluation gives an improved value for _ which is

accurate to one further power of h. By subtracting

these terms, the leading term of the truncation error

is represented with sufficient accuracy

Tx_ x T-_T = [ (C1- C1)kl+ (C2- _2)k2

+ (C a - _a)ka - _4k4lh . (18)

Full details on these new high-order Runge-

Kutta formulas are given in reference 6.

B. FORMULAS WITH AN ARBITRARILY SMALL

TRUNCA TION ERROR

It may be noted, without going into detail, that

in more recent work the Computation Laboratory has

established Runge-Kutta formulas in which a param-

eter _ and the absolute value of all members of the

14
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leading term of the truncation error, for x T as well

as for _T' can be made as small as desired, but not
zero since some coefficients would then become

infinite. Full details on these high-order formulas

with an arbitrarily small truncation error are given
in reference 7.

These new formulas required again a suitable

transformation of the original differential equations.

This transformation is based on a power series

expansion. Any desired degree of accuracy can be

obtained by doing only three or four evaluations of
the differential equations. This is not possible with

other Runge-Kutta type formulas now found in the
literature. There is a small penalty to be paid in

computer time since the recurrence formulas must be

evaluated. The additional computation is not great
and, because the method is of high order, the inte-

gration can proceed in larger steps without impairing

accuracy. The computer running time is much faster
than for other known integration methods. This is
shown in Section VII.

Vl. SOME OTHERMODERNRUNOE-KUTTA
FORMULAS

Briefly, for comparison, consider two other
modern Runge-Kutta methods: the Shanks explicit

method and the Butcher implicit method. To simplify

comparison, both methods are presented in eighth-
order form. As mentioned earlier, Shanks' formulas

are available only to the eighth order. Butcher's
implicit formulas are available to any order.

First, consider Shanks wexplicit formulas [ 1,2]

for _ = f(x)

k 1= f(x0)h

k 2 = f(x 0 + ce21kl)h

k 3 = f(x 0 + ce31k i + ce32k2)h

k4 = f(x 0 + o_41kl + (_42k2 + o_43k3)h

kl2 = f(x 0 + oq2 , lkl + ... + oqz, nkll) h

12

x= x o+ _, Cuk u+ O(h 9)

v=l

(19)

Each integration step here requires 12 substitutions,

k 1 through k12, which are multiplied by certain weight
factors and summed to obtain the new value for x.

But because these formulas include no procedure for

controlling the truncation error, each integration

step really requires 23 substitutions if RichardsonVs

extrapolation procedure is used for step-size control,
i. e., 2.12 substitutions with one substitution omitted
since the first substitution occurs twice in the com-

putation.

In 1964, Butcher [ 8, 9] published two noteworthy

papers on implicit Runge-Kutta methods. Following
are his eighth-order formulas for :_ = f(x):

k 1 = f(xo)h

k 2 = f(x 0 + fl21kl + f122k2 + f123k3 + fi241q) h

k3 = f(x 0 + /331kl + f132k2 + /333k3+ /334k4)h

k4 = f(x o + fl41kl + fl12k2 + f_43k3 + f144k4)h

k 5 = f(x 0 + flslkl + f152k2 + f153k3 + f154k4)h

5

• V=l

)
(20)

Unlike explicit formulas, where the increments

for x: k 1, k 2, k 3, etc., are successively computed,
_ach value depending only a previous values, implicit
formulas require an iterative computation. Any

increment kv depends not only on the preceding incre-

ments k1, k2.... ku_ 1 but also on tq, itself and on the

succeeding increments kv+ 1, ku+ 2 ..... Naturally,
this iterative computation is more involved than the

straightforward procedure for explicit Runge-Kutta
formulas. But implicit formulas do require con-

siderably fewer substitutions than explicit formulas.
Formulas (20) require only five substitutions, only
three of which are iterative, per step versus 12 for

the comparable Shanks' formulas. However, the
iteration tends to be slow. This is demonstrated in

Table I.

15
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TABLE I

COMPARISON OF TWELFTH-ORDER METHODS,

(1)
RESTRICTED THI_EE-BODY PROBLEM.

Method

RKB (2)

PSE (3)

RKT 1 (4)

RKT 2 (5)

Final x

1.20000 00000 00013

1.19999 99999 99981

1.20000 00000 00001

1.20000 00000 00013

Final __

-1.04935 75098 30328

-1.04935 75098 30303

-1.04935 75098 30321

-1.04935 75098 30332

Number

of Steps

216

493

389

290

Comput,

Tim

Running

(min)

88

21

15

0.13

(1) Corresponding results for Shanks' eighth-order formulas are- 1. 20000 00000 00002; - 1. 04935 75098 30310;

814 steps; and 0.46 minute. Note that eighth-order formulas are, of course, not competitive in speed or

accuracy with twelfth-order formulas. This is far more obvious in more complex differential equations,

{is can already be seen in the r.,ore complex, but still relatively simple, case of the restricted four-body

problem.

(2) RKB = Runge-Kutta-Butcher method [ 8, 9]

(3) PSE = Power series expansion method [3]

(4) RKT 1 = Runge-Kutta-transformation method [ 6]

(5) RKT 2 = Runge-Kutta-transformation method [ 7]

VII. CONCLUSIONS

As an example of the computing speeds possible

with the modern methods described, the periodic

orbit shown in Figure 1 was computed. The orbit

has the following initial values:

x 0 = 1.2, Y0 = 0, x0 = 0, _}0= -1. 04935 75098 30320

(p = 1/82.45)

(21)

To preserve sufficient accuracy for a true compari-

son of the methods, the initial value _}o was computed

in 20-digit arithmetic. The_computations were exe-

cuted on an IBM 7094, Model II computer (16 digits).

Table I shows the results for one complete orbit.

For all methods compared in Table I, we lose

about two digits on a 16-digit computer. The Butcher

method, which uses the fewest integration steps, is

extremely accurate but it is also extremely slow.

In all cases, however, the deviations are negligible,

being of the order of 0.01 millimeter for this particu-

lar orbit. But the method is nearly seven times as

16

fast as the Butcher method, i.e., it would cost about

seven time as much in computer rentals to use the

Butcher method. Thus, even in a relatively simple

problem like this example, it pays to use the most

efficient integration method available.

A group, headed by Mr. Mert C. Davidson, is

being set up in the Computation Laboratory to explore,

in detail, applications of these methods to practical

problems that will exploit their full possibilities. For

example, a program has already been written to solve

the complete n-body problem (including oblateness

terms), as a whole, with no reliance on data from

relatively inaccurate external sources like ephemeris

tables, etc. The computation of this problem has been

rapid and highly successful. But many new worth-

while applications still need to be developed and ex-

ploited.

Finally, it should be noted that the subject matter

of this paper is given much more thorough coverage

in the paper New One-Step Integration Methods of

H_igh-Order Accuracy Applied to Some Problems in

Celestial Mechanics, which will be published shortly

by NASA.
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RECENTDEVELOPMENTSIN ANALYTICALCELESTIALMECHANICS

Richard F. Arenstorf '_

SUMMARY

For the restricted problem of three bodies the

derivation of periodic solutions different from the

elassieally known ones is diseussed and the ideas

used for their existence proofs are briefly outlined

and related to classical methods. In partieular, the

derivation of closed perturbed preeessing elliptic

orbits of arbitrary eceentricity and small major axis

about the smaller one of the two attraeting bodies

with arbitrary mass ratio is indicated. Two numer-

ical examples of reeently diseovered closed trajee-

tories are included.

I. INTRODUCTION

Among the problems of celestial mechanics,

which are important for space flight applications, the

restricted three-body problem plays a central role.

This problem is concerned with the description of

the possible trajectories of a particle (manned or un-

manned satellite, meteorite, planetoid) of negligible

mass under the gravitational attraction from two

heavy celestial bodies, which are assumed revolving

according to Kepler's laws on circles about each

other. Limiting our attention to the two-dimensional

case the equations of motion of the particle can be

written in the form

x" + 2ix -x = -_(x+#) jx÷_l-3-_(x - v) Ix- _1-a ,

(" =d/dt , i 2 = -1) (t)

where x = x 1 + ix 2 is the complex position vector of

the particle, referred to a rectangular coordinate

system, which rotates with unit angular velocity

about the center of mass of the two heavy bodies with

masses p and _ = l_# as origin.

The attempt, among others, to exhibit periodic

solutions of equation (1) has received great empha-

sis and led to some success through the work of

"_ Staff Scientist, Computation Lab., MSFC.

Hill, Poincar_, Birkhoff and others, and is still

being pursued vigorously. It will be our sole con-

cern in this presentation. The study of periodic

solutions of equation (l) is of interest for several

reasons. First, since the restricted three-body

problem presents a non-integrable dynamical system,

every contribution toward an understanding and a

description of its general solution afforded by par-

ticular solutions is highly welcome. Second, recent

advances by Kolmogorov, Moser and Arnold in the

areas of stability and almost periodic motions have

led to an understanding of the behavior of dynamical

systems in the vicinity of its periodic motions. And

third, some periodic solutions of equation (1) are of

great practical interest in dynamical astronomy or

in space flight mechanics.

Our present knowledge of periodic solutions of

equation (1) is still modest. Without discussing the

classically known solutions, which are either near

the libration points, or are close to circular solutions

(for small p > 0, or, for arbitrary p, when near one

of the masses or far away from both masses), or

which are inside a closed zero-velocity oval about

the heavier mass closing only after many revolutions,

etc. , we will give a description of some recently

discovered periodic solutions and of the ideas used

for their existence proofs. These new solutions are

characterized by their relationship to Keplerian

elliptic motions of positive and possibly large eccen-

tricities, presenting relative to equation (i), a

situation which classical researchers attempted in

vain to illuminate although they had essentially

created the methods with which to attack such pro-

blems.

II. PROBLEM

Let us describe our problem. Equation (l)

approximates the equation of motion for the Kepler

problem (two-body problem with one mass trans-

formed to rest)

z'=-mzlz1-3 , m > 0 (2)

in an inertial coordinate system after a rotation

z = eitx; for example, if p > 0 is very small, m =

19
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and the particle does not approach the smaller body

too close (planetary case), or when the particle

moves in the vicinity of the smaller one of the attrac-

ting bodies (satellite case), etc. Now equation (2)

has elliptic solutions, say with major half axis a > 0

and eccentricity e, 0 < ¢ < 1. Such a solution is

closed in the rotating x 1, x 2 coordinate system, if

its period T o = 27ra 3/2 is a rational multiple of the

period 27r of e it, i.e., if a = (m/k) 2/3 with integers

m, k ¢ 0. Under this assumption the resulting ro-

tating elliptic orbit to be described by x = x* (t) is

closed after k - m revolutions about the origin, having

the period T* = 2_rn. The problem is to find periodic

solutions x = x(t) of equation (1) which are near

x* (t).

This problem can, in the simpler planetary case,

be solved with the classical methods devised by

Poincar_. The only additional idea needed consists

of the application of an appropriate periodicity con-

dition instead of the classical condition of return of

the motion to its initial state after time T > 0. This

classical condition leads to a singular case, even

after reduction with the help of the Jacobian integral

of equation ( 1), when applied to the generation of

periodic solutions of equation (1) from the above

x* (t). The difficulty can be overcome by using the

condition

x(t) = real, _}(t) = pure imaginary at t = 0

and t = ½T > 0 (3)

for a solution x = x(t) of equation (1). Equation (3)

implies that the curve x -- x( t) (0<- t<- T) becomes

symmetric about the real axis of the x-plane and

closed. Thus, x(t) becomes periodic with period T.

To satisfy equation (3), the solutions x of equation

(1) represent analytic functions not only of t, but

also of the parameter p in equation (1) and of the

initial position and velocity coordinates

x.(0) = (j = 1,2)xj(0) =fj, J _j, .

Then equation (3) can be rewritten as

(4)

x2(_T,_l,_2,_?l,_?2,p) = x I(½T,_I,_2,7/I,_,#) = 0,

_2 = _t = o (5)

giving two scalar real equations for the unknowns

T, _1, _. When p = 0, these equations have a known

solution (say T*, it*, 772") belonging to the genera-

ting solution x* (t) of equation (1) with p = 0 after

proper choice of its initial values. Since the re-

spective Jacobian determinant with respect to T and

r/2 does not vanish (to establish this fact constitutes

the decisive part of the existence proof), the im-

plicit function theorem leads to the existence of

solutions for T, _1, ?}2 of equation (5) near T*, _1" ,

_"' for sufficiently small p > 0 and thus to periodic

solutions of equation (1) near x* (t) [1].

By proper choice of m, k, and e above the pre-

cessing elliptic orbit _:' (t), (0- < t -< T": ) can be made

to pass the attractive bodies at prescribed small

distances and this property will still hold for the

resulting periodic trajectories x(t), (0 <- t-< T) of

equation (1) with p > 0, since p is small. Such

trajectories are of great astronautical interest for

space flight in the Earth-Moon system.

III. SATELLITE CASE

We now come to the more difficult satellite case

of our problem. This time we need new ideas to show

that periodic solutions x(t) of equation (1) near

x* (t) exist (since _J > 0 is small, for instance) and

the periodic motion is to take place in the near

vicinity of the body of mass ,(called planet), where

the disturbance exerted by the other more massive

body, being nearly at rest in the inertial coordinate

system, causes large deviations from Keplerian

motion for the third body near the revolving planet.

If x* (t) is simplified to a circular solution by putting

e = 0 and dispensing with the condition that T0/27r be

rational, our problem has been solved already in

different ways by Hill, Brown, Moulton, Wintrier and

Siegel. But these results, which are based on power

series expansions of the coordinates x 1, x 2 in powers

of the small period, give no indication of the exis-
• . ° _'¢

tence of periodic §olutlons near x' (t) with e > 0 and

small a = (m/k) 2/3. The first result in the direction

of the present problem, although only in the planetary

case, was obtained by Birkhoff using the Poincare -

Birkhoff fixed point theorem for annulus mappings,

and more recently by Moser, who used the Birkhoff -

Siegel fixed point theorem for local area-preserving

mappings to get a more accurate description of the

location of the obtained solutions of equation (1). A

similar result in the satellite case, giving for each

sufficiently small value of the Jacobian integral the
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existenceof countablymanyperiodicsolutionswhich
closeonlyaftermanyrevolutionsabouttheplanet,
wasrecentlyestablishedbyConleyusingthePoincare-
Birkhofffixedpointtheoremanda newconstructionof
theclassicallyknownnearlycircular solutionsmen-
tionedabove. Theseperiodicsolutionsofequation(1)
still lackamoreaccurategeometricaldescription.
Adequatereferencesto theliteraturearecontained
in referencesi and2.

Weshallnowgiveabrief descriptionof theideas
andtechniqueswhichleadto theexistenceofcountably
manyfamiliesof 1-parametricsolutionsx(t) near
x;:'(t) in thesatellitecaseof equation(1), belonging
to sufficientlysmallvaluesof m/k = a 3/2 and having

the family parameter _ which ranges over suitable

closed intervals contained on 0 < • < 1. These solu-

tions exist for all 0 < v < 1.

We transform equation (1) by a translation w =

x + p into

v} + 2i{v - w + tJwlw1-3

= -be(l+ (w- l) lw- 11-3) = Po(W).
(6)

Here the right hand term Po(W) is the disturbing

function, which vanishes at w = 0, i.e., at the location

of the small planet of mass _. At w = 0, the left side

is singular, however. Replacing Po(w) by 0 in equa-

tion (6) leads, after the rotation z = eitw, to equation

(2) with m = _. Thus equation (6) is close to the

integrable Kepler problem for small Iwt even though

tt = 1 - v is not small. Again, use of the periodicity

conditions of equation (3), with x replaced by w, is

decisive and assures a non-vanishing Jacobian rela-

tive to the unperturbed elliptic motion x;'-" (t). Re-

writing equation (3) in the form of equation (5),

however, is of no use since now p is not considered

as a small available parameter, but is fixed and

nearly 1. Despite this we shall solve equation (3)

with equation (4) for T and _, as in the case of

equation (5), with the help of an implicit function

theorem by application of the following idea.

We replace in the right side of equation (6) the

given function Po(w) by an arbitrary function P(w)

from a suitable set F of functions, which contains

Po(W) especially. The resulting solutions w(t) (or

x(t) = w(t) - p just as well) then depend upon their

initial values and upon P(w). Therefore equation (3)

can be rewritten in the form of equation (5), but with

p replaced by P if P is the name of the chosen function

P(w) from F. Now P can be considered as a gener-

alized parameter varying over F, instead of the real

parameter #. When P = 0 (the zero element in F),

equation (5) again has a known solution (say T _'' , }":{,

rf"c2 ) determined by _c',_(t). Thus, using an appropri-

ate implicit function theorem we arrive at the exis-

tence of solutions T, 41, 772of equation (5) near T':",

_':"l, rf:_2 for sufficiently small P of F (say for ![Pll -<

r_:_) after having introduced a suitable norm !!.. I/ on

F. But thenitis decisive that the given Po in equation

(6) satisfies b[Poll -< r':" to obtain periodic solutions

of equation (6). Since Po is not available to choice,

a lower estimate is needed for r':" and not merely the

existence of an r::" > 0 with the above property.

The derivation of this estimate requires not only

a precise application of an implicit function theorem,

but also sufficiently accurate knowledge of the general

solution of equation (6) for initial values near }_"j ,

_:"i ' (j = 1,2) and a time range at least as large as
the anticipated period T near T;", so that sharp

estimates of the perturbation of w(t) from Keplerian

motion v¢ :_ (t) can be obtained. For this purpose the

solutions of equation (6) have to be constructed by a

suitable method of perturbation theory. Because of

the singularity of equation (6) at w = 0 the motion of

the satellite is considered in an annulus about the

planet which contains the precessing Keplerian

elliptic orbit x¢:_ (t). The value of i: Po _; depends

on the size of this annulus and thus on m, k, _, and

p. The main difficulty arises from the fact that

ii Po I[ becomes small along v/:_(t) only, when a =

(m/k)_/_ becomes small, leading to an increase of

the required range (from 0 to at least 2_rk) of the

independent variable, for which the eccentric or the

true anomaly can be taken. But thereby the above

r':" decreases with decreasing m/k, almost defeating

our goal i Po ;i "_ r_:_. This diliiculty does not appear

in the classical case of circular w ':' (t), or • = 0,

mentioned earlier.

IV. CONCLUSION

Summarizing, we can say that generalization of

Poincar_'s small parameter method to the non-

parametric case by considering the disturbing func-

tion itself as a generalized small parameter belonging

to a normed function space leads to applicability of

classical methods again, and, together with suitable

periodicity conditions, for example equation (3), and

with sufficiently accurate convergent methods of

perturbatio n theory, to an existence proof for periodic

solutions x(t) of equation (1) near x:" (t) in the

elliptic satellite case with arbitrary p in 0 < p < 1

[2].
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Finally, bynumericalextensionofthelatter
familiesof periodicorbits to greaterdistancesfrom
thesmallplanet,interestingnewtrajectoriesof the
restrictedthreebodyproblemhavebeenfoundwhich
donotbelongto thesatellitecaseor to theplanetary
case. Someof thesepassrepeatedlynearboth
attractivebodies[3]; othershavebeenfoundbymy
collaborator,M. C. Davidson[4]. Amongthe
latter onesare trajectorieswhichdemonstratethe

phenomenonof temporarycapturewithsatellite
motionabouteachoneoftheattractivebodiesand
periodicallyalternatingtransitionsfrom thevicinity
of onebodytothevicinity of theother. Twoexamples
(Figs. 1and2) will beincludedhere. Theyare
drawnin therotatingx1,x2coordinatesystemunder
theassumptionthattheattractivebodiesrepresent
earthE andmoonM with# = 0. 0123 _-- 1/82. They

constitute numerical solutions of equation (1).

FIGURE 1 FIGURE 2
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ELECTRICPROPULSIONAPPLICATIONSTUDIESAT MSFC

By

Joseph C. King

SUMMARY

Recent work performed or sponsored by MSFC

in the area of electric propulsion applications is

summarized. The work reported is mainly in the
mission study category, although a technology-type

study of electric power conditioning systems is
included. Two particular applications are treated,

the lunar supply and manned Mars missions. Results
are presented in the areas of trajectory analysis,

vehicle design, and mission planning. The discussions

given here are necessarily brief; a list of references
for detailed information is provided.

I. INTRODUCTION

All but one of the investigations fall into the

mission and trajectory study category. The first two

pertain to lunar applications, and the last three con-

cern various aspects of manned Mars missions. Only
the power conditioning study is focused on aparticular

area of subsystem technology.

In the discussion to follow, only brief descriptive
information on highlights of the various studies will

be included. More detailed or comprehensive in-
formation can be obtained from the references cited.

The discussions will be grouped according to the

similarities noted in the preceding paragraph.

II. LUNARMISSION APPLICATIONS

MSFC has been involved for several years in
various studies of electric propulsion applications

(Table I).

TABLE I. ELECTRIC PROPULSION APPLICATION

STUDIES

STUDY TOPIC

Low-Thrust Trajectories in
Earth-Moon Space

Electric Vehicles for Lunar

Supply

Electric Power Conditioning

Manned Mars Mission Using
Electric Propulsion

Electric Manned Mars

Vehicles

Electric Manned Mars
Vehicle

PERFORMED BY

Research Projects

Laboratory (MSFC)

General Electric Co.*

Electro-Optical

Systems, Inc.*

United Aircraft Corp.**

General Electric Co.**

Research Projects
Laboratory, and

Advanced Systems

Office (MSFC)

* Supervised by Research Projects Laboratory
** Supervised by Advanced Systems Office

The lunar cargo mission for electrically pro-
pelled vehicles has interested various investigators

since 1959. The present series of studies at MSFC

began about four ycars ago with a small inhouse
effort. As is often the case in preliminary mission

studies, the first problem encountered was a need for
approximate trajectory information which could be

employed conveniently. The apparent lack of such

information led to a study of methods for approxi-
mating low-thrust lunar trajectories, which in turn

led to a new technique for synthesizing such ap-

proximations.

The new synthesizing technique employs a basic

"building block" of the type shown in Figure 1. This

is a typical low-thrust spiral, the type of trajectory
an electric vehicle follows in escaping from a massive

body such as the earth. Only the last few turns of the
spiral are shown because of the large number and close

spacing of the preceding ones. The illustration also
shows a thrust cutoff point and the coasting ellipse

the vehicle subsequently follows to its farthest ex-
cursion (apoapsis).

In the present scheme, each one-way trajectory is

approximated by two such spiral-coast building blocks,
one centered about the earth and the other about the

moon. They are chosen and oriented so that their



JOSEPH C. KING

APOAPSIS --_/

" \\,_\

• \

/ '\
• \/

POWERED SPIRAL-_ / COASTING ELLIPSE-_Ie._

/ ,,"
,_ /11 I//

THRUST CUTOFF ////

FIGURE i. LOW-THRUST SPIRAL WITH CUTOFF

AND COAST

apoapsides coincide at a point on the earth-moon line

(Fig. 2).* In the overall trajectory approximation,

the vehicle starts in a low orbit about the earth,

spirals out to the cutoff point, and coasts to the

transition point (apoapsis) under the earth's grav-

itational influence. At this point, the vehicle is as-

sumed to begin coasting under the influence of the

moon only. It follows the selenocentric ellipse to the

thrust startup point and then spirals down under re-

trothrust to a low orbit about the moon. This basic

process is reversible, so that moon-to-earth

trajectories can be synthesized in a similar manner.

The general method is termed "collinear matching"

because of the characteristic alignment of the earth,

the transition point, and the moon. Further in-

formation on the collinear matching method and its

applicability is given by King [ 1].

In addition to this inhouse trajectory work an

overall study of the lunar supply mission was begun

in 1964 through a contract with General Electric

Company. This study investigated all the important

factors - technological, operational, and economic -

to be considered in determining the feasibility of

THRUST _POWERED SPIRAL

STARTUP i/ r ""-MOON

I

SELENOCENTRIcli (REL. VELOC. VM)
/

COASTING _ _ ' INERTIAL SELENOCEN.

ELLIPSE \ I COORD. SYSTEM

''.AI _--

INERTIAL GEOCENTRIC

FIELD TRANSITION -/ COORDINATE S_fSTEM
POINT x

\

GEOCENTRIC

POWERED SPIRAL_._ i CCASTING ELLIPSE ',

 ART. "'

/ _ _ I // /THRUST-_ C

FIGURE 2. COMPOSITE TRAJECTORY FORMED

BY COLLINEAR MATCHING

applying electric propulsion to the lunar supply mis-

sion. The complete mission profile involved in this

application is shown schematically in Figure 3. This

illustration shows a low-thrust trajectory similar in

form to the one in Figure 2, and it also shows the

high-thrust propulsion phases required for trans-

portation between the surfaces of the earth and moon

and the respective low satellite orbits.

One type of vehicle that resulted from GE's design

studies is shown in Figure 4. In this vehicle the

nuclear reactor is placed forward at the apex of the

conical section and the Rankine-cycle power conversion

equipment is contained inside the cone. The surface

of the cone serves as the primary radiator. The

cylindrical section contains the chemically propelled

lunar landing stage, as well as the electric thrusters

and propellant supply.

The primary advantage of electric propulsion in

the lunar mission application is the greatly increased

* Two different reference frames are used in this figure to simplify the trajectory shape.

2
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payload mass that can be delivered to the lunar s u r -  
face for a given launch mass. This advantage is 
shown in Figure 5 in terms of the mass of the orbit 
transfer stage for various types of transfer pro- 
pulsion. A chemically propelled transfer stage is 
represented by the point on the right side of the 
graph, which indicates a payload of 11 510 kg. 
nuclear rocket, in comparison, permits a lighter 
transfer stage and delivers a payload of about 18 120 
kg. The nuclear-electric stage, however, is capable 
of delivering much larger payloads, the actual value 
of which var ies  with the tr ip time involved. For the 
particular design shown in Figure 4,  the payload is 
about 27 200 kg (corresponding to a trip time of about 
140 days) .  

The 

The electr ic  lunar vehicle can also be designed 

For  this mode of operation, the separate 
to deliver its own electric powerplant to the lunar 
surface. 
lunar landing stage is  eliminated and the landing 
propulsion system is integrated into the electric 

5 4 4 0 0 r  

* S A T U R N  P B O O S T E R  

0 I I I I 
0 18120 36300 54400 72500 

ORBIT  T R A N S F E R  STAGE, kq 
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0- 

FIGURE 5. LUNAR CARGO VERSUS TRANSFER 
STAGE MASS 

powerplant structure. 
provide an electric power source of a megawatt o r  
more to support extensive facilities on the lunar sur-  
face. 
is shown in Figure 6. 

Such an arrangement can 

One possible design of the powerplant assembly 

VEHICLE SHEL 
INTEGRATED L 
RADIATOR 

FIGURE 6. POWERPLANT ASSEMBLY ON 
LUNAR SURFACE 

Still another attractive mode of operation applies 
the electrically propelled vehicle in combination with 
the Saturn-Apollo (chemical) system. 
system is used bpsically to deliver an oversized 
landing vehicle to the lunar orbit, which pe rmi t s  a 
substantial overall gain in payload fraction for the 
mission while retaining the short t r ip  times of the 
chemical mission for the mannqd transfers. This 

The electric 

3 
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mode of operation, along with the other electric

vehicle applications, is described in detail by Larson

[ 2].

III. POWER CONDITIONING

An important element of any electric propulsion

system is the power conditioning equipment. This

subsystem is needed to transform the raw output of

the power supply into the various special forms re-

quired by the thruster system. The equipment re-

quired for this function, along with the necessary

controls, switchgear, and transmission lines, com-

prises a substantial portion of the mass and com-

plexity of the overall propulsion system. In addition,

the power conditioning equipment interacts with other

major elements of the propulsion system {e. g.,

powerplant and thrusters) and should be expected to

influence their design. Until recently, the broad

subject of power conditioning (PC) for the large

propulsion systems of the future had not received a

detailed and systematic study, although current ap-

plications {small scale) and various special areas

had been treated. In order to provide some insight

into the probable characteristics of large future

systems, a general study was initiated in 1964

through a contract (NAS8-11257) with Electro-

Optical Systems, Inc. (EOS }.

The nature of this study is such that the results

include large amounts of complex engineering data,

so it is not feasible to present more than a brief

summary of several major conclusions (detailed in-

formation is given by Osugi [ 3]). In general, power

conditioning requirements depend heavily on two

outside factors: the type of conversion system in

the power source, and the type of thruster being

employed. In regard to the latter, EOS specified

several basic "models" that appeared to represent

the likely range of input characteristics fairly satis-

factorily. The anticipated conversion systems, on

the other hand, were identified as either the turbo-

alternator or thermionic types, although promising

trends in solar array R&D were noted. Based on

these assumptions, the following conclusions were

reached in several important areas:

1. Specific Masses. Near the one megawatt

level, the PC subsystem is expected to have a mass

of t. 3 to 3.5 kg/kW, depending on converter and

thruster characteristics. The combination of

thermionic conversion with electromagnetic thrusters

appears most favorable with respect to PC weight.

2. Efficiency. Expected efficiencies (PC sub-

system) are in the range of 85 to 97 percent. The

above conversion/thruster combination also promises

the highest efficiency of the several combinations

studied.

3. Specific Impulse Variability. It appears that

specific impulse variations {to improve vehicle per-

formance) of ± 50 percent can be provided without

undue penalties in system characteristics.

4. Key Limitations. Progress in the develop-

ment of PC subsystems is currently limited primarily

by the lack of reliable, high-power circuit components.

The needed components probably will not be developed

except in response to demand derived from space

propulsion requirements.

IV. MANNED MARS MISSIONS

The remaining major area of effort in electric

propulsion at MSFC is in the mission study category,

specifically, the manned Mars mission. This par-

ticular mission has probably received a greater con-

centration of effort over the years than any other

mission. Narrowing the field to recent studies based

on electric propulsion, there have been several

separate efforts at MSFC, both inhouse and contracted.

In the former category, one conceptual study was re-

ported in 1962 by Stuhlinger and King [4]. Shortly

thereafter, a comprehensive study of electric pro-

pulsion prospects was begun under a contract with

Rand Corporation, and the manned Mars mission

figured prominently in a study by Pinkel [ 5].

More recently, two additional study contracts

have been let, one with General Electric Company

and one with United Aircraft Corporation. United

Aircraft is giving major emphasis to the rapid com-

putation of optimum trajectories. This aspect of low-

thrust interplanetary mission studies presents con-

siderable mathematical and computational difficulty,

and these problems were particularly troublesome

in the new studies because of the large number of

trajectories needed to explore the full range of trip

possibilities.

United Aircraft has made substantial progress in

alleviating the computing problems, and some of their

results are shown in Figures 7 and 8. The new cal-

culations are based on a procedure called the Newton-

Raphson algorithm, which permits the calculation of

optimum trajectories in much less computing time
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than previous methods. 
technique is quite adequate, a s  Figure 7 indicates. 
This figure shows propulsion requirements (J) for 
Earth-Mars t r ips  for various launch dates and trip 
times, and it is clear that the new data (the in- 
dividual points indicated) correspond closely to those 
obtained by previous methods (the curves shown). 
Figure 8 shows a type of trajectory chart often used 
in mission planning. 
selecting pairs  of trajectories (inbound and outbound 
paths) that minimize overall propulsion requirements 
for round trips and yet satisfy timing constraints on 
the mission. 

The accuracy of the new 

Such charts a r e  useful in 

It is clear that many separate trajectories 

must be computed to plot the contours shown on this 
chart. Further details on United Aircraft's trajec- 
tory work, and other phases of their study, are given 
by Ragsac [ 61 . 

Concurrent with the United Aircraft work, 
General Electric has been studying vehicle configu- 
rations and other aspects of electrically propelled 
manned Mars vehicles. Figure 9 shows one vehicle 
concept that has resulted. In this configuration, the 
two lower a rms  are  independent nuclear-electric 
powerplants with reactors at  each tip and main ra -  
diators along the cylindrical portions. The crew 

FIGURE 9. APPLICATION OF NUCLEAR 
ELECTRIC PROPULSION TO MANNED MARS 

MISSIONS 

capsule is at  the top, having been deployed after 
launch on its extendable boom. 
sembled in a low earth orbit, after which it is pro- 
pelled to escape by a nuclear rocket stage (not shown 
in Figure 9) .  
plant a rms  are  folded into a compact parallel con- 
figuration during the earth escape propulsion phase. 
For interplanetary flight, the vehicle is deployed a s  
shown, and i t  rotates in the plane of the a rms  in 
order to simulate gravity in the crew capsule. The 
electric thrusters a re  placed around the junction of 
the a rms  (the location of the center of gravity and 
axis of rotation) to avoid undesired torques on the 
vehicle. 
Brown [ 71. 

The vehicle is as- 

For structural reasons, the two power- 

Further detail is  given by Coates and 

5 
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General Electric has 2-30 studied severa de- 
signs of manned Mars vehicles based on the use of 
solar  cel ls  instead of nuclear powerplants for pro- 
pulsion power. 
10. In the lower drawing, the vehicle is shown as 
it is assembled for the ea r th  escape propulsion 
phase (nuclear stage attached, p r io r  to deployment 

One such concept is shown i n  Figure 

INITIAL DEPLOYMENT 

SOLAR ARRAY 

‘ELECTRIC PROPULSION 

EARTH ESCAPE 

FIGURE 10. NONROTATING VEHICLE CONCEPT 

of solar  a r r a y s  and mission modules). The upper 
right-hand drawing shows the solar-electric vehicle 
fully deployed f o r  the interplanetary flight phases. 
This design satisfies th ree  operational requirements:  
the so l a r  a r r a y s  remain normal t o  the sun’s r a y s ,  
art if icial  gravity is provided (the mission modules 
revolve independently), and the thrust  direction can 
be var ied in  the ecliptic plane as needed (the th rus t e r  
a r r a y ,  shown at  the center  of the main column, can 
be directed) .  
powered vehicle is that it o f f e r s  a means of bypassing 
the technological problems of developing a large 
nuclear powerplant that is light-weight and long-lived. 
The required solar  a r r a y s  are quite large and costly,  
however. 

The attractive feature of the solar-  

Looking somewhat f a r the r  into the future,  one can 
envision manned Mars vehicles of improved per-  
formance, based perhaps on power r eac to r s  with in- 
pile thermionic conversion of heat to electricity,  heat 
pipes for  the t r ans fe r  of waste heat,  and advanced 
electromagnetic t h rus t e r s .  
vehicle, shown in Figure 11, was reported recently 
[ 81. This vehicle a lso is propelled to e a r t h  escape 
by a nuclear stage (not shown in the i l lustration).  
The reactor  and th rus t e r s  are shown at  the top center  

One design of  such a 

-. 

_ _  
FIGURE 11. ELECTRICALLY PROPELLED MANNED MARS VEHICLE 
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location on the vehic!e, on the axis of symmetry

about which the vehicle rotates. This rotation pro-

vides artificial gravity in the two identical crew

cabins located at the ends of the extended arms. The

large, fiat panels are radiator sections, and the Mars

excursion module is in the center of the radiator

array, placed on the axis of rotation to permit

launching while the main vehicle is rotating. Some

of the characteristics of the vehicle are given in

Table II.

TABLE II. ELECTRIC VEHICLE

CHARACTERISTICS

Performance: Electric power 20 MW

Specific power (of 0. 16 kW/kg

propulsion system)

Power conversion 85 percent

efficiency (electric

power to thrust)

Initial thrust ac- 1. 12 × 10 -3

celeration m/s 2

Mass: Propulsion System 123 000 kg

Propellant 153 000 kg

Payload (crew 112 000 kg

facilities, Mars

excursion module, etc. )

388 000 kg

The components for the electric vehicle are de-

livered to an assembly orbit by three uprated Saturn

V's. Two additional Saturn V's are required to de-

liver the nuclear escape stage components.

In studying the overall mission with which this

vehicle is associated, a nominal departuretime of

May 1986 was selected. This particular "window"

is especially desirable because it combines a very

favorable configuration of the planets with a pre-

dicted minimum of the solar cycle. Of the key de-

velopments which would be required in the meantime,

the electric power system promises to be the major

technological hurdle.

V. CONCLUSION

Studies of electric propulsion systems for human

missions have shown that the greatest advantage of

electric propulsion over all-chemical or all-nuclear

propulsion is the greatly increased payload mass that

can be delivered to the lunar surface for a given

launch mass. Another advantage is that electric

propulsion systems can deliver their electric power

plants to the lunar surface for further operations

there.

Studies of power conditioning systems for electric

propulsion systems showed that the power conditioning

system is expected to have a mass between 1.3 and

3. 5 kg/kW, that the combination of thermionic con-

version with electromagnetic thrusters appears most

favorable with respect to mass, that expected ef-

ficiencies are in the range of 85 to 97 percent, that

specific impulse variations of _- 50 percent can be

provided, and that progress in the development of

power conditioning subsystems is limited by the lack

of reliable, high-power circuit components.

Missions studies of electrically-propelled manned

flights to Mars have resulted in considerable progress

in trajectory computation procedures and in conceptual

designs of a number of different Mars vehicles using

various kinds of power plants. The development of

the electric power system appears to be the major

technological hurdle to be overcome before manned

missions to Mars become a reality.
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NUCLEARVEHICLESYSTEM STUDIESAND SUPPORTING

RESEARCHAND TECHNOLOGY

By

W. Y. Jordan, Jr.

SUMMARY

The research achievements and related activities

at MSFC in the field of nuclear rocket vehicle system

studies are summarized. Recent mission-oriented

systems and applications studies have indicated that

the best compromise size for a solid core nuclear

rocket engine is in the 890 000- to 1 112 000-N

thrust class. Vehicle design and pertormance

studies, conducted concurrently with the engine sizing

investigations, indicate that the greatest flexibility

in space missions and overall performance potential

could be gained by a modular vehicle design concept.

This concept is based on a propulsion module con-

taining a single NERVA engine (1 112 000-.N

thrust class) and a 10.06--m diameter stage of

variable propellant capacity. This stage would have

optional provisions for clustering the individual

modules, and design features allowing adaptation of

the propulsion modules to the environmental con-

ditions over a broad spectrum of space missions and

applications. The engine, vehicle and mission

studies have defined a flight system concept toward

which the advanced research and technology activities

are oriented. The supporting research achievements

reported include nuclear radiation transport and

shielding analysis; nuclear flight safety and systems

analyses; research and development of materials

suitable for a radiation, cryogenic, and vacuum

environment; and research on nuclear instrumentation,

semiconductors, and other critical components and
devices.

I. INTRODUCTION

The feasibility and performance potential of

nuclear rocket propulsion has now been thoroughly

demonstrated by the extensive series of successful

reactor tests during the past two years and by very

recent breadboard engine system tests involving the

successful operation of all major components of a

nuclear rocket engine. The creation of the techno-

logical base upon which a full scale nuclear engine

development program could be initiated is nearing

attainment. Therefore, it is becoming increasingly

necessary to orient the continuing technological re-

search efforts toward the ultimate requirements and

objectives for space flight. In accomplishing this,

the fine line of distinction between technology-

oriented and development-oriented activities becomes

less important and the usefulness of the end product

is assured.

It is within this general background that the

Marshall Space Flight Center's recent nuclear ve-

hicle system studies and supporting research and

technology objectives have been drawn. These

specific objectives are:

1. Mission and application studies to determine

the logical role of nuclear systems in the national

space program,

2. System studies and vehicle design to define

the most appropriate candidate flight system (s) and

to carry the candidate system (s) into detail de-

finition, and

3. Advanced research activities in specific

problem areas to create the technological base and

facilities upon which a sound flight development

program can be initiated.

The first two areas have within the past two

years centered around a concentrated study program

within MSFC at the Lockheed Missiles and Space

Company, the Thompson-Ramo-Wooldridge (TRW)

Space Systems Group under the sponsorship of NASA

and under the guidance of MSFC, the Space Nuclear

Propulsion Office, and the Office of Advanced Re-

search and Technology (OART). Throughout the

period of study, close cooperation, guidance and

support were also contributed by the Space Nuclear

Propulsion Office (SNPO)-Cleveland, Lewis Re-

search Center and the Los Alamos Scientific
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Laboratory. Valuable guidance, monitoring and

support came from the Office of Manned Space Flight

(OMSF) and additional data and technical support

came from the Aerojet-General Corporation's

Rocket Engine Operations-Nuclear (REON) and

Westinghouse Astronuclear Laboratory.

The third category of activity covering a broad

spectrum of nuclear vehicle research and technology

under the sponsorship of PART was performed within

the MSFC laboratories and under contract with in-

dustrial contractors or universities and research

institutes• These contracted activities are listed in

Appendix A. A thorough discussion of these activities

was presented in NASA TM_X-53301, dated July 1,

1965, "Radiation Physics Research at MSFC," by

Dr. R. D. Shelton, Research Projects Laboratory.

II. MISSION AND APPLICATION STUDIES

The high cost of rocket development underscores

the desirability of a propulsion and vehicle concept

that offers multimission space capability with

maximum flight-hardware commonality. The broader

the spectrum of potential missions a given system

can satisfy, the lower will be the cost and develop-

ment investment in each particular mission. Because

of the inherent characteristics of the nuclear rocket

engine, c. g., high specific impulse and high specific

mass, relative to chemical rockets, the most suitable

space applications are the relatively high energy

missions (high velocity and large payloads). A

summary of the missions deemed most suitable to the

nuclear rocket, which have historically received

the greatest attention, is listed in Table I. In

studying these potential applications the two prime

objectives were to: (1) determine if a compromise

engine size could be found that could satisfy all re-

quirements with a high level of performance, and

(2) establish a vehicle concept for utilizing the

engine that could offer the desired multimission

capability with common hardware.

A mission matrix was investigated that included

lunar missions, planetary flyby missions, and planetary

stopover missions involving several thousand com-

binations of mission mode cases, propulsion and

vehicle systems. The nominal mission criteria

established for the investigations are shown in Table

II. The scaling laws used to relate the mass of the

propellant tanks to the total usable propellant mass

and trip time are given below for various propellants

and mission phases. Also included are the primary

assumptions used in formulating these equations.

TABLE I. POTENTIAL APPLICATIONS FOR

NUCLEAR ROCKET PROPULSION

"1

Lunar Logistics L Saturn V

Planetary and Solar Probes J 3rd Stage

Manned Planetary Flyby

• Heavy Cislunar Logistics
1 or 2 Earth

Orbital Rendezvous

Saturn V Earth

Launch Vehicle

• Manned Mars Exploration 7 Multiple EOR
.]

Earth Departure (Clustered)_- Saturn V or

Mars Braking | Post Saturn ELV
_JMars Departure

• Reusable Interorbital Systems ]- Orbital Operations
-J

Saturn V or Post

Saturn

PRIMARY ASSUMPTIONS

1. Except for the depart-Earth phase, the

equations for cryogenic propellant tanks do not con-

tain the mass provisions required for tank insulation.

The insulation mass for the Mars braking and return

stages is calculated separately by a computer sub-

routine which is based upon the mission dependent

parameters.

2. All equations include the mass provisions

required for micrometeoroid protection.

3. The equations for the depart-Earth phase

contain tank insulation and micrometeoroid mass

provisions sufficient for 90 days.

4. The equations for all chemical propellant

tanks (non-nuclear) include the required engine

mass. The engine, structure and accessories have

been sized to maintain a constant thrust-to-initial-

stage-mass ratio of approximately 0.7.

The following nomenclature is used in the scaling

law equations:

W
pmax

W
J

W
P

T

The maximum usable propellant

capacity for a single tank module

Final tank or stage jettison mass;

total empty stage mass including

propellant residuals (kg)

Usable propellant mass (kg)

Total time exposed to micrometcoroids

(days)

10



TABLE II. NOMINAL MISSION CRITERIA

GENERA L

Specific Impulse

Nuclear - 800 s

Cryogenic Chemical (LO2/LH2) - 440 s

Storable Chemical - 330 s

Attitude Control

1 percent each leg

Micrometeoroid Protection

Optimum Cryogenic Insulation/Boiloff

MARS STOPOVER MISSION CRITERIA

Earth Recovered Payload ...... 4536 kg

Mission Module (8 Man) ...... 31 i00 kg plus

solar flare

shield

Mars Lander (MEM) ......... 36 300 kg

Mass Recovered from MEM .... 680 kg

Life Support Expendables ..... 22.7 kg/day

Stopover Time ............ 20 days

Mideourse Correction ........ i00 m/s each

leg storable

propellant

FLYBY MISSION CRITERIA

Earth Landed Payload ........ 3860 kg

Mission Module (3 Man) ...... 29500 kgin-

cluding solar

flare shield

Planet Probe ............. 4536 kg

Life Support Expendables ...... 18.15 kg/day

Planet Passage Altitude ...... Mars - I000 km

(R d = 1.3)

Venus - 1000km

(Rd:= 1.16)

Midcourse Correction ........ 200 m/s outbound

leg

300 m/s inbound

leg

Storable propel-

lant

LUNAR TRANSFER MISSION CRITERIA

Payload in 185.2 km ......... 45 360 to

Lunar Orbit 181 500 kg

Midcourse Correction ........ 30 m/s storable

propellant

Transfer Time ............ 70 hr

W.Y. JORDAN, JR.

rDepart-Earth Stage - LH 2 - i0.06-m dia.

W 155 300 kg
pmax

W. = 0.1644 W + 2910
J P

Depart-Earth Stage - LO2/LH 2 - 10.06-m dia.

(common bulkhead)

W - 699 000 kg
p max

W = 0.0485 W + 8410
J P

Arrive-Planet and Depart-Planet Stage - LH 2- 10.06-m

dia.

W 155 300 kg
pmax

W. = 0.12W +0.01492T1/a(0.02577W +223) 4/3
J P P

+ 3800

Arrive-Planet and Depart-Planet Stage - LO2/LH 2 -

6. 605-m dia. (common bulkhead)

W - 317 500 kg
p max

W. = 0.0469W +0.01492T1/3(0.01021W -47.1) 4/3
J P P

+ 5400

Depart-Planet Stage - N 20JA-50 - 6. 605-m dia.

(separate tandem tanks)

W - 362 500 kg
p max

W. = 0.0284W +0.01492T1/3(0.0027W +624) 4/3
J P P

+ 5740

Arrive-Earth Retro Stage - LO2/LH 2 - 6. 605--m dia.

(internal tanks)

W - 68 000 kg
p max

W. = 0.0855W +0.01492T1/3(0.0186W +440)4/_
J P P

+ 1300

Arrive-Earth Retro Stage - N204/A-50 - 6.605-m dia.

(internal tanks)

W - 68 000 kg
p max

W = 0.0427W +0.01492Tlfi(0.00595W +229)1fi
J P P

+ 1410

11
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Outbound Leg Midcourse Correction and Planet

I Capture Orbit Circularizing Stage - N 2 04/A-50 -

6. 605-m dia. (internal tanks)

W - 45 360 kg
p max

wj 0.1154w +0.0259T_/3(0.00656W +221) 4/3P p

+ 539

Inbound Leg Midcourse Correction Stage - N204/A-50-

6. 605 m dia. (internal tanks)

W - 11 320 kg
p max

W. = 0.0665 W + 425
J P

To evaluate the mission matrix with the extremely

large number of trajectory, mission mode, propul-

sion, and design parameters involved, several

machine computer programs had to be developed by

TRW. The development of these programs repre-

sented a major research task within itself, and their

successful development and utilization constitute a

substantial achievement in the necessary technology

to perform mission and systems analyses.

Figures 1 and 2 give a typical example of the

results obtained for a Mars stopover mission. They

show how initial mass in Earth orbit and firing time

vary as a function of the number of engines (pro-

pulsion modules} in the depart-Earth stage. In the

case shown in Figure 2, three 667 000-N thrust

engines for Earth departure are optimum in terms

of minimum mass. The same unit thrust level is

used in all stages, i.e., Earth orbit injection, Mars

arrival and Mars departure. The upper stages

utilize single engines only. The maximum burning

time associated with the minimum mass here is

approximately 1800 seconds. Where only oneburning

time curve is shown for several depart-Earth

clusters, the maximum burning time occurs in either

the arrive- or depart-Mars stages, and does not de-

pend on the number of engines used for Earth de-

parture. The mission could be made with two

890 000-N thrust engines for Earth departure with a

small mass penalty and approximately the same

burning time requirement.

Optimum engine thrust increases as the energy

requirements increase in the more difficult years.

In consideration of other major parameters, such

as engine operating time, the required number of

modules in the cluster, ann the performance margin

in the event of increased payload requirements or de-

creased engine performance, the tentative thrust-
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20 22.2

FIGURE 1. TYPICAL MISSION EVALUATION

RESULT 1978 MANNED MARS STOPOVER

MISSION

level goal for a NERVA propulsion system will be

between 890 000 and 1 112 000 newtons. It should be

emphasized that the thrust level evaluations were

based on the same size engine in each stage of the

Mars mission vehicle, so that the choice of engine

size includes upper-stage requirements. The use of

a nuclear engine of 222 000 to 333 000-N _rust

in the terminal stages offered small, if any, per-

formance gain in the easy years and resulted in a

loss of performance and the necessity of clustering

of upper stages in the more difficult years.

Figure 3 shows the effect of nuclear-engine

thrust level on the performance of a nuclear third

12
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FIGURE 2. TYPICAL MISSION EVALUATION

RESULT 1982 MANNED MARS STOPOVER

MISSION

stage on Saturn V in suborbit-start mode. Engine-

system masses for the NERVA were determined at
a point design of 1 023 000- N thrust and held

fixed over the range of thrust from 667 000 to

1 112 000 newtons. The results show that the high

thrust engine yields performance equal to or higher
than that of the low thrust engine for all three vehicle

cases. Although the difference in payload is not

sufficient to justify a large engine for this application

alone, it is interesting to note that the same engine
size that represents the best compromise for

planetary applications would be useful as a Saturn V

third stage and would be a logical step in the develop-
ment evolution toward the ultimate applications of the
propulsion module.

50

z
40 --
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20 _=
[]
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FIGURE 3.

THRUST (N x 105)

SATURN/NUCLEAR UPRATING
POTENTIAL

Vehicle design and performance studies, con-

ducted concurrently with the engine sizing investi-

gations, resulted in a modular stage buildingblock

approach toward the long term evolutionof operational

systems. A propulsion module concept, as illustrated

in Figure 4, offers a multimission capabilityand

--- BASIC
PROPULSION

_OOULE

LUNARLOGISTICS&
APOLLODIRECT

MANNED_ARSLANDING J_,J
r

FIGURE 4. MODULAR VEHICLE APPLICATIONS

maximum operational flexibility across the spectrum

of potential applications with a maximum of hardware
commonality. This concept, used throughout the

13
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engine sizing and payload performance studies and

parametric design sensitivity studies, will be dis-

cussed further in Section III. The result of some of

the orbital launch mass comparisons for the various

mission modes and propulsion stages is summarized

in Figure 5. The launch mass for nuclear systems

is substantially lower than that for the chemical

systems, nuclear systems varying from about 20 to

35 percent of the chemical system values for the all-

propulsive mode.

Results of additional performance investigations

of nuclear and chemical systems are shown in

Figures 6 and 7 for Mars and Venus manned flyby

missions and unmanned solar system probe missions.

III. SYSTEM STUDIES AND VEHICLE

DES IGN

One of the major objectives of the recent studies

has been to develop parametric design sensitivity

data on both propulsion and vehicle systems to serve

as a guide and index of figure of merit in designing

for maximum performance. Some typical data of

this type are shown in Table HI and Figures 8 and 9;

a comprehensive parametric data book containing a

host of such sensitivity data has been compiled by

TRW.

In order to gain the flexibility and multimission

space capability offered by the modular vehicle

system concept, it appears that (1) the basic pro-

pulsion module must have a variable tank capacity

(2) that variable propellant modules must be used or

(3) that some combination of the two must be adopted.

An example of the various configurations which arise

as a possibility is shown in Figure 10. Although the

design investigations are still in process, an attempt

is being made to select a concept and configuration

that yields the highest degree of commonality in the

basic hardware. A propellant capacity of 1 023 000-

N thrust has been tentatively selected as the

most appropriate midrange desigzl point. The pro-

pulsion module, as shown in Figures 11 and 12, re-

quires provisions for rendezvous and clustering of

modules and thermal and meteoroid protection of the

hydrogen propellant for deep space applications. An

advanced structural and thermal design will be re-

quired to meet the requirements of long-term storage

while achieving a reasonab le overall stage mass

fraction. One promising concept is a double-wall

construction. The inner shell, which forms the

propellant tank, consists of a cylindrical section

with a _-2/1 elliptical forward bulkhead and a 45-deg-

half-angle ellipti-conical aft bulkhead. The propel-

lant tank is supported at the aft end of the cylinder by

a conic frustrum which transfers longitudinal loads

into an outer, load-bearing shell. The outer shell

x
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YEAR 1975

TRIP TIME

VENUS 368 DAYS

MARS 682 DAYS

INTERPLANETARY _1 PROPULSION MODULE

1.134 X 105kg NUCLEAR

ORBIT LAUNCH MASS (kg)

INJECTED PAYLOAD (k9)

INJECTION PROPELLANT (kg)

MARSI] VENUS
NUCLEAR CHEMICAL NUCLEAR CHEMICAL I

I '97°°°fl 18'8°°I I
88 00r jl  7000I °7= /

FIGURE 6. NUCLEAR ORBIT LAUNCH

CONFIGURATION FOR FLYBY MISSIONS

MARS ORBIT

VENUS ORBIT

SATURN

_OLAR (0.2 AU)

_.XTRA-ECLIPTIC (25°)

_CLAR 8YSTEI_ ESCAPE

i

5

_=_'_=_-"__'_=_ SATURN v

,'o ,'s ;o
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TABLE III. TYPICAL VEHICLE SENSITIVITY TO

PROPULSION PARAMETERS 1982 MARS STOPOVER

Engine Performance
Parameter

Specific Impulse

Engine or Structure

Mass

Engine Thrust

Reactor Exit Gas

Te mperature

Nozzle Expansion

Ratio

Vehicle

Sensitivity

-2270 kg Vehicle Gross Mass
Sec Specific Impulse

+17 kg Vehicle Gross Mass
kg Engine Mass

-0. 0306 to -0. 306

kg Vehicle Gross Mass

Newtons Engine Thrust

327 kg Vehicle Gross Mass
- Degree of Temperature i°K

-680 kg Vehicle Gross Mass
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is a sandwich cylinder which resists vehicle axial

loads, shears and bending moments. Lateral loads

on the internal tank are transmitted through radial

members connecting the inner and outer shells. The

nuclear-engine thrust loads are transmitted to the

outer cylindrical shell through the aft conical thrust

structure. Loads from upper and lower stages are

transferred through the nuclear stage by corrugated

interstage skirts.

Propellant thermal protection is provided by

foam insulation bonded to the outside of the inner

tank to prevent condensation while on the launch pad,

and superinsulation between the foam and the outer

wall for long-term propellant storage. The outer

shell has sandwich construction for strength and

meteoroid protection. Attachments for clustering

modules would be located on the structure fore and

aft. While this presently appears to be a promising

cryo-structural concept, much additional design

study and supporting technology will be required to

evaluate its integrity and desirability.

The problem of propellant heating in the nuclear

stage is unique since in addition to the normal solar,

convective and conductive loads which are trans-

mitted into the propellant in chemical stages, the

nuclear stage experiences an additional intense heat

input from nuclear radiation. This problem is il-

lustrated by the graph shown in Figure 13. The

propellant temperature rise results in a vapor pres-

sure rise during engine operation; an additional tank
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pressure increment equal to the turbopump net

positive suction head (NPSH) requirements must be

provided to prevent cavitation of the pump, unless

a zero NPSH turbopump can be developed. A tradeoff,

therefore, arises between engine shielding and the

extent of propellant heating allowable. In order to

solve this problem and establish the best overall

system design, additional supporting research and

technology is required in the areas of nuclear energy

transport, shielding and propellant thermo/fluid-

dynamic behavior under the heating conditions. Some

of the nuclear research work underway and its results

are covered in Section IV.
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IV. SUPPORTING RESEARCH AND

TECHNOLOGY

The activities in this area currently underway
either at MSFC or under MSFC contracts include the

following:

1. Nuclear engineering research under the

Research Projects Laboratory covering radiation en-

vironmental mapping, dose rate calculations, energy
transport, shielding analysis, and development of
analytical and computational techniques;

2. Nuclear stage materials technology under the
Materials Division of Propulsion and Vehicle Engi-
neering Laboratory covering the combined effects of

reactor radiation, temperature and vacuum on en-
gineering materials ;

3. Research and development under the Astri-

onics Laboratory of nuclear instrumentation, such as
gamma and neutron spectrometers and semiconductor

materials for radiation environment;

4. Nuclear flight safety systems research

under the Advanced Studies Office of Propulsion and
Vehicle Engineering Laboratory to assess the nature

and magnitude of nuclear flight hazards, the identi-
fication and evaluation of potential countermeasures

and safety systems, and the definition and design of
selected systems.

A summary of the contracted activities covering

these areas of research is given in Appendix A along
with those covering mission studies and vehicle de-
sign.

V. NUCLEAR FACILITIES INVESTIGATION

AND DES IGN

The Test Laboratory and the Facilities and Design
Office maintain a continuous program of study, re-
search, engineering, and design of facilities re-

quired to support advanced nuclear vehicle cold flow

and hot test experimental technology programs. Cur-
rent MSFC support, under the direction and coordi-

nation of the Test Laboratory, is being provided to
the Space Nuclear Propulsion Office in the pre-

liminary engineering evaluation of integrated
engine/vehicle test-stand concepts for the Nuclear
Rocket Development Station.

Vl. CONCLUSIONS

As a result of the recent MSFC inhouse and con-

tracted program of research under the sponsorship
of the Space Nuclear Propulsion Office, OART, and

OMSF, a modular nuclear vehicle concept has been

developed that offers a multimission space capability,
based upon the large NERVA engine, with a maximum

of overall commonality of hardware for applications
across the spectrum of potential missions. The

modular approach appears to be the key to a sound
development program and orderly evolution from

initial ground testing to first flight, Saturn V ap-

plications, and ultimately to manned planetary ex-
ploration. Much additional research and design effort
is required in advance of any possible development

program. In addition the recent study program has
established the framework of supporting vehicle re-

search and technology requirements necessary from
initial ground testing to ultimate use. The supporting
research and ^_'_ 't_,_,,,,o,ogy activities have provided some
of the basic tools for analysis, design, and further

research and have advanced the level of knowledge in
most of the critical areas at least to the extent of

defining the nature and magnitude of the problems.

Much additional research work is necessary in the
areas of long term propellant storage; advanced
structures with meteoroid protection; instrumentation,

materials, and components suitable for use in the
radiation environment; and nuclear/thermo/fluid-
dynamic engineering in the areas of radiation trans-

port, shielding, and resulting propellant and feed

system behavior, structural and component heating,
radiation effects, and materials activation. These

areas of research must be pursued in conjunction with

the modular system definition and design work in
order to maintain a sound, well-integrated program
of research and design.
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APPENDIX A

Listing of recent MSFC nuclear vehicle studies and supporting research and technology contracts.

A. Advanced Systems Office, Planetary and Nuclear Systems Group.

Thompson Ramo Wooldridge/Space Systems Contract NAS8-5371: Mission-Oriented Study of

Advanced Nuclear System Design Parameters --

Mission matrix performance evaluation, nuclear engine sizing, configuration analyses, sensitivity

of engine/vehicle performance and design parameters.

B. Advanced Systems Office, Planetary and Nuclear Systems Group.

Lockheed Missiles and Space Company Contract NAS8-20007. Modular Nuclear Vehicles,

Technology Problems and Safety Systems --

Investigation and design of modular nuclear vehicle concepts, evaluation of configurations and

reference vehicle design, engine/stage integration, delineation of technology problems, facility

requirements research, nuclear safety systems research, investigation and design.

C. Astrionics Laboratory.

Lockheed Georgia Company, Contract NAS8-5332: Irradiation of Electronic Parts and Breadboard

Type Equipment--

a. Study and testing efforts for preselection of components where manufacturing process associated

with transistors causes change in gain at 102 - 103 R.

b. Test of capacitors in nuclear environment.

c. Test thermistors and transistors in nuclear environment.

d. Test breadboard static inverter in nuclear environment.

D. Astrionics Laboratory, Instrumentation Division.

Illinois Institute of Technology, Contract NAS8-11885: Development of Fast Neutron Spectrometer --

A prototype or breadboard system will be tested in reactor flux to determine efficiency of system

over broad energy range and sensitivity of system to gamma radiation.

E. Astrionics Laboratory, Applied Research Branch.

Bendix Corporation, Contract NAS8-20135: Study to Investigate the Effects of Ionizing Radiation on

Transistor Surfaces --

a. Selection of transistors for operation in ionizing radiation environment.

b. Investigate methods to be used in incoming quality control.

c. Better under-surface behavior.

d. Determine radiation threshold damage levels for selected devices presently aboard Saturn

vehicle.
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F. Astrionics Laboratory, Applied Research Branch.

Westinghouse Corporation, Contract NAS8-11861: Design,

Prototype Silicon Carbide Amplifiers --

a.

b.

Development and Fabrication of

Six units to be built by Westinghouse.

Units to be tested in temperature environment (573°K to 673" K) and radiation environment
(1014 - 1015 NVT) by MSFC.

G. Propulsion and Vehicle Engineering Laboratory, Materials Division.

Illinois Institute of Technology, Contract NAS8-11160:

A comprehensive computer program has been developed and experimentally validated to predict

the induced neutron activation under a wide variety of irradiation conditions for all stable isotopes
of all elements and combinations of elements.

H. Propulsion and Vehicle Engineering Laboratory, Materials Division.

Hughes Aircraft Company, Contract NAS8-20210:

The combined effects of particulate and electromagnetic radiation, including ultraviolet, are being
determined in situ in vacuum for certain dielectric materials and thermal control coatings.

I. Propulsion and Vehicle Engineering Laboratory, Materials Division.

General Dynamics/Fort Worth, Contract NAS8-2450:

The combined effects of reactor radiation, temperature (310.8°K to 2O°K), and test medium
(air, vacuum, LN 2 and LH2) have been determined in situ for a wide variety of engineering
materials typically used on space vehicles.

J. Research Projects Laboratory, Nuclear and Plasma Physics Branch.

Lockheed-Georgia Company, Contract NAS8-9500: Evaluation of Methods For Computing Nuclear
Rocket Radiation Fields --

Critical evaluations were made for a series of computer programs suitable for theoretical pre-

dictions of radiation fields in nuclear rocket systems. Ten computer programs covering point-

kernel, discrete ordinates and Monte Carlo methods were examined as a part of this study.

K. Research Projects Laboratory, Nuclear and Plasma Physics Branch.

Lockheed-Georgia Company, Contract NAS8-5180: Computer Programs for Shielding Problems
in Manned Space Vehicles--

This study extended and refined certain space radiation shielding codes. Approximations in the

proton penetration code were improved. Three new shielding codes were written during this effort.

L. Research Projects Laboratory, Nuclear and Plasma Physics Branch.

General Dynamics/Fort Worth, Contract NAS8-5182:

A Monte Carlo procedure for the IBM-7094 has been developed to perform calculations of the

radiation heating in propellant tanks and the radiation environment about a nuclear rocket stage.

The procedure is made up of seven codes.
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APPENDIX B

TECHNICAL REPORTS, NOTES, PAPERS AND MEMORANDA

PUBLISHED BY

ADVANCED SYSTEMS OFFICE

PLANETARY AND NUC LEAR SYSTE MS GROUP;'.'

1. Harris, R. J. ; and Saxton, D. R. : Lunar Mission Velocity Requirements for Nuclear Vehicles. NASA

TMX-51409, 2 April 1962, UNCLASSIFIED, (also M-P&VE-FN-62-DRS-7).

2. Harris, R. J. : Trajectory Simulation Applicable to Stability and Control Studies of Large Multi-engine

Vehicles. NASA TN D-1838, 2 January 1963, UNCLASSIFIED, (also MTP-I=_VE-F-63-1).

3. Fellenz, D. W. ; and Harris, R. J. : Influence of Weight Parameters on the Propulsion Requirements of

Orbit-Launched Vehicles. NASA TN D-1525, May 1963, UNCLASSIFIED, (also MTP-P&VE-F-62-2).

4. Harris, R. J. ; and Saxton, D. R. : Departure Weight and Propulsion Requirements for Manned Mars

Landing Missions Employing Nuclear Propulsion. NASA TM X-50123, 23 May 1963, UNCLASSIFIED,

(also M- P& VE- FN-63-DRS-7).

5. Harris, R. J. ; and Austin, R. E. : Orbit-Launched Nuclear Vehicle Design and Performance Evaluation

Procedure for Escape and Planetary Missions. NASA TN D-1570, June 1963, UNCLASSIFIED, (also

MTP-P& VE-F-62-11).

6. Austin, R. E. ; and Kearns, G. B. : Lunar Mission Performance Evaluation Procedure for Orbit-Launched

Nuclear Vehicles. NASA TN D-2157, April 1964, UNCLASSIFIED, (also MTP-P&VE-A-63-20).

7. Staff of Advanced Studies Office: Modified Launch Vehicle (MLV) Saturn V Improve ment Study Composite

Summary Report. NASA TM X-53252, 2 July 1965, UNCLASSIFIED.

8. Jordan, W. Y. : Project Rover, Status of the Nuclear Rocket Flight Test Program. M-S&M-F-1-60,

13 October 1960, CONFIDENTIAL.

9. Jordan, W. Y. ; and Saxton, D. R. : Summary of Some Nuclear Rocket Propulsion Systems. M-S& M-FE,

4 November 1960, SECRET.

10. Heyer, J. W. : Investigation of Thrust Structure Heating from NERVA Class Nuclear Rockets. M-S& M-FE,

12 April 1961, CONFIDENTIAL.

11. Saxton, D. R. ; and Harris, R. J. : Lunar Landing and Return Payloads for Nuclear C-3 Boosted Vehicles.

S&M-FE-61-DRS-1, 4 August 1961, C/RD.

12. Saxton, D. R. ; and Harris, R. J. : Lunar Landing and Return Payloads for Nuclear C-4 Boosted Vehicles.

S&M-FE-61-DRS-3, 10August 1961, C/RD.

13. Saxton, D. R. : Preliminary Definition of the C-5/NERVA Nuclear Launch Vehicle Configuration.

M-P&VE-FE-61-DRS-12, 16 November 1961, CONFIDENTIAL.

14. Jordan, W. Y.; Saxton, D. R. ;and Johns, S. A. : Technical Guidelines and Saturn C-5 Preliminary

Vehicle Data for the Saturn D Studies. M-P&VE-FE-62-WYJ-1, 3 January 1962, CONHDENTIAL.

Nuclear Systems Group was transferred from P& VE Laboratory to Advanced Systems Office, October 1965.
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15. Saxton, D. R. : Nuclear Stage Abort Trajectory Data for Several Saturn/Nuclear Vehicles. M-P&VE-FE-

62-DRS-2, 22 January 1962, C/RD.

16. Wilke, R. C. : Correction of NERVA Reactor Weights. M-P&VE-FN-62-RCW-3, 31 January 1962,
C/RD.

17. Harris, R. J. ; and Saxton, D. R. : Lunar Mission Velocity Requirements for Nuclear Vehicles. M-

P&VE-FN-62-DRS-7, 2 April 1962, UNCLASSIFIED, (also NASA TMX-51409}.

18. Saxton, D. R. : Preliminary Definition of the Nova/Nuclear Vehicle Configuration. M-P&VE-FN-62-

DRS-8, 21 April 1962, C/RD.

19. Jordan, W. Y. : Comments on Proposed Redesign of NERVA Engine Nozzle. M-P&VE-FN-62-WYJ-11,

4 May 1962, UNCLASSIFIED.

20. Heyer, J. W. : The B-4/NERVA Engine Designs. M-P&VE-FN-62-JWH-13, 17 May 1962, C/RD.

21. Saxton, D. R. : Preliminary Definition of the Nova/NERVA Lunar Cargo Carrier. M-P&VE-FN-DRS-14,

21 May 1962, C/RD.

22. Whiton, J. C. : Parametric Shielding Requirements for Background Protons and Electrons in the Orbital

Altitude Range of 100 - 1100 km. M-P&VE-FN-62-JCW-15, 23 May 1962, UNCLASSIFIED.

23. Heyer, J. W. : Equation of State for Gaseous Para-hydrogen M-P&VE-FN-62-JWH-20, 17 September
1962, UNCLASSIFIED.

24. Whiton, J. C. : Shielding Requirements, Clustering. M-P&VE-FN-62-JCW-24, 8 October 1962,

UNC LASSIFIED.

25. Rosinski, K. D. : Some Aspects of Post Shut-Down'Radiation. M-P&VE-FN-62-JCW-25, 22 October

1962, UNCLASSIFIED.

26. Manning, H. S. : A Bibliography on Nuclear Rocket Applications. M-P&VE-FN-62-HSM-28, 6 November

1962, UNCLASSIFIED.

27. Saxton, D. R. ; Harris, R. J. ; and Manning, H. S. : Preliminary Calculations for a 470-day Mars

Landing and Return Mission. M-l_VE-FN-62-DRS-29, 14 November 1962, C/RD.

28. Heyer, J. W. ; and Harris, R. J. : Preliminary Investigation of the Performance Advantage of a Low-

Power Density Nuclear Engine Design. M-l_VE-FN-62-JWH-30, 30 November 1962, C/RD.

29. Heyer, J. W. : Program for the Calculation of Pulsed Aftercoolant Transients. M-P&VE-FN-62-JWH-

31, 12 December 1962, UNCLASSIFIED.

30. Saxton, D. R. : Trajectory Simulation of Thrust Decay and Aftercooling Transients. M-P&VE-FN-62-

DRS-32, 31 December 1962, C/RD.

31. Heyer, J. W. : A CHAC-2 Investigation of the NERVA NRXB. M-P&VE-FN-63~JWH-1, 23 January

1963, C/RD.

32. Harris, R. J. : Definition and Presentation of Minimum Stage Mass Fractions for High-Energy Missions.

M-P&VE-FN-63-RJH-2, 26 February 1963, UNCLASSIFIED.

33. Whiton, J. C. : Radiation Environment Associated with Operational Nuclear Systems during Rendezvous.

M-P&VE-FN-63-JCW-3, 19 March 1963, UNCLASSIFIED.
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34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

Heyer, J. W. : Parametric Study of a 3000-MW Nuclear Rocket Engine: The Effect of Power Density on

Reactor Weight and Gas Exit Temperature. M-P&VE-FN-63-JWH-4, 29 March 1963, C/RD.

Nixon, R. F. : A Nuclear Rocket Engine with a 55-Inch Diameter Core. M-P&VE-FN-63-RFN-6,

27 May 1963, C/RD.

Harris, R. J. ; and Saxton, D. R. : Departure Weight and Propulsion Requirements for Manned Mars

Landing Missions Employing Nuclear Propulsion. M-P&VE-FN-63-DRS-7, 23 May 1963, UNCLASSIFIED,

(also NASA TM X-50123).

Rosinski, K. D. : Comparison of Fission Product Decay Data. M-P&VE-FN-63-KDR-8, 4 June 1963,

UNC LA SSIFIE D.

Mead, C. W. : Faster Startup of NERVA Engine. M-P&VE-FN-63-CWM-10, 20 September 1963,

UNC LA SSIFIED.

Austin, R. E. : Nuclear Engine Performance Charts (Orbital Start). M-P&VE-FN-63-REA-12,

30 July 1963, C/RD.

Whiton, J. C. : Preliminary Performance Study, Nuclear Pulse Propelled Vehicle. Memo P-105-6,

6 August 1963, SECRET.

Mead, C. W. : Nuclear Engine Aftercooling. M-P&VE-FN-63-CWM-15, 30 August 1963, UNCLASSIFIED.

Manning, H. S. : S-N Stage Thrust Vector Control System. M-P&VE-FN-63-HSM-17, 25 September

1963, UNCLASSIFIED.

Cramer, S. N. : Summary of Recent Work with Reactor Neutronic Program ZIP. M-P&VE-FN-63-SNC-

19, 27 September 1963, C/RD.

Saxton, D. R. : Growth Potential of the Saturn V Vehicle with Nuclear Third Stages. R-P&VE-ANS-63-

DRS-22, 11 October 1963, C/RD.

Saxton, D. R. : Vehicle Data for Clustering Study Configuration. R-P&VE-ANS-63-DRS-24, 25 October

1963, UNCLASSIFIED.

Harris, R. J. : Preliminary Nuclear Pulse Vehicle Performance Support Data. R-P&VE-AN-63-RJH-25,

28 October 1963, C/RD.

Manning, H. S. : Technical Guidelines for the Operational Safety Analysis for Advanced Nuclear Missions

Study. R-P&VE-ANS-63-HSM-26, 29 November 1963, UNCLASSIFIED.

Priest, C. C. ; and Nixon , R. F. : A Review of Systems for Nuclear Auxiliary Power. R-P&VE-AN-63-

CCP-27, 20 November 1963, C/RD.

Mercier, D. R. : Nozzle Performance. R-P&VE-AN-64-7, 9 January 1964, UNCLASSIFIED.

Nixon,

Fly-by

Heyer,

64-15,

R. F. ; and Priest, C. C. : Comments on Selection of the Power System for the In-House Mars

Study. R-P&VE-AN-64-8, 9 January 1964, UNCLASSIFIED.

J. W. : Suggested Performance Characteristics for Phoebus Class Nuclear Engines. R-P&VE-AN-

22 April 1964, C/RD.

Austin, R. E. : Preliminary Performance Estimates for 10-Meter Nuclear Pulse Vehicle. R-P&VE-AN-

64-18, 24 February 1964, S/RD.
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53. Patton, E. H. : Nuclear Calculations with Program ZIP. R-I_VE-AN-64-22, 3 April 1964, C/RD.

54. Priest, C. C. : Vehicle Power Supply for the In-House Mars Fly-by Study. R-P&VE-AN-64-23,

14 February 1964, UNCLASSIFIED.

55. Harris, R. J. : Mars Fly-by Capability of 5000 MW Nuclear Engine. R-P&VE-AN-64-31, 12 February
1964, C/RD.

56. Priest, C. C. : Facilities Review of Potential Contractors of Chemical Electric Power System for the

Mobile Laboratory (MOLAB). R-P&VE-AN-64-37, 24 February 1964, UNCLASSIFIED.

57. Mead, C. W. : Effect of Core Pressure Drop on Weight and Performance of a Nuclear Engine with a

55-inch Diameter Core. R-l_VE-AN-64-43, 6 March 1964, C/RD.

58. Mercier, D. R. : Nozzle Weight Calculation. R-P&VE-AN-64-48, 13 March 1964, UNCLASSIFIED.

59. Priest, C. C. : The Application of the SNAP Reactor Systems to Manned Lunar Operations. R-P&VE-

AN-64-50, 16 March 1964, C/RD.

60. Patton, E. H. : A Parametric Study of Simple Graphite Reactors Using Three-group, Multi-region

Theory. R-P&VE-AN-64-51, 19 March 1964, UNCLASSIFIED.

61. Stephens, W. T. : Representative Manned Capsule Design Data for Specified Missions. R-P&VE-AN-

64-55, 17 March 1964, CONFIDENTIAL.

62. Mercier, D. R. : Pressure Vessel Weight Calculation. R-P&VE-AN-64-59, 23 March 1964,

UNC LA SSI FIED.

63. Mead, C. W T.: Effect of Various Design Parameters on Nuclear Engine Weight. R-P&VE-AN-64-67,

6 April 1964, UNCLASSIFIED.

64. Priest C. C. : Comparison of In-House Developed Core Heat Transfer Program with LASL, WANL and

Rocketdyne Programs. R-P&VE-AN-64-68, i0 April 1964, CONFIDENTIAL.

65. Harris, R. J. : Nuclear Safety Study Mission Models II and III- Manned Mars Fly-by and Mars Landing.

R-P&VE-ANA-64-69, 9 April 1964, CONFIDENTIAL/RD.

66. Saxton, D. R. : Nuclear Safety Study Mission Model I, 70-hr. Lunar Transfer Injection via One EOR

of MLV Saturn V-I. R-P&VE-AN-64-70, 8 April 1964, UNCLASSIFIED.

67. Austin, R. E. : Propulsive Braking Trajectory Program. R-I:_VE-AN-64-79, 15 April 1964, UN-

CLASSIFIED.

68. Saxton, D. R. : Lunar Mission Potential of the NERVA Engine with Uprated Saturn Vehicles. R-l_VE-

AN-64-83, 21 April 1964, UNCLASSIFIED.

69. Propulsion and Power Section: Inhouse Procedure for Evaluating Thrust, Impulse and Engine Weight

for the Hot-Bleed Cycle Nuclear Rocket Engine. R-P&VE-AN-64-88, 29 April 1964, C/RD.

70. Mead, C. W. : Nuclear Engine Weight and Performance Parametric Study. R-P&VE-AN-64-98,

21 May 1964, CONFIDENTIAL.

71. Priest, C. C. : The Application of SNAP-8 To A Manned Space Station, Phase II of NASA Contract

NAS3-4160. R-P&VE-AN-64-101, 28 May 1964, UNCLASSIFIED.
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72. Priest, C. C. : Core Heat Transfer Data for Nuclear Engine Weight and Performance Parametric Study.

R-P&VE-AN-64-107, 8 June 1964, C/RD.

73. Whiton, J. C. : Nuclear Pulse Vehicle Performance Estimates for Use in Study of Reconnaisance Landing

Mission to Mars, Venus Swing-by Mode. R-P&VE-AN-64-108, 9 June 1964, SECRET.

74. Nunnery, J. N. : Computer Programs. R-P&VE-AN-64-109, 12 June 1964, UNCLASSIFIED.

75. Harris, R. J. : Sizing of Nuclear Orbit Launch Vehicles for Manned Mars and Venus Missions. R-l:_VE-
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LUNARPHYSICSAT MSFC

By

Gerhard B. Heller

SUMMARY INTRODUCTION

The papers summarized in this report were

given at the Research Achievements Review of Lunar

Physics on February 25, 1966. Lunar mission

studies have been carried out at Marshall Space

Flight Center (MSFC) since 1959 under an Office of

Space Sciences Administration (OSSA) assigmnent.

The Office of Manned Space Flight (OMSF) assigned

lunar exploration studies to MSFC under AES (Apollo

Extension Systems) which then became AAP (Apollo

Applications Program). In this Achievements

Review the status of lunar surface mission studies

was presented by H. Gierow. This served as a

general background to the discussions of research

achievements. Research on mechanical properties

of simulated lunar materials was presented by

S. Fields and H. Weathers. Potential lunar ma-

terials have been investigated in vacuum chambers

at pressures to 10 -1° newtons per square meter. A

thermal model of the lunar surface layers was

analyzed by B. P. Jones and J. Harrison. Computer

programs were developed that allowed a correlation

of heat waves traveling into the moon and of infrared

radiation (IR) cooling and heating curves with micro-

wave and IR measurements. So far, none of the

therma! models was found to be compatible with all

the various measurements.

Research on the bidirectional emittance of elec-

tromagnetic radiation, especially IR, was pursued by

C. D. Cochran andJ. Harrison of Research Projects

Laboratory (RPL). Angular dependence of IR radia-

tion differs with lunar longitude and latitude. Another

aspect of IR investigations was the far IR analysis of

minerals which showed considerable band structure

in the far IR.

A computer study of the solar albedo radiation

from the moon as it affected a lunar surface craft

was discussed by B. P. Jones. It was based on

Hapke's treatment of the photometric function.

Lunar surface models, design criteria and the

rocket exhaust impingement on simulated lunar

surfaces were discussed. Geophysical models have

been derived by the U. S. Geological Survey (USGS)

and by RPL inhouse and under contract. Geological

interpretations and mission planning were based on
these models.

Lunar physics has been a subject of research

and mission studies since 1959. A study of a soft

lunar landing and scientific exploration was con-

ducted by Marshall Space Flight Center (MSFC) for

the lunar and planetary organization in the Office of

Space Sciences Administration (OSSA). Results were

published in 1960 [1]. In 1962, MSFC received an

assignment from the Office of Manned Space Flight

(OMSF) to study missions for scientific exploration

on the moon, and assignments from OMSF and the

Office of Advanced Research and Technology (OART)

for lunar research. A symposium series, entitled

"Physics of the Moon," was held at MSFC in the fall

of 1963, and was published as NASA Technical Note

D-2944 [2].

This report describes lunar research conducted

at MSFC and by MSFC's contractors. Mission and

project studies indicate the extent of the research

activi_. An important activity at MSFC is the con-

tact with other NASA centers, government agencies

and the scientific community. A close relationship

exists with the U. S. Geolo_cal Survey (USGS) in

Washington and its branch of Astrogeology in Flagstaff

and Menlo Park. Lunar geophysics and geology play

prominent roles in scientific mission studies and in

lunar research.

Research at the Aero-Astrodynamics Laboratory

of MSFC is concentrated on aerodynamic studies of

rocket jets impinging on the lunar surface and the

establishment of environmental engineering criteria

for such interactions of lunar surface craft. Aero-

Astrodynamics Laboratory is also doing some studies

of the lmmr environment.

The Research Projects Laboratory is concerned

with the study of the lunar environment, lunar scien-

tific missions, scientific experiments, instrumentation

and geophysical models of the moon. Research is

done at the Research Projects Laboratory in some

selected areas of lunar surface environment, lunar

geophysics, thermal aspects of lunar materials and

lunar resources.

Present knowledge of the moon's surface is ob-

tained from visual observations, including earth-

based and televised spacecraft photographs, and

from sensors using electromagnetic radiation.
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Figure  1 shows the ful l  moon with landing or 
i m p a c t  sites of successful  l u n a r  probes .  
impacted i n  a previously n a m e l e s s  mare which has  
been named M a r e  Cognitum, and Ranger  VI11 im- 
pacted in  M a r e  Tranqui l i ta t is .  
in  the crater Alphonsus. The m o s t  r e c e n t  landing 
s i t e  of the Russ ian  LUNA landing vehicle  is in the 
e a s t e r n  p a r t  of Oceanus Procellarum. 

Ranger  VI1 

Ranger  IX impacted 

FIGUNE 1. FULL MOON WITH SITES O F  
RANGER AND LUNA IMPACTS 

LUNAR S C I E N T I F I C  M I S S I O N  STUDIES 

The miss ion  planning efforts for ea r ly  post- 
Apollo c:in be divitletl into t ~ w  ac t iv i t ies ,  the f i r s t  of 
which concerns thc evalimtion and sclcct ion o f  110- 

tcntial c s p e r i m e n t s  of scient i f ic  o r  tcchnical m e r i t  
th:it :ire s u i  tri blc f () r lunar s 11 r f ;ice esplo ra t ions  . 
\Vhcn canrliclate csper imcnts  lire cs tab l i shed ,  var ious  
techniques a n t 1  inst runicnts  for ol1t:iining the scicn-  
tific cl:lt;i m u s t  tic cv:ilu;ited. 
lunar  srii,f:icc mission I)lanning may Iic rcfcrretl to ;IS 
opera t ions  ana lys i s .  
c s p c r i m c ~ n t s  ant1 ins t rumcnts ,  :~n investigation is 
rcqiiiretl b) t lc tcrminc~ the l E s t  \\ay to :icconil)l ish 
m i s s i o n s  on tlic I u i i ; ~ ~ ~  stirl':icc. 

The scxontl activity o f  

Thxt i s ,  after se lec t ing  typical 

( 4 )  sur face  geophysics ,  ( 5 )  subsur face  geophysics ,  
( G )  geochemis t ry ,  ( 7 )  emplaced  scient i f ic  s ta t ions ,  
and ( 8 )  as t ronomica l  m e a s u r e m e n t s .  During the 
lunar  sur face  explora t ions ,  one of the m a i n  i n t e r e s t s  
will be the acquis i t ion of information ana lys i s  and 
definitions concerning the geological a s p e c t s  of lunar  
sur face  and subsur face  features. Collection of 
s a m p l e s  will be m a d e  f o r  r e t u r n  to e a r t h ;  the e x a c t  
location of such  s a m p l e s  and any in te res t ing  f e a t u r e s  
will be noted [ 3- 11 1. 

The LEM/shel ter  m c a s u r c m e n t s  will be con- 
tluctcd in o r  near  the LEn/l/shelter. 
s c i e c t r d  : m i  annlyzcd p r i o r  to t h e i r  r e t u r n  to e a r t h .  
Because oC the l imited r e t u r n  capabi l i ty ,  only the 
most  meaningful s a m p l e s  should be s c l ( c t c d ,  and 
as much inforni:~tion ;is possible, obtaincd from the 
cl im inatcd samplcs .  

Samples  will be 

Thc s u r f a c e  gcophysics  iiieasiircmciit C:I tegory 
will include such instruments as the mngnctomctcr 
and gi-aviincter and will be used to contluc t magnct ic  
and gravi ty  s u r v e y s  dur ing  the lunar  miss ion .  
and pass ive  s e i s m i c  investigxtions arc also bcing 
consi t lcrcd.  
u r e m c n t  o f  the mcclianical p roper t ies  of the lunar  
s u r  fac c 111 a t e r i  a1s , \v ith cni phasi  s upon de te r m  i  nin g 
the I ) ropcrt ies  of unconsolidated n ia tc r in l s  ( thosc 
that will not be rcturnvd to earth for evaluation) . 

Active 

A n o t h e r  cxpcrinient  will be the mcas- 

'I'he sitbsurl'acc~ gcol)liysics c:ttc,gory \ \ i l l  r e q u i r e  
insti-umcnts mounted on :L subsui.t'acc probe to in- 
c lutlc a thermal tli llusivi t y  csper in icn  t ,  :L gamma-  
gmimn densi ty  cxl)c'rimc,nt, ;I thcrni:il ~) robc ,  a n t i  
a m:tgnctic suscept ibi l i ty  c s p c r i m c n t  :IS i w l l  as 
0 the rs . 
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m e a s u r i n g  equipment. The typical r e m o t e  s ta t ions 
would enlploy a short-pcr iod vcr t ica l  se i smotne ter ,  
a magnetometer ,  a t h e r m a l  scns ing  probc ,  and a n  
e l e c t r i c a l  ficltl m c t e r .  
appropr ia tc  select ion Tor a sa te l l i t c  s ta t ion.  

An ALSEP a p p e a r s  to  be a n  

FIGURE 2. MOON DRILL,  TYPE 2 

provide a borehole  of about  5 c e n t i m e t e r s  in  d i a m e t e r  
with a 2 .  5-cent imeter  c o r e ,  port ions 01' which will 
be  taken back to e a r t h  f o r  ana lys i s .  
concept  USCS p u r e  r o t a r y  motion f o r  dr i l l ing.  A 
d r i l l  head uni t  is connected to the upper  s u r f a c e  
power  s y s t e m  by a r igid d r i l l  s t e m .  
c h i p s  are removed by the wire-line technique which 
cnables  r e m o v a l  without withdrawing the d r i l l  casing.  
T h e  approach  used is qui te  conventional and used in  
ciriiiing opera t ions  on Lhe e a r t h .  IIowevcr, the q i -  
;)ro'ch to cos l ing  and chip f lushing nialccs the sys tem 
unique. 
tests have shown that  this  unit will be ab lc  to d r i l l  
without a f lushing medium and s t i l l  r e m a i n  within the 
equipment 's  thermal to le rances .  Invcstigntions arc  
31so being c a r r i e d  out  for a di l ferent  d r i l l  concept 
which r e q u i r e s  both r o t a r y  motion and percussive 
act ion.  

This  par t icu lar  

Thc c o r e  and 

With a c losed  two-phase cooling s y s t e m ,  

The Emplaccd  Scientific Station (ESS)  i s  essen-  
t ia l ly  a group of ins t ruments  which will be checked 
o u t ,  c a l i b r a t e d  and lc f t  on the lunar  sur face  for a 
per iod  of t i m e  ( u p  to two y e a r s )  after depar ture  of 
the  a s t r o n a u t s ,  to r e c o r d  scient i f ic  da ta  expected to 
show t e m p o r a l  var ia t ions .  T h i s  par t icu lar  concept  
is qui te  s i m i l a r  to the  onc being considered f o r  use  
i n  tlie Apollo Lunar  Surface  Experiment  Package 
( A L S E P )  p r o g r a m .  The main difference in the two 
i s  tha t  i n  the Apollo Applications P r o g r a m  (AAP)  
t h e r e  wil l  be more m a s s  available f o r  scient i f ic  CX- 

p e r i m e n t s ,  a n d  therefore  different  concepts  are 
employed.  T h i s  concept  u s e s  a c e n t r a l  ESS and a 
s e r i e s  of r e m o t e  s ta t ions  r e f e r r e d  to as sa te l l i t es .  
F i g u r e  3 ,  a typical  c e n t r a l  s ta t ion ,  will have such  
i n s t r u m e n t s  as a mabmetometer ,  g r a v i m c t e r ,  
s e i s m o m e t e r ,  m a s s  s p e c t r o m e t e r ,  e l e c t r i c  field 
m e t c r ,  m e t e o r i t e  pane ls ,  and o t h e r  a tmospher ic  

DOSIMETER 

FIGUItE 3 .  CENTRAL STATION GROUP I AND IiTG 

A typical lunar  s i t e  a t  which a spccif ic  miss ion  
has Ixcn  studied i s  shown in F i g u r e  4. The  

FL 

-a".&.,, . I .  

FIGURE 4. PHOTOGEOLOGIC MAP O F  THE 
FLOOR OF TIIE CRATER ALPHONSUS 
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particular s i te  l ies in the Alphonsus Crater region, 
and the geological interpretation shon.n \vas made by 
the U.  S. Geological Survey from the Ranger IX 
photographs. This mission analysis \vas made \\it11 
the assumption that a sma l l  lunar-roving vehicle 
\vould be available. The circle in the figure reprc- 
sents the radial distance capability for  the mission, 
\vhich in this case  \vas 8 kilometers. 
the right side of the figure a r e  contours \vhich reveal 
the topogi-aphy of the a rea .  The geological interpre- 
tation of the surface i s  listed to the right s i c k  of the 
figure. Foiir types o f  c r a t e r s  :ire shown: impact 
craters , volcanic cr:tters, funnel-type c ra t e r s  antl  a 
collapsc~ feature. In atltlition to c ra t e r  interpreta- 
tions, surface material \r:iriations ;ire sho\\.n. The 
uppci. right-hnntl portion of thcl figure i s  represcntu- 
tive of the Alphonsus 1v:iIl material .  
central region i s  c r a t e r  floor matei.i:tl which pos- 
scsscs  :ui unusual all)edo characterist ic,  that i s ,  it  
has the lowest albedo 01' a n y  material  on the lunar 
surface.  The superimposed (lotted lines are repre- 
scntntivc o f  typical traverses during the mission. 
The lower left area rcprcsents a region \vhich i s  
re fer red  to :is a cr:ikred floor iiintcrial. 
resolution, this particular picture docs not reveal 
this unusual concentration 01 small  c r a t e r s .  

The lines on 

The 1:trpc 

Duc, to the> 

The Nunibcr 1 traverse will essentially be a run 
i n  \\hich samples a re  collected nnd thc operation of 
the vehicle i s  checl,etl out. The second t raverse  
shou ti is planned for the immediate vicinity of the 
LERI/shclter, and \\auld Lx, ~ h e t l  to emplace the 
ccntr:il ESS satellitcs Sorties 3 nnd 4 are typical 
of those required to cniplacc the satellites. 
sorties 01- tvo  earth days are rcquiretl to enip!;tce 
cach satellite stntion. 
the dril l  to the station s i t e ,  to dr i l l  antl to log a 
3. 05-meter hole. 
transport : m l  cniplnce the satellite station. 
sor t ies  nil1 be required to conduct an active seismic 
expcriment atid geological/geopliysic:tl reconnoiterh 
to inkres t ing  points 

Two 

One day i s  used to transport  

The second day i s  required to 
Olher 

The primaiy objcctivc for any lunar surface 
mission on early post-Apollo will bc to obktin infor- 
m:ition about the lunar surfnce :tnd i t s  environment. 
Therefore,  mos t  of the missions being studied :ire 
jic.ol)hysicnl/geolojiic:tl reconnniss:ince missions ant1 
:ire quite typical of the minc~ral :ind oil operations 
contluctcd hcrc on curth. 

STUDY OF MECHANICAL PROPERTIES OF 
SIMULATED LUNAR MATER I A L  

Intcrpretations of the nie:isurcments from C;I rth- 
bound observations antl 1tange r photographs have bre ti 

made with respect to the texture and composition of 
the lunar surface material. Various investigators 
have stated that the moon does not seem t o  have any 
appreciable dust l ayer ,  but appears to be covered 
with underdense o r  vesicular material, the  density 
of which increases with depth. 

The present research  task concerns the study of 
thcl forces betu,een particles under ultrahigh vacuum. 
Knowledge of the mechanical properties of lunar ma- 
terials is important in interpreting measurements 
for emplacemcnt of scientific instruments on the 
moon, and for studies of lunar resources.  
rcscarch  \vas conductctl a t  a number of places in-  
cluding MSFC. 
thc range of 1 0 - 6  to 
I t  \\'as f o u n d  that this v:icuum range was not sufficient 
to :issure out@ssing of the particles. 
adsorption of gases or impuritic,s was of decisive 
importance in studies of particle adhesion [ 121. The 
vacuum chamber no\v used for the w o r k  at MSFC is 
mi oil-free sys tem 1vitIi an ultimate range of io-'' 
ncwtons pc'r square mcter  ( approsimately io-'' torr) . 

Ear l ie r  

Thc vacuuni applied w a s  limited to 
newtons per  square meter .  

The surface 

iIIicrophotographs of four types of materials nou 
The glass being invcstigatcd a r e  shoun in Figure 5. 

spheres (lower right) are used for comparison and 
analysis of geometric effects. Pumice and basalt  
arc particles that mos t  likely resemble mater ia l s  
elist ing on the moon. 

4 

FIGURE 5. MICROPIIOTOGRAPHS OF LUNAR 
T Y P E  MATERIALS 
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Dynamicpenetrationexperimentsareconducted
inbothatmosphericandvacuumenvironments.
Metalprobesareallowedtofree-fall intoapre-
arrangedmassof granularmaterial. Thedepthof
penetrationof theprobeis dependentuponthefollow-
ingparameters:(t) environmentpressureand
residualgascomposition,(2) sizeof particles,
(3) shapeof particles,and(4) bulkdensity.

Themassof theprobeandits free-falldistance
areheldconstant.Withparticlesin therangeof 62
to 125 micrometers size, the probe's penetration

depth into the granular material begins to increase

upon attaining a moderate vacuum of 10 -5 newtons

per square meter (10 -_ torr).

Adhesion characteristics of granular material

in a vacuum environment are investigated at 10 -l°

newtons per square meter. A stainless steel drum,

0.25 meter long and 0.15 meter wide, is rotated

inside the vacuum chamber. The drum contains the

powder to be investigated and is rotated at 1 rpm by

using a magnetic rotary seal. The material is lifted

up the side of the drum by slats protruding from the

inner wall and is then allowed to fall freely to the

bottom. This process allows an effective outgassing

and removal of adsorbed gases.

Some results of this investigation are shown in

Table I. After fifteen minutes of tumbling at

2.3 x t0 -9 newtons per square meter ( 1.7 x 10 -1!

torr), 100 percent of the basalt powder adhered to

the metallic surface and the grains stuck together.

For comparison, only 20 percent of the glass

spheres adhered to the dram.

MATHEMATICAL MODELS FOR THE THERMAL
HEATWAVES OF THE MOON

Infrared sensors, thermal radiation in the

microwave region and radar reflections allow one to

look below the lunar surface and form conclusions

concerning the properties of lunar soils. Tech-

niques using radiation in various wavelengths of the

electromagnetic spectrum have also been proposed

for the scientific exploration of the moon. A litera-

ture survey on lunar thermophysics was conducted

by the Redstone Scientific Information Center

[ 13, 14]. The earlier report covers literature up

to 1963. The second report [14] covering the period

1963 to 1965 is almost as large as the first report

as a result of the scientific community's interest in

this subject. An inhouse study has been made of

the heat waves traveling into the interior of the

moon because of the thermal cycle of lunation* [15].

THERMAL MODEL

Descriptive differential equations for conductive

and radiative heat transfer were written and solved

ntwnerically on a 7094 computer. In the model used

it was assumed that the moon is a semi-infinite

solid with solar insolation and Stefan-Boltzmann

radiation at the surface. The equations were written

for a unit area of surface at the lunar equator.

'.'-'Jones, Billy P. : Diurnal Lunar Temperatures (to

be presented at the AIAA Thermophysics Specialist

Conference, April 17-19, 1967).

TABLE I

EXPERIMENTS WITH SIMULATED LUNAR MATERIALS AT HARD VACUUM

Sample

Basalt

Size

(Micron)

10to20

Weight

(_n)

180

Pressure

( N/m 2)

2.3x10 -9

Time for

1oo%
Sticking

15 min

Remarks

Adhesion began immediately and at end

of time period 100% of the material

adhered.

Basalt 20 to 37 180 2.9 x 10 -1° 15 min 100% adhesion.

ATM --- _ .... No adhesion after 12 hours rotation.
Basalt 37 to 62 180 "_: 3-x-l_) ---i"- ' -3-0-min " -1-0_% adhesion- ........

Basalt 37 to 62 300 1.7 x 10 -9 --- Less than 5% adhesion after 24 hours.

Outgassing limited.

Glass Spheres :20 to 37 180 1.3 x 10 -9

180Crushed Glass, 20 to 37 2.7 x 10 -1°

Rotated 24 hours. Approximately 20% of

material adhered.

After 30 rain. approximately 98% adhered.

Continued for 24 hrs with no further ad-

hesion.
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Themoonwaspartitionedinton isothermallayers
withrespecttodepth,andthecorrespondingndif-
ferentialequationsweresolvedsimultaneously.
Temperaturewasthedependentvariable,andtime
anddistancefromthemoon'ssurfaceweretheinde-
pendentvariables.Thethermalpropertiesappeared
asparametersin theequations.Byvaryingthese
parameters,thecalculatedtemperatureswere
broughtintothebestpossibleagreementwithex-
perimentaltemperatures.Theparametervalues
thatprovidedthebestfit wereassumedto berepre-
sentativeof thematerialpropertiesof themoon.
Theexperimentaltemperaturesfor thesurfacewere
takenfromIRdatabySinten;Saari,andShorthill;
andMurrayandWildey.Thetemperaturesbeneath
thesurfacewereobtainedfrommicrowavemeas-
urementsmadebyGibson,Zelinskaya,Troitskii
andFedoseev,TroitskiiandZelinskaya,andothers.

RESULTSANDCONCLUSIONS

Thecalculatedcurves(solidlines)represent
theequatorialtemperaturefor variousdepths
throughouta lunation.Of thecasesstudied,the
(IR) datafor thebestagreementwithsurfacetem-
peraturewereobtainedwhenas/et = 1, with

cr = 0.87, and Ct = 0.87. Other pertinent data ares

given in Table II. Many case studies have been made

for a homogeneous model with these results:

(1) a homogeneous model can duplicate the IR

data alone.

(2) a homogeneous model can duplicate the

microwave data alone, but the thermal properties

are not the same for the one that describes the IR

data.

(3) the same homogeneous model does not seem

to collate both IR data and microwave data.

Two multilayer models were studied. In one,

the values for the conductivity k and for the volu-

metric heat capacity pc were varied with depth

according to a third degree polynomial, and in the

other model with depth according to a first degree

polynomial. The case where the third degree

polynomial was used is shown in Figure 6.

400

36O

32O

28C

w
I- 24C

20¢

16C

120

0 .I

\.

I L c°._=
Run IINFRARED DATA
Fib 3__966/SINTON

÷ MURRAY e, WtL.DEY

e SHORTHILL 8=SAARI J_

--MICROWAVE DATA
ZELINSKAYA, TROITSKIt, FEDOSEEV

2 .3 4 5 6 .7 .8
FRACTION PERIOD

lmm
3mm

5ram

9mm

/

I
.9 I0

FIGURE 6. THERMAL MODEL OF THE MOON

COMPARED TO IR AND THERMAL MICROWAVES

The surface values for k and pc are assumed to be

the same as that for powdered olivine (70 microme-

ters particle size), and at 2.20 meters depth to be

the same as that for basalt. After studying the con-

tinuous models, it appears that:

(1) Both microwave and IR data do not seem

to collate with either model.

TABLE II

PROPERTY DATA ASSUMED FOR CALCULATIONS

CGS UNITS

Model

Multilaye r

(Properties vary linearly

with depth)

Multil aye r

(Properties vary according

to 3rd degree polynomial)

(cm)

Depth

0

220

0

220

joules

see enl OK

1.26 x 10 -5

2. 52 x 10 -3

1.26 x 10 -5

2.49 x 10 -2

=o-m___ joules
cm 3 gm* K

p c

2.0 0.84

3.3 0.84

2.0 0.84

3.3 0. 84

Case VII, Run 6

0. 87 Case VIII, Run 1
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(2) Although the agreement of the microwave

and IR data is fair when compared with the con-

tiauous model shown in Figure 6, the match with a

calculated curve is good only near the surface.

It should be noted that the heat wave traveling into

the surface has a decreasing amplitude and an in-

creasing phase shift with depth. Research in this

area is continuing. Mathematical models are ex-

pected to allow the analysis of remote sensing by

earth-based or lunar-flight instruments.

BIDIRECTIONAL PROPERTIES OF LUNAR
IR RADIATION

Earlier studies of the lunar IR emittance,

based on measurements by Sinton, revealed a varia-

tion with viewing angle (Fig. 7) in the emittance at

the subsolar point. The emittance changes from a

maximum for zero degrees viewing angle as meas-

ured from the vehicle, to 0.60 of this maximum at

90 degrees viewing angle. If the angular distribution

of the emittance with an azimuthal angle deviating

from the equatorial plane is assumed to be uniform,

and if a maximum value of the emittance of 0.98 is

assumed, the total hemispherical emittance for the

subsolar point at zero degrees is determined as

0.89 [51 .

_x

6=

_8

1.0

0 .$

HEAT FLUX IN UNITS OF SOLAR CONSTANT

FIGURE 7. POLAR DIAGRAM OF IR FLUX

DENSITY AT SUBSOLAR POINT

Research has been carried out inhouse at RPL

and Brown Engineering Company to determine the

angular properties of the lunar IR radiation for

various phases and bidirectional viewing angles

(lunar coordinates) [ 16]. Measurements made by

Shorthill and Saari of Boeing during a lunar eclipse

were evaluated.

If measured from the subsolar point prior to the

eclipse, thermal anomalies can be seen against a

background of gradual temperature variations with

lunar coordinates.

Figure 8 represents a log-log plot of a tempera-

ture traverse vs. the cosine of the angle measured

from the subsolar point at a phase angle of 90 de-

grees. An attempt was made to establish the

characteristics of the lunar surface disregarding

the anomalies and choosing points of equal albedo

(Fig. 9) for a lunar phase of -2.27 degrees. The

temperature dependence follows a cos 174 0 law from

0.20 < cos 0 < 1. When cos 0 < 0.20, the tempera-

ture follows a cos 1/6 0 law. An analysis of the sub-

solar point as a function of cos 0 showed a cos 1/6 0

relationship identical to that of Sinton. The angular

dependence with respect to lunar latitude shows a

similar break as in Figure 8.

....ill!! ! t I I IIII] [

Io' Io-I

cos o

I ]

10 2

FIGURE 8. VARIATION OF BRIGHTNESS

TEMPERATURE T WITH 0, ANGULAR DISTANCE

FROM SUBSOLAR POINT FOR LUNAR PHASES _=90 °

The total hemispherical emittance cannot be de-

termined from the evaluation made thus far because

only relative values are shown. It can be assumed

that the maximum emittance value at the subsolar

point as viewed at a phase angle of 45 or 90 degrees
is not the same as that for the Sinton case described

earlier. Brightness temperatures and not absolute

temperatures are traced in Figures 8 and 9. It is

intended that research in this area be continued.
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FIGURE 9. VARIATION OF BRIGHTNESS

TEMPERATURE T WITH 0, ANGULAR DISTANCE

FROM THE SUBSOLAll POINT FOIl LUNAR PttASE

-2 ° 16 T6.7"

RPL has an Ill radiometer which was built

under contract with Southern Research Institute [ 17].

Although it is a laberatory instrument, llPL plans

to use it with the astronomical telescope of the

Rocket City Astronomical Association on Monte

Sano Mountain, Huntsville, Alabama to make lunar

Ill measurements. A studyof the IR transmissivity

of the local area has revealed that good measuring

conditions exist quite frequently. With the use of

IR narrow band filters, variations in ala_mspheric

transmittance can be greatly reduced.

ADAPTATION OF THE PHOTOMETRIC

FUNCTION OF THE MOON FOR VEHICLE
ENERGY EXCHANGE*

The photometric function of the moon has been

investigated and an adaptation of the theoretical treat-

ment has been made for the thermal heat transfer to

lunar surface vehicles. A simplified version of the

photometric function can be expressed as a product

of three terms:

*Jones, Billy P. : Hapke's Lunar Photometric

Function Adapted to Vehicle Ener,gs, Exchange

{Internal Report, R-RP-INT-64-13, ilesearch

Projects Latxaratory, April 1, 1964; to be published
later as a NASA TM X. )

cos i 't t ....
I( ........ lEo( ......... )'_] [_ ( ....... ( ............ ) b][B(c, g)]

1 2g c _r

where 2 - tall. •t' ( 1 g/tan u 13 e -g/tan ¢'} filr u ":

B(n, g)
r,

for _ :_

g
r

(1)

The symbols

I(i, e, c_) =

in equation (1) are as follows:

total energN pe r unit area per unit time

reaching the detector (on earth)

E 0 = radiant energy per unit area per unit

time, normal to the incidence direction

i = angle between the direction of incident

solar energy and the normal to the ap-

parent surface

c = angle between a reflected ray reaching

tile detector and the normal to the ap-

parent surface

c_ - angle between tile direction of incident

solar energy and the direction o[ ob-

servation

light sensitive area of the detector

solid angle of the acceptance cone of the

deteetor

b

g =

total reflectivity of a particle or lump of

material; (1 - b) is tile fraction of inci-

dent energy which is absorbed

231, where
T

y - tile effective radius of the retrodirec-

tire tube

r = mean free path of an incident ray

through the semiopen surface. As-

sumed to be equal to 1/n or, where

n = number of reflecting objects per

unit volmne, and

= average cross-sectional area of

an object, particle or lump of

material.

In this equation derived by lhtpke, file first

bracket is the Lommel-Seeliger reflection htw

(causes the function to go to zero as i goes to 7r/2);
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thefactorin thesecondbracketis theSchoenberg
scatteringlawfor asingle,opaque,Lambertsphere;
thefactorin thethirdbracketis aretrodirectivere-
flectionderivedfromgeometricalconsiderationsof
a delicate,highlyporousstructure. Thetermsare
illustratedonFigure10. Modificationof Hapke's

I LOMMEL SEELbBER "_'_/(

_./ / BEFLECT,0N /

INCIDENT FLUX

_,_ BUNDLE

.RETROB;REDTEDREFLECTION

-

FIGURE 10. SCHEMATIC OF BASIC TERMS OF

LUNAR PHOTOMETRIC FUNCTION

function for use in energy balance calculations for

vehicles on the lunar surface requires the following

interpretations and substitutions:

detector = dA 2 on the vehicle surface

dos =

dA2 cos 02, since the detector area is

always perpendicular to the observed

central line of reflection, whereas dA 2

on the vehicle is not; the cos 02 accounts

for projection of dA 2 in direction of ob-

served reflection

dA 1 cos _ dA 1 cos 0,1
$2 - S2 , since ¢ = 01, by

definition

Therefore,

adw = cos 01 cos 02 d.AldA 2
S2 , a familiar ex-

pression in radiative exchange

O{ ---- angle between incident solar flux and the

line-of-sight from dA 2 to dA l. For a

particular vehicle geometry this angle

can be expressed in terms of the other

three, i.e., o_=a(i, 01, 02 )

With these interpretations and substitutions, the

expression for the energy flux received by dA 2 from

dA 1 becomes:

E cos £ cos 0 eus o

......,v ......
_hich can be expressed as

E cos O _ 2 sin cs

_here

2-tana(l-e-g/tan(b)(3 e -g/tan(l } for

2g cl s

B(_, g) = (21

1 for n ->

and

g 2_ , (O_g -<1 )

In order to calculate the total energy transferred

from an area of the moon, A1, to a vehicle, an inte-

gration is required over the respective areas, A 1

and A 2 (a double integration). It is also necessary

to substitute an explicit expression for c_ = _(i, 01, 02)

for the particular vehicle geometry prior to the inte-

gration. The term in the energy balance for A 2 would

be C_sI, where c_s is the absorptivity of surface A 2

with respect to the solar spectrum.

A more detailed study will be published later in

a NASA TMX. Inhouse measurements on the albedo

of simulated lunar materials are being conducted at
RPL.

LUNAR SURFACE MODEL AND DESIGN
CRITERIA

An analysis of the Ranger photographs has been

made at MSFC relative to present knowledge of the

moon and the planning of lunar surface missions.

Figure 11 shows a photo from Ranger IX. The frame

size covers an approximate area of 40 by 40 kilome-

ters. This picture was chosen because it shows a

variety of interesting lunar features, such as an im-

pact crater, secondary craters, a halo crater,

collapse features, and a rille. The evaluation of the

Ranger pictures by the chief investigators (Drs.

Shoemaker and Kuiper and their co-workers) has

helped to improve the planning of scientific lunar

missions.

Studies of geophysical models of the moon have

been conducted by Research Projects Laboratory

and Brown Engineering Company [ t 8-21]. The

geological age has been determined from the fact

that rocks and dust thrown from craters, or flows
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FIGURE 11. PHOTOGRAPH O F  CRATER 
ALPIIONSUS FItOM RANGER IX 

filling in  the m a r e  bas ins ,  c o v e r  the Inyers  of the 
nioon. A study of a geophysical niodel o f  the moon 
i s  prcscmtly under \\‘ny by J. Benslto of Research  
P r o j e c t s  I ~ l x , r a t o r y  and IIayes International 
Corporat ion tinder cont rac t  to MSFC 122 1 .  Otic 
interpretat ion of tht, lunar  sur face  and subsur face  
geology in the Appennine Mountain region ( F i g .  12 )  

l t ‘ .  

is based upon work by the U. S. Geological Survey.  
The o ldes t  l u n a r  formation in  the f igure  is cal led 
Pre- Imbr ian .  
Appenninean and is younger than the Pre- Imbr ian  
upon Lvhich i t  rests. 
s h o n n  in sequence of a g e ,  are named according to 
the c r a t e r  Archimedes ,  the Oceanus P r o c e l l a r u m  
and the craters Era tos thenes  and Copernicus [ 2 3 ] .  

The mountain m a t e r i a l  is cal led 

Other  formation m a t e r i a l s ,  

Another a s p e c t  o f  lunar  s u r f a c e  ana lys i s  i s  pre- 
sented by the work of the  Aero-Astrodynani ics  
Labora tory ,  especial ly  that  of W. Vaughn in lunar  
te r r a i  t i  anal  y s  is . 
c nvironni en tal design c r  i t e r in  for landing gcar :tnd 
for sur face  mobility s tud ies  [ 24-27] .  
m a p s  developed f rom the Itanger VI1 p ic tures  indicate 
that  the lunar  M a r e  Nubiluii photographcd by Itanger 
VI1 h a s  a 7. 3-percent  s lope in the 10 to 20-tlegrcc 
range Cor a l inear  t r a v e r s e .  
percent postulated by a model pitblishc~d car1 iei‘ b y  
Mason,  McConibs :mtl C r a m b l i t  [ 281. 

Thes  c s t u d  ics formu In te th c 1 unnr  

Topographic 

This  i s  near the 5 

Topographic  maps produced by the USGS I3ranch 
0 1  i l s t rogeology,  using Ranger  VI11 I)iclures, are k i n g  
used  in  thc ana lys i s .  
talccn from ;I lunar  s u r f a c e  iiiotlel \vhicli was prc>p:trecl 

tion angle of the illuminating l ight  is 23  degrees above 
the horixontal. 

F igure  13 shows :i photograph 

fro171 t h c s ~  t?i:tps by the USGS for MSFC. TIic clc’vn- 

P 
L 

I3’IGUItE 13. I~I1OTOGItAPIIIC STUDY O F  T,IJNAR 
IJIG H TING CONDITIONS 

ROCKET EXHAUST IMPINGEMENT ON 
SIMULATED LUNAR SURFACE SHAPES 

10 
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the solutions of which are required for design studies

of lunar vehicles. One series of tests was to deter-

mine the effects of a rocket exhaust jet on various

types of expected lunar surface materials. In another

series, the friction of landing gears was determined

by. drag tests. The two series of tests were concluded

during 1965, and the results were reported in an

earlier achievements report of this series [29].

Presently, tests are in progress in the Aero-

Astrodynamies Laboratory to study the aerodynamic

problem connected with jet impingement. Pressure

levels in the combustion chamber are 200 to 500

newtons per square meter, exhausting into a vacuum

chamber to provide overall pressure ratios of 3 to

8 x l0 T. The objectives of the program are:

(1) To estimate the forces and heat transfer

rates caused by plume impingement,

(2) To estimate erosion rates, cavity shapes,

and rock or sand dispersion,

(3) To determine heat transfer rates caused by

the rocket exhaust.

The program is so new that no results can be reported

at this time, but will likely be pul)lished at a later
date.

ANALYSIS OF S I/VIULATED LUNAR

MATERIALS IN THE FAR INFRARED

Measurements of IR spectra have been conducted

by several investigators concerned with lunar geology

and earth remote sensing. The problem of light

scattering becomes appreciable if the diagnostic

wavelength equals the scattering diameter of the

particles. It appears desirable to extend investiga-

tions into the far IR to a wave number of 50 per

centimeter. The spectrum of albite shown in Figure

14 has a range of wave numbers from 675 to 50 per

°!!
!,o

)
Roo. _p,r_,.r° )
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it II 11
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FIGURE 14. FAIl INFRARED REFLECTION OF

ALBITE

centimeter, measured byA. D. [Attle, Inc. under

contract toMSFC [30]. Several other minerals

have been investigated, such as serpentine, horn-

blende, troilite, chrondrite, and its components

forsterite and fayalite.

Another aspect of the underdense material ex-

pected to be found on the surface of the moon is the

determination of its diffusivity and thermal con-

duetivity. Experiments have been conducted at

l/cseareh Projects I,aboratory and at A. D. Little,

Inc. to determine these thermal properties [31].

The thermal conductivity of pumice powder as a

function of the gas pressure and particle size is

shown in Figure 15. In a vacuum the thermal

z0

01

_1) - iv i

t,as Pressure ITm'rl

O 44-104. Tar 296"K i I _ _ "

Vacm. T a = Z_)U" K ##_

......... : ....... #+'el It

I i

FIGURE 15. THERMAL CONDUCTIVITY OF

POWDERED PUMICE - EFFECT OF PARTICLE

SIZE

conductivity of pumice powder is two orders of mag-

nitude less than the conductivity in air. The particle

size has a smaller influence on the thermal conduc-

tivity than the vacuum. It is interesting to note that

the smallest particles have the highest value of the

conductivity k at ambient pressure, and the lowest k

at pressures from 3 x 10 4 to 1.1 x 10 newtons per

square meter. Below 10 newtons per square meter

the k value is again the highest of the three samples

shown. Another result of this research concerns the

influence of the bulk density on heat transfer. If the

density is reduced, the heat transfer decreases. The

heat transferred goes through a minimum and rises

again at very low bulk densities. At low bulk densi-

ties the radiative heat transfer mode becomes the

predominant one.

11
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CONCLUSION

The study of lunar scientificmissions and re-

search work on lunar physics have been conducted

atMSFC since 1959. Studies of lunar missions

were carried out under assignments from OSSA and

OMSF. Lunar inhouse research is sponsored by

OART. Results presented were based on both in-

house research by various Research and Develop-

ment Operations Laboratories and by MSFC

contractors.

The research achievements presented constitute

a high level of lunar-oriented scientific capability.

The coverage is not all-inclusive, but the specific

examples presented are an indication ofthe knowledge

and research capabilities at Marshall (see Appendix A).

The scientific areas and studies specifically

covered in this report are lunar scientific explora-

tion, mechanical properties of simulated lunar

materials, a thermal model of the lunar surface, a

computer program to determine the effects of lunar

photometric function on the radiation equilibrium of

lunar surface craft, lunar IR measurements and

their angular dependence, the far IR investigations

of minerals, aerodynamics of rocket impingement,

and rock and slope distribution on the lunar surface.
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METEOROID AND HYPERVELOCITYIMPACT
PHYSICS RESEARCHAT MSFC

By

James B. Dozier

SUMMARY

A research and development program in meteor-

oid technology is described in this review. The pur-

pose of this program is to provide input data to

spacecraft design criteria and to the calculation of

mission probabilities for both manned and unmanned

missions. The direct measurement of penetration

frequencies of structural material is used to directly

generate engineering design data as well as to infer

other properties of meteoroids.

A meteoroid simulation and impact phenomena

study program deals with the development of tech-

niques for accelerating threshold particles to near-

meteoroid velocities, the experimental simulation

of cratering, shock, and ionization phenomena and

development of theoretical methods which accurately

predict experimentally observed phenomena. The

meteoroid environment studies program involves the

Pegasus flight measurements and a laboratory pro-

gram to assess Pegasus and other flight and ground-

based measurements and to develop, test, and cali-

brate sen_ors for the measurement of various

meteoroid parameters.

Inhouse research and development, which pro-

vide essential support for the whole program, include

the reduction, evaluation, and analysis of flight data,

the construction of mathematical meteoroid models

from the data, failure and rupture criteria meas-

urements, detector calibration, development of hydro

codes, and study of ionization and flash phenomena.

INTRODUCTION

"Shooting Stars, " the bright luminous trails

produced by frictional heating of meteoroids, have

attracted the attention of observers for centuries.

Astronomers developed optical, and later radar

techniques for determining mass distributions and

orbital parameters of meteoroids, and many meteor-

oids that partially survived the passage through the

atmosphere were collected and analyzed for compo-

sition and physical properties. In the late 1950's,

the academic interest in the cosmological implica-

tion of the origin of meteoroids was supplemented by

an immediate practical need for a sufficiently de-

tailed knowledge of the meteoroid environment in the

solar system to provide criteria for spacecraft

design.

The Marshall Space Flight Center has been

pursuing a broad meteoroid physics program di-

rected toward a full understanding of the meteoroid

environment in space and the effect of this environ-

ment on spacecraft components. Such information

furnishes an input to spacecraft design criteria and

provides the means to calculate mission probabilities

for both manned and unmanned missions. The pro-

gram may be divided into (1) meteoroid simulation

and impact phenomena studies and (2) meteoroid

environment studies. The goal of the simulations

and impact phenomena work is to acquire a com-

plete understanding of the physics of impact in order

to predict the results of the impact of any projectile

(meteoroid) on any target (spacecraft) and to relate

impact phenomena to projectile properties. The

goal of the meteoroid environment studies is an

understanding of the meteoroid environment in the

solar system. This would ultimately require a

knuwledge of the mass distribution, the velocity

distribution, and the physical properties of meteor-

oids (see Appendices A and B).

A complete knowledge of the meteoroid environ-

ment and of the physics of impact will result in the

ability to provide engineering design criteria for any

mission and for any required mission success

probability. It is also possible within the framework

of the program to secure direct meteoroid penetra-

tion frequency measurements in several thicknesses

of specific materials as is done in the case of the

Pegasus satellites, and to thereby provide engineer-

ing design criteria directly.

IMPACT PHENOMENA AND

METEOROID SIMULATION

The work carried on under the general heading

of Impact Phenomena may be divided into three

general areas: acceleration techniques, experi-

mental techniques, and theoretical studies (Figs.

1 and 2). Each of these areas involve a ntmlber of

subjects as shown in Fignre 3.

17



JAMESB.DOZIER

I
I M[TEOROI D

I

I FLIGHT _RY

I pROGRAM

ME_OROID_CHMOI._Y

I
I

ROID SIMULATION

FIGURE 1. METEOROID PHYS,. PROGRAM

METEOROH) ENVIRONMI:NI _,I'[IHI_ L J'_ t;_D_:I_STAN/)IN_; OI I'/1_,'_ ::_ , I'
/

_. UNI)I. RSI'ANI_IN(; O[: MI:'I F:t)J_(_l[) I PIIEDICI'ION Ol' F:NI) l_l._,l L'I'S OF

F:NVIRONMEN]" IN _,O1 ._R SySll Xl IMI'ACI Of" AN_ lU_O.IJ:C llLb:
_MH'I:()ROII_ t>N AXy [,X£_;F:I

I MAS.S DISI'I_II+Urt'ION (SI,_(.rCRAI i

........... 'l"_ l)I._ ] ,,IIiU rl .... ill I.i ]ojA],._I: ,!i',t l/^p£1 :i/_ 'Flll'INF_IF_ F:NA To

FIGURE 2. PROGRAM GOALS

I IMPACT PHENOMENAAND SIMULArlON STUDIES

[ I
ACCELERATI ON

TECHNIQUES

PLASMA DRAG DEVICES

a. EXPLODING WIRE

b. pLASMA RAIL GUN

MAGNETIC GRADIENT

ACCELERATOR

LIGHT GAS GUN

EXPERIMENTAL

TECHNIQUES

TRANSIENT CRATER

OBSERVATIONS

SHOCK PROPAGATION

AND DECAY

CRATERING DATA FOR

VARIOUS TARGETS

AND PROJECTILES

TLASH AND IONIZATION

MEASUREMENTS

FAILURE AND RUPTURE

CRI'i£RIA

THEORETICAL

STUDIES

)EVELOPMENTO_HYDRO CODES

_OOlTIONOFMAffRIALSTRENGD

_NOFAILURECRITERIA

TUDVOTRADIATION AND

3NIZATION

[VELOPMENTOfSCALINGLAWS

_ffRIAE EOUATIONOFSTATE

FIGURE 3. STUDIES TO PROVIDE ENGINEERING

DESIGN CRITERIA

ACCELERATION TECHNIQUE

The velocity range of interest for meteoroids is

from 10 kilometers per second to 70 kilometers per

second. The electrostatic accelerators have the

capability of exceeding the lower limit of meteoroid

velocities, but a few microns is the maximum

particle size for which these accelerators are

useful. Principal emphasis in this laboratory has

been in the development of accelerators capable of

accelerating particles in the 100-micron to 1000-

micron size. Particles of this size are capable of

penetrating spacecraft walls and are numerous

enough to present a problem to spacecraft design.

Plasma drag devices and magnetic gradient ac-

celerators may be capable of accelerating 100- to

1000-micron particles to velocities of 25 kilometers

per second. Of considerable interest in providing

experimental data for study of impact phenomena

are larger particles at higher velocities. The light

gas gun has been used extensively for accelerating

larger particles, and although many techniques have

been attempted to augment its velocity capability,

it has still not achieved velocities much aLive the

minimum meteor threshold.

Plasma Drag Devices. In this area, the goal is

to develop a practical method for accelerating

particles in the 100-micron to 1000-micron size to

velocities near 20 kilometers per second. An early

effort provided support to North American Aviation

in setting up a facility and developing an exploding

wire accelerator. This gun operates from a plasma

generated by electrically heating a lithium wire to

drag accelerate glass beads ranging to 90 microns

in size. Velocities of 12 to 16 kilometers per

second are routinely achieved with this device and

a maximum velocity of near 20 kilometers per sec-

ond has been achieved for 50-micron spheres. In-

creasing the velocity of the plasma by increasing the

heat energy imparted to it restricts the type of pro-

jectile that can be accelerated, and a somewhat

different technique is being developed to overcome

this disadvantage of the exploding wire. A contract

with MB Associates to develop a plasma rail glJn is

under way. This device magnetically accelerates a

metallic plasma that is formed by a capacitor dis-

charge through a metal film used to short-circuit a

pair of conducting rails. The plasma is subsequently

contained and accelerated by self-generated mag-

netic fields. Velocities of 10 kilometers per second

have been obtained with particles of 400-micron size.

An optimization program is now under way to improve

these figxlre s.

Magnetic Gradient Accelerator. A program is

being carried out with Aerojet General Nucleonics

to develop a magnetic gradient accelerator. Very

large, nonuniform magnetic fields are developed by

explosively compressing ordinary magnetic fields.

A conducting cylinder containing an axial magnetic

field is surrounded by a high explosive. The ex-

plosive is then detonated in such a way as to rapidly
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collapse the cylinder and compress the magnetic field.

A slotted, tapered flux concentrator on the axis of

the cylinder forms a large axial gradient in the field.

The large magnetic gradients thus produced can the-

oretically be used to accelerate dimnagnetic particles.

Magnetic flux densities exceeding l0 megagauss have

been achieved and material has been accelerated.

However, in light of the fantastic (multimegabar)

pressures, it is extremely doubtful that anything

other than a fast jet can emerge from the device.

This, together with the cost and extreme destructive

nature of the experiment, presently makes such a

device appear unattractive as a useful accelerator.

Light Gas Gun. Much of the work involving

meteoroid simulation can be done only with larger

mass projectiles than can be accelerated with plasma

drag techniques. The light gas gun is the most use-

ful accelerator in the larger mass range. Uniform

velocities are more readily attainable, particle in-

tegrity is more readily maintained, and diagnostics

are more easily achieved. The principal drawback

of the light gas gun is its limited velocity range. At

present, velocities of 7.5 kilometers per second can

be achieved routinely. The maximum velocities

have been approximately 9 kilometers per second.

In an effort to increase this velocity, Denver Ile-

search Institute has undertaken a velocity aug_nenta-

tion effort. A ntunber of shots achieving velocities

greater than 9 kilometers per second have bccn re-

corded. The maximum velocity so far obtained has

been slightly in excess of t0 kilometers per second.

This program is continuing in an effort to define the

parmneters affecting velocity so that higher veloci-

ties may be routinely achieved.

THEOIt ETICA L AND EXPEIIlM ENTA L

TECHNIQUES

The approach taken to assure understanding of

the impact problem is to combine experimental pro-

grams with our theoretical calculations so that the

various necessary assumptions can be tested. In

addition, empirical results have been invaluable in

formulating engineering design criteria and for in-

dicating areas of interesting theoretical study. It

is necessary to pursue both experiment and theory

because the highly complex, short-time scale inter-

actions involved in a hyperveloeity impact are

generally far too complicated to be completely

described theoretically. Spacecraft bombarded with

impacting meteoroids that may be quite porous and

fragile and which may have velocities several times

faster than can be obtained experimentally requires

that a plausible albeit simplified model be con-

structed to theoretically predict the salient features

of the impact phenomena. The ability to interpret

such phenomena will present a better understanding

of meteoroid experiments and aid in designing future

experiments that will give more information on the

actual nature of the meteoroids as well as help in

designing and evaluating various structures for their

protective ability.

The theoretical problem is immensely compli-

cated. Fortunately, substantial previous work has

been done by the AEC in the area of solid state

physics at extreme pressures. The equation-of-

state data generated for many solids are fundamental

to the impact problem. Energies of several hundred

megajoules per kilogram are available at meteoroid

velocities, which is several orders of magnitude

higher than conventional explosive yields. On an

atomic scale, several electron volts per atom are

available which correspond to kinetic temperatures

of hundreds of thousands of degrees. Pressures of

tens of megabars arc generated which are orders of

magnitude higher than any material strength and

greater than pressures at the interior of the earth.

Under such extreme conditions, materials such as

Fe or AI are compressed to twice their normal

densities and are constrained solely by their inertia

and in this sense behave as fluids. Thus, it is

natural to treat such a problem by integrating the

equations of fluid flow with appropriate boundary

conditions. A technique for handling such a problem

describes the material by a series of mass points

that are moved through a Eulerian grid by satisfying

conservation of energN and momentum. In this way,

mass, energy, and momentum are transported. The

general features of this technique arc indicated in

Table I and Figures 4 and 5. Such calculations have

FIGURE 4. PARTICLE-IN-CELL (PIC)

CODE TECHNIQUE
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TABLE I. PARTICLE-IN-CELL CODE 
C ALCU LA TIONS 

INITIAL REQUIREMENTS 

1. Set up grid cells 
2. Represent undisturbed material  by assigning an 

arb i t ra ry  number of mass  points per cell 
3. Assign impact velocity to mass  points reprc- 

senting projectile 

STEP I 

i. Calculate ccll  p ressures  
2 .  

3. 

4.  

5. 

From pressure  g ix l ien ts ,  calculate average 
cell  accelerations 
Calculate change of internal energy for cells 
from pressure  antl velocity changes 
Use the ra tes  tleternmiiied in 2 above to predict 
new vclocities at  time 4 t  la te r  
U s e  changes calculntccl in 3 a h v c  to clcterniine 
new intc rnal energies 

STEP I1 

1. Using appropriate averaging techniques, tle- 
tcrmine an average velocity and :in average 
internal energy for each inass point in each 
ccll  
Move ench iiiass point by :in anioimt A t  times 
the average vclocity 

2. 

STEP I11 

1. 

2 .  

3. 

4. 

Count new nunilxr of mass  points in each ccll 
to deterniinc new density 
Sinii nioiiicnta nntl intcrtml energy to get new 
vclocity and internal energy of each cell 
Use equation of state to obtain new pressure  
for c:tch cell 
Itcpeat entire process Iiy bcqinnint: Step I 
ngain 

been car r ied  out m t l  yielded information concerninq 
shoe I< 1iropag:ition :inel rlcc a y  \\ Ii ic h we re sit bscquc 11 tl y 
nicnsured i n  tlw laborntory t m d c ~ r  :t contracted pro- 
gram. The agrccnient \\#:IS cncour:iging. other 
transient plicnomcna such :th cr:itcr growth, c’iiiis- 
sion of photons, c’lc~ctrons, a n t 1  ~ o n s ,  ane l  i-c’:ii-- 

studied lo provide ;itltlition:il k : i  h i r e s  that m a y  I I C  
c l i cc ld  c\~~ci’imcnt:\lly. 
vclopctl t h t  elcscribc~ the) strength cflccts of the 
n1aterinl ; l f t c r  p rcssurcs  hnvc sulisitlccl lo the p(ilnt 
that strcngth Ixcomes important. 
be able to predict the final c rn tc r  cli1ncnsions \vhicli 
present hydroclynaniic codes cnnnot do. 

sllrfncc~ tlcformation :1nd rllptllrc :1rc l”csc~nt1y I I c l n L :  

New cotlcs arc being c k -  

Such codes slioiilcl 

L 

I 

FIGULW 5. T H E  PARTICLE-IN-CEI 
ni  KTHOD 

METEOR0 I D ENV I RONMENT STU D 

L 

ES 

I\ clcfinitivc litio\\.letlgc of tlie nictcwroicl environ- 
ment in spncc can be gained only from in situ meas- 
ureiiients of thc environmental parameters.  
detailed picture should include latio\rletlgc of tlie 
iiie tco roid mass tlis tributio t i ,  the velocity distribution , 
atid the physical characterist ics.  

A 

A flight nicasure- 
melit progr:im must  bc supplc11ietited by ti gl-olitid- 
Iiasctl nlc:1sllrelllcI~ts progr~un antl :I laboratory 
prograiii to olit:iin maximum inforniation. 
p rogrmi  of flight me:isiirements supported by :i broad 
lal,or:itory progr:ini i s  being contluctcd nt tlic prcscnt 
time. ( Fig. 6 ) .  

1\11 active 
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TABLE II. PEGASUS PENETRATION DATA 

~ 

Area Time 
m2 day 

44687 

2848 

2013 

Thickness 
mm 

Flux 
No./m2 day 

0. 00402 

0. 0158 

0. 171 

0. 4 

0.2 

0.038 

FLIGHT PROGRAM 

PEGASUS 

_____ 

Valid 
Penetrations 

LABORATORY PROGRAM 

RADAR MEASUREMENTS 

ASTRONOMICAL 

SATELLITE MEASUREMENTS OTHER 
THAN PEGASUS 

DYNAMICS OF DUST PARTICLES 

SENSOR DEVELOPMENT AND TESTING 

180 

45 

3 44 

FIGURE 6. PROGRAMS TO DEFINE THE 
METEOROID ENVIRONMENT 

4 I 

FIGURE 7. PEGASUS SATELLITE 

analysis. 
Project is to measure the frequency of meteoroid 
penetrations through aluminum sheets of various 
thicknesses. At the present t ime, some data have 
been returned. The penetrating flux figures for the 
0. 4-, 0 . 2 - ,  and 0.038-mm thickness target sheets 
that serve as the exposed faces of the detectors a re  
tabulated in Table 11. These data a re  plotted to- 
gether with data  from other satellites and from 
ground-based observations (Fig.  8) .  Other curves 
plotted in Figure 8 indicate ear l ier  estimates of the 
meteoroid environment as derived from optical and 
r ada r  measurements. The Pegasus satellites 
represent a highly successful program that promises 
to provide data of sufficient validity to revise our 
Present picture of the meteoroid environment. 

The primary mission of the Pegasus 

\\ 
\\-WHIPPCE 1963 

0-‘ - 
0” -I \ \ \  - 

EXPLORER 

NAUMANN 1966 

\ TENTATIVE NASA 

5 ELFORD (RADAR) 
z -4 

\ 

WATSON 1941---h 

-6 

-8 

0 MAGNITUDE (PHOTOGRAPHIC1 

- t l  -10 -9 -8 -7 -6  -5  - 4  -3 -2 - I  0 

LOG M ( g m )  

FIGURE 8. EXPERIMENTAL AND THEORETICAL 
METEOROID MASS FLUX 

LABORATORY PROGRAM 

A broad laboratory program provides support 
for the flight program. Data from other flight pro- 
grams and from ground-based measurements a re  
used to aid i n  analysis of Pegasus data. These data 
include those derived from radar measurenlents. 
astronomical measurements, and other satellites 
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such as Explorers XVI and XXIII. A sensor develop-

ment and testing program is used to aid in calibra-

tion of detectors and in the development of new

detectors. Theoretical studies of the dynamics of

dust particles aid materially in understanding the

derived data.

A contract with the National Research Council

of Canada provides for reduction of available data

from radar measurements. These data provide

much useful information concerning temporal varia-

tions in meteoroid fluxes and can be used in assessing

Pegasus data. They also provide data in a different

size range than the Pegasus data and can thus be.

used to aid in completing the picture of the meteoroid

e nviro rime nt.

Contracts with North American Aviation and

Hayes International provide the means to determine

the mass of a threshold penetrating particle for the

Pegasus detectors. This represents information

necessary to a comparison of Pegasus data with those

derived by means of other detection techniques.
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