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INTRODUCTION

The Gemini program has demonstrated that docking can be accomplished by -
the use of visual observation and manual control, after rendezvous has been
completed. However, many future spacecraft require tighter control of
terminal conditions in operational situations which preclude direct visual
monitoring of the contact area. The Gemini spacecraft and the Agena docking
adapter were designed to function properly under a range of terminal con-
ditions which are readily achieved by manual control; whereas spacetugs, for
example, will be required to handle fragile structures requiring significantly
less velocity at contact. The attainment of more precise control of docking
terminal conditions (or of any docking control in unmanned spacecraft)
requires a combination of sensors and displays or automatic control. The
Electromagnetic Guidance Study, conducted under Contract NAS 12-18 for the
NASA Electronics Research Center, had as its main objective the analysis of
sensors for this docking application. The docking phase is defined as that
portion of a mission between the completion of rendezvous and the engagement
of the latching mechanism. The transition from the rendezvous phase to the
docking phase is defined, for the purpose of this report, to occur when the
chasecraft is within range of the docking sensor and has reduced relative
velocity to the point where differential gravity is negligible.

The study was divided into four overlapping phases - analyses of require-
ments, of measurement concepts, of communication concepts, and of sensor
systems.

The definition of sensor requirements and study constraints required
analyses of mission requirements, control systems, and operational consider-
ations. The study area receiving major emphasis was Task II, Measurement
Concepts, in which capabilities and limitations of known applicable sensors
were investigated. The evaluation of the sensors in a communications mode
was & secondary objective; results of that effort were merged with the
Task II data and presented in two sections of the report: Range and Range
Rate Measurement Techniques and Angle Measurement Technigues.

Since the optimum combination of sensors and control logic is obviously

a function of the specific mission requirements for a specific spacecraft,
and since this study was not constrained to specific missions, the sensor
systems described in the sections on integrated systems are only repre-
sentative of those which might be required. Thus they serve to illustrate
the application of the data developed during the study and to indicate
fruitful areas of applied research, which are outlined in the Conclusions
and. Recommendations sections.



REQUIREMENTS

The Electromagnetic Guidance Study conducted under Contract NAS 12-18 had
as its objective the analysis of electromagnetic radiators to determine their
applicability to docking procedures of space vehicles. Investigations included
(a) the resolution and accuracy which can be attained in measuring the rela-
tive positions and attitudes of two spacecraft and (b) the possibility of trans
mitting intelligence via the same electromagnetic radiators. The lack of restri:
tions as to types of space missions to be studied required that the Contractor
establish broad bounds on the study. Missions requiring docking were identified
and analyzed to evaluate the effect of thelr characteristics on sensor require-
ments. Sensitivity factors were determined by considering typical guidance and
control configurations, and analyzing their transfer functions. The analysis
showed that sensor performence requirements are very dependent on specific
mission constraints, and that sensors having capabilities falling anywhere with-
in broad performance bounds must be considered to be potential candidates for
one or more mission applications. This section presents the results of these
analyses, indicating the role of mission requirements, structural characteristic:
and control system characteristics in establishing docking sensor requirements.

MISSION CONSIDERATIONS

Most mejor space systems of the future require a docking maneuver during
an operational phase. The requirement is obvious for spacecraft performing
missions such as lunar or planetary exploration, orbital assembly, loglstics
supply, satellite inspection, and orbital repair. Other spacecraft also occa-
sionally require docking capability for emergency situations, rescue operations,
etc. In selecting operational procedures, displays, and navigational sensors
to be employed, certain parameters evolve from mission considerations, as dis-
cussed in the following paragraphs. These parameters are catagorized by descrip
tors such as:

a. Level of cooperation by the mating spacecraft.

b. Availeblility and participation of man in the loop.

c. Amount of fuel and time available for the docking phase of the mission.
d. Availability of docking mechanisms (couplers, shock absorbers, etc.)

e. Availability of electrical power.

f. Mission duration and reliability requirements.



Orbital assembly operations include many types of rendezvous and docking
situations. The optimum distribution of sensors and cooperative devices is a
function of the number of parts to be assembled. When two bodlies are to be
joined in orbit (e.g., a spacecraft with a new booster for a lunar mission),
the optimum configuration may include an approximately equal amount of docking
equipment in each; whereas when one spacetug must gather and assemble many
subassemblies in space, & more sophisticated set of docking sensors can be
Justified aboard the spacetug to minimize the subsystem requirements aboard
the more numerous subassemblies. However, some orbital assembly problems are
significantly simplified if the subassemblies have provisions for automati-
cally latching together before the assembly crew arrives; therefore, the '
orbital assembly mission also has a potential requirement for an unmanned
docking capebility. In general, it is expected that docking mechanisms will
be used (see figure 1), and that the level of cooperation designed into the
system will be adequate to avoid the stringent requirements imposed by some
of the less cooperative systems. Stabilization and control techniques used
may be quite varied; but, in general, docking time will not be overly
critical; i.e., docking within a few nminutes will usually be satisfactory.

APOLLO PROBE AND DROGUE

DROGUE
ASSEMBLY

DOCKING
PROBE
ASSEMBLY

ACCESS
TUNNEL

DAMPERS
AND
POWER
ACTUATORS

GEMINI — AGENA MATING CONES

DAMPERS

INDEXING SLOT
/— INDEXING BAR

LATCH RECEPTACLE

DAMPERS '

MCDONNELL RING AND FORK
HOOK IN NORMAL POSITION
ROLLER BEARING

RESERVOIR
PISTON

HOOK AND DOCKING
RING IN LATCHED POSITION

MENASCO RING AND RADIAL ARMS

RADIAL ARM (DEFLECTED)

GAS PROPELLED
LATCH HOOK

DOCKING RING

DAMPERS AND
ACTUATOR

RADIAL ARM
(STATIC POSITION)

FIGURE 1 — COMPARISON OF CANDIDATE DOCKING MECHANISMS



Logisticas supply operations impose few additional requirements on the
docking sensor, over those mentioned above. It is reasonable to expect, how-
ever, that some situations will be encountered in which provisions for resupply
have not been included. These require greater precision in controlling the
docking maneuver.

Satellite inspection requirements introduce a further complication to a
class of docking requirements - that of docking with an unknown object having
unknown motions without exposing a human to danger. This mission requires
that an unmanned spacecraft sense the entire set of target parameters
(relative attitude, position, velocity, and physical characteristics) without
relying on cooperation of the target. Furthermore, to avoid damage to the
other spacecrafit, control of terminal conditions must be very precise.

Rescue operations can be expected to include nearly all of the docking
requirements of the other missions at one time or another, except for the
fact that they will be predominantly manned. Docking time will normally be
critical, but a few minutes for the final mile might still be acceptable.

The total spectrum of docking situations includes:

a. Manned and unmenned missions

b. Various levels of target cooperation

c. Various levels of attitude control

d. Various time allowances

e. Various structural configurations

The variation in structural configuration is particularly significant in
that it tends to establish the maximum allowable velocity and misalignment
at contact. Velocity and alignment parameters of interest at the time of

contact are:

' a. Range Rate - The rate of change of the distance between the space-
craft.

b. lateral Displacement - The shortest distance between the center of
the chasecraft and the extended centerline of the other spacecraft.

c. Lateral Rate -~ The rate of change of lateral displacement.

d. Alignment Angles - The angle between vertical planes passing through
the two spacecraft!s centerlines and the angle between planes
normal to the vertical planes which also pass through the two
spacecraft's centerlines.

e. Angular Rate - The rate of change of the alignment angles.



TABLE 1 - SURVEY OF DOCKING CONDITIONS AT TIME OF CONTACT

MAXIMUM ALLOWABLE VALUE OF INDICATED PARAMETER
AT TIME OF CONTACT
PROGRAM RANGE LATERAL | LATERAL | ALIGNMENT | ANGULAR

RATE DISPLACEMENT RATE ANGLE RATE

(FPS) (FT.) (FPS) | (DEGREES) | (DEG/SEC)
GEMINI 1.5 1.5 0.5 10 0.75
MOL 1.5 1.5 0.5 10 0.75
MOD. APOLLO 2.0 1.0 1.0 10 1.00
DOUGLAS MOL 0.5 0.5 0.25
STL DOCKING STUDY 10.0 0.67 0.1 5
M-2, HL=10 0.2-1.5 0.75 10 1.5
MARTIN SIMULATOR 0.5 0.42 0.1 1
MRLS 2.0 1.0 1.0 10 1.00
“Concensus | oa-5 | o0.5-2 0.1-1 5-10 0.25-2

. Range rate usually has some nominal negative value at contact to assure

closure within an alloted time interval, and a tolerance such that the maximum
allowable value will not be exceeded. The other parameters are usually
controlled to zero, with plus or mirus tolerances. A survey of many current
programs, simulation facilities, and earlier studies (see table 1) indicates
the wide range in which these maximum allowances tend to fall, For

example, some spacecraft need range rate control to within +0.1 fps, while
others can tolerate +5 fps. The sensitivity of sensor requirements to these
tolerances is obviously a function of the guidance and control system.

Typical guidance and control systems are discussed in the following section

to establish levels of sensor performance which might be useful in the various
applications.

DOCKING GUIDANCE LAWS

The docking guidance law establishes the nominal relationships between
the dynamic parameters (relative attitude, position, and rates of change).
The guidance and control system transfer functions determine the actual
relationships. The definition of sensor requirements is critically dependent
on the selection of docking guidance laws, since they establish the sensi-
tivity of terminal conditions to sensor tolerances.

The guidance law for docking in the Gemini program is determined by the
astronaut in conformance with the established operational procedures. The
typical phase plane plot (figure 2) shows the final range increment being
closed at a fixed relative velocity of approximately 0.5 feet per second.

This particuler control sequence was selected after considering the ability
of man to perform the docking maneuver (reference 1), the ease in providing

a docking mechanism capable of withstanding the impact conditions, and various
control system characteristics.



Other manned spacecraft will be faced with other constraints, as dis-

cussed earlier under mission considerations, and may require additional dis-
Television can often be used to advantage

plays during the docking operation.
Extremely tight tolerances on impact con-

when visibility is restricted.
ditions mey require precision indication of spatial data and, in some cases,

automatic control. The guidance law will be modified to take advantage of
these differences, maximizing performance within the constraint of adequate
safety margins to provide for measurement and control tolerances.

The degree of target cooperation is an important consideration in esta-
blishing the performance of sensors (the use of transponders and data links),
but is also significant in establishing the guidance law. The best opera-
tional sequence for performing docking is obviouesly a function of target
motion,of the controllability of target attitude from the chasecraft, and of
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the ability of the target to independently align itself with the docking line-
of-sight. Rendezvous to within approximately 100 feet will normally be per--
formed as if the target were a point mass. Docking is simplified for the
chasecraft if the target aligns itself to the line-of-sight between the two
spacecraft, thus avoiding the requirement for a go-around maneuver and
simplifying the guidance law. From a guidance law point of view, an equiva-
lent situation results when the chasecraft commands this type of target
attitude control. A different set of guidance laws is required for a go-
around maneuver when docking with a stabilized target, and still another for

a nonsgtabilized or spinning target.

The guidance law must obviously be properly mated with the control sys-
tem. Thruster and torquer parameters (range of variebility, if any; start
and stop times; predictability; etc.) significantly affect the guidance law
tradeoff. On-off control of fixed thrusters tends to yield large variations
of impact conditions, but, in some cases, the thrusters can be pulsed to
approximate the control capabilities of linear systems having variable
thrust.

When docking time is extremely critical, the control law should maintain
the maximum closing velocity which can be safely reduced to the desired value
at contact. This requires knowledge of the probable errors in the sensors in
order to provide adequate but not excessive margins at all times during the

maneuver. This approach to docking yields a phase plane plot in which range
rate is approximately proportional to the square root of range (see figure 2).
Figure 2 also shows the phase plane plots of control laws in which:

a. The application of constant thrus£ is timed to stop closure at a range
of 20 feet (R=~- yR—-20).

b. Proportional thrust is applied to control range rate to be proportional
to range (R=-0.1R,R =-0.01R) , resulting in very slow closure as
the range approaches zero.

¢. Proportional thrust is applied to control range rate to be proportional
to the square of range (R==—-Q01R2L resulting in extremely slow
closure as the range approaches zero.

A range rate bias can be added to the proporticnal thrust control laws to reduce

the time required to close the last few feet, controlling range rate to approach
asymptotically the desired impact velocity as the range approaches zero; e.g.,

R = Rivpacr + KE.



Typical ILinear Control System

The time plot of range and range rate for the simplified control system
shown in figure 3 illustrates factors involved in the selection of reasonable
values for a docking system. This control system is representative of those
which control range rate to be proportional to range (R = KR), but is not
necessarily optimum for a particular application. The guidance and control
law represented in figure 3 is:

R+ KoR + K{R =0, (2)
where:

R = range, distance between spacecraft,

R= rate of change of range,

R = second derivative of range,
K{, Ko = system gains, including the mass factor.
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FIGURE 3 — SIMPLIFIED CONTROL SYSTEM, NOISE FREE CASE



Since this control law is initiated at a time which yields a smooth transition
from the rendezvous phase, significent transients are not normally encoun-
tered. However, to illustrate the transient response of the system, a case
in which the system starts from rest at a range of 100 feet is examined. The
transfer function with these initial conditions is:
R S + KgR
R(S) — _1—2_0_ s (3)
s2 4 Ko5 + K4

from which it can be shown that the natural frequency is:
wp =V Ky, ()

and that the damping ratio is:

Ky
€= 9 m * (5)
For the critically damped case ( {= 1), the transient response is:
R(t) =R, (1+VKytye VL (6)
R(t) = -R K te VK1l | (7)
and from equation 5,
K K
A1 1 1
K2— . VK, . (8)
Ky 2vK; 271
From equations 6 and 7,
R(t Kyt 4K2¢
) ; (9)

R() 1+ Kt 1+2Kt

R (t)
R (t)

1
> 2K, when t >> — . (10)
2K

Figure 4 shows a specific example of this case when K = 0.1 sec"l, Kl =
0.04 sec"'2, K2 = O.4 gec-l. Although this represents the noise free case of
a perfect control system, it can be seen that the total docking maneuver con-
sumes & time interval of only thirty to fifty seconds, depending on allowable
impact veloeity, even with these very low galns; and that the bandwidth of
the system is quite narrow (¢p =\/‘K_1_ = 0.2 sec"l). Sensitivity of the system
to noise is discussed below. A normalized phase plane plot of this critically
damped system with zero initial range rate, figure 5, shows the scaling intro-
duced with changes in K, the ratio of the range and range rate gains.
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Sensitivity of the Linear System to Noise - Modification of the basic
system diagram shown in figure 3, to include noise on the sensors and a fil-
ter in the control system leads to- the system shown in figure 6 s Where:

R K48

———

(8 = 5 s (11)
R 83487+ K,8+K,

R -K,S

R 2

—(8) = s (12)

Nk = 534524 K5 K,

where

r = time constant of the guidance filter ,

Ng: Np = magnitudes of the nolse power spectral density, Ny, in the
range and range rate measurements, respectively, assuming
No = NR, NR over the positive frequency range of interest.
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FIGURE 6 — SIMPLIFIED CONTROL SYSTEM, WITH NOISE
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The mean square value of the noise output ;;? is given by:

2 1 e .
N =5;-_f0 |G ()12 Ny (jw)do , (13)
No(S)
. G(S) G(~S)dS . 14
) e®oe (14)

Substituting equations 11 and 12 and summing (assuming uncorrelated noise)
yields (page 176, reference 2):

2 .
2 Ky"Ngp+ Ky? N
‘R 4(Ky-K; 9

(15)

where . is the mean square value of noise output on the range rate and is

=d. 00

equal to the variance, UE due to the noilse power densities N and Ny.

2
Figure 7 shows the partlal derivatives of '?R with respect to N and N3} as

functions of Ky and K, for f, = 5Hz. Demping ratios are also shown for
reference. It can be seen from equation 15 that r has little effect on this
K
1.
noise output unless Kx-é-ﬁ—) is quite large. This was to be expected

) 2
since the closgsed loop acts as a narrow band filter:

@p = ‘/_K—l . (16)

Impact Velocity - It should be noted that the mean square value of noise
on the range rate, developed above, is added to an exponentially decaying
Tunction:

R(t) = -R, Klte_"/—K_it\, (7)

and that although the noise is Gaussian, the problem is to find the proba-
bility density function of (t) when R first goes to zero. Since there is
little probability of R reaching zero until its slope, R, has become quite
small; the stated problem reduces to the classical zero crossing problem.

S. 0. Rice (reference 3) has given an analysis of the zero crossing problem
for the case of this Gaussian random process. Using his analysis, it can be
shown that the probability density function for crossing zero with negative
slope is given by:

. R Rr2 .
P(o,R)=-—2exp— 5 R20, (17)
o . 20 s
R . R
=0 R <0 . ' (18)
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This is the Rayleigh probability density function. The variance of R(“?{)

is given by the setond moment of the noise power spectral density and is

equivalent to the values ;;.1ﬂptted in figure 7. Although this leads to

a slightly higher probable impact velocity (e.g., probebility of 0.0l that it
will exceed the 3, value), it is apparent that the wide spectrum, range
invariant, noise in the sensors can usuaslly be neglected if the system can be
made to approximate this linear control mode. The primary error sources are,
therefore, calibration and instrumentation errors which cannot be removed by
filtering.

Other state variables can be driven to zero by equivalent guidance and
control laws 1f the ratios of their initial values to final tolerances are
equivalent. Otherwise, higher gains can be used to improve their response,
or the range rate can be driven to zero with a range offset, be held there
until the other state variables are within specified bounds, then be switched
back to the impact mode.

Nonlinear Control Systems

The effects of sensor noise on nonlinear control systems are best ana-
lyzed by simulation techniques. An analysis of some data derived from a
recent analog simulation indicates some of the problems involved in trading
off response time, noise filtering, system complexity, and sensor performance
against each other.

Analog Simulation - A s8ix degree of freedom analog simulation of the
Gemini control system and dynamics was modified to incorporate a guidance and
control system which reflects some of the practical problems. The simlation
provided for docking & chasecraft (with Gemini attitude and maneuver control
characteristics) with an ideally stabilized target. Sensor characteristics
and noise and the guidance and control logic were the design variables. The
coordinate systems are shown in figure 8. The case investigated was one in
which the range, each of the angles shown in figure 8 (a, B, ¥, 0, and o),
and their rates of change were sensed in the chasecraft and used to control
acceleration in the chasecraft's six degrees of freedom. A linear switching
law was selected for the basic guidance, on which veriations were made. The
control equations were of the form

K, R+ Ky R=Ej » (19)

shere Ep represents the R error signal. In accordance with the "on-off" mode
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of the Gemini control system, the appropriate thruster fires when Ep exceeds
a specified threshold, known as the dead zone (DZ). Two types of noise,
range dependent and range independent, were added to each of the measured
variables, which were then passed through a guldance filter. The cutoff
frequency of the fllter was variable and changed according to the guldance
control loglc.

The modifications in the guldance laws were based primarily on the trade
between filtering the control verlable to reduce the noise power and imposing
a time lag on the guidance information. To investigate control under very
adverse conditions, the following Initial conditions were selected for use in
the simlation study:

R = 100 ft., R z O fps,
Yy = 10 ft., ¥ =4 fps,
z = 10 ft., z = 4 fps,
. (20)
¥ = 10°, ¥ = 10%/sec,
6 =z 10°, 9 = 10°%/sec,
¢ = 10°, ¢ = 10°/sec.

Correction of these inltial conditions required limiting the initial guldance
filtering to approximately 10 Hz, then switching to 5 Hz filtering before
glint noise became significant. Three variations on the basic switching laws
were investigated:

a. Home all the way in x, ¥, z control, using linear switching, changing
the guidance filtering from 10Hz to SHz at a range of 20 feet, and
switching attitude control to a short term inertial reference at a
range of 20 feet.

b. Same as "a'" except range is biased to cause predocking at a range of
20 feet, where control loops are allowed a few seconds to settle
before closing the remaining distance at a rate of approximately 0.5
feet per second, using

Ej = Ky (R + 0.5 fps). (21)

c. Same as "b" except all translation thrusters are placed in detent at
a given range and attitude control is based on the LOS sensor data
all the way (no inertial reference).

Similation Results - Impact parameters as functions of multiples of a
nominal set of noise power spectral densities are shown in figures 9 thru 1h.
Each datum was computed from nine samples and is shown with its confidence
level which was computed from classical sampling equations. The nominal set
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of nolse power spectral densities, shown in table II, were derived from the
assumed variance and bandpass characterlstics of a hypothetlcal set of sen-
sors and assume that the noise 1s single sided; i.e., considers only positive
frequenciles.

TABLE 2 — NOMINAL NOISE POWER SPECTRAL DENSITIES

RANGE SENSITIVE
Y Y
ARIABLE (GLINT) RANGE INSENSITIVE UNITS
FT2
RANGE 0.16/R 0.016 —_—
RAD/SEC
, (FT/seC)?
RANGE RATE 0.16/R 0.004 -
RAD/SEC
DEG?
ANGLES 0.64/R 0.004 _—
RAD/SEC
(DEG/SEC)?
ANGLE RATES 0.64/R 0.004 _
RAD/SEC

Figure 9 represents the mean range rate at impact for the systems stu-
died. Although the performance of these systems could be significantly im-
proved by a more optimun control system, this data illustrates the potential
need for very accurate, low noilse sensors for some spplications. In this case,
impact velocities are relatively high for all guldance systems studied. This
results from a practical problem - location and orientation of maneuver
thrusters. It was found that if the maneuver thrusters were oriented along
the y and z body axes of the Gemini spacecraft, the moments produced from
thrusting off the center of gravity put an excessive load on the attitude
control system. To reduce this load, the thrusters were oriented so that
their line of thrust passed close to the vehicle C.G. (See figure 10). This
introduced a component of thrust along the + x axis of the body. The a« and

B channels used in this study limit cycle at short range, hence the trans-
lation thrusters continually tend to drive the spacecraft toward the target
with incressing velocity while the range/range-rate control channel tries to
hold or reduce the impact velocity. This produces a range rate bias, due to
system response times, and results in a high impact velocity. Range rate
could be controlled to fractions of a foot per second were the translation
thrusters oriented along the y and z body axes, or some decoupling thrust
programmed into the deceleration thrusters when the traenslation thrusters are
actuated.

The results shown in figures 11 through 14 indicate that there may be
promise in using any of a number of homing systems (e.g. Linear switching,
Irish Proportionsl, etc.) to cancel initigl condition errors then switch to
a short term inertial reference in the R-R channel and the attitude control
channels.
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1o YEHICLE ATTITUDE AT IMPACT (MILLIRADIANS)
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1o ANGULAR RATES AT IMPACT (MILLIRADIANS/SEC)
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FIGURE 14 — LATERAL AND VERTICAL TRANSLATION RATES AT IMPACT

23



STUDY COMSTRAINTS

It is clear from the preceding parasraphs that the measurement require-
ments imposed on docking sensors vary widely as a function of the aprlication.
The measurement requirements are determined by (a) allowable terminal condi-
tions, and (b) the sensitivities of these terminal conditions to sensor accuracy.
Allowable terminal conditions are very dependent on spacecraft and mission
factors, varyineg from those assoicated with frarile structures or small latch-
ing mechanisms to those associated with heavy structural docking mechanisms
which provide for large misalignments. The relationship of achievable terminal
conditions to sensor performance has been shown to be dependent on the type
of control system, the allowable docking time interval, and the availability
of maneuvering fuel. The results of the nonlinear simulation illustrate the
need for highly accurate sensors (with low noise spectral densities) for some
applications, while the results of the linear analysis indicate that a high
noise spectral density does not necessarily disqualify sensors for other appli-
cations in which the noise is essentially eliminated by the low pass character-
istic of the system transfer function. Since this study was not constrained
to specific missions, no significant constraints on sensor performance areas
of interest are apparent. An examination of the many potential applications
substantiates the early premise that sensors capable of performance anywhere
within the broad areas shown in table 3 could be a "best solution" for one
of the applications. The remainder of this report therefore considers the
characteristics of sensors having limited applicability, as well as those
which are suitable for fully automated, precision applications.

TABLE 3 — SENSOR ACCURACY — AREAS OF INTEREST

PARAMETER ACCURACY REQUIREMENT (10)
RANGE (FT.) 0.1-5.0
RANGE RATE (F/$) 0.02-5.0.
LOS ANGLE (DEG.) 0.5-10.0
LOS ANGLE RATE (MRAD/S) | 0.5-20.0
TARGET ATTITUDE (DEG.) 0.5-10.0
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RANGE AND RANGE RATE MEASUREMENT TECHNIQUES

Measurement of range and range rate to the accuracies required during the
docking phases of the various missions can be accomplished by many techniques.
Radar systems have received wide application for these types of measurements.
CW radar systems provide these measurements with low peak powers and have the
potential of providing less ambiguity in measuring velocity than pulse radar
systems, but suffer from the standpoint of range ambiguities. Pulse radars can
provide high resolution nonambiguous range for noncooperative applications.
Certain probes offer very high resolution at short ranges. Optical radars show
promise of providing these same advantages plus angle resolution, but are in an
earlier stage of development. Nuclear techniques, using the Mossbauer effect,
can yield range rate accuracies which exceed any known requirements. The capa-
bilities and limitations of these techniques in measuring range and range rate
are discussed in the following paragraphs.

CONTINUOUS WAVE (CW) RADAR TECHNIQUES

CW radar systems appear applicable for measuring range and range-rate in
both cooperative and noncooperative docking situations. Two types of FM-CW
systems are investigated: (1) systems employing sine waves, or tones, to fre-
quency modulate the transmitted carrier, and (2) systems employing the more
familiar triangular wave modulation. The two types of phase modulated CW sys-
tems considered are those which compare the transmitted and received phases of
multiple tones and of a pseudo-noise binary code, respectively. Since an ampli-
tude modulated, interrupted CW (ICW) system with 50% duty cycle has resolution
limitations similar to other CW systems, it 1s also discussed in this section.

For each of these system types, equations for range and range rate errors
due to recelver noise are derived; instrumentation errors are discussed; and
ambigulity limitations associated with measuring range and range rate are pre-
sented. The characteristics of a few CW radars of each type are presented in
appendix A . Finally an attempt is made to define the best CW radar techniques
for cooperative and noncooperative docking.

Before beglinning the discussion of CW radars, it is worth reviewing brief-
ly the classical arguments concerning transmitter to receiver leakage (feed-
through) and "step-error".

With cooperative CW radar systems, feedthroughs can be allevigted by util-
izing a transponder (beacon) which incorporates a frequency offset. That is,
the received signal is translated in frequency by a known amount at the trans-
ponder before being transmitted back to the interrogating radar. In this way,
the interrogating radar and the transponder are utilizing different frequencies
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for transmission and reception, and any transmitted signal that leaks into the
receiver is easily eliminated by frequency filtering.

However, transmitter to receiver feedthrough camnot be so easily eliminated
in noncooperative systems which rely on the transmitted signals that are reflec~
ted directly from the target. Thus, feedthrough and step-error are problems
associated with noncooperative applications only.

To set the stage for the discussion that follows, all CW radars can be
generally classified into heterodyne or homodyne systems. A heterodyne system
utilizes a reference signal for the receiver mixer that is at a different fre-
quency than the received signal, which results in a mixer output at an inter-
mediate frequency (IF). A homodyne system utilizes a receiver reference signal
at the same frequency as the received signal. (Usually the reference is a
sample of the transmitted signal.) This results in a mixer output signal cen-
tered at zero cycles (zero IF).

If the difference frequency (or offset frequency) for the heterodyne system
is high enough, it is easy to see that the signal out of the receiver mixer can
have frequencies both above and below the offset frequency, depending on whether
the received signal frequency was above or below the reference signal frequency.
However, with the homodyne system, with zero IF, the frequency of the signal
out of the mixer can only be positive with respect to zero. That is, receiver
signal frequencies above or below the reference signal frequency must both re-
sult in a positive frequency output. This is often called spectrum folding
and results in the classical problem of step-error in FM-CW radars which util-
ize homodyne mixing. The step-error occurs with this type system because of
the abrupt phase changes that must take place in the signal out of the mixer
when the difference frequency goes from positive to negative. A detailed dis-
cussion of step-error is not incorporated here. Step-error is mentioned with
regard to triangular wave modulated FM-CW radars in a later section and is well
documented in the literature.

The logical alternative to avoid step-error would appear to be to utilize
a heterodyne system and avoid the spectrum foldover that causes it. However,
before doing this, let us look at the nature of the feedthrough signal for the
homodyne system. The homodyne system utilizes & sample of the transmitted sig-
nal as the reference for the receiver mixer. Thus, the transmitter to receiver
feedthrough signal at zero range has the same frequency as the mixer reference
signal throughout the modulation cycle. These two identical signals mixing
together result in a mixer output at DC. This feedthrough can be eliminated
by adding & simple high pass filter in the receiver, or causing the receiver
to have no response to DC.

Now, if a heterodyne system is utilized in order to eliminate spectrum
foldover and resultant step-error, feedthrough cannot be so easily controlled.
The feedthrough is no longer at DC, but in the center of the IF bandpass. That
is, if a sample of the transmitted signal is offset in frequency and used as
the reference for the receiver mixer, it will beat with the transmitter leak-
age to give an output precisely at the offset reference frequency. This is
the center frequency of the IF bandpass. Consequently, & very narrow rejection
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filter at the IF center frequency is required, which is much more difficult to
construct than the high pass filter at DC for the homodyne system. However,
synchronous feedthrough nulling techniques have been developed in the past few
years for accomplishing this rejection with heterodyne systems. They are well
documented in the literature and are mentioned briefly in the paragraph on
transmitter-receiver feedthrough considerations.

To simplify discussion of basic CW concepts and thelr respective error
analyses, feedthrough considerations are ignored. Feedthrough is considered
primarily in those sections dealing with practical implementation of each
technique.

Sine Wave Frequency Modulated Systems

A simple block diagram of an FM-CW system utilizing a sine wave for modu-
lation is shown in figure 15 .

RANGE

MPLITU
AMPLITUDE >

(VOLT) METER

j ALTERNATE

ANTENNA | TECHNIQUE
FREQUENCY I
RF MIXER —ﬂ IF AMPLIFIER —H —l
DEMODULATOR
N N ppe—
—| ssB GENERATOR ' OSCILLATOR | PHASE METER =)
L 1
SINE-WAVE I
FM TRANSMITTER |- MODULATION :
OSCILLATOR

FIGURE 15 — HETERODYNE, SINE-WAVE MODULATED, FM-CW RADAR

The transmitted signal can be represented as:

e = A sinlwyt +(t)],
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where @(t) is the phase modulation of the transmitted signal. The frequency
modulation is the derivative.of the instantaneous phase modulation (i.e.,
o (t)y=¢(t) ). A portion of the transmitted signal is offset by a frequency

orp and used as a reference for the receiver mixer. The output of the mixer
is the product of the reference offset transmitted signal and the received sig-
nal. For a point target at a range R==%f » the received signal will be the
transmitted signal delayed by time r, and the mixer output will be e, = AA’sin [(o,
+op) t +o(t)Isin[wgy(t—7) + p(t—7)] which can be shown to be equal to: - _

AA” AA”’
.e0=-—2— cos [c-oIFt—a)o1'+ ¢t —7) = (t)] — ry cos [(2wy + o1p) t —wg7r + ¢ (1) + S(t —7) ],

(23)

The second half of the above expression (at twice the transmitted frequency)
is not allowed to pass through the IF amplifier.

Therefore, the signal out of the amplifier can be represented as:

e’/ =B cos lojpt —wg 7+ ¢ (t —7) ~¢(t)], (2)4-)

[o]

Let the coefficient of the frequency modulation of the transmitter be =K

(the minus sign is typical for a klystron and Kp has units of radians/sec/
volt). Since the modulation signal is a sine wave, the frequency of the trans-
mitted carrier due to modulation is:

o () = K e () = K By, sin o 1),

and the phase of transmitted carrier is then:
Kp E
m
$(t) = for(t) dt = ——— cos o t. (25)
©m
Letting KpEp = Aw be the peak frequency deviation of the transmitted carrier,
the transmitted phase modulation is:

Aw

F
cos wpt = AF coswpte. (26)
o £

é(t) =

Therefore, the phase of the signal out of the IF amplifier (due to this modu-
lation) can be represented as:

) AF
Po(t) = [$(t=) —d()] = 5— [coswy (t —r) ~coswpt], (@7)

m

which can be written as:
, 2AF On 7
¢o (t‘) = [

; sin
The signal out of the IF amplifier can now be written as:

] sin o, (t —;—)]- (28)

m
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; 2AF = “m7 7 '
e0=Bcos[mIFt—wor+ = sin > sm[mm( f2—)]. (30)

The voltage out of the frequency discriminator is proportional to the instan-
+taneou 8 Pramiannty af +thias st onml 4 = | "l S LAY Aaciming thoe Adacarwimina
W CRLL G- W WA LLC\’_\ACM&J L] Viddi D blm, L.G', Ud ].XD llJ \b’ L] nDuuou.uo WiAT Ml PVWwd A UL ALY

tor is adjusted for zero output at .op :
: d 2AF Om” r
eq(t) = Kn — {— si sin[ t——] 31)
a®) D3 i woT + T n 5 “’m( 2) 's, | (
dr . ;
-Kp TS [—wg + 27 AF sin o (t —r)] (32)
(J)mf r ‘
+ 4n AF K[y sin cos wp [t —=)l
2 2
2R r 2 .
Since the time delay r=—, and— =—R
c dt ¢

2Kp Ro, [417KDAFR ]
+

C

9R onR R
sin (t — C—>+ [477KD AF sin H; ] Cos wp, (t —:‘) .

(33)

h

Note that there are two sine function terms at the modulation frequency.
The amplitude of the first term is proportional to range-rate and the amplitude
of the second term is a function of range. It is impossible to separate these
terms - which leads to the ambiguity between range and range rate for FM-CW
systems (will be discussed later). However, assuming that oy, 18 selected so
o R
that —-

<<v§- for the docking maneuver, the relative amplitude of the

1C
two terms is:

R o R R o R
;-:sin oo = 2. (34)

- C- (¢
Therefore, if:
R<<mmR,

the first term due to velocity can be neglected. In the docking maneuver, an
attempt is made to keep range ratg¢ proportional to range. If the proportion-
ality constant were unity, i.e., R =R, the closing rate would lead to a most
precarious maneuver. However, even in this case a modulation frequency ®p
somevhat greater than unity would allow the above to be satisfied. The modula-
tion frequency will be much greater than unity to satisfy the accuracy require-
ments as will be seen later.

Therefore, the first term at the modulation fregquency due to velocity will
be neglected, and the signal out of the frequency demodulator will be considered
a sine wave at the modulation frequency:
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' o R .
:[4rrKDAF sin :IZ ]coswm (t —%)--: | (35)

with a fixed DC bias:

e
Since both the phase and amplitude of the signal out of the demodulator are a
function of range, either can be used to measure range. The accuracies asso-
ciated with these two measurements will be discussed next.

Range Accuracy. - If the peak value of the signal out of the frequency
discriminator is used to measure range, from equation 35

)
E, - 4rKp AF sin {——). (37)
It will be assumed that o, 1is selected for the docking mission so that:
opR . ' c onR
— ' f — M = .
. <<2, s Or m<<4R’ s in which case Ep 4nKDAF

Solving for range:

c
= —— e L4 8
B (477KD AF wm)Ep (38)

Assuming all noise in the measurement is due to receiver noise that enters
through the measurement voltage Ep, the variance in the range measurement is:

2

(22 2= /_—C_ ag 2. (39)
R \4”KD AF op, E;_, )

Since the voltage is the output of a frequency discriminator, the variance of
the voltage is proportional to the variance of the-frequency of the received
signal. From equation Bll of appendix B , the frequency variance is:

Where S/N, is the ratio of carrier power to nolse power spectral density at
the discriminator input, and Bd is the output nolse bandwidth of the frequency
discriminator. That is:

2

2
2_/ ° e _[___¢ 2 2 .
e - K . 41
°R \4nKDAme') ’Ep (4nKDAme) ®p)™ o, (1)
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or

2 3
5 cB0

R T, 2 i
(27 AF £ )2 (S/N,)

. | (42)

The discriminator bandwidth Bg must be made equal to or greater than the modula-
tion frequency fiy in order to pass the modulation. Making B, = fi;

c2 fm

R = . 43)
B 19 @ram? s/Ny) (
This error can be reduced by further filtering of the range signal (the voltage
that represents the peak amplitude of the received modulation). If the smooth-
ing bandwidth is Bg, the variance in the final range measurement is:
2 .
5 c“ By (MI.)
0, = .
B 12 (2nam)2 (S/N,)

If the phase of the signal out of the frequency discriminator is used to
measure range, from equation 35 :

me
0 - R (45)
or: ¢
R ° 46
-5 0 (46)
and the variance of range is:
2
2 ¢ 2
R~ (277fm> % (¥7)

where 062 is the variance in the phase of the frequency modulated signal.

To find the variance in the phase of the frequency modulation, the instan-
taneous frequency of the carrier must first be considered. From appendix B, the
output of the discriminator with no frequency modulation has a frequency noise

w2N

power spectral density of 1 =:Lp¢ - K 2( o). . The frequency

® =g @~ "D \Tgs
modulation signal at the output of the discriminator is represented by equation
35, and can be assumed to add linearly to the frequency noise at the output of
the discriminator. Using the same method employed in appendix B, let the dis-
criminator output be represented as the sum of the modulation signal and a
noise component:

n(t) =A, coswt . (48)
That is:
eq(t) = Ap, cos (wpt —0) + A coswt, (+9)
vhere:
o R

A, = 477KD AF sin

. (50)
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and

2 2 2
o df (KD © No)df (51)
g ~Te” T\ o8 ’
" By expanding and combining terms, equation 49 vecomes:
eg(t) = Ag cos (@t —0 + ) 5 (52)
where:
1 A, sin [(0 —oy) t+ 01

0, = tan .

A, + A cos [(w —wpy)t+ 0]

On is the phase noise on the modulation signal out of the discriminator which
adds to the phase ¢ to be measured. If one assumes a large signal to noise
ratio, i.e., A >>A,, the phase noise of the modulation equation 52 becomes:

A
0, = An sin [(o0 —op) t+ 01, (53)
m

The power in the noise component at frequency (v —w,) is:

1

An 2 1
dNg =——1} = df) - i
Om 2<Am) (71 )A 9’ (54)
for
wpR 47 Kp AF o R\2
o <<i, Am2=(————ﬂ—) (55)
2 c
and
2
KD2 w NO c 2
dNgy = ) df . (56)
m 28 477KD AF me
The total noise power in a bandpass + Bg around fj is then:
5 N fn + Bg ,
Ng = —-—c———) (—O) £2 dr (57)
9m “\4zAFf R) \osS :
fm _Bs

Which on integrating yields the variance of the phase noise on the frequency
modulation signal: ’

, 2
.2 =(m52(%)[38 (2=3)]- (58)

Since the modulation signal fregquency will be much higher than the smoothing
bandwidth Bg (i.e., f,>>B.), equation 58 caen be approximated by:

‘792 =( 4n ACFR )2(NOSBS> ) (59)
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Substituting for the variance in range:
2 2- B
C , .
2 —[ ] —. (60)
2m?2 2AFf R (5/No)

O'R =

Thus, the range error increases as range gets smaller, for a fixed signal-to-
noise. This 1s expected since the amplitude of the received frequency modula-
ted sine wave is decreasing with range. It therefore becomes harder to measure

its phase in the presence of a fixed amount of noise.

Another technique which has been proposed for measuring range with the
frequency modulation system is to vary the frequency of the modulation signal
in a tracking loop to keep the modulation signal at the output of the discrim-
inator at peak amplitude. This can be accomplished if ¢ __©  in equation 35.
Then the peak value of the modulation signal is: M 4R

Ap = 4nKpAF. (61)
Figure 16 is modified as shown below:
IF FREQUENCY
ANTENNA MIXER P! AMPLIFIER P! DISCRIMINATOR
SsB < REFERENCE fm set«gﬁﬁe
MODULATOR OSCILLATOR l_’ DETECTOR
EM VOLTAGE FILTER
L___><s CONTROLLED B
TRANSMITTER OSCILLATOR l T (Bg)
'._ —_—— e —
RANGE
FREQUENCY >

. METER

FIGURE 16 — FM—CW RADAR USING MODULATION FREQUENCY AS A
MEASURE OF RANGE

Range is measured by measuring the frequency of the modulation signal out

of the voltage controlled oscillator with a frequency meter as shown. However,
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the input voltage to the VCO will be a linear function of frequency, and thus

a function of range, also. Agmm'ino- nerfect comnonents, the range error is the
1ction als0. Assuming perfec ocmponents, the range error 1s the

same if either output frequency or input voltage of the VCO is used to indicate
range.

The signal input to the VCO will be a function of the phase difference
between the transmitted and received modulation signals. That is, from equa-
tion 35:

m
= —6 = [ 62
° = Omypans Omgpc. = (62)
Therefore:
C
Om
Thus, the variance in range is:
- 2
2 1 © 2
o’ (5 oo - (e
Now the variance of the error voltage out of the PSD is equal 1o the variance

of the phase noise on the received modulation signal out of the frequency dis-
criminator.

Since A, =4rKpAF by adjustment of fﬁ, the phase noise power on the

modulation sié%al is:
fm+BS -fm+Bs o 9 5
7 KD o Ny 1
w
Ng = —2 af- df, (65)
m A_2 28 47Kp AF
f, —Bg fry —Bs
Or,
f +B
Ny =\ —)} |— £ df . (66)
Om (ZAF)' 25
fn —Bg

On integrating, the variance of the error signal into the VCO is:

2 (o) (2o 25 @)

which for gn:>> BS becomes:
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2 fm )2 _ Bs
“eo =(_2_A_F | (S/No)' (€8)

Substituting equation 68 into 64, the variance in range becomes:

o2, f 2 B .
(o) i) w” (69)
248, ) \2AF/ (S/N,) .

or,

c2 Bs

op . (70)

4 (27AF) 2 (S/N)

Range-Rate Accuracy. - With each of the preceding techniques used to
measure range, there are basically only two techniques available for measuring
range-rate. (Differentiation of range is not considered since this can be
accomplished in the autopilot of the docking control system.) These consist
of (1) measuring the average value of the voltage out of the frequency discrim-
inator, or (2) turning the modulation off and measuring the doppler shift of
the received carrier.

When the average voltage out of the discriminator is used as a measure of
range-rate, we obtain from equation 35 the DC voltage out of the frequency dis-
criminator:

9Kpy wo R

epc=~" 5 '’ (71)

or,
c-.
T 4z KD

£ °DC>» (72)

o

(4]
znd since A=rF— » the variance in range-rate is:
(o]
2
A
o2 a2 . (73)

R (4zKp)2 °DC

The variance of the DC voltage out of the frequency discriminator is equal
w0 the varignce of the carrier frequency. Thus, from appendix B :
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2 Q_@f(l_qg)B 3

g =0 =KD

where Bo is the output noise bandwidth of the discriminator. Substituting
equation B'1l into equation 73 :

2 2 2
9 A KD (27) N0 3
G, = 9 B ’ (71")
R (4—nKD) 3 S ©
2np 8
9 A B0

UR = I;zg;;is . 75

The DC voltage 1s further smoothed in a filter with noise bandwidth Bg. Bgp is
made equal to fy for the discriminator. Therefore, equation 75 becomes:

2 2
o A fy” Bg

RT 12 (S/Ny) (76)
If the modulation is removed and range-rate is determined by measuring the
doppler frequency directly, the bandpass of the discriminator Bp does not have
to equal fm. That is, the bandpass of the discriminator can be reduced to Bg
and the smoothing filter eliminated. In this case, equation 76_for the variance

in range rate becomes:
2n 3
2 A Bs )
C.= " .. (77)
R 12 (S/N,)

Ingtrumentation Errors in Range Measurement. - Modulation amplitude can
be used as a measure of range. From the section on range accuracy, the peak
voltage of the received modulation sine wave out of the discriminator was:

onR
E, = 4nKp AF sin( 5 ) . (78)

Assuming the modulation frequency was chosen so that fn <<&Z§ , then:

o R

m
Ep=4nKDAF'7:ﬂ. (79)
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Solving for R, range is:

R- ° E, . (80)
2 (27)2 Kp AF £,

Assuming that all of the parameters are subject to change, except for c, the
differential change in range cen be represented by:

R IR IR IR |
dR = {— dKp +- dAF +— df  + —— dE ¢, (81)
dKp d AF o, dE, P

Taking the above partials and dividing by R, the fractional change in range is:

dR  9dKp gar dfp dE;
Ep

R Kp AF  f,

Now each of the above errors can be assumed independent from any of the others,
so that the rms percentage error in range will be:

1
(%R)pus = [(FKD) 2 + (B AF) 2 o« (%) 2 + (%Ep)2] 2. (83)

Thus, the percentage error in range is the rms value of the percentage error in
maintaining Kp, AF, and fp constant and the percentage error in measuring the
peak voltage ep.

When the phase of the received modulation sine wave out of the discriminator
is used to determine range, we have, as in equation 45:

aﬁnR
6-——, (84)
from which range is found to be:
C.
2nﬁn
Thus, the rms percentage error in measuring range is:
1
(FR)gups = [(%BE,) 2 + (%6)212 (86)

Comparing equations 83 and 86 it is seen that phase measurement to determine
range is affected by fewer system parameters than the amplitude measurement.
Only the stability of the modulation frequency and the accuracy of the phase
meter are important.
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The closed loop technique of varying the modulation frequency to maximize
the received modulation signal resulted in the modulation frequency being an
indication of range. The block diagram of figure 17 can be reduced to the
following simple servo diagram when the loop is in lock.

FILTER vco

PSD

F(s) _o > 2

FIGURE 17 - FREQUENCY TRACKING LOOP

6R and 917 are the phase of the received and transmitted modulation signals,
respectively.

The error out of the sine wave PSD approaches zero when the phase difference
between the transmitted and received modulation is 0, t#, 27, £37 , etc.
The phase of the transmitted signal is adjusted so that this phase difference is
zero. The transmitted modulation was set in the beginning at E, sin o, t . The
o R
received modulation, from equation 35, is Eg cos (‘Omt _—r::—,) the phase dif-

. , oy R
ference hetweern the transmitted and received signals is then (%— T) which

« The amplitude of

” “’mR) opR
= —gor —
c 2

results in a null of the PSD when <—_
2 c

the modulation is then:

comR
Eg = 47Kp AF sin ~ 4rKp AF, (87)
w
However, at steady state, the error in the loop is not zero but equal to _n
(type O servo). Ko
R
Thus, oM AN Om , (88)
c 2 K,
and range is equal to:
1 1
R=C('—+—), (89)
4, K, c
If Ko is made much larger than fp, renge is just 4, . Otherwise,
it 1s a systematic error that can be removed. The differential of range is:
JR oR c c
AR =—dfy + — dK, =—— df, — — dK_ . (90)
I K, af, 2 K, 2
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The percentage change in range is:

'%L_( K, )dfm _( 4f )dK0 | (91)

K, + 4t/ £ T\K, + 4t ) K

The rms percentage change in range is then:

0 Hy (2 2]-;— (o2)
(%fm) +(m)\ (%Ko) .

K, 2
(%R)RMS = [<_____)
Ko + 4,

Thus, the only two factors affecting range errors are the gain stability of
the VCO and the accuracy of the frequency measurement. As can be seen, if the
gain of the VCO is made large such that K >>f,  the major part of the range
error is due to the frequency measurement inaccurecy, i.e.,

(BR)ppg = (%) for Ky > > £« (93)

Instrumentation Errors in Range-Rate Measurement. -~ From equation 35 the

DC voltage out of the discriminator is:
2Kno . R
D
N -1 -1l (9%)

C

and range-rate is:

(95)

e
Ky PC’

if the DC voltage is used to measure range-rate. Takling partials as before,
the rms percentage error in range rate is:
1

(FR)pms = [(FKp) 2 + (Z )2 + (%eDC)213 . (96)

Thus, the stability of the transmitter oscillator and the discriminator gain
constant, plus the voltage measurement error contribute to the range-rate error.

If the received carrier doppler frequency is measured directly, the dop-
pler frequency is:

9R oR
fd=_;—fo=——" (97)

A
Range rate 1s then:

R =_;.fd : (98)
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The rms percentage error in range-rate is then:
1 .

(FR)gums = [(FN) 2 + (#5)212 - (99)

Thus, the effect of the discriminator is removed and the accuracy of a fre-
quency measurement is substituted for the voltage measurement accuracy.

In both cases it was assumed that the modulation was turned off. If the
modulation is not turned off, nonlinearities in the gain constants of the
transmitter oscillator and frequency discriminator cause distortions of the
received modulation sine wave. These distortions cause the average value of
the sine wave to be other than zero, thus adding an error to the doppler
measurement.

Resolution and Ambiguities of Sine Wave FM-CW Radars. - Ambiguity func-
tions and ambiguity diagrams are a useful tool in analyzing radar waveforms
(zfeferences 6and 7 ). The ambiguity function along the » = 0 and r= O axis
for the sine wave modulated FM-CW radar waveform is developed in appendix C :

AF T
Y (r,0)=1d, [Qf sin (mm—é)]} R ‘ (c30)

m

sin .ET)
¥ (0, ®) = -J——QQ , c31)
(57)

where T is the total duration of the signal. Woodward (reference 6) considers

the square of the ambiguity function as defined by (s, ) and plots contours of
[ ¢ (s, (o)|2 > which in terms of the above is:

| (r,0)|2 = 13, [2fAF sin (wm—;-)] 12, (100)
m
sin (gT)
| 4(0,w) |2 = {—=—12. (101)

(57)

Note that equation 100 is periodic in r and has a peak value of unity when

Omp 1 2 12
——=o0, 7, 27, etc.Or when r=o0,— ,—, etc . For 7 close to zero, — , —
etc. can be approximated by:

[4(r,0)| 2 = [, (22 AF )] 2, (102)

which is simply the square of the zero order Bessel function which is plotted
in figure 18 :



.02

QuAF7) ——

(a) AS A FUNCTION OF (t)

27 -3p/2 -7 -7/2 0 7/2 7 3n/2 27 T

(b) AS A FUNCTION OF ()

FIGURE 18 — ZERO ORDER BESSEL FUNCTION SQUARED
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The function is at half amplitude for  (27AF7) =1.1. If the resolution is
defined as the width of the central spike at the half amplitude points:

2.2

T. o e—

RES = _(2AF) ’ (103)
vhere 2AF is essentially the bandwidth of the transmitted signal for the FM-
CW radar system. Thus the range resolution would be defined as:

r c™RES 1.1 ¢

"RES T T T o AF

The range-rate resolution can be defined from equation 101 which is plotted
in figure 18. There is only one central spike.
T
The above function is at half amplitude when f%-= 1.4 . Again, if resolution

is defined as the width of the central spike at half amplitude,
5.6
“RES ™ T ° (105)

Now o =2#f where £ is the doppler frequency associated with the received sig-
nal. Since:

47 -
wq =TR’ (106)
the range-rate resolution would be defined as:

(104)

. A 1.4
RRES =7 “RES ™ 7 ° (107)

This says that range-rate resolution is better for higher operating frequencies
and longer observation times.

From the above it appears that there are no ambiguities in range-rate and
that the ambiguities in range appear at multiples of l/fm with fairly well
defined lobes.

The complete function |¥(r)|? 1is shown in Reference 8 , where it can
be seen that the ambiguity function contains bumps and ripples over the entire
plane with the energy concentrated according to the contour as shown in figure

19 .

An obvious limitation of the waveform is the ambiguity between range and
range rate. This was pointed out earlier when it was shown that the received
signal out of the discriminator had a frequency modulation term whose ampli-
tude was & function of range rate.

Another more subtle limitation comes from the fect that since the ambil-
guity function has its energy spread over the entire r,« plane, a large target
that lies outside the major lobe can result in as much energy as a small target
at the peak of the major lobe. This results in an inability of the FM-CW sys-
tem to resolve the two targets. In general, this is true of all CW radar sys-
tems regardless of the modulation function. It essentially means that the FM-
CW system is limited to single target situations or cooperative operation.
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FIGURE 19 — SINE WAVE FM—-CW AMBIGUITY DIAGRAM

Summary of the Characteristics of Sine-Wave Modulated FM~CW Systems. -
Three basic types of sine-wave modulated FM-CW systems have been discussed.
There are others such as the so-called third order Bessel Function extraction
system (references 51and 9 ). However, these three systems appear most appli-
cable for the docking mission and are summarized in the table below. (Numbers

in parenthesis refer to appropriate equations.)

TABLE 4 — SUMMARY OF THE CHARACTERISTICS OF SINE-WAVE MODULATED
FM—-CW SYSTEMS

AMPLITUDE
MEASUREMENT

PHASE
MEASUREMENT

CLOSED-LOOP
FREQUENCY
MEASUREMENT

RANGE ACCURACY (ALL
GET BETTER WITH WIDER
FREQUENCY DEVIATIONS
AND LARGER (S/NO)

EQ. (44) SMALLEST

EQ. (60) LARGEST -
GETS WORSE WITH

DECREASING RANGE.

(70) THREE TIMES AS
LARGE AS (44)

RANGE INSTRUMENTATION
ERROR FACTORS

(83) DISCRIMINATOR GAIN,
FREQUENCY DEVIATION,

(86) MODU LATOR
FREQUENCY, PHASE

(92) VCO GAIN, AND
FREQ. MEASURING

TATION ERRORS

TRANSMITTER STABILITY,,
FREQUENCY ME ASURE-
MENT ACCURACY

MODULATOR FREQUENCY, | MEASURING ACCURACY.
AND VOLTAGE MEASURE- | ACCURACY.
MENT ACCURACY

RANGE-RATE ACCURACY [(77) DIRECT DOPPLER (77) SAME (77) SAME
BETTER FOR HIGHER
FREQUENCY AND
LARGE (S/NO)

RANGE-RATE INSTRUMEN- |(99) DIRECT DOPPLER -~ | (99) SAME (99) SAME

AMBIGUITY LIMITATIONS

(100) & (101)
COOPERATIVE OR
ISOLATED TARGET.

(100) & (101)
SAME

(100) & (101)
SAME
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The last two systems will not operate down to zero range because: for the
second system, the range accuracy deteriorates at zero range; and for the third
system, the modulation frequency must be infinite at zero range. The first
system works well down to zero range but will not give accurate readings at
longer ranges because the percentage range error is affected by so meny instru-
mentation parameters. The second system will not give accurate readings for
longer ranges unless multiple modulation frequencies are used, due to inaccur-
acies associated with phase measurement.

The best system for accurate readings at long ranges plus operation down
to zero range would utilize both the first and last technigues. It would
utilize a phase lock-loop with modulation frequency varied with range until
the range decreases to a specified point. Within this range, the moduletion
frequency would be held constant and the amplitude of the received deviation
measured as the range goes to zero.

This system would interrupt the modulation periodically and measure dop-
pler directly. The same frequency meter used to measure the modulation fre-
quency for range determination could be used to measure doppler for range-rate
determination.

Triangular Modulated FM-CW Systems

The triangular wave modulated FM-CW radar is discussed thoroughly in the
literature (reference 51, 9, and 10). A simple block diagram for a triangular
wave modulated FM-CW radar is shown below.

ANTENNA
RANGE
RF MIXER W VIDEO AMPLIFIER -—ﬂ FREQUENCY METER L—-P
TRIANGULAR
WAVE
FM TRANSMITTER e MODULATION
OSCILLATOR

FIGURE 20 — HOMODYNE, TRIANGULAR-WAVE MODULATED FM-CW RADAR

The modulation frequency on transmission and reception is shown in figure 21.
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TRANSMITTED

2AF

1/fm -
FIGURE 21 — TRANSMITTED AND RECEIVED FREQUENCIES VS. TIME

The difference frequency out of the mixer is equal to:

8AF R
fg = —B— (109)

c

and for zero doppler is as shown in figure 22.

]

! 1/¢ ! $ ————

FIGURE 22 - MIXER OUTPUT (ZERO DOPPLER)

Range and Range-Rate Accuracy. - This difference frequency is measured in
a frequency meter to determine range. Thus:

C fd c

- = 110)
8AF [, 16zAF f,, 42 (
and the variance in range is:
2 e Vg
R =(ie AR T,) “ed ? (111)
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9 _
where %0y 1s the variance in the radian frequency of the received signal.
From appendix B, this variance is:

2m)2 No )
oof -5 ()5 o)

which on substitution into ecuation 111 results in:
9 c2 Bo3

o

- s (112)
3(8AF f,)? (S/N,)

where Bo is the bandpass of the frequency meter.
Now if there is any relative velocity, the average frequency of the re-

ceived signal will be shifted up or down and the difference frequency will be
as shown in the following figure.

f4(DOWN)

| f

FIGURE 23 — MIXER OUTPUT (WITH DOPPLER)

The average difference frequency will still be the same equation 109, The
doppler frequency is:

fq(up) — f(down)

fq= 5 . (113)

Doppler would be determined by switching two frequency meters alternately on
and off in synchronizom with the modulation and measuring the difference betweer
the two as stated by equation 113.

Since the modulation frequency must be passed through the frequency meters

in order to measure range rate, Bp will be approximately equal to fj; and
equation 112 becomes:

2
cfm

3 (8AF)2 (S/N) ' (11k4)
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If additional smoothing of the range measurement is employed,equation 11k
becomes:

"2
cBS

O]

"5 GaF)? S/Ny) | - - ' (115)

where Bg is the noise bandwidth of the smoothing filter. (Note tﬁat this is
nearly the same as for sine-wave modulatlon when the rms amplitude of the re-
ceived modulation is measured. )

In measuring range-rate, the difference between two noise signals is taken
(equation 113). The noise between the two intervals of time should be uncor=
related and the variance of each measurement should be the same,

Thus, from equation 113 :

1 2 .
A4 - (%) [Ofd (wp) * “fd(down) |’ (116)
- (%)? [%fdQ]’ (117)
O'f 2
__d .
-— (118)

The variance in range~rate when direct doppler measurements are made is given
by equation 75:
22 B3
R= o’ (75)
12 (S/Ny)

Therefore, from equation 118, the range-rate accuracy for the triangular wave
modulated FM~-CW system is:

2 g 3
5 A2 By

on? = s, , 11
B (S/Ng) (12)

Instrumentation Errors. - Instrumentation errors in measuring range are
found from equation 110:

°__f, 120)
“BAFf, 9° (

The rms percentage range error is thus:
(FR)pus = LGBAF)E + (% £,)2 + (%89)21%. " (121)

Instrumentation errors in measuring range are due to instability of the trans-
mitter frequency deviation and the modulation frequency, and the accuracy of
the frequency measurement.
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Again from equation 99, the rms percentage error in measuring range rate
is:

% R)pas = (B2 + (B9)2 1%, (122)

where (% fd) is the rms percentage error of the two frequency meters (from
equation 113).

Another error associated with this type system is often called "Step Error".
Step error is the result of the discreteness of the cycle count as a measure of
range. It can be called gquantization error and from reference 51, page 95 is:

(o]

AT (123)
where 2AF 1is the total frequency excursion as shown in figure 21 . Step error
is generally not serious when the phase of the returned signal is modulated by
the randomness of the target (multiple target returns). However, step error
can be reduced for single target tracking by Jlttering the modulation waveform.
The amount of step error suppression depends on the choice of the submodulation
frequency (and deviation) and then varies with range. For frequency jitter
caused by a triangular submodulation waveform, the step error can be reduced to
the point where it is always less than 20% of 5, given by equation 123,

Resolution and Ambiguities of Triangular-Wave FM-CW Radars. - The ambiguity
diagram for a single pulse of duration T and a total linear frequency sweep of
Af has been developed by Woodward (reference 6 ) and appears regularly in the
literature with regard to linear FM pulse compression.

If the triangularly modulated FM=CW signal is considered as a sequence of

1 _
pulses of duration A:ZEF— with alternate positive and negative going sweeps,

m
the ambiguity diagram can be drawn as shown in figure 24 (contour oflw(anQ).
The total observation time is r , and the spectrum is folded on reception due to
direct mixing. This is similar to the ambiguity diagram shown in figure 19 for
the sine-wave modulated FM-CW system as would be expected.

FIGURE 24 — TRIANGULAR WAVE FM—CW AMBIGUITY DIAGRAM
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Again, there are no completely clear regions in the 7 , £ plane. This
essentially means that the triangle wave FM-CW system is limited to single
target situations or cooperative operations. \

The range resolution is:
R c c 1 c "
RES =3 'RES =3 AF ~ 4AF ° (124)

The range-rate resolution is:

\

RRES =Q—T- (125)

Note that these are nearly the same as equations 104 and 107 for the sine-wave
modulated FM-CW system.

Sine-Wave Phase Modulated Systems

A simple block diagram of a phase modulation system (PM-CW) employing a
single sine wave for modulation is shown in figure 25 . The transmitted signal
can be represented as:

eq(t) = Aé sin (o ot + Ag cos a)mt), (130)

and the received signal after mixing is:

eg (t) = A, sin (wjpt + g7+ A¢ cos wp, (t —7) ). (1314)
RF IF ’ PHASE
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PHASE
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FIGURE 25 — HETERODYNE, SINE-WAVE MODULATED PM—CW RADAR
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Range and Range-Rate Accuracy. - Added to the recelved signal in the IF
amplifier is the noise from the receiver input. From appendix B, the power in
this phase noise out of the phase detector is:

N 2 No Bo
The output of the phase detector is the sum of this phase noise ny(t) and the

. (BT)

received modulation signal A¢ coswp (t—r). The addition of the modulation

signal and the phase noise will cause amplitude and phase modulation of the
phase modulation signal.

In the same manner used in appendix B , the phase noise on the phase modu-
lation can be shown to be:

A, sin [(0 —op) t+ o7 ]

0n = tan"1 - ’
Ag + Aj cos [(w —op) t + op 7] (132)
A2 Ny N
where: e df - —2 ar
g 16 B s

is the power of the noise in the incremental bandwidth df. If we assume a
large signal to noise, i1.e+: A¢p>> A,

A

6, =ﬁ sin [(0 —op) t + 0y rl. : . (133)

The power in this nolse component at frequency om 1is:
A N
1 n o o
—(—)2- —— df, 13k
2 A¢7 (ag)?s (134)

The total power in this phase noise (i.e. on the phase of the modulation) is:

Yo~ [ L = (135)
9. =% = - : .
m O -Bs (ap) 2 (5/Ny)  (Ag)% (S/N,) _

Where Bg 1s the noise bandwidth of the phase meter.

Range is measured by measuring the phase delay of the modulation signal
which is:

Gm =0nT= 0y (—-c—). (136)
Therefore:
c
R =1‘n—f— Gm. 50 (137)



The variance of the range measurement is:

2 —2,2,

R “anty ‘0, (138)
Which on substitution from equation 135 :
2
9 c” By,
o = R .
R o/0-¢ AsV2/a/N ) (139)
< \< 7 l.m ayp) \o/ 1_‘0,

This is the variance of the range measurement at the output of the phase meter.

Now doppler frequency would again be used to determine range-rate. How-
ever, with this system the modulation does not have to be turned off if the
phase deviation is small. That is, there is enough power in the carrier to
allow doppler to be measured while modulating. Equation 75 for the variance
of range-rate can be applied where S, is the power in the received carrier and
can be determined from the specified deviation rate, i.e.:

2n 38
2 NPT (140)
R 12(Sy/N,)

Instrumentation Errors. - Since range is given by:

C

= 6 .
dnf m

(141)

The rms percentage error in measuring range is:
1

(FR)pys = [(%E)2 + (%0,)212. (242)

It depends only on the stability of the modulation oscillator and the phase
measuring accuracy.

The rms percentage error in measuring range-rate by doppler is again
from equation 99:

1

(FR)pums - (02 + (%212 (143)

It only depends on the stability of the transmitter oscillator and the accuracy
of measuring frequency.

Resolution and Ambiguities of Sine-Wave PM-CW Radars. - The ambiguity

function derived for the FM-CW waveform applies for PM-CW systems also.
zquations 101 and 102 can be written as: )
g sin (?T)z
=« {2

(TST) (101)

|¢(n®|2=L%[2A¢sm(wdéﬂ}% (200) (¥ (0,0)|2 =

51




AF
because A¢==7?- makes the frequency modulated system a phase modulstion sys-

m
. @ T
tem. If the region arocund the central peak where is small is considered
| (r,0)12 = (I 120088, 71} 2, (1uk)
The function is at half amplitude when:
2w Apf 7= 1.1, (145)

If the width of the major lcobe at half amplitude 1s defined as the resolution:

1.1
'RES ™ 7Agf s (146)

and the range resolution is:

®TRES 1.1¢

RRES =3~ Zraer, (147)

If the phase deviation is small, it can be seen that the resolution is the
reciprocal of the modulation frequency.

Range-rate resolution is the same as for the FM-CW system and given by:

: 1.4x
Ro. . - ) (107)
RES =T

Again it depends on the radar observation time.

In general, the same comments apply to the PM-CW system as applied to the
FM-CW system with regard to resolution. The system is limited to cooperative
or 1solated target operation.

Pseudo-Noise (PN), Binary Coded-Phase Modulated Systems

A simple noncooperative PN/PM-CW system is described in reference 12. The
block diagram of a modified version of this system is shown in figure 26. The
original system was modified by offsetting the reference signal to the receiver
mixer so as not to fold the received spectrum.

In general, PN-coded phase modulation has been used as a technique for
cooperative tracking of deep-space vehicleg by the Deep Space Instrumentation
Facility (DSIF) of Jet Propulsion Labs (JPL) (See Research Summary Reports and
Program Summaries published by JPL). It has also been employed as a method for
pulse compression (reference 13, 1), and15). In general, its complexity would
not be Justified for the short range requirements encountered in the docking
maneuver.
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In Figure 26, range is measured by the phase shift required to cause the
transmitted and received codes to coincide.

23

Direct doppler measurement is made
of the signal out of the phase demodulator to determine range-rate.



Range and Range-Rate Accuracy. - The frequency of the clock signal used
to generate the binary code will be the ultimate limitation on range measuring
accuracy. The length of the code determines the maximum unambiguous range.
The process of shifting the phase of the reference clock, and measuring the
amount of phase shift employed, results in the same errors as measuring the
phase of the received clock signal directly. Thus the variance of the range
signal is glven by the expression derived for the tone modulated FM-CW system;
i.e. from equation 139:

2
2 _ < Bs (148)
R o (nf,A8)2 (S/N,) ?

where A¢==%- radians, fc is the clock frequency (fc = 2 fm), and Bg is the
bandpass of ‘the range tracking loop, (see reference 1k ).

g

The variance in range rate is the same as developed for direct doppler

2p 3
o A2Bg

g, = ——
R 12 (S/NO_)
S is the total received signal power because on range correlation the signal

at the output of the phase demodulator is a CW signal at the doppler frequency
which contains all of the received signal power.

measurement with the FM-CW system (75), . In this expression

Instrumentation Errors. - Since the range tracking loop is usually a Type
I servo, there is no residual range tracking error when the relative velocity
is zero. The instrumentation error in measuring range is due to the stability
of the clock generator and the phase measuring (shifting) accuracy of the phase
shifter for the clock signal. Thus, the percentage range error is:

(FR)RMS = l(%fc)2 + (% ¢m)2] 2, (149)

The instrumentation errors in measuring doppler to determine velocity are
again:

1
(FR)p s = [(%A)2+(%fd)2]E- (150)

Resolution and Ambiguities of PN, Binary Coded PM-CW Radars. - Ambigulty
diagrams for the PN coded pulsed waveform are given in references 6 , 13 ,
and 12 . The ambiguity diagram for the PN/PM-CW system would look similar for
codes of the length shown. However, to get good accuracy, the bit rate must be
high, in which case the code must consist of a large number of bits with a CW
system in order to resolve the range ambiguities. An ambiguity diagram would
look as shown in figure 27 , where the complete area between the spikes in the

7, » Plane contains some energy.

There are no ambiguities in o . However, ambiguities occur in range at
n/fc where n is the number of bits that make up the code. The range resolution
is determined by the RF bandwidth of the signal which is equal to the clock
frequency. Velocity resolution is again determined by the observation time.
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FIGURE 27 — PSUEDO NOISE PM—-CW AMBIGUITY DIAGRAM

From the above, range resolution is:

CTRES c '
Ropa = _ (151)
RES 2 2fc s

and range-rate resolution is:

. A A (152)
R _— -

Since the energy is distributed over the entire r,o plane, this system
is limited to cooperative or isolated terget operation, also.

Amplitude Modulated CW Radar Systems

The only amplitude modulated CW system that will be considered is the
interrupted CW (ICW) system with 50% duty cycle. This can be thought of as &
long pulse system. However, with 50% duty cycle it has resolution limitations
similar to the other CW systems so it is considered here.

A simple block diagram of an ICW system is shown in figure 28 . Range
is measured by comparing the phase of the transmitted and received square wave
modulation. Range-rate is measured by direct doppler processing.

Range and Range-~Rate Accuracy. - Range is determined by the time between
the transmitted and received modulation:

cr!

B-——- (153)
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FIGURE 28 — HETERODYNE, INTERRUPTED CW RADAR

From reference 51, page 468, the variance in the time delay measurement for
leading edge tracking is the same as for optimum processing. This variance is:

2. T (194)

7t T 4B (B/N,)

Now E is the energy in the received pulse. SoE = SpT, where T 1is the

pulse width and Sp is the peak pulse power. For 50% duty cycle Sp = 25 where
S is the average signal power. Also, the pulse width is half the interpulse

period, i.e., T= Thus, the variance in range from equations 153 and 154
m

oli () () 1Bp (E/NO) ’ (155)
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which on substitution for I and T is:
2 02 .
R ~ 82 By (S/N,) ' (156)

Now the IF bandwidth need be only twice the highest modulation frequency, i.e.,

2 c2

o - o _ __ .
BIF =2 fm s 80 then: R 64fm (S/NO) - (157)

If the range signal is then further smoothed in a filter with a noise bandwldth
Bg, the range variance becomes:

2
e 8 (158)
B se)2 (/N

ag

Again doppler is used to measure velocity and equation 75 can be used:
2
A B
6l ———. (159)
R 12(S,/Ng)
Where So is the signal power in the received carrier. For 50% ICW, half of the
received power should be in the carrier. Thus:

o A% By _ (160)
R 6(S/Ny) °

where S is the total received signal power.

Instrumentation Errors. - The accuracy of the ICW system is entirely depen-~
dent on measuring the time delay between transmitted and received signals. If
a phase detector is used to measure this time delay, the instrumentation errors
are the same as for the phase modulated system. Thus the rms percentage range
error is:

1
(FR)pais = [(BE) 2 + (%0,)21 2 (1:2)

Also the rms percentage error in measuring range rate is:
1

(FR)pys = L(FN) 2+ (%) 17 5 (99)

because dlrect doppler is used.
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Resolution and Ambiguities of ICW Radars. - The ambiguity diagram for the
ICW system can be derived from the ambiguity diagram for a single pulse given
in references 6 and T . This is for a pulse of duration T .

=

(a) SINGLE PULSE

For 50% duty cycle ICW, the ambiguity diagram is as shown below where T is the

total observation time, and T =_1_

oL,

OBSERVATION TIME, AND T’=2—:— "
m

| G

7777777 7777 i T 7777 ;
WLl _’_‘1444 N ok
1/fm
2
7 A
(b) 50% DUTY CYCLE -
REPEATED PULSES

FIGURE 29 — ICW AMBIGUITY DIAGRAM



Again the ambiguity diagram contains energy throughout the entire (7,w) plane
which limits operation to cooperative or isolated target operation.

With this system range and range-rate ambiguities occur at multiples of
1/fm and fm respectively.

Range and range-rate resolution can be determined from the diagram of
figure 291h:

cTies c (161)
RRES* 5w,
and:
s - Mores A . (162)
47 2T

Cooperative Operation

Any of the cw radar systems previously described may be used with a trans-
ponder. The transponder will allow (1) decreased transmitter power for the
docking radar, (2) a frequency offset between the transmitted and received sig-
nal in the docking radar to eliminate transmitter to receiver feedthrough prob-
lems, and (3) better target definition by the choice and location of transponder
antennas.

Transmitter Power. - For cooperative operation, the received average sig-
nal power to noise density is given by the beacon equation (reference 51 ).

Py Gy G, A2 (163)
(8/Ny) =
(47R)2 FKTL
where :

Pt = average transmitted power

Gt = transmitter antenna gain

Gr = receiver antenna gain
» = operating wavelength
R = distance between radar and transponder
F = receiver noise figure
k = Boltzmann's constant (1.38 x 10723 Joules/9K)
T = Standard noise temperature (290°K)
L = system losses

The same equation is used for determining power required when either the dock-
ing radar or the transponder is the transmitter.

Equation 163 can be substituted into the equations for the variances of
range and range-rate that were derived in the preceding sections. For a given
set of system parameters, this will allow the errors to be determined as a
function of range, or the required transmitter power to be determined for a
specified maximum range and error.
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Transponder Consideration. - As mentioned in the previous paragraph, a
frequency offset can be employed in the transponder to alleviate problems asso-
ciated with transmitter-to-receiver feedthrough in both the docking radar and
the transponder. The transponder receives the signal from the docking radar,
shifts the frequency by a known amount and retransmits the signal back to the
docking radar. The frequency offset must be known precisely if accurate dop-
pler frequency measurements are to be made with the docking radar.

The accurate offset frequency can be obtained by (1) dividing and multiply-
ing the carrier frequency of the signal received from the radar, (2) multiply-
ing a sub-carrier frequency that has been added to the signal from the docking
radar specifically for this purpose, or (3) using & precision reference oscil-
lator in the transponder. The last technique will probably be inadequate due
to the low doppler frequencies encountered in docking and corresponding stabil-
ity required of the reference oscillator. The offset frequency must be greater
than the bandwidth of the signal if the transmitted and received signals are to
be separated by frequency filtering.

The transponder antenna must appear as a point source of transmitted
energy for accurate angle tracking by the docking radar. The docking geometry
and joining structure for the two vehicles must be such that the docking radar
enjoys an unobstructed view of the transponder antenna. There must be no chance
of multipath to cause range or angle boresight shifts.

Angle Tracking Techniques. ~ The cw radar systems are compatible with any
of the standard radar techniques for accomplishing angle tracking such as con-
ical scan, phase monopulse, amplitude monopulse, interferometry, electronic
lobing, etc. These schemes for generating angle error signals are discussed
in the section on angle measuring techniques. All arguments for each technique
apply to cw radars as well as pulsed systems.

Noncooperative Operation

The cw radar systems can be used for noncooperative operation (skin track-
ing) if proper attention is given to reducing the transmitter-to-receiver feed-

through.

Transmitter Power. -~ When operating with a target vehicle that does not
employ a transponder, the received average signal power to noise power density
is given by the familiar radar equation (reference 51 ):

P, G2 )2,
(S/Ny) = —— , (164)
(4n)3 R FKTL
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where:

docking radar average transmitted power

docking radar antenna gain (assumed the same for
transmission and reception)

operating wavelength

target vehicle radar cross section

distance between -docking radar and the reflecting target
receiver noise figure

Boltzmann's constant

standard nolse temperature

total system losses

o
"

BB Q >
O wunuuu

This equation assumes that the target dimensions do not extend through the
entire antenna beam. For extended target operation, the radar cross section is:

2
47 u R
o= ———, ' (265)
where ¢ 1s the average relative reflectivity of the extended target. Substli-
tuting equation 165 into equation 164 the average received signal power to noise
power density is:
P, G A2
t
(S/N,) = . (166)
(47R) 2 FKTLy
This equation would apply when the antenna beamwidth is narrow and is illumin-
ating a relatively small spot on the target vehicle.

Again equations 164 and 165 can be used with the equations for range and range-
rate errors as discussed in the previous section for cooperative operation.

Transmitter - Receiver Feedthrough Considerations. ~ Maximum range is
limited by the transmitted signal that is fed directly into the radar receiver.
This feedthrough appears as a target at zero range.

For the FM-CW systems where the transmitted signal is used as the receiver
reference, the spectrum of the feedthrough signal is very narrow in the system
IF, and is centered at zero doppler frequency. A narrow filter centered at
this frequency will reduce the feedthrough but will also reduce the minimum
range to which the system can operate.

For the PM~CW systems where the unmodulated transmitter carrier is used
as the receiver reference, the feedthrough will occupy the same bandwidth as
the desired signal in the receiver IF. If a phase lock receiver was used, the
feedthrough would have the same wide bandwidth but the desired signal would
occupy & narrow frequency band in the IF when the system is in lock. Thus,
the feedthrough power could be reduced by a narrowband filter around the desired
signal after phase-lock is obtained.

.In the ICW system, feedthrough can be disregarded if the modulation fre-

juency 1s made to vary with range by a range tracking loop such that the system
is alternately receiving when not transmitting and vice-versa.
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If the total isolation hetween transmitter and receiver is I, the ratio
of received signal power to feedthrough power is from equation 16L4:

s 1622, : (167)
(PFT) T @4m°RYL

Approximately 10 db feedthrough reduction can be accomplished by feeding
e controlled feedthrough signal through a tailored delay line and subtracting
it directly from the received signal. Also, if separate antennas are used,
approximately 60 db of isolation can be obtained. The maximum range for unity
signal to feedthrough ratio is from equatien 167:

22,1 %
(47)°L

Substituting typical parameters in the above equation, i.e.:

I = 107 (10 db for direct cancellation and 60 @b for
segarate transmit and receiveantennas)

G = 103 (30 db - 16" dia. antenna at X-band)

A = 0.1 £t (X-band)

c=10 £t2 (1 sq. meter)

L =2 (3 db losses)
T 6 -2 1 L

RMAX = 10 x10°x ;0 X100 A 107 feet. . (169)
1.95 x 10° x 2

If an additional 40 db of feedthrough filtering were employed, the maximum
range would be 1,270 feet. With 80 db of feedthrough filtering, the maximum
range would be 12,700 feet. :

To reduce the minimum range limitation caused by frequency filtering, the
filters could be switched out after the docking vehicle got within 127 feet of
the target in the above illustration.

If a single antenna with a circulator-duplexer is used, the maximum isola~-
tion that can be obtained is approximately 25 db. Thus, the maximum range with
no filtering would be reduced to approximately 10 feet. The extra isolation
could be obtained with additional filtering. All filtering could be switched
out at 10 feet to allow operation to zero range.

Techniques for feedthrough filtering with an FM-CW system have been des~
cribed in the literature (references 16, 17, and 18).

Angle-Tracking Techniques. - When the target occupies a small portion of
the antenna beam, conventional angle tracking techniques can be employed. How-
ever, as the target gets larger than the cross section of the antenna beam,
some other technique must be employed for pointing the antenna. With a manned
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docking vehicle and a noncooperative target, the antenna could be slaved to an
optical sight that is positioned by the pilot. The pilot would sight to that
point on the target to which he wishes to measure range and range rate.

Docking Applications of CW Radar Techniques

The previous theoretical discussions for the different CW radar types do
not provide adequate basis for choosing the best CW system for docking. Each
system type must be further considered in view of the docking reguirements,
using the previous theoretical developments to help specify certain parameter
values. Only after looking at the required values for certain parameters,
seeing the ramifications of using some of these values, and further considering
the total instrumentation required for each type system, can the best CW radar
systems be evaluated for docking. Even this does not provide a clear case as
to which is the best system, until specific integrated approaches are defined.

Therefore, an exemination of each of the CW radar techniques will be made
in this section, in light of the docking problem, in order that their coopera-
tive and noncooperative docking capabilities and limitations can be defined.

Sine-Wave Modulated, FM-CW Radars. = It was stated earlier that the best
system of this type (1) utilizes a range tracking loop and measures the modue=
lation frequency to determine range for long ranges, and (2) uses a fixed modu=
lation frequency and measures the amplitude of the received modulation to deter=
mine range for short ranges. This two-mode system results in the best range
accuracy at all ranges for a given received signal to noise density ratio.

An alternate system for obtaining the required range accuracy at all ranges
would measure the phase of the received modulation sine-wave to determine range.
However, it would use more than one modulation frequency. Multiple modulation
frequencies are required because as range decreases with a fixed modulation
frequency, the variance in range increases per equation 60. Modulation
frequencies greater than the maximum unambiguous frequency will result in a
smaller variance. Thus, the high modulation frequencies would be used to
obtain the desired accuracy and the low modulation frequencies would allow the
ambiguities to be resolved.

Also, from equation 86, the percentage range instrumentation error is
approximately equal to the percentage error in measuring phase over the unambig-
uous range interval of the modulation frequency (assuming fm can be controlled
very accurately). Therefore, if higher modulation frequencies can be used, the
unambiguous interval is smaller, resulting in a smaller absolute error in range
for a given phase measurement accuracy.

A well known limitation of wide~band FM communication systems is the thres-
hold of the frequency discriminator. This limitation must be considered for the
FM~CW radar system, also. In general, conventional frequency discriminators
(Foster-Seeley type) have a threshold that is defined in the bandwidth of the IF
amplifier preceding the discriminator. It varies with the deviation of the
received signal, but for wide band systems it is approximately 13 db. That is:
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1
(/N1 = (/N e 20, - (170)

and'since BIF must be approximately twice the frequency deviation of the receiv-
ed signal (i.e., By = 2Af). the threshold signal to noise density is:

(S/No)Tg = 40Af. (171)

Conventional second order phase-lock discriminators have a signal to noise den-
sity threshold that is described by:

(S/No)TH = 2.68 wp, (172)

where o, is the natural resonant frequency of the phase-lock loop. @j is
usually fixed at:

173
oy =V 118Af £ (173)

to make the loop phase error equal to 0.36 radians at threshold. Substituting
equation 173 into equatien 172

(/No)TH = 28/ AT £ . (174)

A Phase-lock discriminator employing tuned circuits in the feedback path has
been used (reference 16 ) that results in a threshold of':

S/No)TH ~ 20 f . (175)

Ideally, the frequency discriminator should have a threshold that is not
a function of the frequency deviation, or the modulation frequency. If a thres-
hold must exist, it should only be a function of the smoothing bandwidth of the
radar which is dictated by the target dynamics. However, to date, no such dis-
criminator has been developed.

The threshold limitation of the wide band FM=CW system dictates some of
the system parameters for operation out to 10,000 feet. For cooperative opera-
tion, equation 163 gives the received signal to noise density. Using equa-
tion 163 with R = 10,000 feet, Pt = 0.1 watts, o= 0.1 ft. (X-band), Gt = O db
(omni antenna on target vehicle), GR = 30 db (16" parabolic antenna on docking
vehicle), F =12 db, and L = 3 db; the received signal to noise density is
(8/No) = 98 db (6.3 x 109). This would allow the use of a conventional
frequency discriminator, because of equation 17l the signal to noise threshold
would only be 96 db (& x 109) if a 100 MHy, frequency deviation were used. Since
the received signal to noise is above threshold, any of the techniques for
determining range could be used for cooperative operation.
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For noncooperative operation, equation 164 dictates the received signal to
noise density. Using equation 16l with R = 10,000 feet, o= 10 £t2 (1 sq. meter),
and the other parameters Jjust listed; the received signal to noise density is
(s/No) = 34 db (2.5 x 103), Using the best discriminator whose threshold is
given by equation 175 the modulation frequency is limited to 125 Hz. Now, the
moduletion frequency required, using the frequency tracking scheme, is fy = c/hR
= 2.5 x th Hz at 10,000 ft. range. Thus, at a range of 10,000 ft., the tech-
nique of range tracking with the modulation frequency is eliminated unless the
transmitter power is increased to an impractical value.

However, the phase measuring technique can be used with a modulation fre-
quency less than 125 Hy, If the maximum noncooperative range were decreased
to 1,000 feet, the received signal to noise density would be increased to T4 db,
and either scheme could be used with a conventional phase-lock discriminator.

With the phase measuring scheme, the variance in range (given by equation

60 ) varies at 1/R°. However, for nﬁncooperative operation, the received
signal to poise density varies as l/R + Thus, the standard deviation of range
is proportional to range, or the system operates with a constant percentage
error. If a percentage error of 0.1l percent were acceptable, the absolute
error would be 10 feet at a range of 10,000 feet. The required frequency devia-
tion could be found from equation 60. Solving equation 60for Af when
fm = 125 Hz, R = 10,000 feet, °R = 10 feet, Bg + 10 Hz, and (S/Ny) = 2.5 x 103;
Af = 63 MHyz. The maximum deviation of the received signal would be one mega=-
hertz. From the standpoint of measurement errors, a phase measuring accuracy
of 0.1% is obtainable at a frequency of 125 Hg,

In sumnary, it appears that the frequency measuring technique (in a modula-
tion frequency tracking loop) would provide the best absolute accuracy for COOp=
erative operation from 10,000 to zero feet and noncooperative operation from
1,000 to zero feet. However, this scheme could not be used for noncooperative
operation from 10,000 feet because of the demodulator threshold. The phase
measuring technique can be used and should be capable of providing a fixed
percentage range accuracy of approximately 0.l percent over the range from
10,000 to zero feet. A phase-lock demodulator with a tuned circuit in the feede
back path is required to provide an acceptable signal to noise threshold.

For noncooperative operation, active feedthrough cancellation (or filter-
ing) must be employed for operation down to 100 feet with dual antennas (or 10
feet with a single antenna). The cancellation must be switched out at these
ranges so that operation to zero range can be accomplished. Approximately 80
db active feedthrough cancellation is required with dual antennas and 120 db
with a single antenna. i

The modulation frequency must be turned off periodically to measure doppler
directly to determine range rate. For noncooperative operation at ranges where
feedthrough filtering is employed, the feedthrough filter will cancel the unmod-
ulated received signal if the doppler frequency is near zero. Thus, velocity
measurement through zero is not possible.
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The frequency deviation would be approximately + 60 MHZ. The modulation
frequency would be spproximately 120 Hz. The range error would be approxi-
mately 0.1% for all ranges. Range rate errors (equation T77) due to receiver
noise at 10,000 feet (S/No = 34 db) would be approximately 0.02 ft/sec (at
X-band). Instrumentation errors in measuring range rate will be negligible
due to the accuracy associated with measuring frequency.

" Triangular ~ Wave Modulated, FM-CW Radars. - Triangular wave, FM-CW sys-~
tems with zero IF were limited for many years because of the poor noise figure
obtainable with mixer diodes (1/f noise). With new "back-diodes" and "hot-
carrier diodes", (references 28 and 29) the knee where 1/f noise starts to pre-
dominate is for an IF of approximately one kilohertz rather than one megahertz
for conventional diodes. A 30 db improvement in noise-figure is obtainable at
frequencies below one kilohertz. Typical noise figures (reference 30 ) are 10 db
at 10 kH, and above, 20 db at 1 kHy, and 30 db at 100 Hz. This advancement in
receiver mixers places this type system in a competitive position for the dock-
ing sensor. Some of the practical considerations associated with using this
radar are discussed in the following paragraphs.

For the triangular-wave modulated FM~CW radar, the signal out of the ampli-
fier must be switched between two frequency meters in synchronizm with the modu~
lation frequency in order to measure doppler, as was mentioned before. If a
wide~band amplifier is used just after the mixer, and this amplifier is followed
directly by the doppler switch and frequency meters, the frequency meters will
exhibit a threshold similar to conventional frequency discriminators. The thres
hold will be determined by the bandwidth of the wide-band amplifier and de-~
scribed by equation 170 , where Byp is the bandwidth of the zero IF amplifier.
The bandwidth of this amplifier 1s proportional to the difference between maxi-
pum and minimum range. That is, from equation 109;

SAF f
L (176)

BIF = (fdmax _fdmin) = (Rmax —Rmin) °

Due to the l/f noise just discussed, the minimum frequency should be greater
than 100 Hy. The maximum frequency will be near a megahertz. Thus:

8AF fm

IF= G max *

(177)

To minimize the threshold and reduce the required power, phase-lock track-
ing filters should be used after the doppler switch before each frequency meter.
The signals out of the doppler switch are at frequencies fg (up) and fg (down)
(from equation 113) which are amplitude modulated by a square wave at the modula-
tion frequency fj. The phase-lock loops must have some gain at the modulation
frequency, fp, to insure that they lock on the center spectral line of these
signals and not on one of the side-bands. The threshold of these tracking fil-
ters (and the resultant threshold of the frequency meters that follow are estab-
lished by the natural resonant frequency of the phase-lock loops (equation 192).
Assuming ©p = 27 fp, the threshold is:
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(S/No)pg = 2-68 (2 7 ) = 16.8 £+ (178)

If the (S/Ny) at maximum range is equal to the threshold (S/No)ip, the
variance of the range measurement is (from equation 114 and 178):

02 c2 fm c2
R = 38AF)2 (/N )rey 2
(BAF)® (S/No)TH 3 x 16.8 (BAF)

which can be solved for the required frequency deviation, given the required
variance at maximum range. Letting the variance be one foot, the required fre-
quency deviation is 18 megahertz.

, (179)

Using the parameters of the previous section, a transmitter power of 0.1l
watt will produce a signal to noise density of 34 ab (i.e., S/Ny = 2.5 x 103)
at 10,000 feet during noncooperative operation. If this is to be the threshold,
from 178 the modulation frequency must be less than 150 Hz.

The difference frequency (from 109) at a range of two feet would be 43 Hz
with AF - 18MHg and fm = 150 HZ. To keep the difference greater than 100 Hg
(because of the 1/f noise and resultant lower cutoff frequency of the zero IF
amplifier), the frequency deviation should be increased to approximately 50
megahertz to measure range in to two feet. (fd,;, = 120 Hgz ).

However, with a 100 Hz, lower cutoff frequency and 150 Hyz modulstion fre-
quency, the difference frequency must be at least 250 Hz for measuring doppler
(in order that the center spectral line of the spectrum can be tracked). Thus,
the minimm range for measuring velocity would be four feet with F = 50 MHgz
and fn = 150 Hg,

The accuracy of the system will be limited by the instrumentation errors
when the above frequency deviation and modulaetion frequency are used. From
equation 121 , the principle source of error will be the accuracy of maintain-
ing the deviation ratio. This can be held to within 0.1 to 1.0 percent, depend-
ing on the circuit complexity that can be tolerated.

A sub-modulation signal must be used to reduce the step error in this
application. The step error from equation 122 is 2.5 feet. The sub-modulation
will reduce step error to where it is never greater than 0.5 feet.

In summary, the triangular FM-CW system will be capable of cooperative,
or -noncooperative, operation to ranges of 10,000 feet with a transmitter power
of 100 milliwatts if the newest low-noise diodes are used for the mixer. The
frequency deviation should be approximately 50 megshertz, and the modulation
frequency 150 HZe. The minimum range for measuring range with this deviation
would be 2 feet. The range for measuring velocity would be 4 feet. Velocity
can be measured through zero for ranges greater than 4 feet. The accuracy of
neasuring velocity will be approximately 0.0l4 ft/sec (at X-band).
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The complexity of the system has been increased over that for standard
FM-CW altimeters. Frequency tracking circuits are employed; plus the doppler -
switch, the extra frequency meter, and the logic circuit for taking the sum
and difference frequencles to get range and range-rate, respectively. A sub-
modulation frequency oscillator must be added to reduce step error, and extra
control circuitry is necessary to stabilize the frequency deviation to reduce
the range measurement error. However, no active feedthrough cancellation is

necessary.

Sine-Wave Modulated PM-CW Radars. - This system would be the simplest of
the CW radar systems to instrument. However, it would only be useful for coop-
erative operation. .

For noncooperative operation, some active feedthrough cancellation (or
filtering) is necessary. To accomplish this feedthrough filtering, the trans-
mitted signal is mixed with the received signal to cause the feedthrough
10 occupy a narrow bandwidth at the center of the IF bandpass. For dopplers
near zero, the feedthrough filter will cancel out the carrier on the desired
signal s0 that doppler cannot be measured directly but must be derived by lock-
ing a phase-lock loop to the modulation side-bands. This means that the band-
width of the phase-lock loop {or natural resonant frequency) must be greater
than the modulation frequency.

Using the same parameters as in the previous calculation for received
signal to noise density, (S/No) = 3% db for noncooperative operation at 10,000
ft. However, the threshold of the best phase-lock demodulator is described by
equation 175 which says that the highest modulation frequency is 125 Hy for a

threshold of 34 db.

Substituting this modulation frequency and signal to noise in equation 139,
the variance of the range measurement will be:

c? By (9.83 x 102)2 x 1
o2p = - - 3.2x 1010, (180)
227 £, Ap)2 (S/Ng) 2(27 x 125 x 1)2 x 2.5 x 10°

or

oR = 1.8 x 105 ft. (181)

for a smoothing bandwidth of one Hyz, and phase deviation of one radian. A
modulation frequency of 220 kilohertz is necessary to get 100 foot accuracy
with Bs = 1, A¢ = 1, and (S/N,) = 34 DB.

In summary, for noncooperative operation to 10,000 feet, the signal to
noise threshold of the demodulator must be equal to (or less than) the received
signal t0 noise. Since the received signal to noise is so small, the bandwidth
of the demodulator must be small. This narrow bandwidth requires a small modu-
lation frequency, which limits the range accuracy that can be obtained.
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The sine-wave modulated, FM-CW system can be considered as an extension
of the sine-wave modulated, PM system. The phase-modulated system becomes a
frequency-modulated system by increasing the deviation ratio of the transmitted
signal. The range accuracy cannot be achieved with a phase-modulated system
with small phase deviation. However, by increasing the deviation and changing
the system to a wideragd PM system, the accuracy can be obtained. This all
results because of the threshold of the demodulator which is proportional to
the modulation frequency instead of the allowable smoothing bandwidth.

As was stated before, this system would be very easy to instrument for
cooperative operation. Doppler can be measured continuously with no switching
required. The required range accuracy can be obtained by using two modulation
frequencies. The coherent offset could be derived in the transponder from one

of the ranging sub-carriers.

PN, Binary Code Modulated PM-CW Radars. - The coded PM-CW system could be
used for cooperative operation with a frequency offset supplied by the trans-
ponders. However, this system offers no advantages over the two-tone PM-CW
system for cooperative operation, and the extra complexity of the coded system
would make it a poor choice.

For noncooperative operation the system does have some advantages. The
block diagram of figure 26 must be modified for noncooperative operation at
ranges where the feedthrough is larger than the received signael. For feed-
through filtering, the spectrum of the feedthrough signal must be compressed.
This can be accomplished by offsetting in frequency a sample of the transmitted
signal and using it as the reference for the receiver mixer. The compressed
feedthrough spectrum can be attenuated by a narrow band filter that is synchron-
ous with the offset frequency (reference 16).

Using the transmitted signal as the receiver reference causes the code of
the desired signal to be changed to a new code. However, the new code has the
same pseudo-random characteristics as the original code and has the effect of
being shifted to a new time delay (reference 12). It still has the same power
spectral density as the originel code and is affected very slightly by the re-
moval of the small amount of power in the center of the spectrum by the feed-
through filter. The new code does not possess a continuous delay with range,
however. After the feedthrough has been cancelled in the IF, the original code
can be regained by again modulsting the received signal with the transmitted
code. This modulation flips the phase of the received signal back to where it
was before being mixed with the transmitted signal.

The correlation with the delayed transmitted code can now be accomplished
to determine range. In the simple system of figure 16, the doppler is offset
by the IF reference frequency. The doppler can be recovered in magnitude and
"sense" by in phase, and quandrature mixing with the offset reference signal.
The two quadrature doppler outputs are then compared in a phase sensitive
detector to get the doppler "sense" signal which can be used as the error sig-
nal for the range tracking loop.
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From a previous section, the feedthrough cancellor can be switched out at
100 feet with dual antennas and 10 feet with a single antenna. In order to
have adequate resolution so as not to cancel the desired target at these ranges,
the bit rates must be 5 megahertz and 50 megshertz respectively (from equation
151). This system requires less feedthrough cancellation than the FM-CW system
because range search can start at maximum range and correlation with the received
signal accomplished when the feedthrough is approximately 20 db larger than this
signal (with a 100 bit word).

With the signal to noise density of 34 db, the variance in range would be
less than one foot with a 5 megahertz bit rate, and 10 Hz smoothing bandwidth
(equationlL8). The instrumentation error in measuring range would be due to
the accuracy of measuring the phase of the code fundamental.. With a phase
measuring accuracy of between 0.1 and 1 percent, the error would be between 0.2
2 feet with the 5 megahertz bit rate. The variance in range rate should again
be 0.02 ft/sec by direct doppler measurement.

With a 5 megahertz clock frequency, each bit corresponds to 100 feet of
range. For the code to be unambiguous at 10,000 feet, it must contain 100 bits.
An eight element shift register can generate a code of 128 bits in length.

In summary, the system can measure doppler directly with no switching re-
quired, the instrumentation errors are small, and the errors due to receiver
noise at maximum range are small. However, for noncooperative operation, active
feedthrough filtering is necessary; and for both cooperative and noncooperative
operation, it requires a range tracking loop.

ICW Radars. - The ICW system with the modulation frequency adjusted so that
the transmitter is not transmitting while the signal is being received from the
target allows noncooperative operation with no feedthrough filters. A range
tracking loop is established to lock the period of the modulation to_twice the
time dglay associated with the range interval, i.e., T = 1/fm = 2 (2¢), so that
fm = 4x. At the maximum range of 10,000 feet, the minimum modulation frequency
will be 25 kHz.

From equation 158 , with the received signal to noise demsity of 34 db

(for noncooperative operation at 10,000 feet) and smoothing bandwidth of 10 Hz,
the variance in range will be 317 feet. This is a percentage error of approxi-
mately 3%. However, as range decreases, the error decreases rapidly because fp
and S/No both increase. For example, a factor of two decrease in range results
in a factor of 8 decrease in the variance, or a factor of 4 decrease in percent-
age error. That is, at 5,000 feet the percentage error is reduced to 0.8%. The
frequency of the modulation would be measured to determine range.

Obviously, the modulation frequency cannot be decreased indefinitely as
range approaches zero. An acceptable technique is to allow the modulation fre-
quency to vary with range until range decreases to approximately 100 feet
(fp = 2.5MHz). The modulation frequency is then held at this value, and the
phase of the fundamental of the amplitude modulated signal out of the receiver
is compared to the phase of the transmitted modulation to determine range. The
phase difference will vary from 180° to 90° as the range varies from 100 to zero
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feet. If this phase difference can be measured with an accuracy of 0.1l to 1.0
percent over a 180° interval, the error in range will be between 0.2 and 2 feet

from 100 feet into zero.

Range rate can be measured continuously with no switching. From equation
148, the range rate accuracy will be .028 ft/sec at 10,000 ft during non-
cooperative operation.

Frequency shift keying for the transmitter provides a technique for switch-
ing the transmitted signal on and off while simultaneously providing an offset
signel to the receiver mixer (reference 23).

Limiting could be employed in the receiver since phase of the received
amplitude modulated signal is measured to determine range. This limiting and
phase measuring technique will reduce the effect of the finite switching time
of the transmitter so that the minimum range will be a foot or less.

Best CW Radar for Cooperative Docking. - After analyzing each of the CW
radar systems, it appears that the following system represents the best CW
choice for most cooperative docking missions. For both manned and unmanned
cooperative operation (employing a transponder), 0.1l watt transmitter power
and a 16 inch aperture will provide a received signal to noise density adequate
to:

a. Overcome threshold problems in all systems and allow conventional dis-
criminators to be used with FM systems.

b. Provide range and range-rate accuracies that are dictated by instrumen-
tation.

Of the wvarious CW radars, the Sine-Wave modulated PM-CW radar is the best sys-
tem because of the following:

a. It is easiest to instrument for a given range accuracy. Two tones (50 kHz
and 9MHz) will resolve range ambiguities at 10,000 feet and provide 0.3
feet error at all ranges with a phase measuring accuracy of only 2 degrees.

b. Range-rate is measured continuously by direct doppler processing of the
received carrier. No switching is required. Range-rate accuracy is limited
by doppler frequency measurement errors.

c. The transponder is simple to instrument. The coherent offset can be de-
rived by either (1) proper multiplication of the received carrier before
re-transmissions, or (2) multiplying the frequency of a ranging subcarrier.

d. The radar and transponder are the easiest to modify to add communication
channels. Subcarrier oscillators can be added to either equipment (with
the assoeiated modulators and demodulators for communication) with minimum
effects on the radar.
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e. The PM-CW system is adaptable to all angle tracking techniques, including
phase interferometry.

Begst CW Radar for Noncooperative Docking. -~ For manned, noncooperative
operation, the radar could angle track the target vehicle until range decreased
to the point where the angular cross section of the vehicle is greater than the
antenna beamwidth. From these short ranges on in, the radar beam could be
pointed manually by the astronaut with an optical aid. In this "searchlight"
mode, range and range-rate would be measured to the point on the target vehicle
that is illuminated by the antenna beam. Only angular resolution would be re-
quired, allowing the CW radar to be used. (Range resolution characteristics
of CW §adar will not allow "leading edge tracking" of a target extended in
range.

Among the CW radars considered for noncooperative operation, only two do
not require active feedthrough rejection. These are:

a. Homodyne, triangular-wave, FM-CW
b. Interrupted CW

Both of these systems have similar complexity in that they require about the
same number and type of circuits. Both have similar range-rate measurement
errors. (Error due to receiver noise at 10,000 feet is approximately 0.02
ft/sec.) Range errors due to receiver noise in both systems are well below
instrumentation errors at all ranges less than 10,000 feet. Plots of range
error versus range for both systems are shown in figure 30.

The range error for the FM-CW is dictated by the accuracy with which the
frequency deviation can be controlled for long ranges and step error at short
ranges. The range error in the ICW system is dictated by the bias errors in
the tracking loop while tracking with the modulation frequency, and the accur-
acy at which phase can be measured at short ranges where the modulation fre-
quency is held constant. The curves of figure 30 merely indicate that the
instrumentation errors can be made smaller with the ICW system.

In gsummary, the ICW radar is considered the best system for manned, non-~
cooperative docking because:

a. It requires no active feedthrough rejection.

b. It has smaller instrumentation errors in measuring range than the homodyne
FM-CW radar which also requires no active feedthrough rejection.

If one sensor is required for both cooperative and noncooperative opera-
tion, the ICW radar could be used for both. However, it is believed that the

sine-wave modulated PM~CW system is much better for the cooperative mode be-
cause: ;

a. The transponder would be much simpler than for the ICW system.
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b. The PM-CW scheme is more adaptable to adding communication channels.

c. The PM-CW system will have smaller instrumentation errors at the longer
ranges (as stated before, aspproximately 0.3 feet fixed error at all ranges
can be obtained with a modulation frequency of 9 MHz and a phase measuring
error of 2 degrees).

For unmanned, noncooperative operation, the range~rate resolution charac-
teristics of a CW radar may be of value in determining target vehicle spin
orientation and spin rate. However, to determine size and shape of the target
vehicle, extremely fine range, or angle resolution is necessary. Due to the
range resolution characteristics of a CW radar and the difficulty associated
with providing a range display, a pulse system would be required to get a range
"paint" of the target. However, a CW radar could be used with a narrow beam
scanning antenna to get an angular "paint" of the target. A one degree beam-
width would provide one foot angular resolution at 57 feet. Either the FM-CW
or the ICW system (discussed in the preceding paragraphs for noncooperative
operation) could be used for this angle paint. However, the ICW looks best for
unmanned, noncooperative operation because of the ability of the system to
separate the center line of the received signal for terget spin analysis.

A summary of CW radar characteristics is presented in table 5.
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TABLE 5

SUMMARY OF CW RADAR CHARACTERISTICS

SYSTEM
TYPE

COOPERATIVE OPERATION
(FREQUENCY OFFSET PROVIDED IN THE TRANSPONDER)

NONCOOPERATIYE OPERATION

RANGE MEASUREMENT

RANGE-RATE
MEASUREMENT

RANGE MEASUREMENT

’ RANGE-RATE MEASUREMENT

Y

SINE-WAVE
MODULATED
Fua-Cw

FOR LONG RANGES: RANGE TRACKING LOOP;
MODULATION FREQUENCY ADJUSTED WITH
RANGE TO PEAK RECEIVED DEVIATION;
MEASURE MODULATION FREQUENCY TO DE-
TERMINE RANGE,

FOR SHORT RANGES: SINGLE MODULATION
FREQUENCY AND DEVIATION OF RECEIVER
SIGNAL MEASURED TO DETERMINE RANGE.

INTERRUPT MODULA.
TION AND MEASURE
DOPPLER.

USE SINGLE MODULATION FREQUENCY {f,,=120 Hz AND
\F = 60 MH2)AND MEASURE PHASE OF RECEIVER MODU-
LATION TO DETERMINE RANGE. HAVE CONSTANT PER-
CENTAGE ERRQR DUE TO RECEIVER NQISE OF APPROXI.
MATELY 0.1 PERCENT. INSTRUMENTATION ERROR OF

0,1 TO ) PERCENT. INEED PHASE.LOCK DEMODULATOR
WITH TUNED CIRCUIT AT MODULATION FREQUENCY

IN FEEDBACK PATH).

INTERRUPT MODULATION AND MEASURE
DOPPLER. VARIANCE IN RANGE-RATE AT
MAXIMUM RANGE APPROXIMATELY 0,02 FT
SECOND. CANNOT MEASURE THROUGH ZERQ

: FEEDTHROUGH
|

ACTIVE FEEDTHROUGH REJECTION:
80 DB WITH TWO ANTENNA
120 DB WITH SINGLE ANTENNA,
| MOST TURN OFF FEEDTHROUGH REJECTION

ODOPPLER BECAUSE OF FEEDTHROUGH FILTER. AT 100 FEET WITH TWO ANTENNAS AND 10

FEET WITH SINGLE ANTENNA TO ALLOW
RANGE TO BE MEASURED TO ZERQ,

TRIANGULAR
WAVE
MODULATED
FH-Cw

MEASURE DIFFERENCE BETWEEN TRANS-
MITTED AND RECEIVED FREQUENCY TO
DETERMINE RANGE.

SWITCH BETWEEN TwO
FREQUENCY METERS
IN SYNCHRONIZATION
WITH MODULATION AND
TAKE DIFFERENCE
BETWEEN THE Tw0
FREQUENCY MEASURE-
MENTS TO DETERMINE
RANGE-RATE.

SAME A5 FOR COOPERATIVE OPERATION. NEED TRACK.
ING FILTERS BECAUSE OF SMALL (S N) IN IF BAND.
WIDTH (MODULATION FREQUENCY =150 Hr, \F - = 50
MHz) MINIMUM RANGE = 2 FT: MEASURED ACCURACY
LIMITED BY STABILITY OF \F TO APPROXIMATELY

0.1 PERCENT; USE SUB-MODULATION TO REDUCE STEP
ERROR TO LESS THAN 0.5 FT.

SAME AS FOR COOPERATIVE QPERATION.
NEED TWO TRACKING FILTERS ~ ONE FOR
EACH FREQUENCY METER BECAUSE OF
SMALL S/N IN REQUIRED IF BANDWIDTH.
MINIMUM RANGE FOR MEASURED YELOCITY IS
4 FT. VARIANCE IN RANGE-RATE AT MAXIMUM
RANGE APPROXIMATELY 0.014 FT 'SECOND.

NO ACTIVE CANCELLATION REQUIRED.

SINE.WAVE
MODULATED
PM-CW

USE TWO MODULATION FREQUENCIES AND
MEASURE PHASE TO DETERMINE RANGE. ONE
MODULATION FREQUENCY TO OBTAIN RE-
QUIRED ACCURACY, AND THEOTHER TO RE-
SOLVE AMBIGUITIES.

MEASURE DOPPLER BY
PHASE-LOCKING TO
RECEIVED CARRIER.
NO SWITCHING NECES-
SARY.

CANNOT BE USED FOR NONCOQPERATIVE OPERATION.
(WOULD NEED FEEDTHROUGH FILTERING .AND BAND-
WIDTH OF RECEIVED SIGNAL 15 50 NARROW THAT 1T
WOULD BE REJECTED ALSO.)

PN-CODED
MODULATED
PM-CW

WOULD USE A BINARY CODED SIGNAL GENER.
ATED BY SHIFT REGISTERS TO PHASE MODU-
LATE THE CARRIER £90 DEGREES. RANGE
DETERMINED BY DELAYING THE TRANSMITTED
CODE AND CORRELATING WITH THE RECEIVED
SIGNAL. THE AMOUNT OF DELAY IS A DIRECT
INDICATION OF RANGE. REQUIRES A RANGE
TRACKING LOOP.

CORRELATED SIGNAL
AT OUTPUT OF RE-
CEIVER 15 AT THE
DOPPLER FREQUENCY.
MEASURE DOPPLER
DIRECTLY TO DETER-
MINE RANGE. NO
SWITCHING NECESSARY |

SAME AS FOR COOPERATIVE OPERATION. THE PHASE
DELAY OF THE CLOCK SIGNAL PROVIDES A FINE RANGE
MEASUREMENT WITH SINGLE ANTENNA CLOCK FRE-
QUENCY OF 50 MHz IS REQUIRED; WITH DUAL ANTENNAS
COULD USE A 5 MHz CLOCK, AND B ELEMENT SHIFT
REGISTERS TO GENERATE 128 81T WORDS. RANGE
ERROR LESS THAN 1 FT, DUE TO RECEIVED NOQISE AND
~0.2 TO 2 FT. DUE TO PHASE MEASUREMENT ERRORS.

SAME AS FOR COOPERATIVE OPERATION.
VARIANCE IN RANGE-RATE AT MAXIMUM
RANGE 15 APPROXIMATELY 0.02 FY ‘SECOND,

ACTIVE FEEDTHROUGH REJECTION:

60 DB WITH TWO ANTENNA

100 DB WITH SINGLE ANTENRA,
MUST SWITCH OUT FEEDTHROUGH FILTERS AT
SHORT RANGES TO MEASURE RANGE TO ZERO
FEET.

INTERRUPTED
AM-CW

RANGE TRACKING LOOP; YARY MODULATION
FREQUENCY TO LOCK PERIOD OF MODULATION]
TO TWICE THE RADAR TIME DELAY. MEASURE
FREQUENCY TO DETERMINE RANGE. AT SHORT
RANGES, F1X MODULATION FREQUENCY AND
MEASURE PHASE OF THE MODULATION FUNDA-
MENTAL OUT OF THE RECEIVER TO DETER-
MINE RANGE.

MEASURE DOPPLER OF
RECEIVED CARRIER
TO DETERMINE RANGE-
RATE. NO SWITCHING
NECESSARY.

SAME AS FOR COOPERATIVE QPERATION. MODULATION
FREQUENCIES VARY FROM 25 kHz AT 10,000 FT. TO 2.5
MHz AT 100 FT; AND FIXED AT 2.5MH: FROM100FT.TO
ZERO ERROR DUE TO RECEIVED NOISE 3% AT 10,000

FT AND DECREASES WITH RANGE {0.8% AT 5000 FT, ETC).
IMEASUREMENT ERROR 0.2 TO 2 FT FROM 100 TO ZERO
FEET. NEGLIGIBLE FROM 10,000 TO 100 FT.

SAME AS FOR COOPERATIVE OPERATION.
ACCURACY OF 0.028 FT 'SEC AT 10,000 FT
DUE TO RECEIVED NOISE.

NO FEEDTHROUGH REJECTION NECESSARY.
RECEIVING WHEN TRANSMITTER IS SHUT OFF
AND VICE VERSA.

ALL OF THE ABOVE BASED ON THE FOLLOWING PARAMETERS:

Py x 0.0 WATTS
Roux ™ 10,000 FT.
A= 0.1 FT (X-BAND}

F=12D8
L= 3D8

o =10 5Q.F7. (FOR NONCOOPERATIVE)

(;R =30 DB {16 INCH PARABOLA ON DOCKING VEHICLE)
Gy, = 0 DB (OMNI ANTENNA ON TARGET VEHICLE FOR
COOPERATIYE OPERATION)

Bg =10 Hx (FOR RANGE AND RANGE-RATE MEASUREMENT)
(5 No}= 98 DB FOR COOPERATIVE OPERATION
(S Ne} = 34 DB FOR NON-COOPERATIVE OPERATION




PULSE RADAR SYSTEMS

The radar that received the most intensive early development was the
noncoherent pulse radar. This radar system is a basic one where target range
information is obtained by measuring the time delay between the transmission

of a short burst of RF energy and the reception of the echo from the target.
A simple block diagram is shown in figure 31.

ANTENNA ol DUPLEXER [emememed TRANSMITTER |y

TIMING
CIRCUITRY

——eeeefppl RECEIVER |

FIGURE 31 — NON COHERENT PULSE RADAR

General System Operation

The transmitter generates a pulsed RF signal s(t) where:
Ae jogt, /O<t<T; (182)
0, otherwise ;

A = Constant
T = Pulse Width

s(t) =

This signal is transmitted, reflected from the target, and received after a
time delay : . This time delay is a measurement of range (R).

Cr

R = — where ¢ 1s velocity of electromagnetic wave propagation. The

reflected signal, y, is greatly reduced and noise is also added to the receiver.

y = S(t ——7) + Noise . (183)

This signal can then be processed in a matched filter receiver for maximum
signal to noise ratio.
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Matched Filters Receiver. - The matched filter idea is credited to D.O.
North of R.C.A., 1943. A matched filter receiver is defined as one whose
transfer function is the complex conjugate of the Fourier transform of the
input signal or:

H(w) - S‘*[((z))l, (18)4-)
where:
o ) 18

S(@) = [ s(t) oot gps (285)
The output of the matched filter is given by:

Ey (@) = Y(0) H(w), (186)
e () = [ YO (- =t dt, (168)
e, (7) =_fw [s(t) + n(t)1 h(r —t) dt, (189)
eq (1) = _fw s(t) h(r —t) dt + _{oo n(t) h(r —t) dt. (190)

The first integral is the convolution of the transmitted signel with the
system function and the second integral is the convolution of noise with the
system function. The convolution of noise with the system function causes
noise ambiguities and false alarms, if the noise is large enough. This can be
alleviated by raising the receiver threshold. Since adequate measurement
accuracies will require a large signal to noise ratio, this portion of the
received signal will be negligible in determining the resolution capability of
the radar. Therefore, the output of the receiver for large signal to noise
ratio signals will be:

ey (7) =_f°o s(t) h(r —t) dt, (191)

[ s(t) (b~ dt, (192)

which is the autocorrelation function of the transmitted signel, c(r).

Range Resolution. - The resolution capability of the radar waveform is
of interest when the target is of an extended nature. For maximum range reso-
Jution, the transmitted waveform should be as different from its time shifted
self as possible. A measure of the resolution capabilities of the transmitted
waveform is taken as the mean departure or integrated square error.

& = _fw | s(t) —s(t —r)|2 dt, (193)

—0o0

2= _Fls(t)\g dt + _F‘s(t —r)|2 dt —2R, Fs(t) s(t —r) dt . (194)

—o00 —o00 -
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C(n

FIGURE 32 — TRANSMITTED SIGNAL AUTOCORRELATION FUNCTION

The first two integrals are proportional to the energy of the signal and the
last term is an oscillatory function of r . Since no use can be made of the
fine structure due to o, , only the magnitude is of interest. This temm
then becomes: T

|2Re [ 59 8™ (¢ —n) dt| = {)A(t) A(t —7) dt, (195)

which is c () , the autocorrelation function of the envelope of the transmitted
signal. This has previously been shown to be the output of a matched filter
receiver.

Because comparison of uncorrelated signals should be made on power rather
than voltage basis, we are interested only in the squared megnitude of
or o(n)|?

A similar analysis can be made in the frequency domain, arriving at the comp=-
lex frequency correlation function:

k(v) = [U(f) U* (f—v)df, (196)
k(v) = complex frequency correlation coefficient,
U{(f) = spectrum of the transmitted signal.
For the frequency matched filter:
H(f) = U*(f). ‘ (197)

Then the output is the convolution of:
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e(f) = U(f) » U™ (),
= ut)yu(-t)el2mt g,
T ot j2aft | j2nrut
- [ Ael2nft p —127it o127ut g¢,
=T ’

9 sin 2 f T
- o2rf T

s

the familiar (50X

spectrum (figure 33 ).

The combined correlation function:

9(r, @)|2 =] e(k()[2,
is a three dimensional plot.

¢ON)=E}GMﬂ(b—ﬁJ“%L
For = 0: ¢(nw)=_E;p(ﬁ[ﬁ(f—v)ejQ”ﬁdt,
W(r0) = [ u(yurs—r)de,
¥ (r,0) = ¢ (r).
For r=0: ¢ (0,0)= | u(v) u*(v—w)dv,

¥ (0,0) = k(o) .

Figure 3% divides the - o plane into three regions:

a. REGION I. - If two targets differ in r or « such that the

(198)
(199)

(200)

(201)

(202)

(203)

(20k)
(205)

(206)

(207)
(208)

difference falls in this region, they cannot be resolved except with

the aid of unrealistic a priori knowledge as to target sizes.

b. REGION II. - If two targets have a r, o difference which falls in
this region, and if they are known to be of equal amplitude, they

may be readily resolved. Generally, substantial probability of

resolution exists even for those targets known to be only approxi-
mately equal in size. An investigation of the relative amplitude
is necessary to determine the target resolvability as a function of

n o displacement.

c. REGION III. - Resolution is possible for all signals different in 7, o

such that the difference falls in this region.
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FIGURE 34 — PULSE RADAR AMBIGUITY DIAGRAM

Range Measurement Errors by Channel Noise. - The effect of channel noise
is to distort the shape of the received pulse and to cause the time at which
the received pulse exceeds a preset threshold to be incorrect. This can be
explained with the aid of the figure 35 .

FIGURE 35 — RECEIVER NOISE EFFECTS
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The rise time,ty, of the pulse will be determined by the bandwidth of the I.F.
amp;ﬂfier. This will also limit the frequency of the noise to approximately

. Therefore, for large signal to noise ratio signals, the slope of the
pulse with noise will be essentially the same as the slope of the pulse with-
out noise. The effect of noise will be to shift the threshold erossing back
and forth in 't;:l.m.e.A

Slope Signal =-t; » (209)
t
Slope Signal + Noise =~ n(h) . (210)
AT,
Equating the two slopes:
t
AT - — (211)
(m)
. t t,
uAn)]2=aL= - , (212)
A2 Sy
( YA @ F) 2
n
tl‘
5T, = —5 > (213)
o—) 2
( N)
vhere .
A2

— 18 the video signal to noise ratio (power)

n

é% = IF signal to noise ratio (power)

For large signal to noise ratios and linear detection:
A S

5 “N (21k)
n

In cases vwhere the receiver is matched to the transmitted waveform, the rise-

time will be equal to the pulse width. The same expression will apply with T,
the pulse width, replacing t,, the rise time. This expression is coanverted to
range error SR by:

R - 0T (215)
by S (216)
R S5

(QF) z

Analog and Digital Measurement Errorsg. - The time delay corresponding to
the range measurement can be converted to a voltage in either an analog or
digital manner. The transmitted pulse can be used to start a ramp generator
and the received pulse used to stop the ramp, or a counter can be started and
stopped with the transmitted and received pulses. (See Figure 36.)
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RAMP SAMPLE oyt
GENERATOR ’ HOLD

1 1
| |

START STOP

(a) RAMP GENERATOR (ANALOG OUTPUT)

cLOCK ———p COUNTER'

f
I I

START STOP

(b) COUNTER (DIGITAL OUTPUT)

FIGURE 36 — TIME DELAY MEASUREMENT

For the ramp generator measurement:

r=Ka(tg —t;), (217)
where ¢ r = Range in Feet,

K - Scale factor feet/volt,

a = Slope of ramp generator volt/sec,

t1 = Start Time,

t2 = Stop Time,

e 0 d

Ar:.——l-.-Aa+-LAt1+ _r_ At2- (218)
Jda atl 6t2

If a, t1, tp are statistically independent:

2 2 2 2
o, = K 2 [(to —‘31)2 o, + a2 (Utg * ”tl)]', (219)

02= 1'2 aa2 +K2 a2 (02

r by
The ?; error is an error in the slope, or the setting of the slope of the
ramp generator, and results in a fixed or slowly varying range dependent error.

+ af ). (220)
1

The o » o, , errors are mogt likely due to threshold Jitters that are
1 2

random in nature. If measurements are taken at intervals spaced sufficlently

far apart in time so that succeeding samples are independent, errors due to
time Jjitter can be reduced by averaging;
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2.2 ‘
2 92 2 K%a 2 2, '
o, =t o+ — (at2 + atl.) . - | (221)

The improvement in accuracy by averaging will be limited by the permiss-
able lag in the data, the number of samples that can be averaged before the
range changes significantly, and bias errors.

Range can be measured by using the transmitted pulse and the received
pulse to start and stop a counter driven by an accurate clock. In this case:

r= S x1
i (No. of Counts),

¢ = gpeed of light, (222)

1
7 = preriod of each count.

Errors will result in this type of measurement system due to quantization and
errors in the counter freguency.

The state of the art in digital logic is currently in the neighborhood of
100 MHz clock rates. This results in an error, due to the 1 count uncertainty
associated with the counter, of 10 ns or 5 feet. If the prf of the radar is
varied in a random manner (varies with respect to the range clock in such a
manner that they are not in step), this error cam be reduced by averaging
successive readings. The RMS value of this error will be reduced by 1 .

23

- '(SAMPLE) Al

r =T = (223)

(AVG) VN
Since the frequency directly determines the number of counts, any error
in frequency will show up as a range error.

1

dr = 2= x (No. of counts) df, . (22k)

2 ¢ 2 ¢

fC

Range Rate Measurements. - With a noncoherent pulse radar, range rate
will not be measured directly but will be obtained by di¥ferentiating range.
This will be done in the autopilot control loop. If a coherent pulse radar is
ugsed, velocity can be measured by measuring the doppler frequency of the re-
celved signals. The relationship between doppler and velocity is:

2v
fd = '-c— fo . (225)

Noise in the system will show up as a variation in frequency.

The improvement in range rate measurement of coherent radar over non-
coherent radar has been calculated (reference 31 ) for two types of target
motion:

8. A series of alternate and equal positive steps of velocity occurring
at random with a Poisson distribution of spacings.
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b. A random step of acceleration.

These calculations were based upon optimum linear filter theory with a minimum
mean square exrror criteria. The improvement ratio depends considerably on the
type of target motion.

Short Pulse Radar. - Range resolution and RMS range error have been shown
to be functions of the transmitted bandwidth. The reciprocal relationship
between pulse width and bandwidth shows that one method of obtaining a wide
bandwidth is to use a simple pulse radar with a very short pulse. At the
range of interest, 10,000 feet, the power requirement may not be too great.

Transmitter Power Requirements.
2

2
P, G oA (226)

Srtece =5 5 —
" [(4r R212 4,

For unity S/N ratio:

2 9
Srec Py Gy oA (227)

= 1 = s
kTBNF (47)® R* KTBNF

3 pd
_@n3R kTBNF, (228)
9

Py 5
Gy oA
with?
R = 10,000 ft ,
B = 500 MHz ,
G.= 31 db (1%’ at 10gc),
A=3cm, (229)

NF = 10 db,

0=1m2,

then Pt, =6 kw,

This power yields & range resolution of cne foot. At a range of 1,000 feet,
the transmitted power need only be .6 watt.

When following the docking control law of:
X = .01X. (230)

the maximum velocity is 100 fps. The range is therefore changing slow enough
so that pulse integration is possible. With a maximum range of 10,000 feet,
the maximum allowed prf for unambigious range measurement is:

; 1 1
prf=—=—,
2T 4R (231)
<
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8
3x10° _ (232)
4(3080)
~24.5 kHz . (233)
and in one integration timé interval, .0l sec, 245 pulses are available for
integration. If this integration can be implemented, an additional improve-

ment in signal to noise ratio will result. The improvement will depend upon
the type of integration that can be instrumented.

Nanosecond Pulse Generation Techniques. - Nanogsecond pulse generation and
detection hardware techniques require nonconventional pulse radar circultry.
Techniques that can be considered for nanosecond pulse generation are:

1. The regenerative pulse generator

2. Impulsing TWT amplifier

3. Direct carrier pulse generation with semicanductors
k., Microwave switching circuits

The regenerative pulse generator has been rejected as being too complex
and requiring an excessive amount of equipment.

The impulse response of a TWT method of generating nanosecond pulses has
been used extensively because of its simplicity. A block diagram of this sys-
tem is shown in Figure 37.

TRAVELING
TR '
IGGER IMPULSE > WAVE el NANOSECOND UWAVE PULSE
GENERATOR TUBE AMPLIFIER

FIGURE 37 — GENERATION OF NANOSECOND PULSES USING
TRAVELING WAVE TUBE AMPLIFIER

The impulse generator forms a short video pulse. The spectrum of this
pulse has significant energy in the passband of the TWT amplifier. This energy
is amplified and the output is a short R.F. pulse. The exact analysis of this
type of pulse generator depends upon the exact waveform of the pulse and the
transfer characteristic of the TWI'. These factors are not usually known.

A meaximum gain of 40-60 db is readily attained by a low power traveling
wave tube over the frequency ranges from L thru K, band. A practical value of
gain is limited to this region by the best achlevable transmission line match
(wvhich is required for stability). Miniaturization of TWT's has progressed to
the point where size is no longer dependent only on operating frequency. An
operating frequency can be chosen anywhere from C through X band with little
effect on the size, weight or power requirement for the TWI. Below C band,
the size of the TWT starts increasing. At high frequencies, Ky and mm fre-~
quencies, TWT's are not as available, and those that are available have lower
gains, are heavier, and require higher voltages.
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Therefore, this technique is applicable in the C through X band region. At
millimeter waves, this approach does not appear promising because of the fall
off of spectral energy contained in the spectrum of the video pulse and the
lower gain, greater weight, and larger size of the mm wave TWT amplifiers.

Some of the methods that have been used to generate baseband nanosecond
pulses are:

1. Mechanical switched line type modulator,

2. Avalanche transistor switched line type modulator,
3. Biased class C amplifier,

L. Pulse shaping.

Methods 1 and 2 are the same except for the switching mechanism. Figure 38
is a block diagram of a line type modulator,

POWER STORAGE
SUPPLY ELEMENT
(LINE)

4

TRIGGER SWITCH
(TRANSISTOR)

L

LOAD

FIGURE 38 — GENERATION OF NANOSECOND PULSES USING TRANSISTOR
SWITCHING AND STORAGE LINE

This circult has been extensively used in radar. Its theory of operation is
well established and the results are repeated here.

l. Tp, the pulse width, 1s determined by length of line used for storage.

2. Ty, the rise time, is determined by the switching time. In avalanche
transistors this can be very short.

3. Ep, the peak voltage, is limited by the breakdown voltage of the
transistor.
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4, The repetition period is limited by the charging time of the storage
element.

The same circuit can be used with a mechanical switch replacing the tran-
sistor. The advantage of the mechanical switch is the high voltage capability
of the switch., Rise and fall times can be very short (< 1 ns), but the repeti-
tion rate is limited (typically 40O Hz or less). Therefore, the mechanical
switch can be eliminated at repetition frequencies of interest to this study.

Another method of obtaining short pulses (figure 39) is to drive an ampli-
fier biased below cut off. This requires broadband output circuitry. A one

T-——-l | — e, D /\ f\
NSNS — — — LOAD

FIGURE 39 — GENERATION OF NANOSECOND PULSES USING AN AMPLIFIER
BIASED BELOW CUTOFF

nanosecond pulse requires a minimum of 1 GHz bandwldth. Either the drive fre-
quency or the drive voltage is required to be high to produce a short pulse:
output, since conduction occurs on the peak of each cycle. The prf is also
determined by the drive frequency. This method of generating nanosecond
pulses is not attractive because of circuit inefficiency and the lack of flex-
ibility in setting pulse width.

Pulse shaping varactor diodes have been developed that have characteris-
tics suitable for use in pulse shaping circuits. These varactor diodes are
called "snap-off” diodes or step recovery diodes. Any pn Jjunction will con-
duct heavily in the reverse direction for a short length of time immediately
following forward conduction. This is because of the presence of stored minor-
ity carriers which were injected and stored during the forward conduction.
Step recovery dlodes are designed to enhance this storage and to achleve a
sharp transition from this reverse storage conduction to cutoff. This transi-
tion can switch tens of volts and hundreds of milliamps in less than a nano-
second. This can be used to sharpen rise and fall times of ordinary pulses.
The circuit shown in Figure 1O can be used for this pulse generation.

At point (1), Dy will normally be conducting and the voltage at this point
will be the voltage drop of the diode. A step voltage will be applied, and
with e >Ryif, Dy will be back biased; however, current will contimue to flow
in the forward direction until all the minority carriers have been used and the
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f

FIGURE 40 — GENERATION OF NANOSECOND PULSES USING
VARACTOR DIODES

sharp transitron occurs. This produces the sharp leading edge. Dp is initiat-
ly in the forward conduction state. The applied pulse back bilases Do but due
to the storage of minority carriers the diode conducts and presents a low impe-
dance to the pulse. This conduction continues until these carriers are deple-
ted and the rapid transitron occurs providing the short fall time of the pulse.
With present diodes it is possible to produce pulses less than 1 ns in width

of 8-10 volts across a 50 () impedance.

Nanosecond pulses can be formed by logical switching functions in trans-
mission line circuits. Some switch devices and the circulitry that can be used
are discussed below:

1. TR Tube Leakage - A TR tube is normally used in pulse radar to pro-
tect the receiver during the time the transmitter is pulsed on. The
TR tube is a gas-filled device that is placed in the transmission
line to the receiver. When high power reaches the TR tube, the tube
ionizes, the line is mismatched, and most of the high power is re-
flected. However, a finite time is required for the TR tube to
ionize and the first part of the RF pulse passes the TR tube. This
ionization delay (being in the order of a few nanoseconds) has been
used to produce nanosecond pulses. The advantage of this technique
is the simplicity with which existing radars can be converted to
short pulse operation. This could be useful in a multi-mode radar
when the pulsewidth is switched at short ranges. The performance will
be determined by the TR tube. Peak power will be determined by:

a&. The circuit insertion loss,

b. The rise time of the RF pulse,
¢. The bandwidth of the TR cavity and RF circuitry,
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CIRCULATOR TR
TRANSMITTER — (TRANSMIT ~
RECEIVE) TUBE

LOAD

FIGURE 41 — GENERATION OF NANOSECOND PULSES USING
GAS TR TUBE

It appears that the rise time of the RF pulse will be the limiting factor.
If the rise time of the RF pulse is greater than the ionization time of the
gas fill, the peek RF power output will be determined by the breakdown char-
acteristics of the gas. The pulse width is determined by the gas breakdown

and the rise time of the pulse.

Schwarzkopf (reference 33 ) has suggested the use of a traveling wave
resonator as a short pulse generator (figure L4l).

DIRECTIONAL
COUPLER

TRANSMITTER ><

LOAD

PHASE SHIFTER

TO RECEIVER
\L X X —fp TO ANTENNA

GAS SWITCH

FIGURE 42 — GENERATION OF NANOSECOND PULSES USING A
TRAVELING WAVE RESONATOR



The traveling wave resonator has primarily been used as a method of
obtaining high power for component testing; however, with the addition of
switching circuitry it can be used as a short pulse generator. Circuit opera-
tion is explained with the aid of Figure 43 . Energy is coupled from the main
line, travels around the ring of nA length, and returns to the coupler in
phase. This process continues and after a number of pulses the ring is charged
to its maximum value. The line is then switched and the energy stored in the
resonant ring will be directed to the antenna port. The pulse width is deter-
mined by the time required to discharge the resonant ring:

N where 1 = length of ring,

Ll (234)

Vg ’ v, = velocity of energy
propagation on the line,

Tp =

The peak power gain depends upon the coupling coefficient and the path loss.

—y
o
!
[

GAIN (db)

1 1 —l ]
4 .8 1.2 1.6 2,0

=

ONE WAY LINE LOSS (db)
FIGURE 43 — RESONANT RING (GAIN VS. LINE LOSS)

As can be seen from the above graph, gein decreases rapidly with waveguide loss.
This technique does not appear promising above X or Ku band because of component

and wavegulde losses.

The simplest circuit that can be devised to produce short pulses is the
in-line SPST switch shown in Figure LL.

CW OR LONG
——_—. e ——— T
PULSE SWITCH SHORT PULSE

FIGURE 44 — IN LINE SPST SWITCH
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Microwave switches are usually one of the three types shown in Table 6 .

TABLE 6 — R.F. SWITCH COMPARISON

SPEED POWER | poeouEncy
E{,‘,“‘T;ﬂ“ 1NS MEGAWATTS | MILLIMETER
patsdel 1Ns WATTS MILLIMETER
:f,ﬁ-f:'JE 100°S NS KILLOWATTS | MILLIMETER

A natural division occurs. The gas switch is used when switching is at high
power. The diode switch is used for low power.

The bandwidth required for 1 ns RF pulses is 1 GHz. This bandwidth is
readily achievable over most of the frequency range from X-band up through mm
waves.

The gas tube switch can handle very high power ( 1 MW at X band) in
relatively short switching times (few nanoseconds); however, because of its
long recovery time, a single gas switch cannot be used to produce a short
pulse. This is not a major problem.

L,

- 3 s )
TO ANTENNA Qﬁz X x ? 1 ‘g
2 X

TRANSMITTER

SW

FIGURE 45 — GENERATION OF NANOSECOND PULSES USING
BALANCED DUPLEXERS
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One circuit that can be used is shown in Figure 45. This circuit consists of
two balanced duplexers in series with the switches, which are triggered gas
discharge devices. The transmitter will produce a pulse substantially longer
than the pulse width to be transmitted. Before SW) is fired, the transmitted
pulse is coupled to L) and dissipated. At tj, SWy fires and the transmitted
pulse 1s switched through the second switch assembly to the antenna. SWo is
fired at tp and the pulse is then switched to Ip. The transmitted pulse width
will then be determined by the time difference tj; - t2. Rise times and fall
times will be determined by the switch speed. Other circult configurations
can be arrived at for this type of circuit.

The advantages of this system are:

1. High power capability,

2. Flexible pulse widths,

3. Varisble pulse width capability,

L.  High Frequency capability (through mm waves),
The disadvantages of this system are:

1. Wasteful of RF power,

2. Minimum pulse width limited to a few nanoseconds because of the switching
time of gas switches,

Cooperative Pulse Radar

In the cooperative pulse radar system, & transmitter and receiver are
located on both the docking vehicle and target vehicle. Figure 46 shows the
usual distribution of equipment in the cooperative system. The main advantages
of this system are the reduced power requirements and the minimum range per-
formance. It is conventional for the radar on the docking vehicle to be
called the interrogator and the radar on the target vehicle to be called the
transponder. The transmitter frequencies on the interrogator and the trans-
ponder can differ by the IF frequency. This is advantageous since the trans-
mitter source can be used as the local oscillator source also. Range will be
measured by measuring the time delay between transmission of & pulse from the
interrogator and the reception of a reply from the transponder.

R =2 (Tgeray - Trixed): (235)

To insure operation to zero range, Tpiyeqs the time delay in the transponder
must be greater than the interrogator transmitter pulse and recovery time.
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FIGURE 46 — COOPERATIVE PULSE RADAR
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The power requirement for this system is much less than for the non-
cooperative system beceause of the one~way path loss instead of two-way path
loss. Since a reply from the transponder on each interrogation is required,
the received S/N ratio on each pulse must be sufficiently high to allow a
proper threshold setting to obtain a high probability of detection and low
false alarm rate. Figure 47 is a plot relating S/N ratio to probability of
detection and false alarm rate. A 15 db signal to noise ratio will give a
probabllity of detection and a false alarm rate adequate for most envisioned
missions.

To eliminate loss of signal due to target attitude variations, one antenna
should be circularly polarized and the other antenna linearly polarized. This
results in only a 3 db power loss, which is much less than can be expected for
attitude misalignment.

In a previous section, the range accuracy requirements for most missions
were determined. Figure 48Ais a plot of the range of these requirements.

ORp = 01X

FEET

100 1000 10,000
RANGE (FEET)

FIGURE 48A — RANGE ACCURACY PROFILES

If the range accuracy requirement is a constant percentage of the range,
the change in accuracy requirement will track the change in S/N ratio due to
space loss. See Figure 48B and 48C .
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FIGURE 48 — RANGE ACCURACY REQUIREMENTS
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A representative power calculation will be made. This calculation can be then
used as a baseline system for scaling purposes. Let oy = .OlR and perform the
calculations at 100'.

O'r = 1 ftn ’
- (236)
5T= 2 ns ,
T
from O = T developed in & previous section, and assuming &
N
lu s pulse width and 1 MHz bandwidth receiver:
—6
10
2x1079 = s
/S
2
6 N
5 (107 e (237)
N-—( 9) ’
8 x10™

S 9106~ 51db
N :

The required signal to noise ratio at 100 ' will be 63 db. At 10,000 ft. the
required signal to noise ratio will be 23 db. This is more than adequate to
insure proper transponder operation.

9,2 S
R? (4n)? KTBNF ()L

P = 3 (238)
red Gy Gp A2

R = 100' = 30.4 meter = 14.8 db,
kT = -20% db,
B = 60 db,

NF = 10 db (x-band),

S = 51 av,
i
L

6 db (3 db polarization loss + 3 db system loss),
Gp = 30 db,

Ggp = 0 db,

A =15.7 db,

47 = 11.2 db,

Preq = «23.6 dbw . (239)

98



Therefore, transmitter power required for an x-band system with a 30 db antenni
would be = 5 mw.

The previous calculation assumed a 30 db antenns at 10 GHz. This corresponds
to a 15" diameter parabolic reflector. If it is assumed that the reflector
size is limited to this value, it can be seen that the power requirement will
not be a sensitive function of frequency. Since Gp is proportional to 1/)2 the
numerator of the power requirement equation will not vary with frequency.
There will be a slight decrease in power regquirements because of the noise
figure improvement with decrease in frequency, as found in the numerator of
the power requirement equation.

If omnidirectional antenna coverage (GT = GR = Odb) is required on both the
docking vehicle and the target vehicle for rendezvous acquisition, the frequen-
cy of operation should be chosen as low as possible to minimize the transmitted
power requirement.

The instrumentation range errors that will be encountered in this system
can be divided into bias error and random errors. The bias errors will be
caused by drifts in time delays through IF amplifiers and delay lines, and
shifts in threshold levels. Typical delay accuracies in practical equipment
are ten to twenty nanoseconds. This corresponds to 5' to 10' accuracy. Random
errors due to threshold Jitter can be held to the low nanosecond region by care-
ful circuit design. Since this jitter will be independent from sample to samp-
le, the range error caused by this error can be reduced by successive averaging.

Ring=Around

The ring-around system, which has been used extensively as a miss distance
indicator, has some potential as & range measurement technique for docking. The
basic system employs two transponders one of which acts as a free-running beacon
until the second transponder comes into range and replies. The reply reverts the
first to the transponder mode, and the two transponders then each receive the
others transmitted pulse, delay it for a calibrated time interval, and retrans-
mit it, as showm in figure 49. Range information is contained in the equation
for the ringing frequency, fo.

1
. (2%0)

te+ts

f0
p .
where: te is the equipment time delay ,
tgp 18 the space time delay, 2R .
(]

The accuracy of the range measurement can therefore only be as accurate as the
knowledge of the combined equipment delay, which must be some reasonable inter-
val (e,g., 20 u sec) in order to keep the ringing or oscillating frequency to

z realistic value as range goes to zero.
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FIGURE 49 — GENERAL RING-AROUND SYSTEM

The total delay through each transponder is measured and controlled to some
predetermined value (10 u sec., in the example cited) by adjusting the variable
delay line. For close ranges where range accuracy becomes more stringent,
direct video detection off the receiver and transmitter rf lines is used to
measure transponder delay. —-

Range is determined from the pulse train, not directly by a measurement
of frequency, but rather by a measurement of time between pulses. The effects
of system fluctuations are minimized by measuring the interval occupied by a
specified number of consecutive pulses. One microsecond pulses with approxi-
metely 50 nanosecond rise time are utilized to provide for leading edge detec-
tion.

Noise Induced Measurement Errors. - The time error in determining when the
leading edge of a pulse corrupted with noilse is received is a function of the
S/N ratio and the pulse rise time, i.e..

T
- 4, 2
@ S/N) %
o1 1is the time error of the measurement ,

7 is the pulse rise time,
S/N is the signal to noise ratio,

8y = (241)

where:

The time measurement error translates to an error in the range measurement by :
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dp=cdp , (2k2)
where ¢ is the velocity of light.
To minimize the time and range measurement errors then, the received pulse S/N

ratio should be maximized. For the cooperative case this is related to trans-
mitter power by:

P, G, G_ 2
(S/N) = — - ° , (243)
(47 R)2Fk TBL
where Py = transmitter power average,
Gy = transmitter antenna gain,
Gr = receiver antenna gain,
A = operating wavelength,
L = system losses,
R = range,
F = recelver noise figure,
k = Boltzmann's constant,
T, = standard noise temperature 290°K,
B = bandwidth,

System Diagrams. - Figures 50 and 51 are block diagrams for the target
vehicle and chase vehicle (S/C) ring-around transponders in the UHF frequency
band. Single antenna operation 1s shown with filter action producing the needed
isolation between the 40O MHz and 500 MHz carrier frequencies. The receivers of
both systems are of the heterodyne type with a 100 MHz IF. The IF amplifiers
have a 20 MHz bandwidth and provide approximately 70 db of gain.

After being detected and conditioned, a received pulse is delayed by the
variable delay by the amount needed to bring the total transponder delay to 10
u sec. The pulse then triggers the modulator and transmitter to produce the
output pulse which is transmitted back to the other vehicle. The technique

shown for measuring time delay is discussed in the next section.

In the S/C transponder (Figure 51 ), the output of the video detector and
amplifier is fed into the decoding equipment for extraction of the range infor-
mation. As noted earlier, the range information is contained in the time inter-
vel between pulses, and an appropriate averaging technique is used to suppress
system fluctions and noise induced errors.

Delay Stabilization. - In general, delay stabilization is achieved by mea-
suring the time interval between a received pulse and a transmitted pulse.
Should the measured delay differ from 10 usec, corrections are made in the de-~
lay of the variable delay line. With both the target and s/c transponders so
equipped, the total equipment delay is held to 20 u sec.

The time delay measurement circuits of Figures 50 and 51 smooth over a
number of pulses to increase accuracy and range. In either vehicle's trans-
ponder, a received pulse registers in the frequency divider which, in turn,
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FIGURE 50 — TRANSPONDER SYSTEM ~ SINGLE ANTENNA OPERATION

starts the 100 MHz clock. The following transmitted pulse registers in the
divider and stops the clock. The next received pulse initiates the same se-
quence, which is repeated until the frequency divider has counted to some spec-
ified number, A. The error detector then supplies the error signal, e, to the
controller, where "e" is of the form:

e=Ate d —A x 10 psec. (24k)

measure

The controller utilizes this signal to make corrections in the variable delay
line to adjust the total delay of the transponder to 10 psec.

At close ranges where direct video detection is possible, received and
transmitted pulses are detected directly from the rf lines as shown. At ranges
exceeding the video detection range, the received pulse is detected by a diode
at the output of the IF amplifier and fed into the frequency divider as before.
A bias is applied to the error detector circuitry to compensate for the average
delay in the front end of the receiver, reducing the total error in the range

measurement to 5 feet or less.
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FIGURE 51 — A DOCKING TRANSPONDER

System Operation at UHF. - The path losses at 400 MHz and 500 MHz for 2

statute miles are 95 db and 96.5 db respectively.

Assuming O db gain antennas

and 7.5 db noise figure, the S/N ratio at 2 miles for 50 mw output is:

S/N400 MHz

S/N500 Miz = 5/N400 me —1-5db=14db .
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From equation 241 the time error, 8¢, in leadihg edge detecting the 500 MHz
signal is:

50 x 109

o = = = 7.07 x 1079 sec. (2)"'8)
(2antilog 1.4)%
and from Equation ,» the range measurement error is: _
dp=c8p =1 feet (21;9)

At a range of 100 feet, the S/N ratio is 55 db. The error in the range measure-
ment due to noise then becomes 0.054 feet.

From the standpoint of extracting the range information from the receiver
when within 100 feet of the target, accuracies of 1 ft. and less are possible
with only 50 mw of transmitter power. However, because of the inability to
keep the delay stabilized to the same degree of accuracy, the accuracy of the
range measurement is & function of deley stability. Maximum delay stability
will occur when video detection directly off the rf lines is possible. The
threshold for detectors at UHF is approximately -40 dbm. The additional margin
required for a stability accuracy equivalent to a range accuracy of 1 ft. is,
from Equations 241 and 242 :

SN - = [(—)2 (9.849)2 x 10193 (250)
2 og

S/N = 605 = 27.8 db (251)

With 50 mw of transmitted power, this corresponds to a range of about 4.5 ft.
If a number of pulses are averaged so that the allowable deviation per pulse
is greater, this accuracy (1 ft.) can be achieved at a range of about 40 feet.

System Operation at 10 GHz. - The basic characteristics, such as trans-
mitted power, pulse width, pulse rise time, and system delay, remain the same
for a ring-around system operating at 10 GHz as for the UHF system.

The path loss for 2 miles at 10 GHz is 112.5 db. This is an increase of
almost 30 db over the UHF case, and requires approximately 9 watts of trans-
mitted power for the same S/N ratio (1% db). Hence, to be competitive fram the
transmitted power standpoint, the gain of the antennas must be increased. For
a 14 db S/N ratio at two miles with 50 mw of transmitter power, and a receiver
noise figure of 10 db, the antenna gains must be:

G, + G, =1922.5+ 10 —204 + 78 + 14 + 13 = 28.5 (252)

or Gy =G, =14.3db (253)

A horn with ~n aperture of approximately 3 inches will give sufficient
gain but the 3 db points in its pattern limit spacial coverage to approximately

35 degrees.
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The minimum power level for video detection at x~band is about -53 dbm.
As previously established, the S/N ratio above threshold for 1 ft. accuracy is
27.8 db. Then the power level required is -53 dbm + 27.8 db or -25.2 dbm.
With 17 dbm transmitted power and 28.5 db antenna gain, this corresponds to a
path loss of T70.7 db. The range for video detection is then:

70.7

T .
R =—Z; antilog ’ (254)
R = 27.2 ft. . | (255)

By smoothing over 128 pulses, the deviation of any one pulse can be:

o=y128x1, (256)
o=11.81 ft . (257)

The required S/N ratio above threshold is then only:

1 (5x 1078) (9.84 x 108y (258)
S/N =

2 11.31
S/N = 9.42 db « (259)

The range for video detection is thus extended to 220 ft.

System Operation at 70 GHz. - The path loss for 2 miles at 70 GHz is
139.5 db. The antenna gains required for 50 mw transmitter power and re-
ceived S/N ratio of 1k db are:

Gy + G, =139.5 + 20 —204 + 78 + 14 + 18 = 55.5 db ,

(260)
or: Gy=G.=28db. (261)

A 28 db parabolic dish has a 3 db beamwidth of approximately seven degrees.

The threshold for video detection is approximately -45 dbm. If smoothing
over 128 pulses is used, the required S/N ratio for 1 ft accuracy is 9.42 db.
The signal level required for 1 ft accuracy is then -35.58 dbm. With 17 dbm
transmitter power and 56 db antenna gain, this corresponds to a path loss of
108.58 db and a video detection range of 300 ft.

Conclusions. - The system of ring~around provides an accurate measure of
range to zero feet. Factors producing inaccuracies are time errors in leading
edge detection, instrumentation errors in deducing the range from the detected
pulse train, and inability to keep the system time delay at its predetermined
value. As range closes, the leading edge detection errors essentially dis-
appear with the rising S/N ratio. Similarly, when the S/N ratio is sufficiently
high to allow video detection, the errors due to the delay stabilization can
be held to less than 1 ft. The instrumentation errors can be made small com-
nvared to those due to delay stabilization.
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An advantage exists in the ring-around system in that the range information
is contained throughout the entire loop. This allows each of the two vehicles
to monitor range during the docking maneuver. A failure in readout equipment
in one vehicle, then, does not necessarily abort the docking maneuver.

The antenna system plays an important role in the ring-around system. For
acquisition purposes at the beginning of the docking maneuver, it is desirable
to have omnidirectional radiators. As has been seen and is noted again in
table 7 , a trade-off between spacial coverage and transmitter power is neces-
sary at the higher operating frequencies. In conjunction with the radiation
patterns of the antenna system, it is necessary that one system be linearly
polarized and the other circularly polarized, since aspect of approach at the
beginning of the mission is unknown.

Requirements for equal performance of the ring-around system at UHF, 10
GHz, and 70 GHz are summarized in table 7 .

TABLE 7 — RING AROUND PERFORMANCE CHARACTERISTICS

RANGE FOR VIDEO DET.
TRANSMITTER | SPACIAL COVERAGE (FEET)

SYSTEM POWER (DEGREESYS) (1 FT ACCURACY)
UHF 50 mW 360 (ONE PLANE) ~ 40
X-BAND 50 mW 35 | 220

9 WATTS 360 (ONE PLANE)
70 GHz 50 mW 7 300

20 KW 360 (ONE PLANE)

* ACCURACY FOR RANGES CL OSING TO VIDEO DETECTION FOR ALL SYSTEMS<5 FT.
TERMINAL ACCURACY OF SYSTEMS < 1 FOOT.
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PROBES AS DOCKING AIDS

The electromagnetic probes considered here may be divided into three
classifications: electrostatic, magnetic, and electromagnetic (or antenna)
probes. The electrostatic or "capacity" probes operate on the principle that
the electrostatic field lines of flux, emanating from a capacity probe, theo-
retically extend to infinity. The intensity of the fleld varies inversely
with the distance from the probe by the familliar point charge equation:

_ Jypydv
B| = ——— . (262)
4A60R

The fleld of the capacity probe is therefore an inverse function of range.

As a target vehicle enters the measurable field of the probe, some flux lines
terminate on the target vehicle and the target vehicle becomes a part of the
external capacitance associated with the probe. Obviously, the size of the
vehicle also enters into the capacity contribution. This is a mejor problem
in the use of the capacity probe and will be shown to be & problem in the use
of the magnetic and electromagnetic probes as well.

The magnetic probe operates on the principle that the magnetic lines of
flux emanating from a current loop (or loops) extend theoretically to
infinity. The magnetic field intensity is given by:

_ $,Jd-nda
S R—— 6
H]| TR (263)

This field also varies inversely with (R). The lines of flux couple with a
target vehicle, as it approaches, causing current to flow on the target ve-
hicle. If the target vehicle is considered as a closed loop, the impedance
(221) reflected back into the primary eircuit (probe circuit) is illustrated
" in figure 52

222]

FIGURE 52 — MAGNETIC PROBE — EQUIVALENT CIRCUIT
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Variations in Zpj supply the information to be measured. It is apparent that
Zp]1 is a function of target size, geometry and material.

Antennas differ as to the amount of energy that is intentionally radi-
ated by the probe to a much greater extent than do the other two cases. This
radiated energy is reflected by a target vehicle back into the primary probe
circuit and modifies the input impedance to the probe in a somewhat similar
manner. Since both the (E) field and the (H) field vary inversely with (R),
the power density in the radiated field varies inversely with (R“). The re-
turn energy modifies the antenna impedance and the return signal level is
found from the familiar radar equation:

2 .9
RN (264)
Py (42 RE

As shown here, the return is inversely proportional to range to the
fourth power; however, the gain squared in the numerator tends to offset this,
and sensitivity at 100 feet is not a problem, even with low power output
levels. As the target closes on the antenna probe, its impedance continues to
be modified, even after entry into the very near field. The near fields of an
antenna are complex, and reactive or pulsating components become large. For
example, the expressions for the fields associated with a current element,
as given in reference 34 are:

Idisinf /~wsinwt’ cosewt’” sinet’
Eg= ( 3 + + 3 ) s (265)
dme rv 2y ©r
21dlcosf scoswt” sinet”
E, - ( ot Sme ) , (266)
47 e r2v [.30)
Ho =(I dl sin ¢ —w sin wt’ N cos ot’ ) . (267)
47 rv r2
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These expresslons show that in general, the field is a composite of the
electrostatic (1/r° term),the magnetic (1/x< term), and the radiation
(1/r term). fields. When the target is very near, the antenna coupling with
the higher order fields produces drastic changes in probe impedance. The
range of impedance varilation is therefore of many orders of magnitude, going
from a slight change In radiation resistance to a completely reactive
impedance.

Antenns, Probes

The movement of a vehicle in proximity to an antenna results in changes
in the input impedance of the antenna, which can be extracted to provide in-
formation about the target vehicle. Antennas which are highly directional
are useful for better long range (100 feet) semsitivity, but antennas having
low directive give better "close-in" resolution.

Highly Directional Antenna Probes. = An antenna with a directivity of
10 db or more, such as a "horn" antenna, can be arranged as shown in

figure 53.

SIGNAL
SOURCE
ANTENNA
PROBE
z z BALANCING
a b NETWORK
HYBRID
JUNCTION
RECEIVER SIGNAL
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FIGURE 53 —|A MONOSTATIC ANTENNA IMPEDANCE PROBE
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The sensitivity of an arrangement such as this can be rather remarkable. A
20 db horn, a 100 nlW signal source, a detector with 10 u volt semsitivity for
20 db signal to noise ratio, and a precision balancing network should be
capable of detecting a vehicle of 0.0l meters cross section at 100 feet. Since
the target vehicle will probably have & cross section at least two orders of
magnitude larger than this, detection of its presence and 1ts movements at
100 feet should be little problem. The signal source for this arrangement
mst be very stable since the impedance Z, is a complex function of frequency.
To some extent Zj can be arranged to vary in the same manner as Z, to reduce
the frequency drift problem, but it is probably not realistic to expect this
to solve the entire problem. To investigate the magnitude of the frequency
drift problem, consider a case in which the frequency drifts to f, + 50 x 10~ -6

tge i edance Z, 3 follows in direct proportion and changes to (Z, ) +
58 x lO (ng be simply 52Q resistive. When Zy does not chinge

and. the signal source is 100 mW, the voltage produced at the receiver is:

V,- VP (AR) » (268)
vV, - J100 x 1073y (50 x 1076 , (269)
V.- 2.234 . (270)

It is evident that a frequency drift of 50 parts per million is therefore
several orders of magnitude too high. If it is desired to keep the short
term frequency drift error below 10 uV at the receiver, frequency stabllity
of approximately one part per 100 million is required. However, this can be
obtained by state-of-the-art techniques. The design of the receiver is also
important since it is required to have a dynamic range of from ten microvolts
to one volt without saturating. The one volt requirement occurs when the
target vehicle is so close to the antenna that its impedance becomes complete-
ly reactive. This large dynamic range implies the use of a logrithmic ampli-
fier to convert the range of the signal output to that which is more suitable
for display or further processing. Since the system must be calibrated to
provide the required measurements, near field antenna effects have little
significance in system design considerations.

This type probe suffers from at least one of the same handlcaps as the
capaclity and magnetic probes, 1.e. measurements are functions of target ve-
hicle size, geometry, and material. Additional problems with the direction-
al probe are its narrow field of view and its near field defocusing, which
must be calibrated out of the system. The single directional antenna probe
would therefore not appear to be capable of providing the essential informa-
tion required for docking. However, multiple antenna probes offer some
promise, as discussed latere.

Antenns Probes wlith Low Directivity. - Antemnas with less than 10 db
directivity have the advantage of a wider field of view, but their application
for range measurement will prohbably be limited to 50 feet or less. This may
not be a real disadvantage since other limitatlons restrict the usefulness of
higher gain antenna probes to approximately 100 feet. The antenna probe may
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be arranged as shown in figure Sh.
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FIGURE 54 — A LOW DIRECTIVITY PROBE

The lower gain probe does not necessarily imply lower frequency. It is
desirable to keep the frequency high enough to provide for operation in the
ionosphere with only minor degradation. The limitations of the low directivi-
ity probe are the same as for the high directivity probe with the substitution
of the range limitation for the narrow field of view.

Multiple Antenna Probes. - Multiple probes arranged as two mutually per-
pendicular pairs (or in other arrangements) offer some interesting possibili-
ties for the production of the raw data from which target angular rotation,
range, range rate, bearing angle, and possibly target rotational axes orien-
tation can be determined. Consider the configuration shown in figure 55.

2

N

FIGURE 55 — MULTIPLE ANTENNA PROBES
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The outputs of each antenna will be similar as functions of time. However,‘
the peak return (for the general case) will occur at a slightly different
time. The output of three channels may appear as shown in figure 56.

(A) PROBE 1 (B) PROBE 2 (C) PROBE 3

I
| |
|
; o N 2 o
2 1

to

FIGURE 56 — RETURN SIGNATURES

This difference in time is a function of angular rotation, bearing angle, and
the antenne spacing (d). Angular rotation can be obtained, since peak return
to peak return is T . The bearing angle can be obtained by maximizing the
return of the fixed antennas. Since (d) is known, the range can be measured
as shown in figure 57.
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FIGURE 57 — ROTATION RATES FROM RETURN SIGNATURE
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For arbitrary rotation of the target vehicle, the magnitude of the peak re-
sponse will not be exactly the same for each channel. The response at one

aspect angle, however, wlll probably be much stronger than at any other in

each of the antennas. Range error due to surface response ambiguities are

therefore unlikely. Extraction of these parameters requires a memory unit

and data processing.

Measurement of range, range rate, bearing angle, and tumble rate has been
discussed. Target vehicle size, geometry, and tumble axis are other desired
parameters. The magnitude of the response is a measurement of the vehicle
size if range and vehicle geometry are known. The magnitude of the response,
however, is an absolute quantity. System celibration is therefore required
before significance can be given to the absolute readings. The shape of the
signal return versus time for each probe provides the data to deduce the
geometrical shape of the object in one plane of observation. The slightly
modified returns from the other three channels help to gain a three-
dimensional "look" at the object. Ideally, the rotational axis could also be
determined by observing the data from each channel from several spacecraft
positions.

Limiting Factors. - Little or no useful data can be obtained directly
from antenna probe measurements. The amount of data processing required
appears to be a serious disadvantage. The accuracy of the finsl parameters
is, in some cases, a function of absolute channel gain, requiring a high
degree of gain stability. Frequency stability directly affects channel
sensitivity, as previously discussed. Data obtained in the near field of
the antennas is altered since the channel return is affected by the amplitude
and phase illumination of the target vehicle.

Capacity Probes as Docking Sensors

Capacity probes show promise as aids in the final stages of docking.
dany other types of sensors lose their usefulness in this stage because of
iear field effects, short pulse width requirements, large object angle sub-
tended, and so on. These probes can be mounted on extendable-retractable
ooms, or fixed permanently on the docking vehicle,

As the vehicles come into close proximity, comparable to their own physi-
:al sizes, measurement of range becomes relatively independent of vehicle
reometry. Accurate range, range rate, and relative attitude measurements in
+his region should be obtainable. At distances of 100 feet or more, the sensi-
svity of the capacity measurements are not sufficient to provide useful in-
“ormation. At ranges which are less than 100 feet but still greater than the
ilameter of the target, range measurements are confused by the size of the
;arget vehicle. At vehicle separations which are such that the capacity probe
1S & reasonably well formed image within the target vehicle, accurate
ieasurements of range are possible. Range and range rate measurements from
mne meter to zero separation can be made with reasonable accuracy in many
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missions to assure soft capture. Multiple probes can also be used to provide
close approach relative attitude information, as discussed herein.

Two capacity probe concepts are discussed. The first approach utilizes
a system of double electrodes and a capacity bridge similar to the "Direct
Capacitance Altimeter" (reference 35). The second approach uses single ended
capacity probes. Two techniques for the measurement of the probe capacitance
variations are discussed.

Double BElectrode Capacitance Messurement Description. - Electrodes may be
located on the docking face of the vehicle as shown in figure 58 . Lines of
flux, also shown on figure 58 ; are provided to indicate the approximate field
distribution. In figure 59 , the field lines are replaced with the various
capacities present in the system. It is the variable capacity associated with
Cpt (probe to target capacity) that is to be measured for range determination.

{ Y )

TARGET CHASE VEHICLE
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FIGURE 58 — ELECTROSTATIC FIELD REPRESENTATION
FOR DOUBLE ELECTRODE SYSTEM

114



TARGET Pog
VEHICLE

— | 1
c, N

-If

o.
—

FIGURE 59 — EXTERNAL (PROBE) CAPACITIES FOR DOUBLE ELECTRODE SYSTEM

The capacities in figure 59 are computed in appendix E. In order to
measure the variable capacity, the fixed capacity of the system, which is
much larger except at very close ranges, must be balanced out by use of a
bridge circuit. A bridge circuit, shown in figure 60, has been used with

the "Direct-Capacitance Altimeter" (reference 35) and is capable of the
measurement of 1 af. When the probes are required to measure range from only
0 to 10 meters, the capacity variation is much greater than this. At 10
meters, the capacity variation may reasonably be 100 af, which should be
easily measured by this method.

Relative Attitude Information. ~ A tumbling target presents periodic
fluctuations in capacitance. The period of this fluctuation is a measure of
relative tumble rate and the amplitude fluctuation is a measure of the geo-
metry of the target in one plane of observation. A single system has limited
usefulness, however, since relative attitude changes in only one plane can be
determined. Multiple capacity probes, however, have promise for the provision
of precision range and relative movement information at very close range for
missions that require soft docking or very close approach.

Limiting Factors. - The presence of free electrons and ions in the iono-
sphiere present severe limitations in the use of this technique at certain
distances from the earth. Ionospheric characteristics have the effect of a
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FIGURE 60 — CAPACITY PROBE BRIDGE

low reactance short on all capacitors in the extermal circuitry of figure 59 .
The appropriate low reactance depends on the geometry of the probes, vehicles,
and vehicle separation, on the number of free electrons in the rendezvous
region and the frequency used with the bridge. At 5kH;, this problem occurs
throughout much of the ionosphere.

Other limiting factors are as previously mentioned; i.e., variation in
target vehicle geometry and material, and the capability for the measurement
of small capacity variations. Meintaining the impedance balance in the bridge
circuit during measurement is also a problem when very small capacity varia-
tions are to be measured. When the device is not in use, however, it can be
mede self-balancing so that a zero balance can be maintained until ready for
use.

Single Electrode Capacitance Measurement Description. - A single elect-
rode can be arranged to measure range as illustrated in figure 61. Probe-to-
target capacity variations can be measured with a bridge very similar to the
one used with the double ended probe method mentioned previously. Another
technique for the measurement of small capacity variations is to arrange the
probe capacity as a part of the frequency determining resonant circuit of an
RF oscillator as shown in figure 61.
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FIGURE 61 — RF EXTERNAL CAPACITY SENSOR

With the target vehicle at infinity (greater than 200 feet), the circuit
is arranged to produce an RF output at, for example, 10 MHz, As the target
vehicle approaches, the probe capaclity is increased and the frequency of the
resonent circuit (and oscillator output) is lowered slightly. This change
in frequency 1s detected by mixing the oscillator output with the output of
a crystal controlled local oscillator with a fixed 10 MHz output. The audio
difference signal is a measure of the probe capacity variation. This signal
is amplified and processed as required.

The circuitry required for the ultimate production of an audlo difference
signal could, no doubt, be made quite compact and light in weight. In fact,
it might be desirable to place this portion of the circuitry in the probe or
probe support structure (if temperature variation is not a severe limitation).

Extraction of Other Information. - Time differentiation of range data
can, of course, be processed to extract closure rate. One probe will also
provide limited target tumble information in terms of the periodic variation
of probe capaclitance with the target movement, unless the target is symmetri-
cal in the observation plane. Multiple probes, however, would appear to be
very desirable for the measurement of relative attitude of the vehicles and
attitude change rates. For example, attitude differences as shown in
figure 62 are readily observeble by appropriately arranging the outputs
from probes 1 and 2. Additional probes (3 and 4) in a line perpendicular to
probes 1 and 2, provide relative attitude In a normal plane., Relative angu-
lar tumble rates are also available when multiple probes are used.

Limiting Factors. - The limiting factors are generally the same as in the
previous section. If the heterodyne detection method i1s used, the frequency
stability of the probe oscillator becomes a significant factor because fre-
quency drift causes & direct range measurement error. Ionospheric EM wave
attenuation characteristics are Iimportant also, but as discussed in
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appendix D, RF frequencies above 30 MHz are affected little during normal
ionospheric conditions.

TARGET
VEHICLE

R DOCKING
0 VEHICLE

TAN 0= 2(R, - R;)/d
FOR SMALL 0
® = (360/2m}0 = d/dt [2(R2_R])/d] 360°/27

FIGURE 62 — USE OF MULTIPLE CAPACITY PROBES IN CLOSE APPROACH
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OPTICAL RADAR SYSTEMS FOR DOCKING

Laser or other optical systems deserve serious consideration as alternates
to other electromagnetic systems for acquisition, rendezvous, and docking.
Some of the possible benefits from an optical system are: (1) reduced antenna
sizes, (2) less weight, volume, and power, (3) simplicity for equivalent
accuracy, and (4) greater possible accuracies.

Optical systems can be divided into two types, active and passive. The
rassive system types can be useful in spacecraft aligmnment for docking but
possess no range or range rate capability. Use of an active element such as
a laser source provides the possibility of attaining highly accurate range and
range rate data. Separate examination of optical systems for the tasks of
alignment and ranging is indicated, although an active optical system can
include alignment capability.

In general, accurate aligmment can be attained with optical systems
because of the small wavelength (and consequently small size sources) and
narrow beamwidth. The aligmment system may be improved and/or simplified
by the use of an active optical system incorporated primarily for range and
range rate purposes.

In order to provide range and range rate with the type of accuracies
required, an active source is required on at least one vehicle. The following
sections discuss various active optical systems from the viewpoint of one
active source. The systems discussed fall into two general categories, (a)
ccherent carrier;and.(b) noncoherent carrier systems. Coherent carrier
systems make use of the laser coherent aspects, both spatial and temporal.
Noncoherent systems do not require lasing action in the optical source. The
additional complexities of coherent carrier systems, compared to noncoherent
carrier systems, will be evident in the following discussions. The accuracies,
however, of coherent systems can be significantly better than noncoherent
systems. Both coherent and noncoherent systems possess characteristics which
may be advantageous for docking applications. These characteristics are
compared with those of lower frequency systems and advantages and disadvan-
tages noted.

Coherent Carrier Optical System

Systems using lasers for obtaining range and range rate information in docking
applications can take the form of radar systems previously described at lower
frequencies. The use of the laser enables one to achieve a very high antenns
gain and, because of its high frequency and the greater resultant doppler
shift, much greater range rate resolution. The technical difficulties associ=~
ated with coherent carrier systems appear to preclude the achievement of the
potentially higher resolutions in the near future. The coherent systems,
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their potential, and their problems are discussed below.

Lasers which make use of thelr spatial and temporal properties utilize a
photomixing (or heterodyne) receiver which is able to discriminate against
external noise sources. The major external noise source is the sun. The
narrow spectral passband of a photomixing receiver effectively reduces the
contribution from the sun's broadband spectrum to a negligible proportion. The
photomixing process also provides conversion gain which minimizes the internal
noise contributions. Ideally, then, in systems where signal fluctuations are
not the limiting factor, the coherent system can improve the signal to noise
ratio by the square root of the ratio of the optical filter bandwidth of the
non-coherent detection system to the IF bandwidth of the coherent detection
system (reference 41). The optical filter bandwidth of the non-coherent system
can be as narrow as 5 Angstroms (150 GHz), within present technology, but a
wider bandwidth is required when using a non-coherent emitter, to avoid re-
jection of the signal energy. For example, a non-coherent Gallium Arsenide
system requires a bandwidth of approximately 500 Angstroms (15 THz). The IF
bandwidth required in the coherent system is established by the range of doppler
shifts associated with the radial velocities of interest, unless an electron-
ically ‘tunable laser local oscillator is used to track the doppler shift changes

_thereby keeping the difference frequency constant. The doppler shift is given

by:

C+ Vv
£y = f (271)
d~ ;—y o’
2v
- = 1, , (272)
Cc
where: fﬁ is the doppler shift frequency,

v is the radial velocity,
¢ is the velocity of light,
f, is the carrier frequency.

For a typical wavelength (1 micrometer), fo = 300 THz, ard the doppler frequency
is approximately 2 MHz per m/s. Thus, very small changes in velocity can
theoretically be measured, but a bandwidth of approximately 150 MHz is required
to maintain the doppler shift frequency within the IF for radial velocities of
interest. However, this bandwidth yields a 50 dB improvement over the Gallium
Arsenide system cited above, and a 30 dB improvement over the 5 Angstrom system.
An additional improvement of approximately 50 dB could be obtained if an elect-
ronically tunable laser were available.

As indicated above, range rate can be determined with great precision by
the coherent system. ICW techniques can be used for measuring range. Coherent
ranging techniques, such as those used in FM-CW radars, are presently beyond
the state-of-the-art and will likely remain so in the near future.
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FIGURE 63 — SPATIAL CONSIDERATIONS IN PHOTOMIXING

In order to perform photomixing adequately, spatial and temporal require-
ments exist that are difficult ‘o fulfill in an operational system. The
temporal requirements are related to the spectral purity of laser source and
local oscillator. (In some system concepts, the laser transmitter and local
oscillator may be the same component, with a frequency off-set provided.)
Unless the laser is very narrowband, mixing will occur with different spectral
components of the local oscillator signal and/or the received signal spectrum
to produce interference and noise products within the IF bandwidth. The
spatial requirements for photomixing are related to the aligmment of the return
signal and local oscillator waves (See figure 63 ). Analysis of this applica-
tion (reference 36 ) has shown that the resultant difference frequency current
is of the form:

. Bl
Sin (273)

1 =a cos o[t _Bl— .

2
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Physically, when the local oscillator wavefront is tilted with respect to
the photo surface, the phase differs over each part of the photosurface, which
is many optical wavelengths long. The beating effect, from which the differ-
ence frequency arises, is thus reduced. As noted by equation 273 , when the
quantity sin (Bl/gfsl/z) becomes less than unity, the amplitude of the differ-
ence frequency begins to decrease. Although only one dimension has been dis-
cussed, the same effect applies to both. For exemple, the two plane waves
must be aligned to wilithin approximately 10-% radians with 1 cm? photocathodes.
Any effects which distort the signal wavefront (such as atmospheric effects,
rough targets) make photomixing much more difficult, since critical wave com=-
ponents are out of phase at the surface.

The spatial coherence problem is not as serious in the docking applica=
tion as in many other applications due to the lack of atmosphere and the short
ranges of interest. The spectral purity requirement of the laser, however,
restricts the choice of laser to He-Ne at the present time. This in turn
places restrictions on the minimum weight, size and power requirements. The
He~Ne laser is highly inefficient. Typical 0.5 to 1 milliwatt He~-Ne lasers
require 20 to 100 watts of DC power, are approximately 1 foot long, and weigh
13 to 25 pounds. In addition, the stability requirements place a burden on
the mechanical considerations. Sufficient rigidity must be provided to keep
vibration effects out of the system.

Laser Interferometric Possibilities.- Developments in laser interferom-
etry have indicated that a return beam from a He-Ne laser, if allowed to
reenter the laser, will mix with the original laser frequency. If the optical
path length is changing, a modulation will result due to the doppler shift of
the return beam. The modulation can be detected by a photomultiplier at the
other end of the laser. Interferometric measurements have been made with this
technique with the beam reflected from a mirrored surface as far away as
60 feet. It is conceivable that this technique may be used in low velocity
short range doppler such as occurs in the docking situation. This technique
eliminates the alignment requirements of photomixing and considerably simpli-
fies the optics and the receiving system in range rate measurements. Ranges
up to several hundred feet may be possible with present milliwatt He-Ne
sources, if corner reflectors are utilized on the target vehicle. The fre-
quency response of this system is limited to approximately 100 kHz by the
interactions within the laser (reference 37 ). This corresponds to a maximum
range rate of .05 meters/second. The frequency response utilizing the other
He-Ne wavelength (3.4 micrometers) appears to be at least 1 MHz which corres-
ponds to 0.5 meter/second range rate, Thus, extremely fine range rate resolu-
tion is possible for very low velocities and short ranges.
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Range information can be obtained by phase comparison of video modulation
of the laser, as described below in the noncoherent system section.

Because of the present lack of experimental verification of this technigue
for radar purposes and the lack of quantitative data regarding signal to
noise ratio as a function of range, this technique is not included in later
system comparisons.

Noncoherent Carrier Systems

A large class of electro-optical systems exists which can advantageously
use the available bandwidth, smell antennas, and high directivity of optical
systems without the constraints imposed by the coherence aspects of lasers.
These systems require neither a coherent laser nor coherent detection at the
laser frequency. This aspect makes them of more immediate practical concern
since (a) the coherence of most laser types is not sufficient to be of use,
(b) quasi-monochromatic light emitting sources are available which are not
coherent, (c¢) coherent optical detection is extremely difficult to achieve
outside the laboratory and has a number of operational restrictions, and
(d) at docking ranges, the noise discrimination of coherent systems is not a
necessity.

In this class of noncoherent radar optical systems, the optical frequency
is used simply as a carrier of electromagnetic energy for RF and microwave
systems. Theoretically, all RF systems that have been discussed can modulate
an optical carrier, and, after reflection from the target and demodulation,
process the RF signel as before. The RF radar systems function as they did
before, except that in place of an RF trensmititer and associated transmitting
and receiving antennas, the RF source modulates a noncoherent optical source.
An optical detector demodulates the optical signal and sends the information
to the RF receiver.

A number of advantages result from the use of this class of system for
docking purposes:

a. Large antennas are not required, since optical lens and/or reflectors can
be physically small and give large antenna gain (i.e., narrow beamwidth).

b. The RF frequency in the radar system is selected without regard of direc-
tivity, since this is being attained by the optical carrier, which some-

times results in a more compact, lighter weight, and less power consuming
design.

c. The problem of isolation between transmitter and receiver in RF systems is
eliminated by the use of the optical carrier.

There are two major disadvantages:

a. An optical source, the power supply for it, and associated optiecs must be
added.
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b. Receiving optics, & photodetector, and its power supply must be provided.

These disadvantages are not serious at the relatively short ranges typical of
docking missions since noncoherent semiconductor sources are available. At
long ranges, obtaining sufficient source power for CW or quasi~CW systems
becomes & more serious problem, requiring the use of more complex optical
sources such as the YAG laser or the noble gas types. These currently require
much lerger power supplies, as well as cooling systems, and significantly
increases the size and weight. However, there is evidence that solid state
lasers, such as YAG, and forthcoming pump sources may achieve 9% efficiency,
in which case much longer ranges may be achieved without cooling and with
reasonable power supply requirements.

At present, the use of a noncoherent semiconductor diode emitter in a
noncooperative system is limited to ranges of a few miles, assuming reasonable
beamwldth, bandwidth and background levels. In a passive cooperative system,
where a corner reflector array is employed, the range may be extended to
approximately 10 nautical miles, provided acquisition has been achieved.

The acquisition requirements of wider transmlitter and receiver beamwidths
reduce the range capabllity for acquisition to less than a mile, unless an
active cooperative source is utilized. The use of an active cooperative semi-
conductor source extends the acquisition range to approximately 10 nautical
mlles, wvhen both the field of view and the source beamwidth are 10 degrees.

Pulse System.- The simple pulse laser ranging system has been developed
to a greater extent than any other laser technique. Range is obtained, as in
radar, by measuring the time between the pulse transmission and the echo
return from the target. At close ranges, this technique suffers from minimum
range problems quite analogous to those of pulse radars. Laser pulse ranging
systems have been shown to have accuracies of a few feet or more and to be
useful for ranges exceeding 10 feet. Experimental systems have achieved
accuracies of a few inches. Use of the currently low-powered semiconductor
types, such as GaAs, restrict the range, whereas the use of the heavier, more
complex and higher power pulse types such as ruby, argon, and YAG achieve wmuch
longer ranges. For the ranges involved in docking, GaAs is sufficient in
pulse power output.

Range rate can be derived from pulse systems by differentiating range.
The repetition rate of GaAs can be made sufficiently high to insure essential-
ly a continuous flow of range rate information. However, as in conventional
pulse radar, the range rate accuracy depends on target induced noise on the
range signal, and on the pulse recurrence frequency.

Pulse ranging accuracies of 3 to 6 inches have been indicated for the
docking application. Achievement of these accuracies may be obtained by:

a. Smoothing over 5 to 20 pulses at 1 kHz to 10 kHz repetition rates.

b. Use of retro~reflectors to aid in eliminating the extended target problem
of multiple return pulses.
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c. Normalization of the detected pulse amplitude before further processing.

Range rate accuracy is approximately 1 fps, when measured in 1/2 to 1 second
intervals. These figures can reasonably be expected to be the meximum accu-
racles attainable in active optical pulse ranging systems in the near future.
Single pulse operation results in a lower accuracy.

CW Systems.- A noncoherent CW system combines a coherent RF or microwave
CW system with a noncoherent optical source as a carrier, Two specific sys-
tem types are discussed below.

One CW system makes use of the noncoherent optical diodes and works on
the doppler shift of microwave modulation of the light source (reference 38 ).
In this system, spectral purity and stability of the source are not required,
nor is a laser locel oscillator required. The detected doppler shift of the
transmitted spectrum provides the microwave modulation which, upon mixing (at
microwaves) with the original microwave modulation frequency, results in s
difference output which is proportional to range rate. Range is obtained as
in microwave FM-CW radars.

Present limitations on FM=-CW systems are primarily associated with the
moduletor. Although considerable research on microwave modulation of light
has taken place, no satisfactory wideband modulator has been developed. The
present state-of-the-art can be expressed by giving the specifications on the
best available microwave modulator for potential aerospace use. With a modu-
lation percentage of 15%, an S-Band unit (3 GHz) will have a 3 MHz bandwidth
with an average power input of 1 watt. Increasing the bandwidth will increase
the required microwave drive power considerably, Internal CW microwave modu-
lation of low power semiconductor sources at low modulation percentage and
narrow bandwidth has also been accomplished with milliwatts of microwave
drive power. Successful development of wide-band microwave modulation of the
optical carrier is required to make ranging by wide-band frequency excursion
feasible.

Microwave demodulation is less of a problem. Experimental photomulti-
pliers have been built with response out to 4.5 GHz. One specific type per-
forms optical detection, microwave mixing, and amplifying all in one device,
thereby making it well sulted for microwave modulated optical systems
(reference 39 ). Other microwave response photodetectors are commercially
available (traveling wave phototubes, semiconductors, photodiodes), but are
not as sensitive to low level signals as photomultipliers.

Another ranging system, known as the phase difference system, exploits
the fact that the phase of the modulation signal at the transmitter differs
from that of the reflected wave. The phase shift is directly proportional to
time, and hence, to range. For example, a 5 MHz signal impressed on a
carrier changes 360° in phase (one cycle) in 200 nanoseconds, equivalent to
about 100 feet of range. Thus, when the reflected energy from a target at
25 feet arrives at the receiver, the transmitter modulation frequency has
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changed phase 90°, Detection of this phase shift by any of the standard
phase measurement techniques provides a ready analog of target range.

The advantage of phase difference systems is that highly accurate ranges
are possible with narrow receiver bandwidths and at very short ranges without
the difficulties of pulse overlep and determination of leading edges., Four
inch accuracies have been achieved in the laboratory. The phase shift resolu-
tion of the system determines the ultimate accuracy of the phase difference
technique. A range resolution of 1/3 foot is equivalent to phase shift resolu-
tion of approximately 1° at a modulation frequency of 5 MHz., Inaccuracles are
introduced into the phase difference method by extended targets due to multi-
ple path lengths from target to source since the return from each path length
will have a slightly different phase at the modulation frequency.

Although the phase difference method is suitable for unambiguous short
range measurements, an additional technique must be incorporated to provide
unambiguous long range information. Range ambiguity occurs every 100 feet in
a 5 MHz phase difference system. A second modulation frequency or pulse
ranging may be utilized to resolve these ambiguities.

The modulation and demodulation component problems are less severe in the
phase shift system because of the lower modulation frequency. However, there
are other problems, such as the sensitivity of the phase detector output to a
large change in received power. Received power may vary over 40 db as range
varies from & few hundred feet to zero. This change in power to the phase
detector can be controlled by changing voltage on the photomultiplier dynodes
as a function of range, but this introduces transit time errors. Limiting
before the phase detector has helped the system performance to some extent.

ICW Systems.- Combination noncoherent systems, utilizing pulsed opera-
tion in conjunction with coherent modulation, have some practical advantages
for optical systems. In the previously described systems, there arose a
wideband modulator component problem for the FM system and an ambiguity
problem for the phase difference system. PFurther, range is limited by CW
capabilities of optical sources., A system which avoids these problems is
one using pulse operation for ranging and microwave modulation for accurate
range rate information. (see figure 64 )., Since the range rate information
is supplied by the doppler shift of the microwave frequency, the pulse
rate considerations need not take into account the problems of range differ-
entiation,

Special Characteristics of Noncoherent Optical Systems.- The use of RF
and microwave systems on the noncoherent carrier is in general straight
forward. However, there are a few special considerations which must be
taken into account.
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The noise considerations at optical frequencies are different from those
at RF and have been emphasized in the literature (references 40 and 41 ).
However, the use of noncoherent carrier and square law direct photodetection,
as in a photomultiplier, leads to special noise considerations. Modulation of
8 noncoherent carrier can be treated as a modulation of a noise carrier. Upon
detection, the noise carrier components combine with the modulation signal to
produce noise components. The resultant signal-to-noise ratio can be deter-
mined from the relationship of carrier bandwidths to modulation frequency.
There are two distinct cases: one in which the carrier bandwidth B, is
greater than the modulation frequencies (the baseband condition), the other
in which a microwave subcarrier frequency is utilized which is larger than the
carrier bandwidth.

The detailed results for a linear detector have been determined (refer-
ence 42 ). The performance of a square law detector has been determined for
the baseband case (reference 43 ). (See figure 65 .) The microwave sub-
carrier case of square law detection should yield results comparable to those
of the linear detector case.

When considering the noncoherent GaAs semiconductor, any microwave modula-
tion can be considered to be still in the baseband region, since the spectral
width of GaAs is several hundred Angstroms., As noted from the curves, it is
advantageous to operate with the noise carrier bandwidth much greater than the
information bandwidth. This result can be seen by considering on-off modula-
tion of the noise carrier. If the pulses are long compared to the envelope
fluctuations of the carrier, the post-detection bandwidth can better discrimi-
nate against the fluctuations. From the curves, considering semi-conductor
noncoherent sources, very little signal-to-noise reduction occurs because the
signal bandwidth/carrier bandwidth ratio is much less than 0.0L.

Another characteristic of noncoherent optical systems is that the path
length difference to the receiver between parts of the target that intercept
the beam must be of the order of or less than the highest modulation wave-
length if degradation of the detected modulation signal is to be avoided.

The energy reflected will be at slightly different times. The energy
reflected from different parts of the target will have slightly different
phases of the modulation frequency. Because of the small optical wavelength
and noncoherent source, the target can be considered to consist of many essen-
tially independent point sources, each one optically uncorrelated with any
other. At the detector, these will be seen, not as a function of the
instantaneous field intensities, but as a function of the instantaneous power
from each source. The result (shown in figure 66 ) is a decrease in the
detected modulation frequency amplitude relative to the total detected power.
No significant reduction occurs until the path length difference becomes
approximately equal to the modulation frequency wavelength, as most of the
received energy path length differences will still be considerably less than
the maximum path length difference of the received energy.
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The path length difference can become significant if the target is
approached at small angles to the target surface. By keeping the beamwidth
narrow, the path length difference effect can be substantially controlled,
However, this may pose tracking problems at long ranges. In ICW systems
discussed previously, where microwave modulation for accurate range rate is
used only at short ranges, this problem is less serious. A 1 milliradian beam
at 100 meters covers approximately a .l meter length which is approximately
the S-band wavelength. The path length difference will be smaller than .1
meter. Tumbling of the target vehicle may be indicated by sudden decreases
in the signal level as the intercept angle becomes very oblique.

Specific comparison with RF systems for weight, size, and power require-
ments would require a detailed theoretical and experimental design study of
the optical system, taking into account expected improvements in the state-
of-the-art as well as present achievements. A preliminary design utilizing
the ICW concept of pulsed and S-band microwave modulation results in a
system having the following characteristics:

Modulation.- Interrupted CW; pulse mode for range and range rate down to
300 feet; interrupted 3 GHz subcarrier doppler used for range rate down to
zero range; pulse ranging during interruptions.

Transmitter.- Gallium Arsenide light emitter - noncoherent CW operation
at 40 milliwatts; with modulation frequency tracking loop in receiver, only
h milliwvatts. Pulse output is 2 watts.

Receiver.-~ Direct photodetection with subcarrier mixing in CW mode.

Passive cooperative range.- By means of a 1 foot® corner reflector array -
0 to 15 nautical miles; accuracy - 3 inches.

Noncooperative range.- O to 4000 feet, accuracy 3 to 6 inches.

Range-Rate Accuracy.- To 100 meters by range differentiation, +1 fps;
from 100 meters to zero, i,25 fps with continuous flow of information to
derive real time acceleration.

Antenna.- Two 4 inch diameter optical lenses or reflectors.
Weight .~ Approximately 12 pounds.
Size.~ Approximately TOO cubic inches.

Power Requirements.- Approximately 15 watts.
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The system specifications are based on present developmental and experi-
mental components, Substantial improvements in modulation efficiency, light
source conversion efficiencies, and quantum efficiencies of photomultipliers
would improve the over-all system. On the other hand, although the components
included have been built as separate items, some developmental improvements
or modifications have been assumed, One example is that a commercially
available X-band microwave modulator weighs 1.1/8 pounds, has 8% modulation
index, and has an average power input of 1 watt., An S-band model with 15%
modulation weighs T-l/2 pounds, Interpolation to an improved S-band model
with 10% modulation index, weight of 2 pounds, and 1/2 watt average power
input has been made. The present S-band model has a bandwidth of 3 MHz,
whereas in this application a much smaller bandwidth can be utilized.

Because of the rapid development of electro-optical components, assump-
tions about significant expected improvements may be considerably in error in
either direction. Significant improvements can occur in optical sources,
modulators, and detectors. Presently, Gallium Arsenide can lase in the
pulse mode at room temperature. Substantial improvement in signal-to-noise
ratio can occur because of better background discrimination due to narrower
spectral width of the source in the lasing mode (although it may still be
treated as a noncoherent carrier). Improvement of laser capability for
docking applications at room temperature can take the following paths:

a. A semiconductor CW lasing capability to give better signal-to-noise
ratio, easier collimation of beam.

b. A solid state laser capability such as YAG, 1 watt CW, with 9% efficiency
may require no external cooling system and greatly extend CW and ICW
systems range.

Modulator improvements may take many forms since many different techniques
are being researched at present., On method of putting a cooled GaAs laser in
the RF cavity has achieved 25% modulation at X-band, with but 50 milliwatts
of drive power (reference 44 ). A great deal of the modulation work involves
development of better electro-optic crystals., Significant detector improve-
ments can occur by achievement of better quantum efficiency in the near IR
for photomultipliers, or by development of semiconductor detectors (which do
have high quantum efficiencies) which can compete in sensitivity with photo-
mltipliers.

An improvement in one area can mean significant over-all system improve-
ments., As an example, with a highly efficient 1 watt CW source, the modula-
tion percentage requirements are less, which decreases the power requirements
of the microwave modulator.

The interrupted phase difference system can be smaller and lighter at
present than the microwave modulation ICW system because it requires neither
an optical microwave modulator, demodulator, nor the microwave drive source.
The CW power requirements are reduced due %o the higher modulation index.
The system can operate in the pulse mode for range and range rate until
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100 meters is reached. At this polnt, phase differences of the 5 MHz sub-
carrier can be used with brief interruptions for coarse ranging to avoid
ambiguities, The major disadvantage of this technique is that range and
range rate measurements are not independent, resulting in a restriction on
real time measurement of range rate and changes in range rate. The weight

can be reduced to perhaps six pounds and the size to 400 cubic inches.

The relative complexities and weights of optical radar systems for
docking are indicated in figures 67 through 76 . These figures are based
on the present capabilities of lasers and optical components and thus are
subject to sudden change. Development, for example, of a highly coherent,
efficlient, spatially pure laser that is small in size would reduce the
complexity of a pulse doppler system (G) considerably. An easily tunable
coherent laser would enable the complexity of (A) to be substantially
reduced, A significant improvement in modulators would reduce the weight
of (F) to approach that of (E). This last consideration may be emphasized,

. . 3

since the complexity of (F) is least when considering the docking requirements.
Its excess weight over that of (E) and (B) is due mainly to the optical modu-
lator weight and the weight of the required drive source.

Conclusion

In the docking operation, lightweight noncoherent optical systems can
be successfully utilized in a noncooperative mode. For ranges much greater
than a few thousand feet, either some cooperative mode, through use of a
corner reflector array or more complex active optical system of much greater
size and weight, is required. The choice of modulation to apply to the non-
coherent carrier is primarily governed by the analysis of the various methods
at RF, although there are a few important special considerations when using
the noncoherent system.

Comparison of optical systems is subject to error because of the rapid
change in the state-of-the-art of electro-optical components. Reasonable
extrapolation of present state-of-the-art indicates two forms of ICW non-
coherent carrier systems to be most suitable until smaller, more efficient
coherent sources of high spectral purity are available,

Advantages and disadvantages with respect to RF systems are noted.
Comparison with RF systems is subject to the uncertainties of comparing
proven operational techniques with unproven concepts utilizing unproven
components.
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RELATIVE WEIGHT

A = PHOTO-MIXING SYSTEM FOR RANGE
AND RANGE RATE
B = PULSE RANGE AND RANGE RATE

C = PHASE DIFFERENCE SYSTEM (USED
ONLY IN CONJUNCTION WITH B, SEE E)

D = MICROWAVE MODULATION SYSTEM

A E = PULSE AND PHASE DIFFERENCE (B-C
COMBINATION)

F = PULSE RANGE AND DOPPLER RANGE
RATE (B-D COMBINATION)

G = PULSE DOPPLER (A-B COMBINATION)

SYSTEM

FIGURE 67 — COMPARISON OF RELATIVE SYSTEM WEIGHTS FOR VARIOUS
OPTICAL RADAR SYSTEMS
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RELATIVE COMPLEXITY

DOCKING REQUIREMENT —

|
|
I
|
I
I
I
:
|
I

RANGE ACCURACY CAPABILITY

FIGURE 68 — COMPARISON OF RELATIVE SYSTEM COMPLEXITY AS A
FUNCTION OF RANGE ACCURACY CAPABILITY FOR
VARIOUS OPTICAL RADAR SYSTEMS
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RELATIVE COMPLEXITY

DOCKING REQUIREMENTS "'l

RANGE RATE ACCURACY CAPABILITY

FIGURE 69 — COMPARISON OF RELATIVE SYSTEM COMPLEXITY AS A
FUNCTION OF RANGE RATE ACCURACY CAPABILITY

FOR VARIOUS OPTICAL RADAR SYSTEMS
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RELATIVE COMPLEXITY

DOCKING REQUIREMENTS —= ~~—

COMBINED RANGE AND RANGE RATE ACCURACY CAPABILITIES

FIGURE 70 — COMPARISON OF RELATIVE COMPLEXITY FOR COMBINED
RANGE AND RANGE RATE ACCURACY CAPABILITY FOR

VARIOUS OPTICAL RADAR SYSTEMS.
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NUCLEAR TECHNIQUES

Employing nuclear techniques for measuring range and range rate between
two spacecraft immediately implies that the mission is classed cooperative.
The degree of cooperation is nominal, however, in that it is required only that
one of the docking participants have a radioactive source, and the other parti-
cipant have the proper means of measuring the radiation, coupled with a know-
ledge of the source characteristics.

A direct measurement of range can be accomplished by employing ome or more
strategically placed radiation detectors to ascertain the amount of radiation
being intercepted at that particular range. The velocity function will then be
the time derivative of the measured range function.

A direct measurement of range rate is provided by proper utilization of
the Mossbauer effect.

Nuclear Techniques for Range Measurements

When an isotropically emanating radioactive source is separated from a
detector by a range, R, the radiocactivity received by the detector is:

R
Al et
Iy = ~& z ) (27)4')
A 477R2
where I, is the average counts/sec noted by the detector

I, is the average counts/sec emitted by the source
¢ 1s the absorption coefficient for the medium
A is the surface area of the detector

If the medium is free space and the detector efficiency is 7 , the average
number of detected counts at range, R is:

mle (275)

9 )
47R
where u for free space is zero.

I =

Equetion 2751is the basis from which the range measurement by the use of nuclear
technigues is performed.

Statistics of Radioactive Decay. - The phenomenon of radioactive decay
follows the binomial distribution law (reference 45 ). Then the probability,
P(m), of observing exactly m disintegrations in time A t is:
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0'

No! .
P (m) = No—mimt p™ (L—pyNo—m , (276)

where p is the probability an atom will disintegrate in time, At ,
No is the total number of original atoms.
If Ny is large and the observation time, At, is very small compared to the

source material half-life, the binomial distribution law can be approximated
by the Poisson distribution. Equation 276then becomes:

m_,—M
P(m)= 2 ° | (277)
m!
where p of Equation << 1.

M is the expected average number of atoms disintegrating in time, At.

For large M, the Poisson distribution is symmetrical for values of m not far
from the mean value M, and the Gaussian distribution may be used, i.e.:

1 _(m=M)?

e~ "o . (278)
Vv 27M M

Since the docking application will require sources large in M to measure range
out to several hundred feet, the approximation of equation 278will suffice.

P (m) =

If M is the average expected disintegrations in time, At, the average
disintegration rate will be:

1, =M (279)
AT A °

From equation 2781it is seen that the standard deviation in m total number of
counts is:

o = V. (280)

Similarly, the standard deviation in the count rate will be:
T (281)
O'IA = — .
At
Accuracy of the Range Measurement. - From egquation 275:

nAl
°. (282)

9 K
R“ = — where K =
IA 47

And the incremental change in R for a like change in Ip is:

dR =

dly .
oRIZ (283)
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Therefore the standard deviation of the range is approximately:

K
OR = . (a84)
B opr 2 “Ia

Using equations 281 and 282 , equation 28l becomes:

v K / IA
O'R= X At, ) (285)

3/2
21,

VE (286)

0 =—_.
R QIA\/ At

By equation 275 it is noted that:

nAl
Ip = e _E . (287)
4R2  R2
Substituting this value into equation 287 ylields:
2
R
oR= ——— . (288)
2+ KAt
Dividing through by R yields the function:
%R 1

= . (289)
RZ 2 KAt

With a detector face area and effﬁciency of 2.5 x 10-3 ft2 and 50% respectively,
K becomes approximately 10~ and equation 289 is:

R 50

- - ——
R? T, At (290)

where, as defined previously, I, is the average counts/sec actually leaving
the source.

Equation 290 is plotted in figure 71 end shows the standard deviation of the
range measurement as a function of source emission rate and sample time.

Source Size Requirements for A Specified Source. - In general, any number
of the radioactive materials known could be used as the source in the range
measurement. However, if an additional independent range-rate measurement is
to be made from the Mossbauer effect of the next section, a logical source
selection would be one which is compatible with both the ranging technique and
the range-rate technique. As is ihown in the next section, a good source for
the range-rate measurement_is Snl 9. The following is an example of the size
requirements placed on Snl by the range measurement technique for specified
accuracy and sample time.
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FIGURE 71 — NORMALIZED NUCLEAR RANGING ACCURACY

From equation_ 290 , a range standard deviation of 1 ft at 100 ft with a
sample time of 107+ sec requires the average emitted source count rate to be:

1 50
R —— (291)

— ’
10t/ 1,x1071

I (292)

12 .
c=2.5,10

As is shown in equation 323 of the_next section, the relationship between source
size, Iy, in curies and I, for snl19 is;

le (293)

I = -,

8.44 x 108

s0 that the required curie size for the source is:

12
2.5x 10
I, =—————— = 2960 curies . (294 )
8.44 x 108
Shielding. - Figure 72 shows that a 1000 curie source of Snll9 can be

shielded to a safe handling level by using only 0.2 cm of steel. Then, for the
low energy emission sources such as Snll9, shielding presents no problem.
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However, the man in the chasecraft is exposed to the radioactive source during
the range measurements. A method for his protection must be provided.

Conclusion. - The entire idea of the nuclear measurement of range is based
on the premise thdt the source characteristics can be accurately estimated at
the time of the docking maneuver. The characteristics include the average
count rate being emltted by the source at the time of the docking maneuver and
the degree to which the source radiation is emanated isotropicelly.

The first of these characteristics is predictable to a high degree of
accuracy from the half-life equation of the source. The second of these two
characteristics is important in that, if the radiation emanated into free
space is collimated to any degree, the collimation will change the radiation
intensity range dependence of equation 275 . Slight collimation would then
have to be accounted for in deducing the range from the average count rate de-
tected. For low energy level emissions, such as from Sn 9, the isotropic pro-
perty is easily obtained.

A constant to be subtracted out during the renging maneuver ig the
radiation background count. A calibration sequence is required at the
beginning of the ranging measurements to esteblish the average background
count. Wide variations from this average occurring during a range measurement
time, At, will of course degrade the measurement accuracy. This ranging tech-
nique will, therefore, perform more satisfactorily in a quiet region of space.

Utilizing The Mossbauer Effect as a Range-Rate Sensor

Introduction. - Excited nuclei of certain radioactive isotopes emit gamma
rays of extremely narrow frequency linewidths when decaying from their high
energy levels to the ground state. If the nuclear emissions are recoilless
(Mossbauer) and are allowed to fall on unexcited atoms in & sample of like
material, the gamma radiation will be blocked from passing through. This
blockage is due to the nuclei of the "absorber" capturing the incoming gamma
ray energy by rising to an excited state. The absorber nuclei have a very
short lifetime in this new state before decaying to the stable ground level by
re-emitting the energy in a direction transverse to that of the original. The
blockage of the direct radiation is not complete, but the decrease is detect-
able and indicates a resonant condition existing between the source and absorb-
er. If a differential velocity exists between the source and absorber, the
resonant condition is broken or degraded by doppler shift. This loss of reson-
ance is characterized by an increase in direct radiation counts and a decrease
in transverse radiation counts.

Because the resonant condition between source and absorber is inherently
sensitive to a relative velocity between the two, the possibility of using the
scheme as a velocity sensor is obvious. The following delves into the para-
meters, problems and systems associated with using the Mossbauer effect as a
range-rate sensor for the docking maneuver.
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The ratio of center frequency to bandwjidth fbr Mosgbeauer gamma ray emis-
sions yields effective Q's ranging from 10— to 1015, At the frequencies of
the emissions, this yields radiation spectral linewidths, in terms of doppler
shift, of 0.05 ft/sec and less. In general the docking maneuver will not re-
quire the detection of such small velocities, and, as a result, the ability to
track the degree of resonance will not be necessary.

If the relative velocity between the two craft can be compensated for at
the absorber so that only the presence or absence of resonance is detected,
then the velocity can be predicted to within one resonant linewidth with cor-
rect threshold adjustment. This yields accuracies of 0.05 ft/sec or better
and reduces problems in the detecting and sampling system when velocities vary
significantly. Should the requirement for measuring slow velocities be im-
posed, & two mode system is recommended.

Source Considerations for Pure Range-Rate Measurements. - From the stand-
point of pure velocity sensing utilizing the Mossbauer effect, the ideal source
1s one which decays through the process of emitting only gamma rays at the
resonant energy level. Most practical Mossbauer sources, however, emit both
non-resonant gemma rays and other radiation (some due to secondary emission of
the shieldinglthat will degrade the S/N ratio when used in a system. The two
materials (Smi”1 and Snll9) used here to evaluate the potential of a Mossbauer
system demonstrate extremely good radiation purity as is shown later.

For space docking missions, the half-life requirements on the source can
easlly vary from several days to several years depending on the goal that the
docking maneuver will achieve. For the orbital assembly mission, the half-~life
requirement might be only a few days:. But for the case of communications satel-
lite repair, it would be comparable to the intended life span of the satellite-~
perhaps 5 years. The requirement on half-life helps determine the material
selected as the source, and indirectly determines the efficiency of operation,
complexity of equipment and, to some extent, the method of detection.

At present time, the best detector is the scintillation counter. Its
levels of operation are fram 20 kev to 100 kev, with efficiency approaching
100% at 100 kev. Then, the source resonant energy level should be in the inter-
val compatible with the counter operating efficiency.

The problem of shielding must be considered in source selection. The high-
er the energy level and the more complex the decay scheme of the source, the
greater the amount of shielding that is required. In space applications the
weight problem is crucial. Shield weight, therefore, plays an important role
in source determination.

Development of the Radiation-Range Equation. - For a source size Iy, in
curies, the number of disintegrations/sec is:

E-37x1001 . (295)

If the decay scheme of the source material is such that only a percentage of
the disintegrations are decays from the Mossbauer energy level, then the
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maximum number of Mossbauer disintegrations/sec is given by:
E_ =37Tmx1001 wherem is 1n % x 1072 (296)

The quantity, Ey, 1s not the number of gamma rays emitted at the Mossbauer
resonant energy level, however, for all of the nuclear emissions are not re-
coilless. The major parameter governing the number of recoilless emissions is
temperature, as is displayed in figure 73 . As temperature is lowered, the
atoms are effectively locked tighter in the lattice and the percent of recoil-
less decays is increased. Figure 73 shows this source property for several
isotopes and indicates the importance of this g operty in source selection
(ref 45). For instance, the parent nuclei (TalB2) of W 1°2 displays virtually
zero recoilless emissions at room temperature and only about 25% of the total
are Mossbauer at absolute zero. As a source, then, Tal 182 ig not promising.

The number of recoilless decays occurring per second in the source is
then:
E_-fF_ (297)

(o] m
from equation 296, where f is the temperature parameter in % x 10—2,

Thus:
E,-37mfx1001 ; m<1;f<1. (298)

The final number of Mossbauer gamma rays/sec emitted from a source is
decreased further from the value of equation 298by an internal loss factor, .
This factor exists because the energy emitted by the nucleus can be captured
by any of 1ts orbiting electrons. Thus, the available Mossbauer radiation from

a source is:

3.7mf x 1010 1 (299)

l+a

Since the operating medium will be free gpace, the decrease in radiation with
range will be a function of l/R only. The radiation-range equation for a 1
ft° area at range R is:

10
Egr = *
2
(1 +a)47R
Absorber Considerations. - The absorber must also be optimized to ylield
the best performance on resonance. The quantity of interest in the absorber is
its effective thickness, T,

T = f'nag_t , (301)

where: f' = the fraction of recoilless captures of the total captures,
n = the number of atoms/cc,
a = the fractional abundance of resonantly absorbing atoms/cc,
oo = the absorption cross-section at resonance,
t = thickness of absorber.
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The effective thickness, T, which is the fraction of the direct radiation ab-
gsorbed without recoil on resonance, is adjusted to lie in the interval of 0.1
to 0.8, i.e., on resonance from 10% to 80% of the direct radiation will be
absorbed.

As was stated earlier, radiation absorbed by nuclei on resonance is
re-emitted in the transverse direction. However, because of the absorber
internal losses only 1/(1 + ¢) of the re-emissions ever leave the absorber
material. This iIs still an increase, however, in transverse counts over that
during the off-resonance condition.

Mossbauer Regsonance Detection. - The detection scheme will consist of two
counters positioned about the absorber such that one counter registers the
direct radiation and the second the transverse scattering and re-radiation.
Resonance will exist when the ratio of the direct to transverse counts is less
than an established threshold; i.e.:

I
D (xp where Xy is the threshold value. (302)

I
The threshold value, X7, should be chosen such that there is small probability
of giving & false resonant indication when in an off-resonant condition and a
high probebility of detecting the resonant condition when it exists. Since the
number of disintegrations from the source in time At is a probability function,
a given number of counts must be detected before the ratio of direct to trans-
verse counts can be determined within the set probability for resonant or non-
resonant detection. Since it is known that the direct count rate will be much
higher than the transverse, the standard deviation of ID/IT will depend pri-
marily on the standard deviation of the transverse intensity count, or:

iy

T Yoy (303)
Ip

vhere ng 1s the number of transverse counts.

=gI

If the threshold value is chosen to be 3 standard deviations below the
mean off-regsonance ratio value, and if the resonant ratio is required to drop
two standard deviations below the threshold value (reference‘figure 74), then
from equation 303: 5

50 =
(i_:) Vo . (304)

Mossbauer effect =

The Mossbauer effect is defined as:

Iy Ip

(ﬁ)OR ] (ﬁ)}, (305)
I

(&)

OR
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Pp = ——— and P = —
P Ip)gg T (p)og

Pp —Pp

s (306)

and equation 3051is:

the Mossbauer effect becomes
P
T

Pr -Pp

A

=

PT n

. (307)

o

Solving for np:
25
Np = &7
T (PT —Ppr, - (308)
)
Equatdon 308 represents the number of transverse counts required to make a

veloc'ity sample with the probability of a false resonance indication of 0.01%
and the probability of not detecting a resonance indication of 0.0u%™.

Equa.tion 308, then, shows the importance of the, degree of the Mossbauer
effect in detecting the resonant condition. If the absorber blockage of direct
radiation on resonance lies in the interval of from 10% to 80%, then:

L 12Pps .8
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Figure 75 ghows the dependence of the required number of transverse
counts on both the degree of direct Mossbauer effect, Pp, and the degree of
the transverse Mossbauer effect, Pp. The family of curves is for 1.1 < Pp < 1.5.

The Rotating Wheel Detection System. - The rotating wheel of figure 76
possesses the geometry to compensate for the differential velocity, for each
point on the periphery of the wheel possesses a different magnitude of velocity
component parallel to the incoming radiation (the incoming radiation is assumed
to travel in parallel paths). However, if a detector is to be placed inside
the wheel to detect the portion of the periphery that is in resonance, the line
width of the circumference of the wheel in resonance must be sufficiently large
to allow a practical detector to work. Consider the example where the maximum
differential velocity to be measured is 5 ft/sec. Let the radius of the wheel
be 1.5 £t and the angular velocity be 10 rad/sec. Then the velocity components
paralliel to the incoming radiation are:

v=rosinf , (309)

where ¢ is the angle as defined in figure 75 .
If the width of the detector is to cover the part of the periphery of the wheel
which possesses the resonant velocity within 1/2 linewidth, ', the allowable
change in 0 is:

1/2TN=rwcos 6 A6 . (310)

The angle, 9, at which a 5 ft/sec velocity component exists is from equation 309:

5
.1 o
0 = si —_—=19.5 .
S 15 x 10 (311)
And if I' is 0.05 ft/sec, the allowable change in ¢ is:
-2
2.5 x 10
A=+ 22X i 05x1072rad , (312)
15 x .333
|A0| =2A6=1x10"2rad - (313)
The projected length, L, that represents the detector width is then:
—2
L_Klael gsaxie? (314)
cos ¢ 0.943
L-159x10"! ft=0.486 cm o (315)

Since the resonant linewidth will increase with decreasing angle, O, the L of
0.486 cm represents the lower limit on width of detector.
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FIGURE 76 — ROTATING WHEEL VELOCITY DETECTOR

The general system utilizing the rotating wheel is shown in figure 77 .
Since the time required to take a veloclity sample 1s dependent on the transverse
count rate, the transverse counter monitor will issue the command ratio signal
when the required number, nyp, of transverse counts has been reached. The out-
put of the Ratio and Resonance logics circuits will be the range-rate informa-
tion. The lLogics circuits will also supply this information to the drive sys-
tem. It is visualized that when deceleration is experienced due to the chase
vehlcle's thrusters, the computer on board will supply the predicted AV to the
velocity compensation drive system. The drive system will act accordingly and
the search for the true AV will begin and continue until lock-on. Initially,
the Vvelocity compensation drive signal will use the velocity indication of the
range-rate system to lock on to resonance.

The major disadvantage of this system is the time required to search and
lock-on to & new velocity. If the initial velocity and the AV occurring later
are known to the accuracy of +0.1 ft/sec, then a possible four samples would be
required to establish resonance. Added to this would be the time required to
move the detectors to the next velocity possibility. A search mode would have
to be developed to use this method. One solution would be to use three (6
counting the transverse detectors) detectors; one positioned at the expected
velocity, one below and the third above. This would shorten the acquisition
period to an acceptable value. The system would now track the resonant velocity
by keeping the middle detector locked on to resonance. Small velocity incre-
ments could be tracked by checking the shift of resonance from detector to
detector. The system as shown would be complicated both in the fact that three
channels are now required and in the fact that since the periphery resonant
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FIGURE 77 — RANGE-RATE DETECTION SYSTEM USING THE ROTATING WHEEL
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linewidth changes on the wheel with veloclty, the position:l.ng and centering of
the detectors will be a function of velocity.

Other Velocity Compensating Schemes. - Another method of compensating for
existing differential velocities between chase and target vehicles is to move
or vibrate the absorber in a zero net displacement in front of the detector.
However, because of the small look-time per cycle for a suspected resonant
velocity, the source size would have to be much greater than that for the
resopant wheel at the same range and for the same frequency of range-rate read-

outs.

A system, perhaps more in contention with the rotary wheel than that just
mentioned, is the slanted belt drive system shown in figure 78 . Instead of
moving the detectors, the belt speed is accurately controlled with a dither
modulation speed on the base speed. Again three channels are used with time
sharing of the dither cycle for each detector, i.e. for above, and on, and be-~
low the suspected resonant velocity. Since the dither velocity interval is
small and the detector face area can be easlly increased, this system is com-
petitive with the rotary wheel scheme. The choice narrows down to the selec~
tlon between variable and accurate speed control and variable and accurate

detector placement.

RADIATION

FIGURE 78 — SLANTED BELT VELOCITY DETECTOR
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Source Size Estimates. - The basis for making source size estimates have
been laid in the foregoing pages. As was noted, the parameters involved in the
estimates are quite numerous and no one can be singled out as the limiter. All
must be considered for the system to operate,

" For the estimates herewith, assume that the maximum operating range is R
ft. The frequency of the readouts of range-rate will be solely a function of
the count rate at the transverse counter, but let it be stipulated that at the
maximum range of R ft, the transverse detector will receive enough counts in
the on-resonant condition to yield a rapnge-rate indication every 0.5 sec. The
degree of the Mossbauer effect will be taken as before, i.e. 0.1 £ Pp < 0.8;
1.1 < Pp <1.5. Sml5l and an isomer of Snll9 will be considered as_sources.
Both exhibit good purity in their decay schemes, i.e. 98.4% of Sml”l is possible
Mossbauer radiation and 100% of Sn is possible Mossbauer radiation. The
internal loss factor, o , is 30 and 7.3 for smloLl and sn1l9 respectively, so
that the maximum percentage of Mossbauer radiation that can leave the sources
are:

98.4
%S oL = - 3.17% (316)
1+ 30
<119 100
%8S = = 19% .
n 1+7.8 (317)
The temperature will be taken as 0°C so that the "f" factors from figure 73 are:
151
f=0.53 S, > (318)
119
f=0.19 8 . (319)
Then from equation 299the available Mossbauer radiation from these sources is:
E,-(37x10101)(3.17x107% (5.3x 1071y » (320)
E, =621 x168 I for s 1%t (321)
E,=(37x10191)(1.2x1071) (1.9 x 1071y > (322)
8 119
E,-8.44x1081 fors, "~ . (323)

And the radiation-range equation (equation.BOO)for each is:

(
o L1l T
ar — 9 Or By (32)4')
R
6.71 x 107 I 119 '
Ear = -——2—— for Sn e (325)
R

The energy level of emissions of these two sources is approximately 23 kev. Be-
cause of this, detector efficiency will be taken as 50%. The transverse detector
will be assumed to cover 30% of the total transverse spacial coverage.
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1
Since Pp of the direct radiation is absorbed, and 7., is re-emitted, and
the transverse counter covers on 30% of the total area with only 50% efficiency,
the number of counts, Ig, required to strike the absorber are:

Phrl
D a x0.83x0.5=np (326)
l1+a

(1+a)nT (
[ — 327)
27 0.15 Pp

With the aid of figure 75, equation 327is plotted in figure 79 for smt?t and
Snll9 over the range defined for Pp and Pp. Figure 79 demonstrates that for a
given value of transverse Mossbauer effect thereis an optimum value of Pp, the
direct Mossbauer effect, that yields the lowest possible number of counts re-
quired at the absorber. At this optimum value, the transverse count, np, re-
quired by the probability law does not have its lowest value for the particular
Pp in question.

At the maximum range, Rp.., & range-rate readout is required every 0.5 sec.
and the number of counts hitting the absorber will be twice that per second
given in figure 79 . The source size required to produce this count rate is
given by equations 324 and 325 with modification to adjust the fact that the ab-
sorber dimensions are less than 1 ft2 (see equation27b). The rotating wheel
method had a resonant linewidth of about 1/5 inch. If it is 6 inches wide, its
surface area will be 0.83 x 1072 £t2. With this modification, egquations 32/ and
325 become:

5
4.13x10°1
o
E.; =—2__.for Sm151 ’ (328)
R
5.59 x 10° 1
By -—— — % forg 10 (329)
R2

where Eg, = number of counts/sec at the absorber
I = source size in curies.

Equations 328 and 329 are plotted in figure 80 for_the optimum values of Pp demon-
strated in figure 79 . The curves show that snll9 is the better of the two
choices. The degree of the transverse Mossbauer effect is also seen, but its
significance isn't pronounced as long as it stays in the range demonstrated
here. For example, a Pp of 1.005 is expected to greatly increase the source
size for the same range interval and 0.5 second range-rate read out requirement.

Figure 81 shows the increase in source size required if the value of Pp is
not the optimum shown in figure 80. The curves are for a constant Pp of 1.1.
As is shown, the difference in source required for Pp = 0.1 and Pp = 0.7 is not
drastic. A greater difference would be seen were Pp to be 1.3 or 1.5, as can
be inferred from figure .

Shield Requirements. - The shield requirements for both sources considered
are quite small. This is due to the fact that the sources have low energy
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FIGURE 79 — CCUNTS REQUIRED TO HIT ABSORBER FOR RANGE

RATE MEASUREMENT
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levels (22-24 kev) and emit almost 100% gamma rays. Figure 72 shows shielding
curves that are applicable for both. The curves indicate that a 1000 curie
source can be shielded by O.l cm shield of stainless steel and appear as a
source of approximately O.4t me. This indicates that a 300 curie source is
almost completely masked with the same shield. Hence shielding presents no
problem in this case., For indeed, the structure designed to hold the source
will require greater thickness than the shield requirements.

Problem Areas Requiring Development.-Resonant absorption is well known and

has been demonstrated in the laboratory. It is presently being applied by

different researchers throughout the world to prove or disprove, through exper-
iments some aspects of Einstein's relativity theory. The only factor that needs
investigation In this area lis the order of resonant shift due to a difference
in temperature between source and absorber. If temperature differences have to
be held to 1°C or less, as seems to be the indication, this would greatly comp-
licate the range-rate systen.

The range-rate application of the resonant condition requires mch develop-
ment, To date, no system is known that has tracked the resonant dip by direct
to transverse count ratioing. In fact, not much has been done to establish in
the laboratory the true magnitude of the transverse count that can be expected.
Should experimentation prove this to be a problem, the transverse system can be
altered to detect conversion electrons. These are loosely bound electrons in
the sbsorber that are freed upon collision with the impinging gamma rays. The

a
percentage of conversion electrons is

if the binding energy is exceeded.

1+a
Transverse effect, along with optimum angular placement, is tlus one of the most
Important first developments ‘that should be underteken.

Methods of absorber velocity compensation should be investigated and the
more promising ones demonstrated. For the particular application to spacecraft
docking, system speed of response to changes in velocity shauld be one of the
major areas of concentration. Elimination of the need of AV information from
the chase vehilcle's computer would relieve some restrictions on the docking
misslon by allowing both vehicles maneuverability.

And finally, the configuration for the source and absorber must be designed
to protect any men that might be in the loop. As range closes the radiation

intensity will increase and unnecessary exposure to the astronauts rust be
avoided.

Conclusion.~A general system for range-rate measurement using the Mossbauer
>ffect has been presented. Sources that are applicable to the docking mission
zre presently in existence and their required size in the range interval needed
128 been demonstrated to be moderate. A more definitive and detailed system is
1ot possible at this time without some laboratory investigation and development.
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ANGLE MEASUREMENT TECHNIQUES

The selection of angle measurement techniques for use in a particular
spacecraft requires knowledge of the capabilities and limitations of many
sensors. As discussed in an earlier section, measurements of three types
of angles are required:

(a) The line of sight (LOS) angles from the chasecraft to the target,
(b) The target orientation angles with respect to the 10S,

(¢) The relative roll angle.

Measurement of target orientation angles can be made in the target
spacecraft, using the same techniques used by the chasecraft to measure LOS
angles, and relayed to the chasecrafit via data link. Two alternate co-
operative approaches are presented in which all of the data is derived
directly in the chasecraft. Noncooperative measurements are further com-
plicated by the lack of target attitude definition. Although analysis of
each of the many variations of these techniques is beyond the scope of this
study, those which appear to have most promise for docking application are
investigated. PFigure 82 shows the approximate accuracies which can be
achieved by each of these techniques.

I0S DETERMINATION BY AMPLITUDE TECHNIQUES

Determination of LOS by comparing the amplitude of the signal in two
squinted beams is a classical gpproach. The sum~difference monopulse radar
ylelds very accurate tracking data and has several advantages over other
approaches. Sequential lobing and conical scan techniques are competitive
for most applications but are subject to errors due to the amplitude noise
and scintillation. The biconical horn antenna, which is potentially applica-
ble to the docking problem, is also discussed in this section.

Sum-Difference Amplitude Monopulse

The sum-difference amplitude monopulse utilizes two squinted antenna
beams to detect the angle of arrival of the return signal from a target. A
block diasgram of the amplitude monopulse system for angle detection in one
plane (i.e. azimuth or elevation) is shown in figure 83.
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The comparator takes the received signals from antemmas A & B and forms the
sum and difference of these signals. The two channels are then mixed and
amplified. The difference channel has & phase of O orn , with respect to
the sum channel, dependent on the relative magnitudes of the signals re-
ceived by antennas A & B. To insure linear operation in the phase detector
(reference 47 ):

G(A+B)>>|A-B], (330)

The output of the linear phase detector is then the envelope of the IF but
with sense, i.e.

A-B=:|A-B], (331)

The sum channel is also envelope detected and the two channels fed into a
normalizer which forms the ratio containing the angle information:

+ |A-B]|
A+B °
In most cases, the antenna system consists of dual horns, or a dish with

dual feeds, offset to produce patterns that are symmetrical and squinted off
boresight by some angle ©g. Optimizing the cross-over of the two patterns on

£(0) = (332)
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boresight for linear angle output information yields the cross-over to be
the 3 db points in the antenna patterns. )

For the noncooperative case, a transmitter feeds the separate antennas
in phase producing a sum pattern for illuminating the target.

RF Phase ~ An rf-phase unbalance in the comparator or prior to the
comparator results in a degradation of system sensitivity. The system sum-
difference output ratio signal for an angle of arrival 0] with an rf-phase
unbalance,a , is given by:

%

(Pluy) cosa —P[~—u11)2 +(Pluy] sina)2
leq] =A ] (333)
0 =961 (P[ul]COSa+P[—u1])2+(P[u11sina)2 ?
where P[: “1] are the antenna difference patterns, and:
rd
uyq =—/\—sm61 o (331;)

On boresight where P[+0] =P[-0] this becomes:

= /——iﬂ . (335)

e =
‘d|6=o 1 + cosa

Cohen and Steinmetz (reference 46 ) express the effect of rf-phase shift by the
change of null depth on boresight. Null depth is defined as the ratio of the
difference channel signal to the maximum level in the difference pattern.
figure 8/, shows null depth as a functlon of rf-phase shift for antenna
patterns arising from a cosine aperture dilstribution.

RF phase shifts also produce second order effects in the phase detector.
With no phase unbalance, the phase detector output is either 0° (A>B) or
180° (A<B) with rapid phase shift (theoretically of infinite slope) on bore-
sight. With a phase unbalance, however, the output of the phase detector
can assume any value between 0° and 180°, though phase reversal (90°) always
occurs on boresight. The shape of this curve is demonstrated in figure 85

for-%— =5, 6g = 0.2 radians and @ = 5°. This decrease in detector

2

sensitivity about boresight can be minimized by making ﬁ as large as
7/
BW

possible without destroying the sum pattern.

RF Attenuation Unbalance: More attenuation in one rf channel than in
the other results in a shift in boresight. The degree of boresight shift is
dependent on the radiation pattern of the antenna, as demonstrated in

rigure 86,
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IF Phase Unbalance: In the case of rf phase unbalances, the phase
reversal point always occurs on boresight, even though its slope is finite.
When the combination of rf and if phase differences are presented to the
detector, however, the effect is a shift in boresight indication.

gystem Accuracy in the Presence of White Gaussian Noise: Sharenson
(reference 47) has developed equations for the mean and standard deviation
of the measured angle for the monopulse system when both channels are cor-
rupted by white gaussian noise. If the S/N ratio is 12 db or greater, the
mean angle measurement, 6, is equal to the true angle 6. And the standard
deviation of the angle measurement is given by:

1
0g=—————— [1-2pco +c? 621 %

c (sin) s2(u) (336)
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where: .
¢ = slope of the system output function,

s(u) = sun pattern = P (u) + P (-u),
p = correlation of noise between channels, O0<p < 1.

The equation shows that the standard deviation increases for angles off
boresight and decreases with larger S/N ratios and correlation of noise
between channels.

For a system with a 3 db cross-overy, the standard deviation on boresight
is theoretically:

058
%0lg. o~ BN

Barton finds experimentally that the standard deviation is:(referencek9)

o | =2TE (338)

0 0=o0 S/N

Accuracy of a Precision Monopulse Instrumentation Radar: Dunn and
Howard (reference 48 ) have presented figures of precision for a monopulse
system using a 1.25° beamwidth antenna system. Overall absolute rms track-
ing accuracies of 0.1 mil (0.0057 deg.) in sngle are obtained. The angular
difference in positions of a target can be measured to less than 0.0l mil
for the radar in question. These figures include all system biases and rms
errors.

B = half-power beamwidth (337)

Applicability to Noncooperative Docking Missions: Monopulse radar
basically tracks signals received from a point source using the squinted
receiver antenna patterns to establish angle of arrival. When range closes
and target size begins to increase, the signals received in the antennas
involve the integral of the target radar cross section times the receiver
antenna pattern over the angle subtended by the target. The output ratio
of the monopulse system is then some average (primarily dependent on the
kernel of the integrals) of the sum and difference of these integrals and
is not in general the correct representation of the target centroid. The
system performance becomes even less reliable when considerations are ex-
tended to include target surface irregularities, antenna pattern pertur-
bations, extension of target in sidelobe areas, etc. When target angle
subtended becomes equal to or greater than the duel beamwidths, the mono-
pulse system, of course, is useless.

It is obvious,then,that the amplitude monopulse system is not a
sufficient system in itself to perform the angle measurements down to actusl
docking in the noncooperative case, unless provisions controlling squint
angle are included.
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Applicability to Cooperative Docking Missions (Near Field
Considerations ): In cooperative docking, the monopulse radar can track
a8 beacon or transponder, acting as a point source on the target vehicle.
The problem of target size is thus eliminated and the radar-transponder
is capable of working down to actual docking, excluding near field effects.

Beam broadening appears to be the most crucial near field effect that
can hamper the amplitude monopulse. The degree of beam broadening is &
function of the antenna systems used and of the final range between trans-
ponder and radar antennas at docking. It is easily conceivable that beams
of a monopulse system,with a 3 db-crossover in the far field,could broaden
until no null existed in the patterns prior to obtaining the final docking
range. For this reason, considerable care must be exercised in choosing
antenna gains, cross-over, and placement of the antenna systems on the
vehicles.

For the antenna arrangements in which the final docking range is well
within the near-field region, another precaution must be taken. As the
main beam broadens in the near-field, it loses its monotonic character and
becomes wavy with pronounced peaks and nulls. These could produce
ambiguous readings about boresight, even though the cross-over of the beams
is still present. Gerlock has developed a practical method of plotting
the Fresnel region for antennas of rectangular and circular apertures,
which is useful when designing the antenna system to alleviate the near
field problems associated with using amplitude monopulse. (reference 50),

Sequential Iobing and Conical Scan

Sequential lobing and conical scan angle tracking circuits are con-
sidered together, because of the similarity of the two systems. (See
figures 87 and 88 ) Both are sampled data systems; they differ pri-
marily in the number of sample positions available. The error signals,
shown in figures 89 and 90 , are essentially the same for both cases, after
low pass filtering. Disturbance frequencies greater than the bandpass of
the error filter are not passed.

Accuracy - Sources of error for conical scanning and sequential lobing
radar may be divided into the following categories.

1. Receiver noise,
2. Servo noise,
3. Amplitude fluctuation,

4. Angle fluctuation.
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The accuracy of the angle measurement has been shown to be inversely pro-
portional to the signal to noise ratio. (reference 52 ):
Kog

3 =
0 p
(2—3)% ’ (339)
wvhere: K - depends on aperture distribution,

6 g = half power beamwidth.

Since the signal to noise ratio is proportional to l/Ru, the angular error
due to receiver noise is proportional to the square of the target distance.
The servo noise is due to backlash, mechanical tolerances in the gears, etc,
and is independent of range. Since there is motion between the docking
vehicle and the target vehicle, the amplitude of the returned echo
fluctuates because of the change of target cross section with aspect angle.
When the fluctuations occur at a rate comparable to the conical scan or
lobing frequency, an angle error results. This error cannot be eliminated
by AGC action, nor by filtering, and it is independent of range. Angle
fluctuation is usually the factor which most degrades the accuracy of the
angle measurement at the ranges of interest. Angle fluctuations arise due
to vector addition of the reflected energy from many points on the

surface of the target vehicle. This addition can cause a tilt in the phase
front of the reflected energy and the resulting error in the measured
bearing angle. The usual plot of accuracy (figure 91 ) shows the ranges at
which these contributors are significant. In the docking radar situation,
noise is not expected to be a problem. Amplitude fluctuation effects

can be eliminated, or greatly reduced, by choosing a scanning frequency
much higher than the expected amplitude noise. Angle fluctuations (glint)
cannot be separated in such a manner, because the noise appears as a
modulation of the conical scan frequency and the modulation sidebands are
quite close to the scan frequency. (appendix F )
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FIGURE 91 — CHARACTERISTIC ACCURACY CURVES
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The Biconicel Horn

- The Biconical Horn antenna, simultaneously excited by two orthogonal
modes, can be used as a direction sensing antenne system. By adjusting the
amplitude and phase of the excitation fields, the two independent radiation
patterns can be combined to produce a single radiation pattern with direction

measurine capsbilitv, 'E‘-n gure Q2a is 8 cross section view of the biconicsal
AL A ke ﬁ r“l-l‘--l-‘- VJ ® /‘-G wha P - ke S T d W N W i Sk W o Y T d AN o ey Yo N A e ahn Nt TN ey

horn antenna with a coaxial feed line capable of supporting the TEM and

the TE;; modes. When the feed is excited with a TE;; mode in the coaxial
feed, the relatlionship shown in figure 92b exists, resulting in the radiation
pattern shown in figure 92c . Orthogonal excitation with variable amplitude
but in time phase will result in a TE;; mode with the E field orientation
dependent upon the ratio of the amplitude of the orthogonal excitation
fields; i.e., in TE;; mode excitation (reference 52 ):

E, - Asing, (340)
E =B cos 6, (341)
adding ;
E =A sin@+Bcos8 Lo
Ttotal s e ? (342)

B
vV A2 B? sin (6 + tan™1 ). (343)

This results in a variable direction of meximum radiation. The same antenna
with this feed can be used in the receiving mode to determine the direction
of arrival.

Four probes, located as shown in figure 92d , receive signals:

e; =A+Bcos 9, (344)
eg=A+Bsiné, (345)
eg = A — Bcos 6, (346)
eg=A—Bsin6. (347)
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Differencing ej;, e3 and ep, e) results in:
e —eg =2B cos 4, (348)
eg —ey = 2B sin 0, | (349)
which would result from the TEll nmodes onlye.

Adding the four signals, we obtain:

ey +eg +eg+ey =4A, (350)
which would result from the TEM mode only,.
The direction of arrival information is contained in the amplitude variation.
This information can be better processed in the form of a phase angle. Re-

introducing the carrier frequency and adding a 90° phase shift to the TE{1
modes, we obtain:

.
j—
(e1 —eg) +(eg —ey) e 2. (351)
9B cos § cos wt + 2B sin 4 sin wt = (352)
4B cos (wt + 6) « (353)

which is the spiral phase TEjp mode. Reintroducing the carrier frequency to
the TEM mode yields 4A cos wt The direction of arrival information is
contained in the phase difference between the TEM mode signal and the spiral
phase TElO signal. Figure 93 is a block diagram of the phase measuring
system to measure the direction of arrival angle.

TEM—— AMPLIFIER LIMITER 1
1 PHASE
TE; AMPLIF IER LIMITER  ——» o or

FIGURE 93 — BICONICAL HORN PHASE MEASUREMENT
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Noise Induced Errors ~ The error in angle measurement produced by channel
noise can be analyzed by summing the variances of the phase angles of the TEM
mode signal and spiral phase TE;p mode signal to obtain the overall phase
angle measurement variance.

From appendix B , the angle variance of the phase angle of a noisy
signal when passed through a low pass filter is:

N B
oo 2
Ne— s =0'0’ (B7)
where No = noise power density,
By = smoothing bandwidth,
S = signal powver.

Then, when measuring the phase difference between these two signals:

Omeasured = 9TEM ~OTE ) , (354)

2 2 L2
“m = °TEM * “TEq >

\/’EO—B‘O (355)
o =+ 2 ’

m s

L radi (356)
5N @ ians. 35

am=\/2

Instrumentation - This antenna is subject to the usual instrumentation
errors of phase measuring systems. The following is a list of sources of
these errors and their magnitude:

Amplifier phase tracking 20
Phase matching of qombining circuitry 7°
Amplitude balance of hybrid 20
Mismatch errors (VSWR) 20
Mechanical asymmetry negligible
Differential phase shift as a function negligible

of frequency

176



Environmental Errors. - (reference 53 ) - Since the biconical horn antenna
has 360 degree azimuthal coverage, multipath signals caused by reflections from
the spacecraft cause an error in the indicated angle of arrival. The resulting
expressions for the TEM and TEjqo field distributions are:

TEM = A cos oyt + A7 cos (wgt + 8), (357)
TE; = B cos (wgt + 1) + B cos (wgt + 8 + 0g) (358)
8 is the r.f. phase of the interferring signal,

A and B’ are the amplitudes of the interferring signals.

This situation has been analyzed in an earlier sectlon, where an expression for
angular error is given as follows:

A6 aZ + 9a cos &

op - 1+a2+2acos 8, (359)

where A6 = error,

6p = difference of bearing angles,

undesired signal
a

relative voltage amplitude ( Josired oi 7
esired signa

Figure 94 shows the increase in the error with increases in angular separation
of direction of arrival of interfering signals (e.g., when the reflection
arrives from the opposite direction and 180° out of RF phase, a reflection 14
ib down will produce an error of 45°). Great care must be taken in mounting
this antenna so that spacecraft structural reflections will not occur. This is
zspecially critical because of the low gain and broad pattern of this antenna.

Target Induced Errors. ~ (reference 54 ) - If this antenna is used in the
noncooperative mode and the extent of the target is such that it subtends a
large angle, the measured angular direction can be anywhere within or even out-
side the target due to glint. However, if the antenna is used in the coopera-~
tive mode, the situation will essentially be that of a point source and these
problems can be eliminated.
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10S MEASUREMENT BY FHASE SENSING TECHNIQUES

Current angle measurement techniques are limited either to pure amplitude
sensing or pure phase sensing. For the case of pure amplitude sensing dis-
cussed in the previous section, the angle information is contained strictly
in the amplitude patterns of the antenna. Generally, the phase patterns are
made nearly identical by minimizing the distance between effective phase
centers. For the case of pure phase sensing, the angle of arrival informa-
tion 1s contained strictly in the phase patterns of the antenna and the ampli-
tude patterns must be identical (i.e., no beam squinting). Phase sensing
techniques have been called phase monopulse, interferometers and phase compar-
ators. As will be shown below, a given phase sensing system may be further
classified according to the type of angle detection employed.

The phase sensing measurement technique employs two antennas separated by
a distance, d, as shown in figure 95 .

ANTENNA NO. 1

d

ANTENNA NO. 2

*IGURE 95 — INTERFEROMETER: PROPAGATION PATH LENGTH — PHASE RELATIONSHIP
Formation of Electrical Phase Shift

For a target at an angle, 90, relative to the antenna system boresight the
electrical phase difference between the signals received at the two antennas
is:

¢.=$ sing (360)

Jhere A 1is the wavelength. It is this electrical phase difference, ¢, which
is used to indicate the target angular coordinate.

For the case of direct phase sensing, two methods may be used to obtain
she angular error information. Consequently, two forms of angle detector
implementation are possible. In the sense of reference 55 these two methods
sorrespond to either the multiplicative or additive sensing function, which
"equire either phase angle detection or sum-difference angle detection respec-
sively. Representative models of the two techniques are shown in figures g4
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and 97 , where any heterodyning has been omitted for simplicity. The indi-
cated operations may be performed at any convenient frequency.
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SIN () PHASE
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[ I

FIGURE 96 — PHASE ANGLE DETECTION
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FIGURE 97 — SUM AND DIFFERENCE ANGLE DETECTION
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For the case of phase angle detection, the angular error signal is sin (@)
where we have assumed a sinusoidal phase comparator.

For the case of the sum and difference system, the magnitudes of the sum
and difference comparator outputs are proportional to cos $/2 end sin §/2
respectively, such that, with proper AGC, the output of the low pass filter
following the phase sensitive detector 1s proportional to tan ¢/2.

It is noted that for either angle detection method, & space angle ambiguity
exists when d>2 A. Spacings greater than 2 A are commonly used, but in this
case, either the angular coverage must be restricted, or the ambiguity
resolved.

Sometimes, 1t 1s desirable to establish an angular error indication on
the basis of a modulating frequency rather than the direct carrier frequency.
In this case, the above techniques are employed after appropriate demodula-
tion. This technique can be used to resolve ambiguities in a measurement at
the carrier frequency, since the effective wavelength is that of the modula-
ting frequency. A representative method is shown in figure 98 for amplitude
modulation.

< PHASE
COMPARATOR

T ENVELOPE

DETECTOR

ANTENNA NO. 2

ENVELOPE | I
ANTENNA NO.
l DETECTOR NNA NO. 1

FIGURE 98 — PHASE MEASUREMENT OF THE MODULATION ENVELOPE

The space angle, 6, 1s defined as the angle between the direction of pro-
pegation and a plane which 1s perpendicular to a line which connects the
center of the two antennas. In order to completely define a "line-of-sight",
another measurement must be made with an additional antenna pair (usually
placed at right angles to the first). The two resulting angles are commonly
called "azimuth" and “elevation" angles.
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Phase Sensing Errors

, There are many factors that can contribute to the accuracy of the phase
sensing technique for direction measurement. Some of these are:

l. Mechanical boresight

2. Servodynamics

3. Read out (Digital versus Analog)

. BSystem recelver noise

. Unequal channel amplitude

. Unequal phase tracking

. Radome (if required)

. RFI

. Thermal effects

10. R.F. switching

11. Switch isolation

12. Polarization effects

13. Mutual coupling effects

14k. Multipath effects and pattern perturbation
15. Physical radiating element construction and placement
16. Near range geometry errors

O = o\ £

Many of these error contributors can be made small. The major contribu-
tors generally are: (a) system noise, (b) servo errors, (c) readout
errors, (d) near range geometry errors, (e) radiation pattern distortionm,
(perturbations), (f) polarization effects, and (g) phase tracking.

System Noise.-A phase sensing system which uses null tracking, by the pro-
duction of an error signal which servo drives the RF system to a null, 1s only
as good as the null which is available. From reference 55 the best obtainable
angle accuracy can be expressed by:

1 A PN/PS
A8 == (-&—) —E‘—%— —— for pulsed systems, (361)
Ao -2 L for CW syst (362)
=—(-~) — for systems
@ e ysemss )

vwhere Py 1s the noise power
Ps is the peak pulse power
T 1s the pulse width
B 1s the RF bandwidth
S/N is the signal to noise ratio.
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For a system having a 1 A baseline, an accuracy of 3 milliradians requires a
S/N ratio of 38.4 db. Although resolution is improved for a system having a
baseline greater than 1)\ , ambilguity resolution is sometimes a problem.

Servo System and Readout Errors.-The mechanical errors associated with
tracking and readout are usually significant when precise angle measurements
are desired. In the Gemini Rendezvous Radar the 3¢ error for these consider-
ations is about 1.5 mechanical milliradians.

Near Range Geometry Errors.-When the direction angles are determined at
close range, the signal caen no longer be considered to be parallel rays from
the source to the interferometer. The geometry of the problem becomes that
shown in figure 99.

cosé

Ry=d/2 ————
mN(eA_G)
cosé
Rg=d/2 ——————
: SIN( - )
42/r2 siN 20

WHERE: d IS THE BASELINE
R 1S THE RANGE TO THE CENTER OF d
015 THE LOS ANGLE

FIGURE 99 — NEAR RANGE GEOMETRY

Additional error must be added if the source cannot be considered as a point.
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Radiation Pattern Perturbations.-Multipath interference and other radia-
tion pattern distortions have a significant effect on the phase system null
displacement. From reference 56 it can be shown that:

A

i
AG = (;a)i§; » where: | (363)

A6 = error angle,

E; = the field intensity of an indirect or multipath component,
E, = the field intensity of the direct signal,

d = the interferometer baseline.

When E; 1s 20 db above E4, and d =1 A:

= 0.0319 = 31.9 mr of 1.8 (364)

1
A6 =
107
This system is s0 sensitive to this kind of interference that reflections
from the ionosphere, the earth, appendages, and other space objects must be
considered.

Polarization Effects.-If clrcular polarization is used for both the
receiving antenna elements and the source, large errors can be introduced
due to axial ratio mismatch. The error is also & function of LOS angles.
This error is given by:

k + tan 0,

tan o = m (365)

where:

(ko kg ~kg kg) + (ky kg + ko kg —ko ky —kg k) tan B + (ky ky ~k, Kg) tan® 8

(kg kg + ko k) + (kg kg + kg ks —k; ky —kg kg) tan B + (kg kg + kg k) tan® 8
+ (ky kg + ky kg —ko2? —kg kg) tan 6 tan B + (ky kg —ky k) tan@ tan B + (kg ky —Kg k) tan 6,
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and:

k1=eRcos¢9m+eScoss, k5=eA,cosem+eSCOSB,
ko = ¢ Siné_ sind ke =cos@ +e,.eq COSE
2=t m ’ 6 m’ “A”S ’
kg = cos 6, + eg €g CO8 8, ky = €A’€g sin 0 sind,
k4=eReSsmﬁsm8, 6e=4ﬂd sin6_ |

A

and ([ 1s the tilt angle of the source ellipse,
0, 1s the mechanical azimuth angle,
0o is the electrical phase shift caused by 6n,
5 1is the elevation LOS angle.
‘R’ ‘A’ €5 are the axial ratios of reference antenna, azimuth antenna,
and source, respectively.

o 1s the error angle.
This error contribution can easily be several degrees, if great care is not
taken to match the axial ratios of the elements. A typlical error for a 1 @b
axial ratio mismatch, and a source with a 6 db axial ratio, on boresight, is
about 5 milliradians, and is magnified for off boresight angles.

Mutual Coupling.-This becomes a serious consideration whenever an element
of the antenna is required to move with respect to the other or with respect
to its surroundings. The magnitude of this error for an "L" interferometer is
glven by:

A
g =g (366)

A= —(eR+eS) sing + A [——(eA+eR) sin BAI cos 8A+(1+eA eR) cos/S‘A1 sin‘o‘A]
+E [—(eE + eR) sin‘BE cos 8 + (L + ep eR) cos B sinBE],
B=(1+eR eS) cos B+ AL(L+ep eA)cosBAl cosSA+(eA+eR) sin,BA1 sinSA]

+E [(1 + eg eg) cosByp cos 8 + (ep + ep ) sin B sindp 1,

where A is the coupling factor between antennas A and R', E is the coupling
factor between antennas E and R', B, B, 2nd B are the angular distances to
the major axls of the antennas ellipse, measured counterclockwise from'Ex
axis.

For a coupling of 30 db, the error in angle can exceed 1 degree in the
worst case. .
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Thermal and Other Effects. - Thermal errors caused by unequal expansion or

contraction of the RF feed lines can become very significant in high microwave

frequency systems.

This can be partially offset by control of temperature,

choice of materials, and compensation networks, bubt only at the cost of added

complexity and reduced reliability.

At TO GHz an RF interferometer system is

exceptionally sensitive to slight twisting, bending or flexing of even very
rigidly constructed feed systems.

Sum and Difference Angle Detection

In the sum and difference system, the comparator accepts the received

signals from both antennas (figurel00) and has a two channel output:

one,

the difference of the two signals and the second, the sum of the two signals.

Such a system is discussed in reference k.

and difference system is shown in figurelOl .

angle, 9, shown in figure 100 .

FIGURE 100 — FIGURE T ANTENNA SYSTEM FOR PHASE SENSING

ANTENNA
A

A basic block diagram for the sum

Assume a signal arrives at the

INCOMING WAVE FRONT

COMPARATOR

—»

ANTENNA
B

AD-AP>ODP>TVTITON

SUM
_—ﬂ MIXER | SUM
A+B IF I
Lo PHASE
DETECTOR
‘ DIFFERENCE MIXER | DIFFERENCE |
A B » \F

FIGURE 101 - BLOCK DIAGRAM OF BASIC MONOPULSE SYSTEM
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A = Kysin(ogt +6) (367)

B = K;sinwgt (368)

where k] is the amplitude and “o the carrier frequency. The sum and differ-
ence channel signals are then:

. _1f sing
S = 2K cos% ¢ tan ]<m71_) s (369)
D - 2K sin% ¢ tan—1 (_S_m_qs__) (370)
1= cos¢p -1/ °

The phase angles in equations 369 and 370 can be simplified to be:

.. —1f sing )_i 1200 o
ag = tan (cos ¢ +1 —(‘3> ’ 1807 g < 180 ’ (372)
_tan-1 __S‘_’ﬁ_>
ap, = tan (cos s 1) (372)
T2 0° << 180° (373)
2 2 o ?
=%+oi , 0°>¢>-180° ; (378)

Equations 369 through 374 show that a null in the amplitude of the difference
channel exists at @ = 0° and that the sum channel has a maximum at that point.
As @ passes through zero in the positive direction, an instantaneous phase

3
T to Z occurs at ¢ = 00. These properties then define the

2
boresight of the phase nonopulse system.

reversal from

The equations also show that if ¢ is allowed to exceed + 180°, the angle
functions begin repeating and nulls off boresight are generated. This then
puts a limit on equation 3460; i.e.,
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s =(‘_2f_ifiiﬂ)< £ 180° . (375)

Effects of Pre-Comparator Phase Shifts.-When channel B experiences a phase
delay, v, over that in channel A prior to the comparator, the magnitudes of
the sum ari difference channels of equations 369 and 370 become:

S{ = 2Kycosk (y +¢) (376)
D, - 2Kysin¥ (y +¢) - (377)

Equations 376 and 377 show that an amplitude null does not exist until ¢
equals -7 . The phase functions of equations 371 and 372 become:

ag, = %6 =7) ~180° < (¢ +y) < +180° - (378)

“p, =<§)—1/2 (y—¢) , 0°<(y+¢)<180° :
(379)
37
Lfho-0) , —1°<irep) <0,

%5, ~9p, =(——) , 0% <(y +¢) <180° ;
(380)

—37
=<2) , —180°<(y+¢)<0® ;

- -3
Equation 379 indicates that the phase reversal from ?21 to —22 occurs when

(v + §) equals zero, or when § equals -7Y . Thus by equations 378 and 379,
the effect of an rf phase Y is to cause a pointing error by shifting the
boresight of the system. Figure 102 shows the dependence of the null shift

due to precomparator phase unbalance on the _ﬂ_ ratio.
A
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FIGURE 102 — BORESIGHT SHIFT RESULTING FROM PRECOMPARATOR PHASE SHIFT
FOR VARIOUS ANTENNA SPACINGS
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Voltage Unbalance Effects. - Consider now the case where channel A is
attenuated k, more than chammnel B, so that equations 367 and 368 are:

A = 1Ky sin (oot + ) (381)

B - Kysinwgt (362)

The sum and difference channel values become:

, : 4 lsing
S =K [(lcos ¢ +1)2 +(Isin¢)21” tan 1(m) S (383)

lsin ¢ )

i
D = K; [(lcos ¢ —1)2 +(1sin ¢')2] ’ ta‘I‘_l(lcos ¢ —1 (38%)

Ir kl is taeken to be unity, the magnitude of the difference channel signal is:
2 2,7
ID| = [(lcos ¢ —1)2 +(Isin ) 217 . (385)

Equation ‘385 is plotted in figure 103 for k, having values of 1, .95,
and 9. The sensitivity loss due to the null fiil in around ¢ = O is evident.
The figure does not include antenna parameters so that the shape of the curve
is not invariant for all phase monopulse systems.

Effects of local Oscillator Phase Angle. - The phase angle of the local
oscillator voltage at both the sum channel mixer and the difference channel
mixer is:

VLop = Kpopsin(ey ot +a1op) (386)
whereap gpis the phase angle of the 10 voltage at the mixer.
Then the total signal presented to the mixer is:
Vup = 2K sink ¢ sin (ot +aD) +Ky,gpsin (wLOt +aLOD) . (387)
The IF output of the difference channel mixer is:
(388)

VIFD = VIFDSin [&)IFt +(aD —aLOD )] .
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FIGURE 103 — LOSS OF SYSTEM SENSITIVITY DUE TO CHANNEL VOLTAGE UNBALANCE
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Similarly, with a sum channel input phase angle from the LO of aps» the IF
for the sum channel is:

ViFs = VIFSSin [mIFt +(aS _aLOS')] . ' (389)

When the two signmls represented by equations 388 and 389 are compared in
the phase detector, the output is:

(ag —ay,0g) ~(ap ~ap gp) = (ag —ap) ~(ap gg ~o1 op) . (390)

Equation 390 shows that a constant phase shift is introduced by the LO
phase angles. The difference, ag —ap, is kept intact, however, and since the
value of this difference is determined only by the incoming signals phase
difference, @, the point of phase reversal (@ = O) remains the same. The
phase shift,ags — 2gp, does degrade the performance of the phase detector
and, in essence, desensitizes it as is shown in figure 104. For instance,
the output of the phase detector with an (20S — 20D) of 60° would be 6 db
down from that where 20g —agp = 0. This then points out that precautions
should be taken to make the electrical line lengths between the LO and the
channel mixers equal to obtain best detector sensitivity.

Antenna Considerations. - The phase monopulse system measures phase dif-
ference and 1s not concerned with differences in amplitude. Contrary to the
amplitude comparison system then, the phase monopulse antenna beams are not
squinted off boresight, but are directed to illuminate a common volume in
space. In general, separate antennas are used to produce independent beams
covering the same special sector. Care must be taken, however, that in the
design of the antenna system, the ambiguity angle, 6, of equation 375 is not
included in the main beam.

Applicability of Phase Monopulse to Docking. ~ As a docking aid for non-
cooperative missions, the phase monopulse system is no more promising than the
amplitude monopulse system of the preceding section. As target size increases
with range closure, target glint will increase until at some intermediate
range (that is dependent on antenna beamwidth and target characteristics) the
mltiple and different valued signal returns will render the radar useless.

With a point source mounted on the target vehlcle, the phase monopulse
system can perform in to much closer ranges than in the noncooperative case.
However, as distance closes to about 50 feet or less the system performance
will be degraded seriously because of multipath and near field distortioms.
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FIGURE 104 — LOSS IN DETECTOR SENSITIVITY DUE TO PHASE
DIFFERENCES FROM LO TO CHANNEL MIXERS
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Phase Angle Detection

The preceding analysis of the sum and difference system considers both
pre-comparator and post-comparator errors. Pre-comparator phase errors intro-
duce a boresight shift whereas post-comparator phase errors alone serve only
to desensitize the phase detector performance. Similar comsideration of
the phase angle detection method (see figure 98 ) indicates that a relative
phase shift, v , between the parallel channels prior to the phase comparator
introduces an effective boresight error equal to Yy electrical degress or

A
approximately 53 y mechanical degrees. Thus, the curves of figure 102

2m
may be used to determine the boresight shift for the phase angle detection
system where Y is the total parallel channel phase tracking error (including
RF, IF, local oscillator phase, etc.) prior to the phase comparator. This is
in contrast to the sum and difference system where phase errors at the IF do
not alone result in boresight shifts.

Amplitude tracking is not a major factor in the phase angle detectlon
system and, in fact, limiters may be used in place of AGC.

It should be noted that the sum-difference system makes more efficient use
of the total antenna aperture. Thils 1s true since near boresight the sum
channel signal may be up to 6 db greater (assuming a two-dimensional system
employing four antennas) than that obtained in a single channel of the phase
detection system. Thls consideration may be important with respect to prob-
ability of detection, AFC performance, and integration of command links.
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TARGET ATTITUDE DETERMINATION TECENIQUES

Target attitude can be determined by the use of any of the LOS angle deter-
mination techniques discussed emarlier, using sensors on the target to track
chasecraft radiations. However, unless the target aligns itself with this
LOS, the attitude data must then be relayed to the maneuvering chasecraft via
data link. Although these two approaches are competitive for some applica-
tions, a third approach 1s often indicated - that of generating a signal at
the target which, when detected at the chasecraft, is an unambiguous function
of the aspect angle of the source. The signal can be generated by controlled
passive reflectors or by specialized coded transponders.

Coded Reflectors and Retrodirectors

A considerable improvement on the passive reflector 1is possible by coding
a reflected or retro-directed signal with information that contains the target
craft's attitude. The solid angle for which lock-on 1s possible can be made
very much greater 1f coding is placed on the reflected or retro-directed
signal. The complexlty of the target equipment required is still minimal, but
the capability of the system is greatly improved and the complexity of the
noncooperative radar system is reduced. Advantages of coding the reflected
energy are:

(a) Lock-on is generally not lost due to target tumble.
(b) A continuous target attitude alignment error signal can be generated
and used, if desired, for closed loop docking.

The primary limitations of this type system are:

(8) No aid is provided beyond about 10,000 feet.

(b) When both vehicles have their roll axis in alignment, roll orienta-
tion information is generally not available. Polarization sensing
can be used to provide roll information,but linear polarization is
required, which increases multipath error contributions to be sensed
data. Also, polarization sensing systems are not known for high
accuracy and tend to be ambiguous. A supplementary roll detection
system is probably required.

An Example of a Fixed Coded Reflector.-A simple arrangement for coding the
return signal is shown in figures 105 .
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FIGURE 105 ~ FIXED CODED REFLECTORS |

The radar system in the chasecraft must be equipped with a section capable of
detecting and amplitude-comparing the 10 kHz and 11 kHz azimuth aligmment
signals, and also the 12 kHz and 13 kHz elevation signals (not shown), to
generate the off roll axis error signals.

An Example of a Mechanical Coded Reflector.-A simple mechanical coded
reflector capable of providing the docking vehicle with all target attitude
information except the relative roll angle is shown in figure 106 . Other geo-
metrical shapes could easily be used, but the square and triangle were chosen
because of their simplicity. The basic noncooperative range, range rate, and
LOS system aboard the chasecraft can easily be modified to gather the attitude
datae from a mechanical aid of this type.

ROTATING
SPHERICAL
SQUARE

ROTATING
SPHERICAL
TRIANGLE

—

FIGURE 106 — MECHANICAL ATTITUDE AID
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The spherical square and the spherical triangle rotate at different rates
so that one face of the square and one face of the triangle appear simultane-
ously in a certain chosen direction. The chosen direction for this analysis
is8 © = 0% The rotation rates to make thls possible are chosen as 1 cps for
the square, and h/ 3 cps for the triangle. It may be noted that only at © = o°

do the "flats" appear simultanecusly.

RETURN FROM TRIANGLE
(AND SQUARE)

t ———t
LO.ZS SEC.—-—I

RETURN FROM SQUARE

’ t ———
—q L‘ 0.021 SEC.

FIGURE 107 — TIMING OF SIGNAL RETURN

At look angles between 9 = 0’and © = 180(; the triasngle face appears before
the square face. The amount of time lapsed bhetween the appearance of a
triangle face and the appearance of a square face is linearly, inversely
proportional to the azimuth (or elevation) angle as shown in figure 108.
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L | | i ] J
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FIGURE 108 — TIME ELAPSED BETWEEN PULSES vs. AZIMUTH
ANGLE OFF BORESIGHT

From 180° to 360°, the square face appears first and leads the triangle face
by a time difference which is directly proportional to the increasing angles.
These relationships provide the attitude determining capability.

With the use of a high microwave frequency radar system, (e.g., 7O GHz),
the return from the rotating spheres will be very sharp (&bout 0.5° B.W.).
Figure 109 shows the radar cross section calculation for the cylindrical

section.
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RADAR CROSS-SECTION OF CYLINDER

FOR SPHERICAL SQUARE L = /2R
FOR SPHERICAL TRIANGLE L = /3R

RADAR CROSS-SECTION OF CY LINDER
27 RL2 SIN (27 L/N) SING | 2
o= cos @
A 277 L/A SIN 6

ASSUMING:

(1) THE RETURN OF THE OUTLINED SECTION IS 2/3 THE RETURN OF LENGTH L

(2) THE PATTERN FACTOR IN 0 1S UNCHAN GED

(3) THE PATTERN FACTOR IN ¢ 15 COS ¢

3 2
4 R3 2 SIN(277 L/X) (SIN 0
ZT_.cose[ am L/ ¢ )] cos¢

g =

27 L/A) SIN 6

FIGURE 109 — COMPUTATION OF REFLECTED ENERGY vs. ASPECT ANGLE

It can be seen that this system is not as attractive at X-Band and certainly
not at L-Band. The normalized return from one face at 70 GHz is shown in
figure 110. This directivity permits an aid of this type to become attractive.
The mechanical aid would also provide a lock-on point for the gimballed
antenna on the chasecraft.

One face of a spherical square, at 70 GHz, with a 0.1 meter radius was
calculated to have a radar cross section of 1.26 square meters, which could

easily be seen at 100 feet by a 100 mw radar system with & moderate antenna
gain.
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If the radar antenna is not highly directive, and illuminates much of the
target vehicle including the mechanical alds, there is some liwit as to how
well the coded return can be separated from background clutter. (This factor
would favor the use of high frequency, high antenna geln systems). If the -
background return appears falrly constant as compared to the coded information
and exceeds it by about 20 db, the coded information should be easily separable.
If, however, the clutter return is 40 db above the coded return level, the
coded return represents a small percentage of amplitude modulation on the
return signal and will be difficult to separate. Further investigation is
required in this area. Also, when the clutter return has variations that
appear at nearly the same frequency as the coded return, sophlsticated pro-
cessing circuitry is required in the "logic separator”. A FRF gate offers a
potential solution to this problem, however.

A block dlagram of & proposed detection system is shown in figure 111.

TRANSMITTER a
l ELEVATION
RECEIVER CHANNEL
POWER DIVIDER p—————————uip> FILTER
J AZIMUTH CHANNEL1
MIXER fy + 30 MHz FREQUENCY
— METER

3

v

TO TRACKING LOOP

AGC IF FREQUENCY TO
AMPLIFIER ¢ ANGLE
SQUARE LAW
DETECTOR
TO DISPLAY OR
TM CHANNEL

AMPLIFIER j}————p a

FIGURE 111 — MODULE FOR DECODING THE SIGNAL RETURN —
ELECTROMECHANICAL AID



The coded information appears in the form of amplitude modulation of the
return signal. The return signal is reduced to a coherent IF which is ampli-
fied. The AM code is then detected and amplified, and sent to the decoder.
The decoder recognizes only signals which are followed by another signal in
less than a prescribed time period. The time between the first and second
s8ilgnal is measured by gating on and off a high frequency counter. The count
is then measured to give the angle from © = O in digital form. It is not
known, at this point, whether the readout angle is clockwise or counterclock-
wise from © = 0° By moving one direction or the other, the ambiguity can be
resolved. If the square return is made sufficiently larger than the triangle,
it may be possible to resolve the ambigulity by an amplitude comparison of the
pulses. Another similar mechanical ald can be placed at 90° from the first
as shown in figure 112 . This can be designed for rotation at different
frequencies from the first for the purpose of separation before entry into
the processing circuits. Alternately, the orthogonal mechanical aid can be
made to reflect energy of the opposite polarization. This could be used to
provide a means of separation for the azimuth pair from the elevation pair,
rather than using different rotation rates; or it could offer some assistance
in obtaining the relative roll angle between the two spacecraft. The polar-
ized return method would suggest the use of a parabolic antenna on the chase-
craft with three feeds, a circularly polarized transmitting feed, and
horizontal and vertical receiving feeds.

This technique may have application with a radar system operating in
the 70 GHz frequency region, such as one of the noncooperative radar
gsystems.

1RPS

TN

g L
SQUARE 1

3RPS 4RPS
r(--\\ /Q\ L]
~——/ /
SQUARE ? ’ TRIANGLE 2
\%/
;7‘~.___JV’
TRIANGLE 1
I O O I
o L1
(4/3)RPS

FIGURE 112 — ATTITUDE CODING BY ORTHOGONAL, POLARIZED, MOVING REFLECTORS
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An Example of an Electro-Mechsnical Coded Reflector. - The radiation
pattern of a rotating cylindrical paraboloid reflector is made narrow in the
plane of rotation (0.7°), and broad in the opposite plane (40°), A code, which
contains the rotational position information relative to the roll axis of the
target, 1s placed on the signal returned to the chasecraft.

A proposed sysfem for accomplishing this is shown in figure 113.
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FIGURE 113 — AN ELECTROMECHANICAL ATTITUDE AID
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As the antenna rotates at approximately 1 ra.d/ s, the value of a potentio-
meter is varied as & function of shaft rotation. The potentiometer is an
integral part of a variable frequency oscillator (V.F.0.), and controls its
frequency. The V.F.0. operates within some convenient frequency (low RF)
range, and controls the bias to a diode modulator which is placed in the
waveguide line below the rotary Jjoint. The waveguide is terminated in a
perfect termination located below the diode modulator section. The waveguide
is then alternately perfectly terminated and shorted, at a frequency control-
led by the V.F.0. which is, in turn, controlled by the shaft position.

In comparing this system to the rotating spherical squares and triangles,
it can be seen that a little more equipment complexity is involved at the
target vehicle, but the docking vehlcle system 1s even less complex than
before. A simple modification to the basic range, range rate radar for
separating and measuring the frequency of the AM coding on the return signal
will provide one attitude angle.
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POWER ND R 5Y TEM} LoGIC CODE
\ﬂ
DIVIDER SEPARATION
L IAZIMUTH CODE
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P IF o
AMPLIFIER COUNTER
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FIGURE 114 - MODULE FOR DECODING THE SIGNAL RETURN
FROM MECHANICAL AID
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Frequency Coded Beacon

The target can establish a frequency coded radiation pattern which can be
detected by the chasecraft to determine target aspect.

Consider four circularly polarized antennas arranged as in Figure 115,
each equipped with a separate electronic beacon operating in the region of
1 GHz. The antennas are arranged as a local azimuth pair and a local eleva-
tion pair. Each antenns is squinted 45° with boresight (roll axis) and each
antenna is squinted 90° with the other pair member. The 3 db (or 6 db) cross-
over of all antennas falls on boresight. The electronic beacon transmitters
differ in frequency by an amount which (a) will be great enough to be easily
separable by the chasecraft, (b) will be small enough to permit the use of
one receiving antenna, and (c) will minimize EMI interaction. Simple 1 watt
(or less) cw beacons with high amplitude stability are all that is required
for operation to & range of a mile or more.

A fifth linearly polarized antenna with separate beacon which is aligned
on boresight can be used for relative roll angle sensing. One or two more
antennas and beacons may be desirable to fill in the solid space angle cover-
age to insure acquisition,

The radar cross section of the cylindrical parabolpid antenna can be
calculated roughly as follows:

G in © direction required for O. 7 » 3d8b BW = 2L db
1 ¢ direction required for 40°, 3 db BW = 6 db
= Gg + Gg = 30 ab
Using an operating frequency of TO0 GHz:
G2 A2
o= Tp2= = 100 (4.7 x 107 3)° - 1.75 u? (391)

The required dimensions of the antenna are as follows. For 24 db gain in
the "6" direction a 15" parabola is required. The gain in the @ direction is
controlled by the feed. An 8" reflecting surface should be sufficient as the
antenna width. For practical design considerations, it is probably better to
tilt the reflector back so that it will not illuminate the vehicle on which it
is mounted, to minimize reflection problems. Two such docking aids mounted at
right angles provide two of the three attitude angles. "Relative roll is not
provided by this method.

The chasecraft receives all of the beacon frequencies with an integrated
receiver that has outputs corresponding to each beacon frequency. The outputs
can be made DC, 1000 Hz, or whatever is convenient for processing. Amplitude
zomparisons are made as indicated in figure 116 to obtain the « and 4 attitude
zngles. Other comparisons may be desireable in the final analysis, but the
comparisons as shown were chosen because:
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FIGURE 115 —~ TARGET ATTITUDE BY SQUINTED BROAD BEAM ANTENNAS
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(a) The ratios formed by the « peir are reasonably independent of B
angle as shown in figure 117, and vice versa.
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FIGURE 117 — VARIATION OF AMPLITUDE RATIOS AS FUNCTIONS
OF THE TARGET ATTITUDE ANGLES
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(b) The ratios are fairly linear measurements of the off-boresight
angle, near boresight, as shown in figure 118.
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FIGURE 118 — AMPLITUDE RATIO AS A MEASURE OF TARGET ATTITUDE
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(c) A roll angle error signal can be formed with & fairly consistent
reference base, as shown in figure 119.

0.4

0.52 0.52
0.4 0.6db 0.4
.

0.52, 0.52

0.4

FIGURE 119 — SUPERIMPOSED CONTOUR PLOTS OF FOUR ANTENNAS
SQUINTED 45° WITH ROLL AXIS
(90° 6db — BEAMWIDTHS)
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It must be pointed out that a 180° smbiguity in § exists. The logic and
control laws assoclated with this type system must therefore, be sufficiently
sophisticated to make a test on ¢ by moving in one direction or the other and
determining whether « and/or B increases or decreases. This will resolve
the ambiguity. This type system would probably not be applicable for deter-
mining the precise magnitudes of <, 8 and ¢ when far from alignment, but
would appear to be very useful if only the approximate magnitudes and direc-
tions are needed to implement a control system which becomes increasingly
more accurate as alignment is approached. '

Some errors which are common to amplitude comparison systems are:
(a) unequal chamnel gain, (b) channel noise, and (c¢) pattern perturbations.

It 1s sometimes difficult to maintaln two separate channels at exactly
the same gain, especially high gain channels. Channel imbalance shows up
directly as angle error. As can be seen from figure 120, the angle error is
equal to the channel imbalance times the slope of the radiation pattern plot
at the point of measurement.

For example, 1f the measurement is made at the cross over polnt of the
broad lobes, and i1f the channel imbalance is 0.1 db (or in the case of the
example, if the transmitted power varies by 0.1 db), the angle error will be
as follows:

AO=k P (392)
Ad = (5°/db) (0.1 db) = 0.5° (393)
where :

e = (5°/ab)(0.1 ab) = 0.5°

@ = angle error

k; = slop of radiation pattern (in db)

P = is the imbalance in channel
k) = 59db
On the narrow lobes squinted at 90°, where kp is 1.2°/db, the error is:

AG=ky P (39%)
AQ = (1.29/db) (0.1 db) = 1.12° (395)

Consider the case of a single receiving antenna and a single point radia-
tor. If the receiving antenna is oriented for its maximum gein in the direc-
tion of the reflection, the signal level in Channel A may be calculated as
follows:

E -kE_+RE__I?-E_ (k+R,I%) , (3%)
r m me m e
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where:

the magnitude of the direct signal (at maximum orientation)
the magnitude of the received signal

the pattern taper factor

8 the ratlo of the indirect to direct signal level

s the relative phase

- pid?
He e b o b
[ 3 R

Boresight shifts resulting from the reflected signal are plotted in figurei2l .

20 g—

Kl K+R
JaY; P db
3db

el 2 K

A3y, | R Abiogp | R 0.708 + R \\
16— 0.25° | 0.01 0.15° | 0.01 Abyyy, = 2.5 0.708

1.50: 0.05

2.75° | 0.10
1
o 15.0° | 0.708

19.2° | 1.00
12—

Ae 10—

8 —
6 .
44—
2—
. |
0.01 0.1 1.0

RELATIVE LEVEL OF REFLECTED SIGNAL

FIGURE 121 - MULTIPATH ERROR EFFECTS

The antenna patterns within the 3 db points can be closely approximated
by:
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2 2
o —[(6-05) 81" snq e —(6+65)21 (397)

where:

© is the pointing angle measured from the boresight,
@g 1s the squint angle,

2
. 2
& = —/m
Fbw ’
Opw = 3 db antenna beamwidth .

Thus, the ratio of the signal returned from the right channel (direction of
positive angle) to the signal in the left channel is given by:

_ o 40sa6
Sl/SQ = e . (398)

Taking the logarithm of both sides:

/

In Sl —1In S2 = 408 agd (399)
The standard deviation in © due to noise in S; and Sp can be obtained as
follovs:
1 dSl d82
=73 s{/ \S, /°*
a
s . 2 (%00)
1 %51 %y
and ag = ioa 5 + 3 .
s 81 Sg
2 2

where osi_'and o g;r represent the total noise power in Channels 1 and 2
respectively.

Therefore:

1 1 1 (4o1)
0'0 = —_— + — L]
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Where (S/N); and (S/N)2 represent the signal-to-noise ratios in Channels 1
and 2 respectively. It can be seen that the standard deviation in O is rela-
tively constant at all angles because the variations in (S/N)1 and (S/N)2 are
inversely related.

Electronic Attitude Coding Using Beacons

Another promising system is, in some respects, comparable to the familiar
"Omni" Airline Navigational System. This technique requires only simple,
reliable, relatively inexpensive equipment on the target vehicle and only
small additions to & cooperative range, range rate, LOS radar. In addition to
retaining the capabilities of the previously mentioned techniques:

(a) This technigue lends itself well to integration with the favored
cooperative PM-CW radar-transponder system, or it can be used as
a supplement to a basically non-cooperative system.

(b) It can function at long ranges (as well as short) for integration
into the rendezvous mission phase, as well as the docking phase.

(¢) Relative roll angle is provided.

The technique utilizes two radiators, spaced about 1/4 wavelengths apart.
(see figure 122),

B COSw,t SING, =K, SINO

A COS@qt X
d /

Py

B COS lwgt+ ¢ (1)

e(t) = BCOSw ¢t +

o(f) = B COSwtl B COS [wt+ g y]

o) = Re[B (¢! [14+ o/#M))]

oft) = B COSwet[ 1+ COS (G(H+a)]

o(f) = B COSwetl B COSw,t|{COS (B (1) +a)

THE SECOND TERM CAUSES THE RECEIVED SIGNAL TO BE OF
BESSEL FUNCTION FORM WHEN ¢i{t) IS A SINUSOID,

FIGURE 122 — NULL SWEEPING USING A PHASE SHIFTER
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The phase of one is made to lead (or lag) the other in a specified manner so
as to provide the well known rotating null, radiation pattern. If the phase
of one is varied cyclically from 90° to 180° to 270° to 180° to 90° with
respect to the other, in ome period, the null of the cardiod will move through
180° and back to its starting point. This relationship is shown in figure 123.

\ ‘
N4 \ (A) 6=90°
\
|+ 90° ———< S
SHIFT IN
PHASE SHIFTER
/’
— /7
\ ,
M4 " (B) §=0°
1 + 180° ——< \
\
SHIFT IN ~o
PHASE SHIFTER
/ -
g ,/
M4 4
+ 270° pm————— |’ (€) 0= -90°
\ /
SHIFT IN
PHASE SHIFTER N4

FIGURE 123 — PHASE SHIFT — PATTERN NULL RELATIONSHIP

The phase shifter is driven sinusoidally to provide linear movement of the
null. This can be seen by inspection of the expression for received signal
in figure 122.

One technique of coding the information is to send a reference burst of

modulation on the carrier when the cardiod null appears at, for example,

© = 90°, The null in the cardoid will appear at some later time, which can
be made a linear, unambiguous function of the "6€" angle. For example, let
the burst reference signal be a 10 us pulse of 30 MHz modulation. Let the
repetition rate be 100 Hy. Let each complete cycle of phase shift (90° to
180° to 27@ to 180° to 90°) also occur at a 100 Hz rate. The time between
the reference burst and the pattern null will be as shown in figure 12h.
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If a 10 MH, counter is used in the docking vehicle, a one degree measure-
ment will yield over 10 thousand counts. The primary factors that limit the
accuracy of the system will be (a) the ability to obtain the center or lead-
ing edge of the reference burst pulse, (b) the depth of the pattern null,

(c) the ability to find the center of the pattern null, and (d) false
nulls, null broading and null shif'ts, due to multipath interference, radia-
tion pattern impurity, and inadequate S/N ratio.

In order to obtain relative roll angle, one additional antenna may be
required, which is spaced as far as possible from the reference antenna. Roll
information may be obtained by measuring the time from the null interception
of the roll reference antenna to interception of the other antenna in the
pair. The roll error signal can be made a function of this time measurement
plus a logic determination of which antenna in the pair receives the null
first. An ambiguity point is apparent in this type arrangement but the
ambiguity point can be made unstable. This will be discussed further in a
later section. It should be pointed out that & second channel can be added
which is orthogonal to the first, if a complete unambiguous determination of
the ¢ angle 1s desirable for the application of an improved control law,
especially in the area of the "unstable" ambiguity point of the single roll
channel technique.

Integrated Phase Techniques

An integrated phase system is capable of measuring target attitude and
target attitude rates by phase measurements at the chasecraft. As previously
discussed, one angle can be obtained by measuring the relative pbase of the
voltage induced in two antennas by e signal received from a distant source.
Conversely, the same angle can be measured by coding a transmission from the
two antennas and comparing the phase of the two recelved signals at the
distant point. This coding can take the form of controlled modulation of the
two signals, or a coherent signal can be switched alternately to each antenna
and synchronously separated at the receiver. This latter technique is parti-
cularily attractive for determining target attitude. The target transponder
output is switched to each of its three antennas in a programmed sequence.

The chasecraft processes this time interlaced signal as recelved by each of

its three antennas to determine the difference in the transmission path lengths.
These differences are further processed to define target attitude with respect
to the I0S and relative roll (as well as the LOS angles).
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TARGET ATTITUDE RATE DETERMINATION TECHNIQUES

Target attitude rates can be determined from the attitude measurements
discussed in the previous section. BHowever, for cases in which target attitude
cannot be obtained, other techniques will be required for obtalning rotation
rates. Some of these techniques are: the sequential painting technique using
a scanning narrov beam antenna, which obtains returns from different portions
of the target sequentially; the quasi optical lens system using a field of
sensors, which obtain returns from different portions of the target simultane-
ously; the short pulse radar technique using range resolution, which obtains
returns from equirange elements of the target; and the signature analysis of
radar returns using complicated processing, which receives returns from the
entire target.

Target Scanning

By the use of a narrow beamwidth antenna with the radar system it is
possible to scan the target in small systematic Increments for the determina-
tion of its size and shape. Range, as determined by one of the methods out-~
lined earlier, will be required to give significance to the scan data for an
interpretation of size. The scanning process can theoretically be accomplish~
ed by (a) mechanical movement of the feed and/or the reflector of a parabolic
reflector antenna, (b) systematic sampling with the multiple feeds of a para-
bolic reflector, (c) systematic sampling of the multiple feeds of a dielectric
lens, (d) beam steering of a multielement array, (e) ferromagnetic beam
steering, and so on. The mode of scan can be continuous or sequential. The
target can be illuminated entirely over a one scan period (one frame) or one
frame might only sample portions of the target, corresponding to restricted
beam positions.

Useful data on target characteristics is needed at a range of about 100
feet, and will require a resolution of approximately one square foot. This
requires a 50 db antenna, having a beamwidth of 0.5°. A 50 &b antenna is of
reasonable size at 7O GHz, but it can be seen that at 10 GHz, the size becomes
impractical.

Cain (db) Frequency (GHz) Size (inches)
50 TO 21.5
50 40 38.0
50 10 150.0

The distance required for the far field beam formation of an antenns is gener-
ally considered to be:
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R=— ()4-02)

where D is the diameter of the parabolic reflector (or the largest dimension
of the hornjand A is the wavelength in the same dimensional umnits. Since R
increases with the square of the diameter and the first power of the operating
frequency, an advantage 1s apparent in the use of higher operating frequencies.

A .5° beamwidth (50 db gain) antenna at 70 GHz would be suitable for
"spot” scanning at 100 feet. However, as the range is decreased, beam defocus-
ing effects cause the spot diameter to oscillate about a 1 foot average value.
Figure 125 is a plot of the 3 db diameter spot size as a function of range for
several different beamwidth antennas. As can be seen from this plot, a mini-
mum spot size is reached for each beamwidth, at some specifiec range, and below
this value a smaller spot size can be obtained only with a wider beamwidth
antenna (appendix G).

For the investigation of a noncooperative tumbling object, it is desir-
able to remain at some distance, until information is gathered about the
target. A distance of 100 feet represents a good compromise between safety
and resolution. A separate antenna may be required for close approach if
additional target scanning is required. A simple solution might be to turn
the reflector feed around (180°) for use as the close approach antenna.

If the radar return is quantized into either a "return present" or "mno
return present," this will minimize the complexities associated with the
magnitude of the return versus vehicle size, shape orientation, etc. If the
quantized information is stored, along with the antenna pointing information,
an outline of the object can be obtained at each scan frame, within the limits
of the system resolution.

Table 8 shows scan speeds required as a function of tumble rates, based
on restricting target rotation to not more than 10° in one frame to avoid
significant image degradation.

TABLE 8 — SCAN RATE REQUIREMENTS

rMsLe | SCAN
(°/SEC.) SPEED
1 1 FRAME/10 SEC.
10 1 FRAME/SEC.
100 10 FRAMES/SEC.
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Table 8 shows that a target tumbling at greater than 10°/second will
probably require electronic rather than mechanical beam steering. Sequential
lobing would be more easily instrumented electronically than continuous besm
steering if a minimal number of beam positions is required. It is question-~
able whether or not the beamwidth can be made small enough using ferromagnetic
steering, otherwise this technique would appear very desirable for rapid scan
rates. Beamwidth considerations also greatly limit the use of steerable
multielement arrays. Several hundred slots would be required in a linear slot
array to provide a one degree beam width. A parabolic reflector with multiple
feeds would not appear to be the perfect solution elther, since only a few
degrees of steering can be obtained without moving the reflector. Another
possibility is the use of lenses with multiple feeds.

Data Storage and Processing

The radar return can be quantized as either "return present" or "return
not present." For example, a "1" could be designated for "return present®
and a "0" could be used for "mo return present." If this information is
stored on magnetic tape 1t could be stored as a given voltage "present" or
"not present." It would probably be desirable to code the beam position
information digitally in a similar manner for storage.

| RADAR //T’
SYSTEM “: {" ‘\:\‘
1 |

AZIMUTH ELEVATION
SHAFT SHAFT
ENCODER ENCODER

MAGNETIC l *
TAPE L———ﬂ SIGNAL CONDITIONER

STORAGE

FRAME
CORRELATION

‘ > AND

COMPUTER

VISUAL DISPLAY
OF
RADAR RETURN

FIGURE 126 — SEQUENTIAL “PAINTING'® RADAR
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The mechanical scan system is shown in figure 126 as an illustration. An
electronic scan system would be the same except that, rather than using mechan-
ical shaft encoders, time synchronized driving voltages and currents would be
available for signal conditioning. The magnetic tape can be arranged to store,
in one frame, & description of the target size, shape and outline at one given
period of time. Frame by frame storage contains the information necessary for
determination of the target vehicle's movements, except s8pin on the axis of
symmetry (this will probably require doppler techniques). It may also be
possible to define the targets effective rotational axis in some cases.

The information stored on the tape may be telemetered to ground or, if a
man is present on the rendezvous vehicle, the information may be supplied to a
visual display. In order to determine relative altitude rates accurately, it
would be necessary to supply the stored information to a computer, either on
the ground or in the docking vehicle. The computer can determine tumble rate
by storing one frame and making an attempted correlation with each subsequent
frame. Until the same frame matrix reappears, no correlation is possible.
When the duplicate frame reappears, the computer measures the time required.
A procedure such as this will not work for a spherical target. It also will
fail if the target is symmetrical in the plane of observation, because it will
think the tumble rate is twice the actual tumble rate. The latter case 1is
perhaps, not too unlikely. One way to avold this error mode is to build
symmetrical recognition into the system, which could be easily included in the
computer. If the docking vehicle is unmanned and if docking is to take place
by means of a closed-loop system, the computer must also have range and range
rate inputs from the radar system. The computer must also be capable of
making certain decisions based on information it obtains about the target.
For example, docklng may not be attempted for target vehicle tumble rates
exceeding some limit. If the computer decides that docking is possible, it
must send the appropriate commands to the thruster control system. The radar
system then gathers a new set of data and so on. Features of a non-cooperative
scan radar system can be Integrated with a system also capable of cooperative
operation, when desirable.

Doppler Techniques

Many radar systems use doppler techniques for the determination of range
rate (or relative translationalvelocity). Doppler can also be used for the
determination of certain relative attitude rates. Using the spotlight scan-~
ning technique previously discussed, if a portion of the target is spotlighted
vhich is tumbling toward the docking ship, an "up" doppler shift is observed.
A “down" shift would be observed when spotlighting the cpposite side. Using
the same frame and tumble rates assumed previously in this section, the maxi-
mum doppler due to target rotation can be calculated. This 1s shown in
table 9 .

222



TABLE 9 — TARGET TUMBLE - DOPPLER RELATIONSHIPS

REQWRED TUMBLE RATE EDGE TANGENT MAXIMUM
FRAME RATES (°/SEC.) VELOCITY (FPS) | DOPPLER AT 70 gc
[ A. 0.1./SEC. 1 0.175 24.50 Hz
B. 1.0 /SEC. 10 1.750 245.00 Hz
c. 10.0/SEC. 100 17.500 2.45 kHz

If the antenna has 1 foot diameter resolution cell (at 100 feet) and the target
is 10 feet in diameter, 100 resolution cells will be required, a 20 foot dia-
meter target would require 400 cells.

A resolution field of 20 x 20 will handle most targets of interest that
would be observed at 100 feet. Larger targets would be observed from distances
greater than 100 feet. Observation (or dwell time) based on a conservative
500 cell field with a maximum of 10° rotation in any one frame will vary
linearly from 20 ms for the 1°/second tumble rate to .2 ms for the 10°/second

tumble rate.
S/N Requirements

With this observation time the required signal to noise ratio can be
calculated from the following formula:

_v3
25 1

o (L)%
NO

o : (403)

Since the doppler spread will be similar to 10% of the maximum doppler &¢T
will be a constant and the signal to noise ratio will be constant for the
accuracles and tumble rate specified. A variable scan speed with appropriate
processing will be required to maintain & constant percentage doppler error.

Transmitter Feedthrough

Transmitter feedthrough will appear as a zero veloclty target. This has
p;eviously been analyzed in the section on FM-CW radar. The measured doppler,
fqa 1is given by:
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e
—cos 2r fdt

. °r (hok)
fd = fd 1+ e ] 3 (
1 +—-cos 27 fdt

er

where -e;, = feedthrough voltage
e, = reflected voltage
For .
°f
fq="ta [1 + zcos o fdt] , (405)

and the maximum fraction error is proportional to the ratio of the feedthrough
to received signal ratio.

For a 10% error, the signal to feedthrough ratio would need to be 20 db.
The isolation required to keep the feedthrough below this level can be calcu-
lated. This is calculated for the .5° beamwidth 7O GHz system at a range of
100 feet.

3 pd
1o (4m)° R -L (1&06)
G2 )\2 o S]gnal 4
Feedthru
- 63.4 db . (4o7)

This isolation may be achieved with separate antennas or on-off switching
using one antenna.

The accuracy with which the doppler frequency can be measured will be
affected by the transmitter frequency stability. Errors in doppler measure-
ments will be caused by frequency errors, long term drifts, and frequency
modulation sidebands caused by noise modulation. For systems with the trans-
mitter and local oscillator derived from a common source, frequency errors
and long term drifts will result in an error in the doppler frequency measure-
ment proportional to the percentage frequency error. If the transmitter and
local oscillator are derived from separate sources, frequency errors and long
term drifts can add directly. M noise modulations on the transmitter and
local oscillator will produce noise sidebands that will interfere with the
doppler return. However, it can be seen by following an analysis similar to
that of the FM-CW radar, that these noise sidebands will be greatly reduced
when observed at the IF frequency. For example, the modulation index for a
signal at fiy = 10 Hz with the target located 100 feet away will be reduced by

the factor 2 sin £Lgl___ ~ o7 , round trip delay.
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re—5— =200ns (408)
wgT=27x10x2x 107" (409)
- 98 db ) (410)

Table 10 gives the noise reduction factor for other noise modulation frequen-

ciee
Ciee.

TABLE 10 — FM NOISE REDUCTION FACTOR

H, db
10 98
100 78
1000 58
10,000 38

FM noise will have negligible effect on the system performance if coher-
ence 1s maintained between the transmitter and the local oscillator.

The doppler frequencies produced by rotation rates between l°/second and
lOO°/second can be measured if care is taken. The equipment required to pro-
cess doppler information can be readily integrated with the radar spotlight
scan technigue.

Quasi~-Optical Techniques

Another technique which 1s capable of obtalning target data 1s the quasi-~
optical technique. This technique obtains the same information as the paint-
ing technique, but does it simultaneously instead of sequentially. 1In this
technique, an antenna with & beamwidth comparable to the lens field of view
floodlights the target and the reflected energy is received by a field of
sensors located behind a lens. Thus, & complete image of the target 1s obtain-
ed without the requirement of scanning. Figure 127 is a sketch of the optics
of this system.
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The lens diameter and operating frequency relationships are chosen to

provide angular resolution adequate to resolve the scattering areas on the
The same requirements exist as were discussed in the section
This requires system operation at

target vehicle.
on the sequential painting technique.

millimeter wave frequencies to keep the lens diameter from being excessive.

The rotation rate measurement is made at 100 feet.

system,

Gy,
A
R

[2)
Py
L
Pr

A superheterodyne receiver is required for this sensitivity.

even at this range.

10 db (30° beamwidth)
50 db

.0043

100 feet

1 square meter

100 mw

3 db

-60 dbm

nn

LU I I

A power calculation
shows that the received signal strength is not adequate for a video detection

block diagram of this system, which can measure rotation rates by doppler

processing of the returned signal or by determining the periodicity of the

image of the returned signal.
the sequential painting system.

(b11)

Figure 128 is g

The storage requirement is the same as that for
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Short Pulse Radar Techniques

The range resolution capability of the short pulse radar has been used to
determine the rotation rates of planets, but has very limited applicability to
the docking situation. Since the planets are known to be spherical from visu-
al observations, it is possible to determine their spin rate by observing the
doppler speed in various range resolution cells (see figure 129).

e

RADAR
ANTENNA
—

THE LENGTH OF AN ARC ON THE SURFACE | =R/

= RO

TARGET
dé=1/R dl
dr=2R/C SING I/R dl
dr=2/C SIN @dI

Ru_cose)——l [«
R
]
7]

dr=2R/C SINO d @

FIGURE 129 Z RANGE RESOLUTION CELL

For a target having a diameter of ten feet, a one nanosecond pulse is required
to obtain a one foot resolution cell at 6 = 30°:

. 2R .
dr=-6-51n0dl, dr=1ns - (14»12)
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Since this pulse width is not in agreement with the pulse widths required for
the doppler accuracy measurement on a single pulse basis, it is necessary to
measure the doppler on a pulse train basis.

The doppler re gives a measure of the rotation rate of the target but,;
with resolution in range only, the axis cannot be measured from a fixed point.
The docking vehicle must move off axis and observe the change in doppler
spread. For the simple spherical shaped-body, this data could be processed to
give an indication of proper direction to the spin axis. For complex target
alhoarna +lam nwAhlam hanAamas nrAahdihi+ivaly AT PPIAnTl+ anAd +anda +n aliminota
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this system from consideration with targets of unknown shape.

Signature Analysis of Radar Returns

a £ 21Y (=4
ion en tltled, Probes as Docking Ald It
was mentioned that a disadvantage in attempting to gather information by this
method is the sophisticated data processing requirement. However, any non-
cooperative scheme that forbids the use of visual observation, either directly
or by television, requires a rather sophisticated system of analysis.

The returns from metallic objects of various shapes are characteristic.
Some common shapes that might be encountered are shown in figure 130 with their
characteristic signatures. The ability to recognize object shapes from radar
data is based on the fact that the amplitude of the signal reflected from a
target changes as the contour of the object which is pointed toward the radar
changes. For a compound body, the signature is generally a combination of the
signatures of simple bodies.

A computer, can be provided with correlation functions or programmed to
analytically reproduce the shape of an object. A group of formulas are pre-
sently available for simple body shapes. L. Blasberg of RCA has derived a
general mathematical expression for signature analysis which defines shape as
a target aperture function (reference 27). A camputer equipped with the
Blasberg equations may be able to deduce much about symmetrical target objects.
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THE ABILITY TO IDENTIFY SHAPES OF OBJECTS BY RADAR DATA IS BASED ON THE FACT
THAT RADAR CROSS SECTION (OR AMPLITUDE OF THE SIGNAL REFLECTED FROM A TAR-
GET) CHANGES AS THE CONTOUR OF THE OBJECT WHICH IS POINTED TOWARD THE RADAR
(ASPECT ANGLE, 0) CHANGES. THE CHART ABOVE SHOWS ANALYTIC IDENTIFYING SIGNA-
TURES (CROSS SECTION VERSUS ASPECT ANGLE) FOR FOUR SYMMETRI CAL BODIES. FOR
THE COMPOUND BODY, THE SIGNATURE IS A COMBINATION OF THE SIGNATURES OF THE
FOUR SIMPLE BODIES.

FIGURE 130 — TARGET SIGNATURES
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INTEGRATED SYSTEMS FOR NONCOOPERATIVE MISSIONS

Many missions requiring docking with a noncooperating target will be
manned and will require, at most, sensors capable of deriving supplemental
displays; others, as discussed earlier, will require quite sophisticated

otratama £ amaralI e 4+ e S AarmA sttt A ot o MA 3731t wmata +ha
Dy DUuClO i0or PTUDLLE vil€ I'OTa’lion J.GUC Qi L ULAULLULL QAL De 10 1l udDuulavs wid

application of the data presented in the previous sections, an unmanned
satellite inspection mission is examined. This mission has very stringent
requirements. The sensors are required to independently determine the entire
set of target parameters (relative position, velocity, and rotation rate).

TRADE-OFF

By combining the range measuring techniques with the angle and attitude
measurement techniques described earlier, the following systems were synthe-
sized.

a. Sequential Painting - A block diagram of this system is shown in figure
131. This system uses the ICW radar technique for range and range rate
measurement. A scanning narrow beam antenna is used for angle, rotation
rate, and rotation axis determination.

b. Imaging Lens System - A block diagram of this system is shown in figure
132, This system uses the ICW radar technique for range and range rate
measurement. The imaging lens system is used for the angle, rotation
rate, and rotation axis determination. This system provides the same
information as the sequential painting system except that it is obtained
simultaneously instead of sequentially.

c. Multiple Beam - Doppler Sample - A block diagram of this system is shown
in figure 133. Agein use ICW radar technique for the range and range rate
measurement. However, instead of obtaining a complete image of the target
vehicle, the return from the target vehicle is only sampled. A four feed
sequential lobing antenna tracking system is used to obtain the LOS angle.
Rotation rates and axis are obtained by processing vertical and horizontal
samples of doppler return from the target vehicle obtained by squinted
narrow beams.

d. Short Pulse Radar - A block diagram of this system is shown in figure 13k.
In this case, conventional pulse radar range measuring techniques are
employed. A sequential lobing angle tracking system is used to keep the
antenna centered on the target and to obtain the LOS angle measurements.
The maximum doppler return is used to determine the rotation rate of the
target.
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These systems will be compared on their ability to measure target size
and shape, 1OS angle, rotation rates, range, and on system complexity.

Target Size and Shape

Target size and shape will need to be determined to aid in making a
decision to dock, not to dock, or how close an approach will be possible. If
the target is quite large and has extended arms, it may not be possible to
approach the target very close. The size will also determine the range at
which the rotation axis alignment must be made. This section will compare
the accuracy with which this parameter can be measured.

Sequential Peinting. - The size of the target is measured by determining
the number of angular resolution cells that the target covers. The lateral
extent of the target can be measured within one beamwidth. Since this is an
angular measurement, the linear error decreases with decreasing range.

For & .5° beamwidth antenna operating at 70 GHz, this error, which is
equal to the beam spot diameter, is a function of range as shown in table 11 .
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TABLE 11 — SPOT DIAMETER vs. RANGE

RANGE (FEET)

SPOT DIAMETER (FEET)

10,000 96
1,000 9.6
100 0.96
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Imaging Lens System - The size and shape is determined by this system to
the same degree of accuracy as the sequential painting system.

Multiple Beam-Doppler Sample - The size of the target vehicle is obtain-
ed in this system by measuring the range at which the target vehicle fills the
pair of squinted narrow antenna beams. This measurement is very coarse and
depends upon the target attitude. Only two orthogonal samples are obtained
from this measurement. Additional docking vehicle maneuvers may be performed
to obtain more measurements if the target vehicle is not rotating. However,
if the target vehicle is rotating, it will not be necessary to maneuver the
docking vehicle to obtain meximum size perpendicular to LOS. The accuracy of
the estimation of the size of the target will then be essentially the same
as that of the sequential painting system.

Short Pulse Radar - A short pulse radar with a 2 ns pulse width can
measure range with a resolution of + 1 foot. This value is independent of
range, and determines the size of the target in the direction of the range
vector.

Size is determined in two dimensions by each of these systems, except the
Short Pulse Radar which gives size in one dimension only. It is necessary to
maneuver the docking vehicle around the target vehicle to determine its maxi-
mum size. A comparison of the accuracy of these systems is given in figure 135.

Line of Sight Angle

Sequential Painting - The centroid of the ‘target (i.e., the geometric
center of the target projection into a plane perpendicular to the vehicle-
target line-of-sight, is determined and tracked in this system. If the
target is stationary, this is a well defined point. If the target is rotating,
it is necessary to maneuver the docking vehicle onto the spin axis. The angle
to the centroid is defined as the LOS angle. The accuracy is within one
beamwidth. This follows the geometrical beamwidth of the antenna.

Imaging ILens System - This system has the same measurement capabilities
as the doppler paint system. The difference is that this system employs
parallel processing while the doppler paint system employs sequential process-
ing. A plot of the measurement capabilities of these systems is given in
figure 136.

Multiple Beam-Doppler Sample - In this system, sequential lobing is used
to derive an error signal to mechanically position a gimballed antenna to
point toward the target. The angular error in the LOS measurement in this
system can be quite low at medium ranges and is limited by glint noise at short
range. This can be limited to small values at ranges where the narrow squint
angle beam Jjust overlaps the edge of the target. At these ranges the angle
accuracy is comparable to that obtained with painting techniques with antennas
of comparable beamwidth.
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Short Pulge - Additional angle tracking circultry is required for the
short pulse system. A sequential lobing technique results in the usual glint
errors.

Rotation Rate Measurement

The rotation rate of the target vehicle is measured by processing doppler
returns from the target. The accuracy with which this measurement can be made
by each technique will be discussed.

Sequential Painting. - The doppler return from each beam position is
measured and stored, generating a complete doppler map of the target. Since
this map is also used for obtaining the target size and shape, the target must
be scanned rapidly to keep target motion from blurring the target image. In
this case, bright spots on the target can cause the predominant doppler fre-
quency to correspond to any point in the beam. This results in an error that
is proportional to the ratio of spot size to diameter in any one beam measure-~
ment. However, many samples are available and by processing this information,
the frror can be greatly reduced. The error reduction approximately follows
a — law.

Voo

Imaging Lens System. ~ A doppler map of the target is obtained with this
system also, but in this case a field of sensors is used to receive the return
from the target. All sensors receive energy from the target simultaneously and
the rotation rate measurement is made by processing the doppler return from the
target. Averaging (both time and spatial) can be used to improve the accuracy
of the rotation rate measurement.

Multiple Beam Doppler Sample. - In this system the rotation rate is
determined by measuring the doppler returns in two orthogonal pair of antenna
beams. These beams essentially sample the doppler map that is obtained by the
sequential painting and imaging system. Two samples are taken of each compo-
nent of doppler to allow a measurement of the doppler difference instead of
absolute doppler. This relaxes the requirement of antenns pointing. Since
bright spots will result in erroneous indications, averaging technigues must
be employed to increase the accuracy of this measurement. Since the limited
nunber of samples eliminates the possibility of spatial averaging, time
averaging is employed. Bright spot errors are reduced by integrating the
target return over a period long enough for the bright spot to sweep through
the antenna beam. At a range of 100 feet, the beam spot will cover an arc of
8.2°. The time required for a spot on the target to move through this distance
for the different rotation rates is shown below.

Rotatlion Rate Time for Spot to Traverse Antenna Beam
100°/sec. .082 sec.
10°/sec. 82 sec.
19/sec. 8.2 sec.
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The required averaging time for the lOO°/ second and lO°/ second rotation
rates are compatible with the averaging time of the other radar parameters.
The magnitude of the error of the rotation rate of 19/second measurement due
to bright spot reflection will be within the tolerance on impact conditions.

Short Pulse Radar - The short pulse radar measures rotation rate by
measuring the doppler spread of the target return and calculating the rota-
tion rate using the previously determined target size.

Rotation Axis

Sequential Painting - The rotation axis is obtained by plotting lines of
constant doppler. The accuracy of these plots will be limited by the angular
resolution which determines the spot size of the doppler image. If the target
is large and includes many resolution cells, the accuracy can be determined
from geometry. The accuracy will depend upon the number of samples in the
constant doppler line and the spot size.

Af = tan_l% s (413)

where
A@ = max angular error ,
N = number of resolution cell .
A 20 foot diameter vehicle has been chosen as a typical target size. The

accuracy of the rotation axis then depends upon the spot size, as shown in
table 12 .

TABLE 12 - ROTATION AXIS ACCURACY vs. SPOT SIZE

RANGE ! (SPOT SIZE) A6
(FEET) (FEET) (DEGREES)
20 0.8 ' 4.5
50 0.55 3.0
100 1.0 5
1000 8.7 4
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Tmaging lens System - The rotation axis will be measured in the same
manney as for the doppler painting system and the same accuracies will result.

Multiple Beam Doppler Sample - In this system the rotation axis is deter-
mined from the direction of the resuitant of the vector summation of the hori-
zontal and vertical components of velocity. The accuracy with which the axis
of rotation is measured is dependent upon the accuracy with which the rotation
rate can be measured. This calculation is made with the aid of figure 137.
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FIGURE 137 — VELOCITY COMPONENTS

For small ¢ the angle at which the error is a maximum is 45°. Then,

o —
6, = 45° — tan Y (414)
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Short Pulse Radar. - Short pulse radar will not be able to determine rota-
tion axis directly. Docking vehicle maneuvering will be required to determine
the rotation axis with this systen.

Range

The ICW technique has been shown to be better than other CW techniques for
noncooperative range measurements. Since range resolution is not required in
three of the four systems being compared, the pulse width is limited only by
the requirement that the transmitter be turned off before the reflected signal
is received. This requirement also fits the ICW radar. If the prf and pulse
width of the pulse radar is changed with range to keep a 50% duty cycle, the
two systems become quite similar. The ICW radar requires a coherent integra-
tion and will result in greater sensitivity and better utilization of trans-
mitted power. Also, all systems will measure doppler shift to determine range
rate and rotation rates. Since this requires a coherent transmitier, the ICW
radar will be the best choice. The short pulse radar is by definition a pulse
radar technique. Again a coherent transmitter is required for doppler measure=-
ments.

Range Rate

The range rate on all systems is measured by doppler techniques. This can
be accomplished readily with the narrowband circuitry, using a phase locked re-
ceiver, mixing the transmitted and received signal at I.F., and measuring the
frequency of the difference signal. The instrumentation to measure range rate
in the short pulse radar uses a PSD at microwave frequencies followed by box-
car clrcuitry.

System Complexity

The systems being consldered for noncooperative docking will be compared
on the basis of system complexity. System complexity will be indicated by the
quantity of parts or by the use of circuits with small tolerances.

As can be seen from table 13, the Imaging Lens system suffers from an
excessive number of feeds. The antenna requirements for the other systems are
roughly equivalent. The gimballed reflector assembly with multiple feeds is
the most complex of the remaining three; however, the antenna for the sequen-
tial painting system is limited to obtaining data from slowly rotating targets.
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TABLE 13 - SYSTEM COMPLEXITY

IMAGING LENS| SEQUENTIAL BE’:K'S;;EE o SHORT
SYSTEM PAINTING CAMOLE PULSE
ANTENNA
DIAMETER 24" . 10*’
GIMBALLED ’
TYPE FIXED LENS PARABOLIC
REFLECTOR
FEEDS 500 1 [ 16 5
SOLID STATE
TRANSMITTER SOLID STATE MULTIPLIER CHAIN (MM WAVES) :AXU;IL;L;SE‘R CHAIN
POWER AMPLIFIER
RECEIVER NARROW BAND BROADBAND
PROCESSING COMPLEX T SIMPLE VERY COMPLEX

Since all except the short pulse system use ICW radar for ranging, the
transmitter will be the same for all three systems. A so0lid state multiplier
chain with 100 mw power output at 70 GHz is required for the system. This is
a state of the art requirement and requires development. However, once devel-
oped, this type transmitter offers solid state reliability and low voltage
operation. The power requirements for & short pulse radar are much greater and
cannot be obtained by solid state. An additional power amplifier is required -
a vacuum tube (TWT) with an additional high voltage power supply and modulator.

All systems except the short pulse radar can use narrow band receivers.
The .short pulse radar requires a broadband receiver to achieve the full reso-
lution capabilities of the transmitted pulse.

These complexity considerations are summarized in table 13 .

SELECTION OF MOST PROMISING SYSTEM

Four systems were compared for use as docking radar sensors. These sys-
Lems were analyzed to determine their measurement capabilities, limitations,
znd accuracies. Table 14 summarizes the measurement technique employed by
cach system. As can be seen from this chart, a considerable overlap exists
retween the various systems. All gystems use doppler measurements to deter-
sine range rate. The three systems using angular resolution, use similar
varget size determination techniques. The imaging lens system and the
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TABLE 14 — 'MEASUREMENT TECHNIQUE

PO

IMAGING LENS
SYSTEM

SEQUENTIAL
PAINTING

MULTIPLE BEAM
DOPPLER SAMPLE

SHORT
PULSE

TARGET SIZE
AND SHAPE
DETERMINATION

TWO DIMENSIONAL
DIRECTLY FROM
IMAGE

TWO DIMENSIONAL
BY SCANNING
TARGET AND
FORMING IMAGE

TWO DIMENSIONAL
APPROXIMATED
FROM ANGUL AR
EXTENT OF TARGET

ONE DIME NSIONAL
(RANGE EXTENT
OF TARGET)

-

LINE OF SIGHT

ANGLE DETER- SEQUENTIAL LOBING

CENTROID COMPUTATION

MINATION
ROTATION ET ROTATION RATE
RATE ROTATION RATE AND AXIS BY MEASURING ONLY BY
DETERMINATION HORIZONT AL AND VERTICAL DOPPLER MEASURING
. DOPPLER SPREAD
RANGE NANOSECOND

ICW RADAR
DETERMINATION PULSE RADAR
RANGE
RATE DOPPLER

DETERMINATION

sequential painting system measure the target size and shape directly from the
target image; the main difference is that the imaging lens systems obtains
multiple samples from the target simultaneously, while the sequential painting
system obtains the same information in time sequence. The multiple beam-doppler
sample radar does not obtaln complete image of the target but only approximates
the size of the target from orthogonal samples obtelined wlith squinted antennas.
The short pulse radar is capable of measuring only one dimension of the target,
its range extent. The docking vehicle must maneuver around the target to
obtain a two dimensional measure of its size.

Rotation rate and axis measurement are made by doppler mapping of the
target in the imaging lens systems and in the sequential painting system.
multiple beam-~doppler sample system measures the rotation rate and axis by
determining two orthogonal wvalues of the rotation rate and performing the
vector addition. The short pulse radar measures the magnitude of tke rotation
only. This is done by measuring the doppler spread and computing the rotation
rate by using the previously determined target size.

The

The line of sight angle determination is obtained by a geometrical centroid
computation in the imaging lens system and in the sequential painting system.
The multiple beam doppler-sample system and the short pulse system
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obtain this information as shaft angle output from a tracking antenna.

ICW radar is used to measure range on all systems except the short pulse
radar system. The short pulse radar measures range as & time delay measure-
ment.

The performance capability of these systems is summarized in table 15 .

TABLE 15 - PERFORMANCE COMPARISON

IMAGING LENS SEQUENTIAL MULTIPLE BEAM SHORT
SYSTEM PAINTING DOPPLER SAMPLE PULSE
TARGET ' LIMITED BY
SIZE SPOT SIZE RESOLVES IN
LIMITED ONLY BY SPOT Sl
AND SIZE AND NUMBER RANGE ONLY.
SHAPE AND FEEDS
VERY ACCURATE
VERY ACCURATE AT LONG RANGE, AT LONG RANGE, NOT DIRECTLY
L.0.S. ACCURATE TO ANT ENNA DEGRADED AT AVAILABLE. REQUIRE
ANGLE BEAMWIDTH AT SHORT RANGE, SHORT RANGE BY SEPARATE ANGLE
.5° AT R>100 FT 2.5° AT R=20 FT LIMITED NUMB ER TRACKING SYSTEM.
OF SQUINT ANGLE '
ROTATION ACCURACY IS DEPENDENT ON DOPPLER DIFFICULT TO
e SMEAR IN BEAMWIDTH OF ANTENNA DETERMINE FOR
~ 10% AT R = 100 FT OTHER THAN
SPHERICAL TARGET
RANGE AND o=1FT 0<R<100 FT 0,=10<R< 100 F
RANGE RATE o=0.1%° 100 FT <R < 10,000 FT o, « RZR > 100 FT

The target size and shape are measured equally well by the imsging lens system
and the sequential painting system. The accuracy of the measurement is limited
only by the spot size. The multiple beam-doppler semple system measurement is
limited by the spot size and number of feeds. The measurement is along perpen-~
dicular lines. Some maneuvering of the spacecraft is necessary to improve this
measurement. If a roll maneuver is performed, the maximum extent of the target
can be determined to a much greater accuracy. This may need to be repeated at
more than one range to improve the measurement. The short pulse radar resolves
in range only. A volume search by maneuvering the docking spacecraft is re-
quired to obtain size information by this radar. The radar information requires
considerable processing to be useful for docking.
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The LOS angle is measured most accurately by the centroid computation
used in the imaging lens system and sequential painting system. The amplitude
comparison angle tracking systems are more accurate at long ranges but are
degraded below the centroid seeking system during the final closure. However,
as discussed in an earlier section, the angle measurement can be obtained at
an intermediate range and held for the rest of the docking.

The rotation rate measurement accuracy is the same for the imaging lens
system, the sequential painting system, and the multiple beam-doppler . sample sys~
tem. This is limited by the size of the antenna spot and size of the target.

The short pulse radar measurement of the rotation rate is very difficult to
determine for other than spherical targets.

The range and range rate measurement capabllity is the same for all sys-
tems except the short pulse radar. The short pulse radar is limited to opera-
tion at short range due to the excessive peek power requirements.

Table 16 summarizes the system complexity trade off considerations.

TABLE 16 — SYSTEM COMPLEXITY

M
IMAGING LENS | SEQUENTIAL e SHORT
SYSTEM PAINTING PULSE
DOPPLER SAMPLE
ANTENNA
1] 'I (14
DIAMETER 24 0
GIMBALLED GIMBALLED
TYPE FIXED LENS PARABOLIC PARABOLIC
REFLECTOR REFLECTOR
FEEDS 500 1 | 16 5
SOLID STATE
MULTIPLIER CHAIN
ANSMITTER SOLID STATE MULTIPLIER CHAIN (MM WAVES
TRAN ( ) (X BAND) AND
POWER AMPLIFIER
RECEIVER NARROW BAND BROAD BAND
PROCESSING COMPLEX ] suPLE VERY COMPLEX
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The imaging lens system antenna is quite complex requiring & multiplicity
of feeds (=~ 500) and associated processing circuitry. The sequential painting
system using the gimballed parabolic reflector with a single feed is much smal-
ler and simpler; however, the scan rates that can be achieved with this antenna
are limited to such a low value that only slowly rotating targets can be accom-
odated. The gimballed parabolic reflector with multiple feeds is only slightly
more complicated than the single feed sequential painting system. Repld scan-
ning of this system is not required. The short pulse radar uses the smallest
and simplest antenna.

The transmitter requirement for all systems except the short pulse radar
can be met with a s0lid state multiplier chain. This multiplier chain requires
development but this development is within the state of the art. The short
pulse radar requires a pover amplifier to accomplish the required range perfor-
mance. . .

A narrow band receiver is used on all systems other than the short pulsge
radar. The processing requirements vary from very complex for the short pulse
radar, complex for the imaging lens system and sequential painting system, to
relatively simple for the multiple beam-doppler sample system.

The multiple beam-doppler sample system has been chosen as the system to be
investigated further. This system does not have all the measurement capabili-
ties of the imaging lens system or sequential painting system for target size
and shape determination. A completely unknown target vehicle with long extend-
ed arms may be beyond the capablility of this system; however, targets of this
nature comprise only a small part of the class of all possible noncooperative
docking missions. The more probable missions require docking with a vehicle
with which some prior size and shape informetion is available. In this case,
the slze information obtailned by the radar is secondary, back up information.
The size and complexity of the imaging lens system is prohibitive. The sequen-
tial painting system i. attractive except for its limited scan rates. This
limited scen rate would make this system useful for only those targets that are
not rotating or are rotating very slowly. This restriction cannot generally be
assumed. The short pulse radar system cannot directly make the measurements
required. An excessive amount of docking vehicle maneuvering would be required
to dock with this system.

PRELIMINARY DESIGN OF NONCOOPERATIVE DOCKING RADAR

A detailed block diagram of the mmltiple beam~doppler sample radar is shown
in figure 138 . This system measures range, range rate, measures and tracks
the line of sight angles, and measures rotational doppler from which target
rotation rate and target rotation axis are obtained.

Range is measured by the ICW radar technique, as described in the section
on CW radar, using early-late gate tracking for ranges greater than 100 feet.
For ranges below 100 feet, a video detection time delay measurement is used.
The range rate is measured by phase lock techniques for all ranges. Angle
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tracking and LOS angle measurement is accomplished using four beam sequential
lobing, .5° beams for long range, 10° beams for closure. The target rotation
doppler measurement is made using the squinted .5° beams. Figure 139 is a
sketch of the antenna beams used in each phase of the docking mission. Not all
measurements are needed at all ranges. ILogic circultry is provided to select
the proper system function during each phase of the docking mission. Sequential
processing is used in this system.

Operational Description

The satellite inspection mission, an example of a completely noncoopera-
tive docking mission, places stringent requirements on the measurement capability
of the docking sensor. The approach described in this section includes maneuv-
ering in to a range of approximately 100 feet, determining target motion from
this range, and then maneuvering the remeining distance for docking. The maxi-
mum unassisted range of this system is 10,000 feet. However, if the informa-
tion on which this mission was initiated is adequate to obtain an estimate of
target range, range rate and line of sight angle, the range of this system may
be extended to 100,000 feet.

The characteristics of the system will be better understood by examining
the operational sequence, which has been divided into four modes: long range,
medlum range, observation range, and short range.

. Long Range Operation. - At long ranges, 100,000 feet, the system measures
R, R and I0S angle. The four 1/2o beamwidth, 3 db crossover antenna beams are
used exclusively in this portion of the docking mission. A priori IOS, R and
R information are required to keep the signal acquisition time from being
excessive. The acquisition is performed in the following sequence:

a. Prior information is used to keep the antenna pointed at target.

b. R information from the rendezvous radar is used to coarse tune the VCO
in the receiver phase lock circuitry., Then only a small frequency search
is required to acquire the signal in doppler.

C. After the signal has been acquired in doppler, the ICW modulation is swept
to acquire the target in range.

da. After the target has been acquired in range, the sequential lobing circui-
try is placed in operation to track the target in angle.

Medium Range. ~ If the maximum range of the system is 10,000 feet, acqui-
sition will be simplified. The phase-lock bandwidth can be increased to reduce

the acquisition time.

A completely unaided acquisition is performed by searching doppler and
angle resolution cells. The number of antenna resolution cells, N, is approxi-
mately equal to the surface area of a sphere divided by the area of a spot, on
the same sphere, illuminated by the antenna.
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FIGURE 139 — ANTENNA OPERATION CHART

230



2
_ 4/3 771‘2 ()-1-15)
(t0)
7

- 16 . -
N—Ee— _ ()-1-16)

The above eguation results in anproximatelv 70,000 beam vositions for the =0

ALY ANV TS TYUMAVALAL & CDWLWLD Léd WP VL VLISV GA] | W WWY WUGME WDl VA WRD LA vl e

beamwidth antenna. Approximately 15 db (S/N) is required for doppler acquisi-
tion; this allows a doppler channel bandwidth of 10,000 Hz. The maximum
expected doppler is 150 kHz, therefore, 15 doppler cells are searched. The
search time per doppler cell is 1 x 10~k seconds. Since there are 7.0 x 10~
angle cells, the acquisition time is 7.0 x 107" x 15 x 1 x 10-4 = 105 seconds.
After the target has been acquired in doppler and angle, the target is acquir-
ed in range. Filter bandwidths are then decreased to improve measurement

accuracy.

When the range decreases to such a value that the target subtends an angle
greater than the peak to peak separation on the .5° beamwidth .25° squint angle
beams, the angle tracking function is switched to the broad beams,

Observation Range. - At R = 100 feet, the docking vehicle stops and ob-
serves the target vehicle. The following quantities are measured.

a. Range, range rate
b. Rotation rate

c. Axis of rotation

The pointing direction is meintained by angle tracking with the broad beam
antennas. Range and range rate are measured to the center of the target, using

the narrow beam with .5° squint angle.

The 2.5 or 5° squint angle beams are used to measure the rotation rate and
rotation axis. This measurement is inaccurate to the extent of the doppler
spread in the beamwidth. This spread produces a larger fractional error as the
squint angle is decreased. Therefore, for most accurate readings, the largest
squint angle resulting in antenna beams intercepting the target is used. Since
two sets of feeds are used for this measurement, target rotation rate and axis
can be determined. The rotation rates and rotation axis obtained from these two
samples of doppler are the projection of the values of these gquantities into a
plane perpendicular to the docking vehicles line of sight. The docking vehicle
maneuvers until the line of sight axis perpendicular to the target rotation
axig, as indicated by maximum measured rotation rate, is determined.

After the target rotation rate has been determined, a decision is made as
to whether to continue the docking mission. This depends considerably on the
purpose of the migsion and the docking mechanism. If a docking maneuver is
decided on and the target vehicle is spinning, the rotation axis information is
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used to guide the docking vehicle to an on-axis approach. The docking vehicle
then matches the measured spin rate of the target vehicle.

Short Range. - To complete the docking, the radar measures range, range
rate, and LOS and samples the rotation doppler channels to maintain alignment
with the axis of rotation of the rotating target vehicle.

The broadbeams are used for angle track during this portion of the mission.

The range measurement is made using the narrow beams with small squint
angles. Since the ICW modulation rate would tend to infinity at zero range,

the modulation frequency is held constant and range is measured by pulse tech-
nigues. Video detection circuitry is used for this measurement.

Functional Description
Antenna. - The antenna system chosen for this system consists of a para-

bolic reflector with three squint angles aided by auxiliary wide beam horns.

Parabolic Reflector Antenna Characteristics

Frequency - 70 GHz

Begmwidth -.5°

Galn - 50 db o o .o
Squint Angles - .25, 2.5, 5.

This parabolic reflector is aided by four 10° beamwidth horns squinted 5°
for use at very short range.

The .5° beamwidth, .25° squint angle beams are used for long range opera-
tion)(range, range rate and angle track) and at short range (range and range
rate).

‘The 2.5° and 50 squint angles are used to obtain doppler samples of the
returned signal. Also, these heams are used to determine the approximete size
of the target. These wide squint angle, narrow beams can be used to set limits
on the angle tracking error.

The wide angle horns are used to develop amplitude comparison signals for
angle tracking at short range. A sketch of the antenna beam positions is shown
in filgure 139.

Antenna Switching. - The 16 antenna beams require a microwave switching
matrix to select the proper antenna beam and connect it to the transmitter
receiver transmission line. The switching circuit is shown in figure 140 .

The antenna switching network requires 16 output states which meet the
following specifications:
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Frequency - 70 GHz

Power - 100 mw

Bandwidth - +500 MHz

Insertion Loss - 1 db per switch (3 db total)
ON-OFF ratio - 30 db

The switching elements considered are ferrite and diode phase shifters.
A circuit to form the switch element is shown in figure 1hl.

3db HYBRID 3db HYBRID
=7 r————- 1
I | I |
L }
1 3
TX T X
[
= | : i
L J L d
PHASE A
SHIFTER G(V)
00
180°

FIGURE 141 — A SWITCHING ELEMENT

The relationship in table 17 holds.

SWITCH INSERTION LOSS
PHASE 3 4
0° HIGH LOW

180° LOW HIGH

TABLE 17 — SWITCH TERMINAL RELATIONSHIPS

The device is bilateral, i.e., insertion loss 1l-3 = insertion loss 3-1,
etc. The required 16 output states require 15 switches (30 hybrids 15 phase
shifters).

The 100 mw at 70 GHz power handling capability rules out diode switches,
but is well within the capability of the ferrite switches.

Only 4 phase shifters need be energized at any one time. Then using the

Tgﬁ El50, a typical phase shifter, the power required to operate this switch is
watts.
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Transmitter. ~ The transmitter is a solid state multiplier chain with FSK
switching for ICW ranging and ON-OFF switching for short range measurements.

Figure 142 is a block diagram of the multiplier chain. The transmitter
includes a frequency synthesizer producing two CW frequency sources, which when
multiplied to 70 GHz, differ in frequency by the IF frequency. A single pole
double throw switch alternately connects the two frequencies to the multiplier
chain. The microwave portion of this transmitter consists of six doublers with
outputs at S, C, X, Ku, Ka, and V band. ON-OFF switching is accomplished by
switching the input to the final multiplier stage.

FREQUENCY
SYNTHESIZER

j!

1.1 GHz 10w X2 2.2 GHz 8w X2 4.4 GHz 6w X2
ICW MODULATOR |e——ee——ep{ VARACTOR fe—emeeep! VARACTOR ——ﬂ VARACTOR
MULTIPLIER MULTIPLIER MULTIPLIER
0.1 WATT
8.8 GHz 3w X2 17.6 GHz 1.5w X2 35.2 GHz 5w X2 70.4 GHz
—————»| VARACTOR ‘VARACTOR ——J VARACTOR f—eeeeeeeepp
MULTIPLIER MULTIPLIER MULTIPLIER
F OFFSET X2 FLo
e j——{ VARACTOR (—p
2 MODULATOR MULTIPLIER

FIGURE 142 — A SOLID STATE 70 GHz TRANSMITTER

The local oscillator signal is generated directly in the multiplier chain
for ICW ranging. For the short range measurement, it is necessary to genersate
the L.O. signal separately. This is done by coupling & signal from the Ka band
multiplier to an offset modulator and doubling the output of this modulator.

A modulator to gate on the multiplier chain and to gate the receiver off
is required at short range. ON-OFF ratios on the order of 60-TO db are required
at 100 feet range. This is not presently possible with solid state switches at
100 mw power level. However, by switching an intermediate stage in the multi-
Plier chain, this may be possible. To achieve minimum range performance of
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1 ft, 2 ns rise and fall times are required.

At longer ranges, greater ON-OFF ratios are required to achieve adequate
isolation; however, switching time measurements are relaxed. FSK (frequency
shift keying) then appears promising, since much greater receiver isolation
can be achieved with this gating technique.

Range Measuring Technique. - At long range, the ICW ranging technique, as
described in an earlier section, is used. Al ranges less than 100 feet, two
techniques, a phase measuring technique and a time delay technique are consid-
ered for range measurement.

The phase measuring technique uses the phase of the ICW Modulation ( a
fixed 2.5 MHz, 50% duty cycle square wave for ranges < 100 feet) for the range
measurement. A block diagram of this technique is shown in figure 1L43.

———fp| MULTIPLIER

s
2T W
1——
|
!
MIXER
b C
H
SQUARE IE
WAVE AMPLIFIER
GENERATOR
lSTART : l
i ttia DIFFERENTIATOR FILTER PHASE
AND & AMPLIFIER @~ SENSITIVE
Lgl\':-:éés START ANMD CLIPPER LIMITER DETECTOR

'

FIGURE 143 —INEAR RANGE MEASUREMENT BY MEASURING THE PHASE
OF THE MODULATION FUNDAMENTAL FREQUENCY
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The time relationship between the transmitted,
quencies is shown in figure 1LkL.

TRANSMITTER

received, and mixed fre-

RECEIVED SIGNAL
AT MIXER

TR f

OUTPUT OF /
MIXER
7

7

FIGURE 144 — PHASE MEASUREMENT TIME RELATIONSHIP

Let the receiver be represented by a band pass filter and the input repre-

sented by the pulsed function x (t). Then :

y(t) =x(t) *h(t),,

e_]m0t0<t<T s
x(t) =

otherwise ,

h(t) = Transform of [H(w)] ,

[ 1
)y =T | —————
h(t) [1+52Q8)°
B 1
h(t) = T
a)o W —w ’
1+j(—
i +](Aw)( " )

~1 1 -
h(t)=e ]wot_A_e Aw t ,
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y(t)=f°°h(r)x(t—r)dr-,;' (423)

t e—ja)of —Awr jost —Jogr .
Y.(t)f‘T— e e!"0 e 0'dr,t<T; (4ok)
o] (0]
T Glwgt .
y(Q=={ T o e JA(Mdr,t>'1‘; (k25)
jot s
?A 5 (1-e ]Amt),0<t<t;
jAw
YO =150 (426)
e’ 0 | Awt (e] Awt 1y, t> T,

jAw?2

This envelope of this function is plotted in figure 145A.

Of interest for minimum range performence is the response when T, the pulse
width, is small compared with the rise time. Figure 145 B shows the filter
response for different values of T.

Since the amplifier has AGC, this response 1s normalized. The position of the
peak output corresponds to the end of the IF pulse. (Figure 145C.) The width
of the pulse however changes with delay. As the number of stages of filtering
increages, the waveform is smoothed, and the peak is no longer well defined.
(Figure 145D .) The shift of the phase of the modulation becomes a very poor
indication of the decreasing range. (Figure 146.)
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FIGURE 145 — IF OUTPUT ENVELOPE
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FIGURE 146 — DEGRADED PHASE RANGE RELATIONSHIP

Therefore, this technique does not appear to be sultable for accurately
measuring short ranges.

The time delay technique can be implemented by measuring the time of arriv-
al of the trailing edge of the returned radar signal or by measuring the time
of arrival of the leading edge of the returned radar signal. Table 18 compares
these techniques.

TABLE 18 — RANGE MEASUREMENT - LEADING EDGE TRAILING EDGE COMPARISON

ADYANTAGES DISADYANTAGES
LEADING EDGE 1. MEASURES CLOSEST RANGE 1. REQUIRES ADDITIONAL MODU-
(USING BROAD LATION (SHORT PULSE)
BEAM ANTENNA) 2. NOT DEPENDENT UPON 2, LESS SENSITIVE, REQUIRES
TARGET SHAPE BROADBAND SUPERHETERO-

DYNE RECEIVER
3. NO MULTIPATH EFFECTS

TRAILING EDGE 1. REQUIRES NO ADDITIONAL 1. DEPENDENT UPON ANTENNA
(USING NARROW MODULATION POINTING ACCURACY

BEAM ANTENNA) 2. DOES NOT REQUIRE BROAD 2, SENSITIVE TO MULTIPATH
BAND RECEIVER
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The trailing edge time delay measurement is chosen as the better technique
for this application because of its simplicity, better sensitivity and equiva-
lent measurement accuracy capability. Figure 147 is a block diagram for this
system.

Iawe

MODULATOR —p MULTIPLIER MODULATOR Q

lSTART

FLIP-FLOP |[¢1op

AND < THRESHOLD |g |  VIDEO ¢« DETECTOR
LOW PASS DETECTOR AMPLIFIER

FILTER 7

v

RANGE

" FIGURE 147 — VIDEO RANGE MEASUREMENT SYSTEM

It is necessary to gate the video amplifier until the received signal ex-
ceeds the feedthrough signal. A typical value for a feedthrough signal level
is ~30 db. A conservative value for the range for & unlty received signal
feedthrough signal ratio can be calculated if it 1s assumed that the transmitted
signal is intercepted by the target and reflected with no directivity. Then
the received power is
P, Gy A
Pr=-———7?—. (k27)
(47R)

The feedthr signal = PFT)P
ough 24 Ppp (P-_E— t
then equating Pr and Ppp 8nd solving for R we obtain:
GA2 %

R - - . (428)
4z PrT

Pp

Solving for R using the 50 db antenna at 7O GHz, & unity signal to feedthrough
ratio is obtained at R = 11 feet. Figure 148 shows the relative signal and feed-
through at different ranges. ;
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FIGURE 148 — SIGNAL — FEEDTHROUGH RELATIONSHIPS

The bandwidth requirement is primarily determined by the minimum range at
which feedthrough gating is required. The occurrance of the threshold crossing
of the trailing edge decreases linearly with decreasing range. At long ranges
(ranges where the feedthrough is greater than the reflected signal) the input
to the video amplifier is gated off to allow the video amplifier AGC signal to
be derived from the reflected signal only. At short ranges, = 10', the echo
signel will be greater than the feedthrough signal and the gating can be removed.
A video amplifier with a rise and fall time of 7 =20 ns is required. This
results in a 20 ns pulse at the input of the video amplifier. Using the usual
rise time bandwidth relationship:
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.45

= (k29)
4

7 =

=§)5—=22'5 MH . (430)

Time delay change due to changes in signal level and change in environ-
mental conditions is the main source of error for this technigque.

Range Accuracy. - The accuracy of the range measurement as a function of
range is shown in figure 149 . The errors are due to channel noise and instru-
mentation. The errors due to receiver noise for ranges greater than 100 feet
are discussed in the section on ICW radar, and are given by:

2
c? B,

013 (431)

(8 fm) % (S/Ng)
This expression is & function of the smoothing bandwidth Bs, the highest modu-
lation frequency fm and the signal to noise power density ratio S/No. In this
calculation Bs = 10 Hz, fm = 2.5 MHz (the highest ICW modulation frequency used)
and S/No, which is range dependent is given by:

P,Gi”0a2L
S/Ng=

R k3o
(47) 2 R* KTB (NF) (432)

where: P 100 mw

-10 dbw,
A= 42 em = 30 - 6.2 = -23.8 db/meter,

NF

15 db,

[}
]

50 db,

= 1 sq. meter = O db,

L=3adp,
(4m) 2 = 33.6 ab,
B=1Hz =0 db.

The standard deviation opR is calculated from equation 431 and the results are
plotted as curve A in figure 149. A .1% tracking bias error for the ICW track-
ing loop is a typical value for instrumentation error. This error is plotted
as curve B in figure 149 . It is seen that this is the larger. error for the
ranges at which the ICW technique is used.

At 100 feet, the range measurement technique is changed to a time delay
measurement. The received signal strength of -35 dbm is sufficient to use video
detection. Using a 1N2792 diode as a video detector with a tangential sensi-

tivivy of -45 dbm, & 20 db video signal to noise ratio will result, which
yields:
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5g =t (433)
R = —————
2 /25
N
SR -°—2(l—-=.035 feet . (434)

2 /200
This value is considerably less than the lower limit on instrumentation errors
which is estimated at 1 foot.

Range Rate Accuracy. - The range rate accuracy that can be achieved with

ICW radar phase lock circultry is given by:

, »BS
= — L
B~ G BN (435)
At 10,000 feet, using Bg = 10 Hz , A = 4.3 om,
aR = 103 meter/sec . (436)

which is negligible.

Doppler Measurement. - At short range (R = 100 ft.), the IF pulse is
short, and spectrum fold over must be considered. However, by proper selection
of the IF frequency and short range transmitter modulation frequency, the fold-
over is interlaced with the transmitter modulation sidebands and interference

is avoided. (figure 150.)

1 | f

RANGE
MODULATION

V' AMPLITUDE

FOLDED
FREQUENCY ———m SPECTRAL
LINES

T = SAMPLE TIME
IF = IF PULSE WIDTH

FIGURE 150 — IF SPECTRUM R < < 100 FEET

The energy in the central spectral line decreases linearly as the pulse width
decreases with range. However, the reflected power increases as l/R2 and this
more than makes up for the decrease in power with decreasing range.
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. As was indicated in the previous section on range rate accuracy, very high
signal to noise ratios exist in the doppler channel. Therefore, narrow band-
widths and long smoothing times of the phase lock doppler measurement system
are not needed, and the discriminator drawn in figure 151 is preferred for this

measurement. (see table 19).

The radar measures raenge rate doppler ambigiously at long range. Pre-
vious considerations indicate that the maximum doppler to be measured will be
70,000 Hz (500 fps). To obtain unambiguous doppler information, the sampling
frequency and ICW ranging frequency would need to be 140,000 Hz. The ICW fre-
quencies at range of 100,000 to 10,000 ft. are 2.5 KHz - 2.5 MHz. A doppler
ambiguity results. To eliminate this ambiguity problem, the radar will have to
operate at a high ICW modulation frequency until the radar has locked up in
doppler. Then the ICW ranging can start up and the radar will be locked to the

central spectral line.

The rotation rate doppler measurement is made on & pulse basis and the
accuracy is determined by the observation time and S/N ratio. Since this is a
spot lighting operation, the l/Rﬁ radar equation does not hold. It will be
conservatively assumed that all of the power transmitted illuminates a spot of
finite dimension on the target and that this energy is reflected with isotropic
scattering. The signal to noise ratio in the doppler channel is:

5 P, LG22
— = 5 : (437)
N  (4#R)* KTB(NF)
- 86.6 (438)
which results in a doppler accuracy of:
NES
Sf= ——, (439)
7T VIS
N
where T = 11ms ,
8¢=0.027 Hz . (440)

Angle Measurements. - The LOS angle is measured by tracking the LOS angle
by sequential lobing amplitude comparison circuitry. This technique is des-
cribed in the section on sequential lobing.

Since the sequential lobing frequency is fixed and the ICW modulation is
a function of range unequal sample of energy in the comparison beams results.
This resulis in channel unbalance as described in the section of amplitude com-
parison. However, since the .5° antenna is used at long range, this error is
negligible. (A 2:1 unbalance results in only a .063° error).

The other source of error of importance at long range is the error caused
by channel noise. From the section on sequential lobing, the expression for
angular accuracy is:
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FIGURE 151 — DOPPLER MEASUREMENT TECHNIQUES

TABLE 19 — DISCRIMINATOR vs. PHASE LOCK COMPARISON

DISCRIMINATOR PHASE LOCK
BANDWIDTH REQUIREMENTS WIDE NARROW
SAMPLING TIME REQUIREMENT DEPENDS ON DEPENDS ON

S/N RATIO MIN DOPPLER TO

BE MEASURED

PROCESSING REQUIREMENT SEQUENTIAL PARALLEL
INTEGRATION CAPABILITY NONCOHERENT COHERENT
ACCURACY CAPABILITY LIMITED TO 0.1~1% | VERY ACCURATE.

MAXIMUM NOT DEPENDENT

FREQUENCY UPON MAXIMUM

FREQUENCY.

AMBIGUITY CAPABILITY

NO AMBIGUITIES

AMBIGUOUS FOR
f>fSAMPLING /2.

b couT = dv/d0 @0y




g |
g = i (k1)
N

This expression is plotted in figure 152.

The limitation in angular accuracy at short ranges is glint noise. The
RMS value of this error is approximately equal to 0.2 of the angle subtended by
the target. This error is also shown in figure 152.

At a range of 100 feet, the docking radar must measure range, LOS, and the
rotation rate of the target. This is done sequentially, using a frequency dis-
criminator for the rotation rate doppler measurements. Since the doppler
measurement ranges from 2.4 kfz (100° sec rotation, 20 ft target) to 14 Hz (.1
fps velocity), it is necessary to read doppler to .1% of the maximum reading.
This is difficult to achieve and may require two discriminators to cover this

range.
Since a discriminator measures frequency on & single pulse basis, doppler
ambiguities are not a problem. The sampling frequency is chosen to be compati-

ble with the sequential lobing frequency and the bandwidth of the frequency
discrimimator.
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COOPERATIVE INTEGRATED MEASUREMENT SYSTEMS

A "cooperative system” implies that some degree of cooperation is provided
by equipment on the target vehicle as a part of & system which is required to
measure the pertinent parameters associated with docking (and rendezvous). The
degree of cooperation provided by the target vehicle can range in complexity
from a simple passive reflector to an integrated "transponder - attitude trans-
mitter”". The target vehicle will, for some mission spplications, be provided
with self-attitude sensing and thrusters of its own so that it can align itself
with the chasecraft for ease of docking. The target vehicle will, under some
clircumstances, have some degree of built-in stabilization.. In general, the
target vehicle can be physically identical to the chasecraft, it can be a
structural mate, or it can be unrelated physically. The "best" cooperative
measurement system, therefore will be a strong function of the mission applica-
tion. Emphasis in this section is placed on systems which have "closed-loop"
docking and rendezvous capabilities. It has already been demonstrated that
rendezvous and docking can be performed by an astronsut who has available the
necessary data and training to make the proper decisions and manually close
the loop. It is felt, however, that in the future, closed loop docking will
become commonplace and will provide the advantages of (a) higher reliability,
(b) minimum fuel, (c) minimum time, 8nd (&) minimum pilot involvement.

DESCRIPTION OF SYSTEMS WITH VARIOUS DEGREES OF TARGET COOFERATION

Typical cooperative system characterigtics for various degrees of target
cooperation are shown in Table 20 . Typical LOS and target attitude angle
measurement capabilities are shown in figures 153 and 154 respectively. For
any specific mission application, it 1s desirable to maximize the system with
respect to capability, reliability, and accuracy while minimizing the system
for complexity, weight, size, and cost. An optimization of the above factors
for one specific mission is, in general, not the correct optimization for a
different mission. For example, the "best" system for docking a supply ship
with a space station is probably not the optimum system for gathering sections
for construction of & space station. The first case is expected to have a high
degree of cooperation while the second has minimal cooperation.

Systems Using Passive Reflectors

A basic noncooperative chasecraft radar, when used with a passive reflec-
{or or an array of reflectors on the target vehicle, is the simplest form of
cooperative system. The reflector can be simply a flat place on the surface
of the target, a cormer reflector, a retro~directing array, a scattering array,
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TABLE 20 — COOPERATIVE SYSTEM CHARACTERISTICS FOR VARIOUS DEGREES OF TARGET COOPERATION'

CASE A B c D E Fooo G
DEGREES OF NONE | PASSIVE CODED ELECTRONIC ELECTRONIC TRANSPONDER TRANSPONDER
TARGET REFLECTORS | REFLECTORS | ATTITUDE ATTITUDE WITH ANTENNA WITH DF AND
COOPERATION ONLY BEACONS BEACONS PLUS | SEQUENCING SELF ALIGNING
TRANSPONDER CONTROL
SYSTEM
TARGET NONE | STRUCTURAL MECHANICAL RF SOURCE BASIC TRANSPONDER PLUS BASIC
EQUIPMENT AND SIMPLE SIMPLE ELECTRONICS AND TRANSPONDER
ELECTRONICS | ANTENNA SWITCHING PLUS PHASE
COMPARISON
DF EQUIPMENT

CHASE CRAFT
EQUIPMENT

COMPLETE NONCOOPERATIVE RADAR

COOPERATIVE RADAR SYSTEM

COMPLEX T ARGET
ATTITUDE RATE
SENSING

ADDITIONAL ATTITUDE DATA PROCESSING

EQUIPMENT

MULTI-CHANNEL PHASE
DETECTION AND PROCESSING

MAXIMUM RANGE
FOR ACCURATE
TRACKING * (RANGE,
RANGE RATE,
LINE-OF-SIGHT
ANGLES)

20 MILES

200 MILES

MAXIMUM RANGE

FOR ACCURATELY
DETERMINING TARGET
ATTITUDE

NO CAPABILITY

2 MILES

200 MILES

MAXIMUM RANGE

FOR ACCURATELY
DETERMINING TARGET
RATE

100 FEET

2 MILES

200 MILES

*0 RANGE = 1 FT + 0.001R, 0 RANGE RATE = 0.3 FPS + 0.001R
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or a group of any of the above. A simple "flat" on the target has very limited
usefulness if there is relative rotational motion between the two vehicles. If
the target is stabilized, however, a simple reflecting surface or corner re-

- flector provides a point for lock-on of the radar system to help eliminate
"target extent" measurement errors. 'Target extent” problems cause a completely
noncooperative system to be considerably more complex than would otherwise be
required. When relative rotation is present, a scattering array may have some
application, if the returned signal is made to change by the rotational motion
of the target in order to provide attitude and attitude rate data. However,
the complicated processing requirements, slow data rates, and range restric-
tions inherent in this type of approach are serious disadvantages in many mis-
sion applications.

Systems Using Fixed Coded Reflectors

The complexity of a noncooperative docking radar system can be decreased
at the chasecraft if attitude coded reflectors are provided on the target. At
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the same time, the capability for closed~-loop docking can be greatly enhanced.
It is possible to code the signal returned from a fixed reflector or retro-
director to (a) simplify lock-on, (b) provide a much greater solid angle in
which lock-on is possible, (c) simplify processing, and (d) provide attitude
alignment coding from which an alignment error signal can be generated. An
example of placing coding on a set of fixed reflectors is shown in Figure 155 .

FIGURE 155 — FIXED CODED REFLECTORS

10,000 H_

WAYEGUIDE
DIODE
MODULATORS

CHASECRAFT

L 11,000 H, \

()

REFLECTED SIGNALS WITH
AUDIO MODULATION

The trensmitted energy impinging on each of four antennas is modulated with
separate audio frequencies and reradiated in squinted patterns. The alignment
error signal is generated by comparing the amplitude of the four modulation
frequencies received in the chasecraft. This technique, however, suffers from
the following disadvantages:

a. The lock-on and tracking enhancement is dependent on target stability and
will often be lost.

b. Useful range is limited.

Systems Using Attitude Coding by Moving Reflectors
A basic noncooperative radar can be modified to decode the return from
moving reflectors, shown in Figure 106 , by adding the module shown in Figure
114 . This system, by using only two or three moving reflectors, provides
target attitude information from almost any aspect.

Systems Using Multi-Frequency Beacons

Another promising system for determining target attitude combines a basic
tracking radar with a set of multi-~frequency beacons on the target. The use of
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multi-frequency beacons as a target attitude coding technique was discussed in
the section on target attitude determination techniques. This technique can be
integrated with either a cooperative radar transponder or a noncooperative radar
system by providing for amplitude comparisons to extract the target attitude
information. The principal advantages of this method of obtaining target data

are:

1. The transmitting and receiving equipment are of simple, highly relia-
ble solid state design.

2. The generation of error signals is straightforward.

3. Continuous error signals and high data rates are available to accom-
modate closed-loop docking techniques.

Possible problem areas are:

1. Beacon frequencies must be chosen to minimize EMI with the range-
range rate radar, communications, and LOS systems.

2. A high degree of amplitude stability is required on both ends of
the link.

Integrated Phase System (IPS)

The IPS measures range, range rate, line of sight angles, and target atti-
tude angles by phase measurement at the chasecraft. These parameters can be
sensed throughout a wide variation in range, which makes the system suitable
for rendezvous as well as docking. A simplified block diagram of the system
is shown in Figure 156. Range and range rate are obtained by use of a four
tone, sine wave modulated, PM-CW, radar-transponder system.

Multiple phase comparisons of signals received by a set of three antennas
on the chasecraft from a similar set on the target provide LOS and target atti-
tude data. The system will be described in more detail in the next section.

The Electronic "Omni" System (EOS)

A simplified block diagram of the Electronic Omni System is shown in
Figure 157 . The EOS employs the electronic attitude coding technique dis-
cussed in an earlier section, and makes use of a sine wave modulated, PM-CW,
radar-transponder system using the same RF channel. Line of sight is obtained
at the chasecraft by a null-seeking sum and difference phase comparator. This
has been selected as one of the favored rendezvous and docking systems and will
be discussed in more detail in a later sectionm.

275




9l2

RANGE

COMMUNICATIONS

1

SUBCARRIERS

o mm oun omn e

PHASE LOCK
RECEIVER

1

RF SWITCHING

—p

DUPLEXER |

f

= = = ——

SWITCHING
CONTROL

1 WATT AND
100 WATT
2 FREQUENCY
TRANSMITTERS

t

MODULATORS

T

COMMUNICATIONS

TARGET

AA A

rb COMMUNICATIONS
COMMUNICATIONS '
MODULATORS RANGE FOUR TONE RANGE | RANGE
i AND RANGE —-<-ﬂ PHASE |
TRANSMITTER | SUBCARRIER | cipeuiTs COMPARISON
>é ‘ é' RANGE AND RANGE RATE
A DUPLEXER PHASE LOCK RECEIVER
ANGLE RECEIVER NO. 1 v
RANGE RATE] RANGE
el s < € €P| PHASE |
A - COMPARISON| RATE
x x|,
- |3 x|9
o 3
2w - c":: SWITCHING
il B 5w CONTROL
(&)
w CW PHASE
iREFERENCES
v wv
- Zz
ANGLE 5 &
-
RECEVER mE—d| [ o @2 LOS ANGLES
— [+ 4 [+ 4
B>ﬁ——'. NO. 2 2 o <
¥ L
o (= -
o 309
z a<d<wn
5 zZ 3
bt—>  ANGLE - w TARGET
RECEIVER [w—eeppy = z 3 ATTITUDE
c>—> NO. 3 z 2 ANGLES
[ <«
CHASER

FIGURE 156 — IPS DOCKING (AND RENDEZVOUS) SYSTEM



Lle

SUPPLEMENTARY (AFT)
ANTENNA (FOR COVERAGE) /

RANGE,
RANGE RATE
TRANSPONDER
AND
COMMUNICATION
LINK

RF
SWITCH:

/

A

PHASE

| SHIFTER

EOS ATTITUDE
TRANSMITTING
MODULE

A

o
z

PHASE
SHIFTER

A

)

TARGET

A

>._

1 METER

ROLL

AND ROLL ANGLE
RECEIVER AN DETERMINATION

DIRECTION

LOGIC

RANGE
REFERENCE

RANGE AND RANGE RATE
SINEWAVE MODULATED
PM—~CW SYSTEM

N
v

COMMUNICATIONS LINK

TARGET ATTITUDE RECEIVER

———————pp AZIMUTH LOS ANGLE

RELATIVE
P ROLL ANGLE

——P RANGE

—~——3 RANGE RATE

[ €= COMMUNICATIONS
» TARGET ATTITUDE

ANGLES

AZIMUTH 1
>
6 IN. Los
N REFERENCE | INTERFEROMETER
y SYSTEM
6 IN. (NULL SEEKING)
ELEVATION '
>— ¢

*

CHASECRAFT
FIGURE 157 —EOS DOCKING AND RENDEZYOUS SYSTEM

——————p ELEVATION LOS ANGLE



Target Self-Allgmment System

An example of & system in which target attitude with respect to the LOS
is measured at the target is shown in figure 158. A typical arrangement of
the antennas is shown in figure 159. The target craft senses its own attitude
with respect to the line-of-sight by a simple amplitude comparison technique,
stops its relative movement, aligns itself for docking, and maintains its
aligmment within some controlled limits. This srrangement is equally useful
with cooperative radars and noncooperstive radars. For precision alignment
control, doppler sensing is used, as shown in figure 158, to obtain
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angular rates. The aligmnment error signals are generated as follows. The
signal being radiated from the chasecraft is received by two pair of ellipti~
celly polarized antennas. The relative amplitude in one peir is processed by
the sum and difference or the ratio technique, as discussed earlier, to produce
a measurement of one angle. The other angle 1s generated by the same method
‘using an orthogonal antenna pair (not shown)., For precise measurement of rela-
tive movements during close approach, doppler sensing (optional) is provided
as shown, A frequency track loop tracks the carrier frequency of one of the
antennas and provides the frequency to be mixed with the signal being received
on the other antenns of the pair. The audio difference frequency is then a
measure of rotational movements. The two antenns palr are of oppositely
oriented elliptical polarizations, so that total amplitude differences in
pairs can be used to detect relative roll movements.

Conclusions

Cooperative docking systems ranging from those which have minimum capabil-
ity and cooperation to highly sophisticated ones capable of accurstely sensing
all dynemic parameters of the docklng problem have application to one or more
of the missions discussed in the requirements section. A system will usually
be tallored to best f£ill the needs of a specific mission. For example, some
docking missions will require only a simple range rate measuring device as an
astronaut aid; others will require a complex system capable of repid automatic
docking., Although the selection of an optimum system for each of the many
missions is beyond the scope of this study, an lnvestigation of systems which
meet the more stringent mission requirements illustrates the use of many of the
techniques which are also applicable to missions having lesser requirements.
Two systems were, therefore, selected which not only have the capability of
accurately sensing all the parameters required for automatic docking, but also
can be used during the rendezvous mode of the mission. These two systems,
the Integrated Phase System and the Electric "Omni" System, are described in
detall in the following two sections.

INTEGRATED PHASE SYSTEM (IPS)

The integrated phase system employs a comblnation of the sine wave modu-
lated PM=CW radar; the phase comparison LOS tracker, and the integrated phase
technique for target attitude measurement., A block diagram of the system is
shown in Figure 156. Each of the spacecraft is provided with a set of three
antennas, equally space about the centerline and oriented such that they are
interlaced when in the docked position. Phase comparisons provide an indica-
tion of all transmission path differences, from which relative attitude is
defined. The major subsystems, their capabilities, and their limitations are
discussed in detall in this section.

280



Range and Range Rate Sensing.- The waveform transmitted by the chasecraft
is a CW, L-Band signal containing four phase modulated subcarriers. A cocherent
transponder on the target vehlcle repeats the signal received at the target
with a coherent carrier frequency translation and preserves the phase of the
received range subcarrier modulation. In this manner, the signal received at
the chasecraft contains the desired modulation phase shift information and the
carrier frequency doppler shift information. Since the frequency of the receiv-
ed signal at the chasecraft is offset from the transmitted signal frequency the
receiver feedthrough problem 1s minimized.

Several range subcarriers are required to provide both a large unambiguous
range and the required accuracy. High subcarrier f}equencies result in aecu-
rate information at the expense of range ambiguities. Thus, high frequency sub=-
carriers are required to satisfy the accuracy requirements and lower frequency
subcarriers are required to resolve the ambiguities. Four subcarrier frequen-
cies provide a potential accuracy of + 0.13 m with an unambiguous range of
4 x 105 m, allowing the system to double as a rendezvous radar. The results
are shown in figure 160.

The signal transmitted by the chasecraft uses the range subcarrier sinu-
solds to phase modulate the carrier signal. The carrier frequency is K&,
where K is an integer determined by the frequency multiplication factor used
in the target transponder discussed below. As shown in a later section,

K =12 and f = 81.2 MHz, such that the transmitted frequency is 971 MHz. For
illustrative purposes, consider only a single range subcarrier at a frequency,
fm. Then the form of the transmitted signal is:

cos {27kfyt + B cos (2nf t)} (4k2)

where 8 is the modulation index. Then the form of the signal received by the
target vehicles is:

R R
kf, (t— — 27 f, (t——)1}
cos {2nkfy (t— =)+ B cos {27y (t—=)1 1, (443)
where R is the target-to-chasecraft range and c¢ is the velocity of light.

Figure 161 shows the formation of the signal transmitted by the target
transponder. The transponder employes a coherently offset phase locked loop
to track the received carrier frequency. This loop outputs a signal at a
frequency equal to k/k-l times the received RF signal frequency. In addition
to providing the coherently related offset frequency, the loop also serves to
demodulate the phase modulated range subcarrier sinusoids. For the simple
single tone case considered here, the signal resulting from the range sub-
carrier demodulation is:

R
B cos [2nf, (t —-c—) 1, (bhk)
and the form of the coherent offset signal is:
k2 R
cos [l:—--l 2nfy (t—'(;')] . (Lh5)
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At this point the demodulated range subcarrier signal is encoded on the coher-
ent offset signal via phase modulation such that the form of the signal repeat-
ed by the transponder is:

005{121%12ﬂf1 (t-%)+BCOS[2ﬂfm(t_§)] } . | (h%)

The signal received at the chaser lags that at the transponder by the one
way range delay, w seconds. Then at the chaser: '

K2 2R 2R
cos{—k-—l 27rf1(t—7)+3[277fm (t-—-c—” i, . (m-l-"{')
With no doppler shift the received carrier frequency is T f1 s Or 1059
MHz. —

It is noted that, in addition to the above signal, the transponder also
provides a reply at 909 MHz. The purpose of this second reply frequency is
to provide a frequency palr separated by 150 MHz for coarse angular measure-
ments.

Figure 162 illustrates the method of deriving the range and range rate
information. The received signal is first mixed with & local oscillator
signal at Kf1 = 971 mc to yield an Intermediate frequency signal of the form:

2

R 2R
COS{ _2ﬂf1t+ 41’7f1—+ B cos [277fm (t—--;—)]}. (1}1}8)
c

-1 k-1
This signal serves as the input to a narrow band phase locked loop. The
loop acts to track the carrier and demodulate the range subcarrier phase modu-
lation. In thls manner the output of the loop null detector is the desired
range subcarrier signal, or:

2R
Becos [2nf (t——)1, (449)
[¢]
and the loop VCO output is:
k2 . (450)
cos | Py 2mfqt + — 477f1-c— i,

Range lnformation is obtained by comparing the phase of the demodulated
range subcarrier signal with the appropriate range subcarrier oscillator
signal, cos (27 fyt). The resultant phase difference is:

R
0=4n fm-c'— s ()4'51)

which is directly proportional to the target-to-chaser range. As dlscussed
previously, four range subcarriers are used to resolve amblguities. Range
accuracy is shown in Figure 160.

k
The VCO output is mixed with a reference signal at frequency — £y to
yield a signal with frequency: k—1

k2 21 4r
k—1 c dt (152)
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k2
which is the two way doppler shift at the frequency k-1 f1 or 1059 MHz and
is directly proportional to the range rate. This is the quantity measured by
the frequency meter. As shown in figure 162 , the above indicated mixing pro-
cess is performed with both in-phase and quadrature phase signals to allow
determination of range rate sense. Errors associated with the range rate
measurement are discussed later in this section.

Angle Sensing.- Line-of-sight angles and target attitude angles are
measured by phase comparison. The relationships between the phases of the
induced voltage at two antennsas and the difference in path length have been
described previously in this report. In the IPS system, three antennas are
used at each craft and several phase measurements are used to obtain all of
the desired angle parameters. The geometry of the problem 1s not necessarily
that described herein, but certain advantages will be pointed out for the equi-
lateral triangle configuration on each craft. A spacing of one meter allows
the antennas to be spaced around the perimeter of typical size spacecraft. A
larger spacing when availsble, provides improved accuracy. The switching
circuits for the synchronized time sharing measurement approach are shown in
Pigure 163.

The phase references are continuous wave signels that are locked in the
phase lock loop of the ranging system, figure 156. Phase comparisons are
made sequentially at a 375 Hz rate with signals from the angle receivers, 4,
B and C. Three position switching is required at the outputs of receiver B and
C while only two position switching is required on the signals from receiver A
(since the CW reference signals are obtained from antenna A and receiver A).
An example of one angle receiver is shown in figure 165. The received signals,
as mentioned previously, are separated by 150 MHz. Both signals are first
reduced to an IF frequency by a common.LO from the transmitter. The signals
are then amplified by oprecision phase-track IF amplifiers. The gain
required at this point is expected to be about 60 db. A sample of the output
of the "fine" measurement channel is mixed with the output of the IF amplifier
in the coarse channel to produce an output at the difference frequency (150 we).
Second L.O. frequencies are obtained from the fine and coarse phase-lock-loops
plus.a 1 MHz offset. The 1 MHz "tone" is then filtered (in phase track filters)
and amplified. The additional amplification is provided at this point rather
than in the IF amplifiers to simplify the IF amplifier design and to provide
higher overall stability.

The outputs from the receivers, as described above, are then switched at
a 375 Hz rate, as described previously, into sample and hold circuits shown in
figure 164 . The phase integrity of each of the required coarse and fine 1 Mz
"tones" is retained in individual narrow band phase holding circuits. All of
the necessary phase comparison can then be made (also shown in figure 164 ) to
produce the required LOS and target attitude angles. The phase differences,
at the antennas, are a measure of the differences in propagation path lengths.
The fine measurement gives the require accuracy and the coarse measurement is
used to resolve the ambiguities in the fine measurements. The final docking
configuration for the antennsas is as shown in figure 166.
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FIGURE 166 — DOCKED ANTENNA CONFIGURATION

where A, B and C are the chasecraft antennas and 1, 2 and 3 are the target
antennas. The processing of the phase difference outputs becomes somewhat
different than the conventional technique when the range 1s not large with
respect to the antenma spacing. The logic processing will not be investi-
gated in this report, but it can be seen that the control error signals that
are required for closed-loop docking can be generated. It should be noted that
phase comparisons are made around the circumference of the vehicle body con-
tours in order to eliminate close~range, direct propagetion path blockage.
Target attitude angle information is obtained by switching the transmitted
frequencies from the target, sequentially from antennas 1, 2 and 3. This
provides for determining the propagation path length differences from a given
chasecraft antenna to the antennas 1, 2 and 3 on the target. A synchronized
time sharing method was chosen rather than using separate carriers, to tag
antennas 1, 2 and 3 to avold the RFI problem which tends to become insurmount-
able, using separate carriers, if reasonsble accuracies are to be obtained.

The sequential switching technigque also involves less overall system complexity
than the generation and processing of three times as many carrier frequencies.

Selection of Carrier Freguency

A carrier frequency in the 1 GHz region was chosen because this frequency
is low enough to:

a. Keep free space path loss low.
b. Permit high solld state transmitter power.

¢. Keep RF system losses low.
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But is high enough to:
a. Permit the use of reasonably small antennas.
b. Be nearly unaffected by ionspheric dispersion.

¢. Provide adequate spectrum for subcarriers, reference signals, commands,
telemetry, and voice.

Communications

Provisions for telemetry, voice, and command data links are included as
shown in figures 156 and 161. Although this system illustrates the ease with
which communication channels can be added to integrated cooperative systems,
several specific operational characteristics must be considered in selecting
the modulation techniques:

1. The usual methods of coherent demodulation are precluded at close
ranges at the chasecraft by the use of sequential switching among the
target antennas, which results in discrete changes in carrier ampli-
tude and phase at the switching rate.

2. Compensation for the doppler effect must be-included when narrow band
demodulation methods are used.

3. Care must beexercised in the selection of information subcarrier fre-
quencies to minimize potential interference with the frequency pair
technique and with the range subcarriers.

L. The range subcarrier frequencies available at both the target and the
chasecraft may be used as the clock reference for data synchronization
purposes.

One technique which shows promise of avoiding the sequential target antenna
switching effect is the use of PCM/AM modulation of one of the frequency pair
carriers. The *ones" and "zeros® of the PCM signal are indicated by the presence
or absence of the amplitude modulation providing immunity to the carrier phase
shift effects. Doppler shift compensation is available from the phase locked
loops tracking the carrier in each spacecraft.

Another straightforward approach avoids the problem of sequentially switch-
ed target antennas by the use of a third low power carrier at clese ranges.
Since the target antenna switching is used only at short ranges, binary modulat-
ed subcarriers can easily provide the total capability needed throughout the
mission. Doppler shift compensation is available as above.

It is obvious from the above discussion that the integration of communi-
cations capability must be tailored to the integrated measurement system. The
sensors used are important in establishing the available capability, but of
equal importance are the operational sequencies associated with the sensors.

291



Frequency Selection and RFI Considerations

It has been shown that the chasecraft transmits at the frequency kfi. The
k k -
transponder replies at frequencies k (ﬁ) f{ and k (ﬁ) f; —AF. The two

- reply frequencies separated by AF provide for a course angle measurement at an
effective frequency of AF. The value of the frequency spread, AF, determines
the unambiguous angle measurement range for a specified antenna separation.

The phase difference between two RF signals is measured. The phase difference,
©, results from a path length difference, r. In the case of the. coarse angle
measurement, the output is:

Qar ~ 297AFTr
O-—F "7 ° (453)

For the phase comparisons indicated on the previous block diagrams, the maximum
path length differences is equal to the antenna spacing, d, which is 1 meter.
Then, for a phase comparator characteristic repeating at intervals of 27 ,
unambiguous information is obtained for:

27 AF d < ()-I»S,-I-)

= - 77
C

C
<~— =150 MHz .
T (455)
Unambiguous angle information with maximum accuracy will be obtained for

AF = 150 MHz (456)

The IF frequencies are determined.on the basis of RFI considerations. The
input frequencies appearing at the first mixer of both the target and chase-
craft are identical. However, the functions of these input frequencles differ
in the target and the chasecraft. These considerations are summarized in the

k
table following. For example, the frequency kfy (E__l) —AF 1s a desired

signal at the chasecraft recelver, but is undesired interference at the
target receiver.
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TABLE 21 — TARGET-CHASECRAFT FREQUENCY RELATIONSHIPS

FREQUENCY CHASECRAFT TARGET
f 1. TRANSMITTED FREQUENCY 1. RECEIVED FREQUENCY
i 2. L.O.
k 1. TRANSMITTED FREQUENCY
kfy —— 1. RECEIVED FREQUENCY Q
1 2. L.O.
k
kf, — - AF 1. RECEIVED FREQUENCY 1. TRANSMITTED FREQUENCY

Then for either the target or the chasecraft, the possible first mixer
output frequencies resulting from the three input frequencies are given by the
expression:

k -k
Fy =10k em(k (=) fy lenlk (=) f; —AF1, (457)

k k
Fy=( +m +n) [kf;1+m [(k—_l-)fl]+n [(E)fl —AF], (458)

where 1, m, and n are positive or negative integers. The order of the inter-
k
ference is given by |l| +|m| +[n| . It is convenient to let FX==(E—i)f1

and |F, | represent the two chasecraft

k
and Fy - (—) f ~AF such that |F|

y!

receiver intermediate frequencies and |F represents the target receiver inter-

x|

mediate frequency. Note that the desired outputs F, and Fy are second order.

Since kf; is much greater than either F or F_,, the only interference
1 X y
which must be considered is given by:
Fi=mF, +n Fy (459)

subject to the condition that (1 +m +n)=0. The form of equation 459 allows
the use of the frequency interference chart of reference 6 .

In order to avold excessively high intermediate frequencies at the chase-
craft receiver, it is necessary to cause the desired recelved signal frequen-
cies to straddle the local oscillator frequency at the chasecraft receiver.

Since Fy must be positive (the coherent transponder reply is above the received
signal), this means that Fy will be negative. Then to obtain a frequency pair
separated by AF we require:

Fy —Fy =AF - 150 MHz . (460)
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Using the frequency interference chart of reference 6 and considering
values of [m|+|n| up to 10, it is observed that Fy = -0.T7 Fy yields. & large
RFI window. Table 22 1lists the interfering frequencies, Fjy, near Fy and Fy
for Fy = =0.7 Fy.

Then using Fy = -0.7 F, and F, - Fy = 150 MHz, we obtain Fy = 88.3 MHz - -
and Fy = -61.7 MHz. :
It should be noted that the interference problem at the target transponder
is more severe than at the chasecraft receiver. This is true because the
target is transmitting two frequencies separated by AF, whose modulation
products may compete with the relatively low power signal from the chasecraft.
However, the chasecraft is transmitting only a single frequency and, thus,
any interfering cross modulation terms will, in general, be of lower magnitude.

For example, consider the target and chasecraft employlng transmitter
powers of 100 watts at the maximum range of 4 x 105 meters. In this case,
the received signal power is =97 dbm and the feedthrough at the chasecraft
is +5 dbm, assuming 45 db duplexer rejection. Reference to table 22 indicates
8 possible relative 6th order interference term 8.9 MHz sbove the desired
signal at 88.3 MHz. This interference term results from interaction among the
local oscillator, feedthrough, and received signasl, and consequently should be
of a very low magnitude. If, however, we assume the 6th order terms are down
only 36 db (6 db per order) relative to feedthrough, the resultant interference
is at -31 dbm, as compared to the ~97 dbm signal. TIf amplifier selectivity may
be employed, if necessary, to provide an additional interference attentuation
of 60 db resulting in an interfering signal at ~91 dbm separated 8.9 MHz from
the desired signal at ~97 dbm. Since additional range subcarrier filtering
will be provided after demodulation, this Interference situation 1s tolerable.

As a second example, consider the target and chasecraft empioying trans-
mitter powers of 1 watt at a range of 30 meters. At this range, it is desired
to use the high frequency ranging subcarrier and thus IF selectivity does not
attenuate the interfering 8.9 MHz. The feedthrough level at the target trans-
ponder is -10 dbm, assuming ~40 db antenna coupling. (At this range the
target will be sequentially transmitting from each of its three antennas and
the feedthrough level is determined by antenns coupling, as opposed to duplexer
isolation.) The received signal power will be about -35 dbm. Again assuming
the interference is down only 36 db (6 db per order) relative to the feed-
through, it is seen that the interfering signal power level is ~46 dbm as com~-
pared to the -35 dbm signal. Additional subcarrier filtering may be employed
if necessary. ’

In summary, the following parsmeters have been selected:

|F,| = Target and Chasecraft IF = 88.3 Miz , (461)
|F,| = Second Chasecraft IF = 61.7 MAz , (462)
AF = Prequency Pair Separation = 150 MHz. (463)
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Selecting the frequency multiplication factor, k, to be 12, and using the

k
relationship F_, = (—)f ields.
p F, (k—l) 1 ¥

kg = Frequency Transmitted by Chasecraft 971 MHz, (164)

. .
kﬁ-(f—i) Coherent Transponder Reply Frequency 1059 MHzZ, (465)

k
kfl(i_i)-_AF = . 0ffset Transponder Reply Frequency 909 MHz, (L66)

£y = Base Frequency 81.2 MHz. (L67)

TABLE 22 —'RFI CONSIDERATIONS

NORMALIZED ORDER RELATIVE (F1MH,)
FREQUENCY n m ! [H+]m| +]n]| ORDER @F, = 88.3 MH
FI/FX x z
0.3 1 1 -2 4 2 26.5
0.4 -2 | - 3 6 4 35.4
0.6 2 2 | -4 8 6 53.0
0.7 -1 0 1 2 0 61.7
1.0 0 1 -1 2 0 88.3
1.1 -3 | - 4 8 6 97.2
1.2 3 3 | -6 12 10 106.0
1.3 1 2 | -3 6 4 114.9
1.4 -2 0 2 4 2 123.7

Range Subcarrier Selection and Error Analysis

Range information is obtained by introducing phase modulated range sub-
carriers on the chasecraft transmission. For the case of a single range sub-
carrier, the form of the transmitted signsl is:

cos [w b + Beos wpt] , (468)

where oy is the subcarrier radian frequency. For the target at range R, the
subcarrier phase, as received by the chasecraft, is delayed by:

2R
0= —2afy | (469)

This parameter is measured to obtain an estimate of the target-to-chasecraft
range. The maximum unambiguous range is:

Ry=57— . (¥70)

In general, more than one subcarrier is transmitted to resolve range ambigui-
ties.
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Thermal Noise Errors.- System errors and thermel noise contribute to the
total error in the range measurement. The fractional rms range error due to
thermal noise at the target and chasecraf't receivers is:

AR 2f, KINFBpp 4

- ( ) 471)
R f,B P GG L  °? (
vhere f, = carrier frequency (107 Hz) ,
fm = range subcarrier frequency (Hz),
KTF = single sided thermsl noise power spectral density (10719 watts/
HZ) »
Byp = single sided range filter noise bandwidth (Hz) ,
B = phase modulation index ,
Py = transmitter power (1 or 100 watts) ,
Gg = transmitter antenna gain (O db),
Gy = receiver antenna gain (0 db),
L = loss factor (-3 db).

The numbers in brackets indicate the parameter values for the proposed system.
Using these values with Py = 100 watts:

1

AR B9x1072 e (472)
—=(8.9x . T2

R f, B

For Py = 1 watt the rms error increases by a factor of 10.
System Errors
From equation 469 :
co
e (¥713)

therefore, errors in the modulating frequency and phase messurement yield the
following range errors:

dR dfm
- — ,dR -
fm

dé . (474 )

47rm
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For an oscillator Stdbility of one part in 107 and a phase measurement accuracy
of i?°, the above two error terms become:

df 5
8.34 x 10
OB B 1078, R —o X1 (my, (475)

Then combining equations 472 and 475 the total range error equation is,
for Py = 100 watts:

1
6.96 x 1011 _10 _BL I
og=|——F— +@x10710, > 7T.91x 1079 R?[ m, (476)
. (£B)
and for Py = 1 watt:
1
6.96 x 1011 _10 BLP ~1, B2 4 -
op =~ +(x10710, 5 7T91x10TH R m . (477)
) (£mB)

Parameter Selection.- It 1s desired to obtain unambiguous range informa-
tion To & meximum range of 4 x 10° meters, with a maximum error of 0.1% (lo ).
In addition, as the target-to-chasecraft range approaches 300 meters, it is
desired to insure that the absolute error is less than 0.3 meters (1o ) with
proportional error less than 0.1% (1o ). At long ranges the transmitters
power will be 100 watts; at close approach the power will be reduced to 1 watt.

In this section the range subcarrier frequencies and phase modulation
indices are selected. As an additional requirement, it is desired to awvoid
the use of large modulation indices to conserve the carrier power.

Since more than one range subcarrier is used, the probability of correctly
resolving range ambiguities must be 0.998 (3 s ) per decision.

In order to obtain unambiguous range information at R = 4 x 10° m,
equation 470 indicates the required subcarrier frequency is 375 Hz. Solution

of equation 476 with A = 0.1l and Brp =-g—h0 Hz indicates that the range
error equation for this subcarrier is:

op = [4.94 x 108 + (3.5 x 107%) R2]% m , (478)
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w
for the 100 watt transmission mode. The noise bandwidth of § 40 Hz is con-
servative and corresponds to a single pole low pass filter with 3 db bandwidth
equal to 40 HZz used in the docking similation studies. This filter will be
assumed throughout the remainder of this section. The modulation index value
( B = 0.1) used is consistent with the desire to conserve carrier power.
Larger values would reduce the percentage error proportionally.

Then in order to achieve the desired 0.1% (1o ) accuracy, additional
subcarriers must be used. In selecting the next range subcarrier we require
that its maximum unambiguous range correspond to the 3 o error associated with
the preceding subcarrier. Then, the required unambiguous ﬁange (as determined
by evaluation of equation 478 at R = 4 x lO5 m is 2 35 x 10" m. Then, from
equation 470 the required subcarrier frequency is 6.37 kH;. Evaluation of
equation 476 with 8 = 0.1 and Bp = (40) Hz yields as the range error for
this subcarrier:

L
op = [1.72 x 10* + (1.2 x 10-5)R2F m , (479)

for the 100 watt transmission mode.

The percentage error term in equation 479 is nearly equal to the desired
O.l%. However, the constant term in equation 479 will cause the net percentage
to far exceed the desired 0.1% value with range closure. Thus, a third sub-
carrier is required. The required 3 o unambiguous range (as determined by
evaluation of equation 479 at R = 4 x 105 mis 1.39 x 103 m. From equation 470,
the required carrier frequency is 108 kH,. Using equation 476 with B = 0.05

and Brp = (ho) H,, the range error iss

og = [5.96 x 101 + (1.72 x 1078) R2)% m (480)
and

og = [5.96 x 101+ (1.72 x 10—"')122]/2 (481)

The constant error term of equation 480 is still much larger than the
desired value of 0.3 m for the close approach situation. Thus, a fourth sub-
carrier is required.

The range at which the total error (rss of the two terms) given by
equation 480 reaches O.l% is 7.79 x 103 m. Thus, in order to maintain a total
error of less than 0.1%, the fourth subcarrier must be used for ranges less
than 7.79 x 103 m even in the 100 watt mode. In order to insure a 3 ¢ resolu-
tion probability for the fourth subcarrier, we require that its unambiguous
range be 3(7.79) = 23.37 m. Using equation 470 the subcarrier frequency must
be less than or equal to 6.41 MH,. Using fm = 6.41 MH, with g = 0.0l and
Brp = T Lo H,, solution of equation 476 yields as the range error equation:

298




: 1
og = [1.69 x 1072 + (2.22 x 10710 R2}% m , (482)

and

1
og = [1.69 x 10~2 1 (1.21 x 1078) RQJ/“’ m ., (483)

The constant error term of +0.13 m is somewhat less than the original require-
ment of +0.3 m.

It is desired to use the 1 watt mode up to the unambiguous range (1.39 x
103 m) of the subcarrier at 108 kHly, . From equation 481 s R=1.39 x 103 m,
the 1 o range error is determined to be 7.92 m. This is approximately one
third of the unambiguous range (23.37 m) associated with the 4,61 MHz sub-
carrier and, thus, the required 3 ¢ resolution probability is achieved in the
one watt mode, These parameters are summarized in table 23 .

TABLE 23 — SUMMARY OF RANGING PARAMETERS

MODULATION | MODULATION | UNAMBIGIOUS | CONSTANT | PERCENTAGE | 30 RESOLUTION
FREQUENCY INDEX RANGE ERROR ERROR RANGE
fm B R, (METERS) }(1o) METERS (10) (ME TERS)
375 Hz 0.1 4x10° £2,22 x 103 +1.88
6.37 kHz 0.1 2.35 x 104 £1.31 x 102 £0.11 4 x 10°
3 +0,0131 5
108 kHz 0.05 1.39 x 10 +7.72 (0.131* 4x 10
6.41 MH 0.01 23.37 £0.13 £0.0015 7.79 x 103
) ) i +0. .
* £0.011* 1.39 x 103

* 1 WATT MODE

Range Rate Measurement Errors

An estimate of the target to chasecraft closing speed is obtained by
measuring the two way doppler shift. Errors in this estimate may result from
instrumentation errors, thermal noise and multipath effects. Multipath
effects are discussed in appendix J. It is desired to provide a system with
a maximum absolute error of 0.3 m/s and a maximum percentage error of 0.1%.
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System Errors. - The parameter measured is the two wey doppler shift:

2v .
fy=—; (484)
where A is the wavelength (0.3 m) and v is the target-to-chaseecraft closing
speed. Then the closing speed is given by:

Ay
Ve (485)

2 N

Errors in A and measurement of fd yleld the following errors:

dv  dA\ A
— = —,dv-—dfy . 486
v A M 2 d ( )

For oscillator stabilities of one part in 10° (1s) and a frequency measurement
error of + 2 Hz (1o ) the above errors become:

da
A

—¢10—5,dv=¢id(fd)=io.32 . (487)
2 s

dv
_— =t
v

The + 2 Hz frequency measurement error requires a discriminastor aligmment to
within + 2 Hz or may be obtained by a frequency count over a period of 0.5

seconds.

Receilver Thermal Nolse Errors.- In appendix I, it is shown that the mean
squared closing velocity error due to receiver thermal noise is given by:

5 3
2 (KTNF) By ,p

A =
v 6S b

where the units are those of A2 per (second)2 In this equation A is wavelength
KP is 4 x 10-21 watts/Hz, F is receiver noise figure, By, is the noise bandwidth
(Hz) of the velocity smoothing filter, and S is the rece fved signal power (watts
Using the radar range equation S is given by:

(188)

P, G G 22 L
st T (489)
(47)2 R2
where, Py = transmitted power (100 or 1 watt) ,

Gt = transmitter antenna gain (0 db) ,

Gy = receiver antenna gain (0 db),

R = target-to-chasecraft range in meters ,

A = wavelength (0.3 meters),

L = loss factor (-3 db).
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The numbers in brackets indicate the proposed values for the target chasecraft
system.

Combining equations 488 and 489 we obtain:

3
2 (4m) 2 R? (kTNF) By p
YT T6p. GG L (490)

Then using the above indicated parameter values with Py = 100 watts,
F = 14 db, and Brp= < (40) cps, we obtain as the root mean squared closing
velocity error: 2

A R (1.15 x 10~6) =
Vims = B (115 x 1 )S—. ) (491)

For P = 1 watt the above error is increased by a factor of 10. The
value used for Blp corresponds to a single pole low pass filter with 3 db
bandwidth equal to 40 cps. This 40 Hy value was used in the docking simula-
tion studies.

Using a general docking control law, v =kR, in equation 491, the frac-

tional error due to thermal noise becomes:

Avips  (1.15 x 1075)
v o k ? (k92)

for the 100 watt mode. Since the control law will only apply for velocities
less than the maximum value (assumed to be 3 x 103 m/s), the above equation
is only valid for V < 3 x 103 m/s. The minimum value of k being considered
is 0.01, which yields a percentage error equal to 0.012% in the 100 watt
mode and 0.12% in the 1 watt mode. For larger values of k, the errors will
be proportionally lower. At ranges where the control law ceases to be valid,
and the closing velocity reaches its maximum value of 3 x 103 m/s, the error
due to thermal noise given by equation 491 corresponds to 0.015% at a range
of 4 x 107 meters.

Sumnary.- Combining root sum of the squares equations 487 and 491 the
total range rate measurement error (1o ) is given by:

J9x1072 +R2 (1.32 x 10712) 12 (10-10) | (493)

for the 100 watt mode, and:

Jox1072 +R? (1.32 x 10710) +v2 (10~10y , | (hgh)
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for the 1 watt mode. The units are in meters per second where R is in meters
and V in meters per second.

From the previous results, it is seen that the maximum percentage error
occurs in the 1 watt mode with a control law of the form, V = 0.0lR, and is
equal to 0.12%. For control laws allowing greater closing velocities this
percentage error will be less. The constant error is 0.3 m/s.

Angle Error Analysis for the Integrated Phase System

The target and chasecraft are each provided with three antennas., On a
given spacecraft these antennas form an equilateral triangle with length of
sides equal to one meter. FPhase comparison techniques are employed to deter-
mine both the target line-of-sight (LOS) angular error relative to the chase-
craft and target attitude. In addition, a frequency pair technique is used
to provide both coarse and fine angle information.

The target may transmit from any of its three antennas, and the chase-
craft may receive via any of its three antennas. Then for any combination
of three antennas involving at least one antenna at each spacecraft, the quan-
tity measured is the electrical phase difference resulting from the particular
path length differences. In general this quantity is given by:

o - 2;"1 sine . (295)

where d sin ¢ is the path length difference, and d is the antenna spacing,
which in this case i1s one meter. X is the wavelength,

In the combinations involving two target antennas and a single chase-
craf't antenna, some form of multiplexing must be provided. 1In this case time
division multiplexing is used whereby the transmissions from the target
antennas (when more than one is used) occur sequentially.

For purposes of discussion, designate the three chasecraft antennas as
A, B and C, and the three target antemnnas as 1, 2 and 3., Eighteen possible
combinations of three antennas involving at least one at each spacecraft
result., Of these, only two are used at long range to determine the target
line-of-sight (LOS) angular error relative to the chasecraft. These two are
1AB and 1AC. Thus, at long ranges only a single target antemna (1) will be
transmitting and no multiplexing will be required., At short ranges, a second
set of measurements will be provided to allow proper alignment of the two
spacecraft, The second set of measurements consists of 1AB, 2BC, 3AC, Al3,
and C23. This allows alignment as shown in figure 166 .
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FIGURE 166 — DOCKED ANTENNA CONFIGURATION

Thus, for the short range set of measurements, the time division multi-
Plexing is required. The particular multiplexing technique employs the 375 Hg
range subcarrier (available at both the target and chasecraft) as a switching
reference signal, such that transmission from each of the three target anten-
nas occurs at a 375 Hz rate with a duty factor of about 1/3. The 375 Hg
signal is used to provide appropriate channel gating and two phase lock loops
(PLL) serve as storage devices to facilitate the phase comparison of non-
coincident transmissions (e.g., Al3 and C23).

As noted previously, the frequency pair technique for derivation of both
coarse and fine angle information is provided for by simultaneous transmission
of carriers at 1059 MHz and 909 MHz. Thus, the fine angle measurement is
accomplished at a frequency of 1059 MHz and the coarse at the difference fre-
quency or 150 MHz.

In addition to the two angle measurement modes, two transmitted power
modes are provided, Transmitter power of 100 watts is provided at long
ranges and is decreased to 1 watt at the shorter ranges. The power mode
switchover is accomplished prior to the angle mode switchover so that the
target antenna switching is required only in the one watt mode.

System Errors.- The quantity measured at the chasecraft receiver is:

27d
g = Iy sin e s ()'"96)
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where 4 is 1 meter,‘h x 1is 0.284 m or 2 m, and ¢ . is the boresight error.
w

7’ the available estimate of the boresight error is:

Then for ¢ <

A
" 9qd

€

0, ' (497)
where the units for ¢ are mechanlcal degrees for © in electrical degrees.

Then:

Ax  Ad A

Ae:e[j;-——a—]ﬂ-gﬂd A6, (h98)

"With a spacing accuracy of +1 part in 103 and a oscillator stability of +1
part in 105, the first two Terms in the above equation combine to give a
fractional error of about 10-3, The last term which is proportional to the
phase measurement error, A6, yields a constant error. The primary contri-
buter to A9 will be the parallel channel phase tracking error. Allowing 6°
for IF tracking and 2° for RF tracking in the fine angle measurement mode
(1059 MHz), the rms value of Ad is +6.32° which corresponds to a constant
rms mechanical error of +0.29° for the fine mode. In the coarse mode, the RF
phase error is not significant., Thus, the rms value of Ad is 6° which
results in a constamt rms mechanical error of +1.91° in the coarse angular
measurement mode. -

Thermal Noise Effects on the Angle Estimate.- The effects of chasecraft
receiver thermal nolse on the angle measurements is considered for a simple
two channel interferometer system. The signal plus noise received in channels
1l and 2 are:

2x7d
Channel l:=#&cCOS(th+<i;;)+X1COcht (499)
—yq Sinwgt
Chennel 2: = (A, +x9) cosw bt —yg sinwgt , (500)

In th§ above_equations, receiver thermal noise is represented by narrow band
gaussian random processes. The effective interferometer wavelength A I, in
the case of the co%fse frequency pair measurement, is not equal to the carrier
m
C .
wavelength, A, = — The noise in channel 1 is independent of that

C
in channel 2., The single sided power spectral density of each of the low
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frequency noise terms (x, xo, ¥y, and yp) is 2y = KIF where KT = L x 10-21
watts/ Hz and F is the receiver noise figure. The amplitude of the signal
term in each channel is given by the radar range equation:

2
A2 P, Gy G, A2 L (501)

= = 3

(47)2 R2

where: Pt transmitter power ,

Gy = tra/nsmitter antenna gain,
Gy = receiver antenna gain,

R = target-to-chaser range,
L = loss factor,

A, = carrier wavelength.

C

For high signal-to-noise ratios, equations 499 and 500 may be written as:

2nd Y1 (502)
Channel 1: A, cos (ot + sme+—A—),
C
Yo
Channel 2: A, cos (ot +T) . (503)

[}

A phase comparison between channels 1 and 2 yields:

2nd y1 t¥e
0= : sine + ——— . (504)

AC

w
4
is now 4 5, the above may be written as:

For €< and letting z -=yy +yg, where the power spectral density of z

2nd z (505)
0=— A

For a low pass filter with a single sided noise bandwidth equal to Brp
Hz following the phase comparator, the resultant output noise power is:

2, 4nB;p 9kTNF B
_EEh?) e LP  Electrical y 2 (506)

b

P

n

2 L2 S radi
Ac Ac 1ans
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where the prime denotes the variable z after filtering. Thus, the rms
mechanical angular error is:
A 2kTINF By p Y

_ (50
eN(rms) - 2+d [ S 7)

Reference to the block diagram of the chasecraft receiver of figure 156
indicates that the final angle measurements involve only two channels. Thus,
equation 507 applies to all fine measurements. Similar consideration of the
coarse angle measurements indicates that each of these involve four channels,
Then, for coarse measurements, the rms angle noise will be a factor of \/ 2
greater than that given by equation 507 .

Using Py = +20 dbw, Gt = Gp = O db, L = -3 db, F = 1k db, , = 0.284 m,
M =2m, and Byp = 40 Z Hz in equation 507, the rms mechanical angle
error becomes: 2

-8 (508)
‘N(rms) =4x10 R »

EN(rms) =5.1x 10_7R s (509)

for the fine and coarse measurements, respectively, with R in meters.
Included is the ,/2 factor in the coarse measurement as discussed above.
These equations apply in the 100 watt mode with no antenna switching. The

low pass filter bandwidth of 40g-Hz corresponds to the value used in the

docking simulator studies. Evaluation of the above two equations at the maxi-
mum range of b x 10° meters yields +2 x 10-2 and ip.20 degrees for the fine
and coarse modes, respectively.

At short ranges (R = 300 m), the transmitter power is 1 watt and the
target transmits sequentially from its three antennas at a 375 Hz rate with
a per antenna duty factor of about l/3. Then for integration of a single
sample (pulse), the effective noise bandwidth of the low pass filter follow-
ing the phase detector is 562 Hz. Evaluation of equation 507 with Pg = 1 watt
and Brp = 562 Hz (all other parameters remaining the same) yields:

10—6 10
N(rms) = 151 x 10O R, (510)

and:

—5
N(rms) = 1.5x107°R, (511)
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for the fine and coarse modes. At a range of 3 x 10° meters s ‘the above two
equations yield 4.53 x 10'1" and 4.5 x 10-3 mechanical degrees for the fine
and coarse modes, respectively.

Multipath Effects on Angle Measurement.- A simple two channel phase
comparison system is considered. The desired signal received in each channel
is of unity amplitude, and the interfering signal is of amplitude r where
r < 1l. The total received signals is then: .

Channel 1: cos (wyt) —r sin (wgt + ay), (512)
Channel 2: cos (ot +60) —r sin (oot +6 +ag) , (513)

where 0 =27d/A sin(¢) is the desired output of the phase comparator. The
effect of the interfering signal depends on its relative phase. Worst case
Phasing results when a« =0 and 8 + a o = 7 1in which case the above equa-
tions become:

Channel 1: cos [wgt+rl, (514)

Channel 2: cos [w,t+6 —r], (515)

with r << 1, A phase comparison between channels 1 and 2 yields:

2nd
Op =6 —2r = T sine —2r . (516)

Thus, the magnitude of the electrical phase error is 2r radians which corres-
ponds to a mechanical phase error of:

_Ar (517)

nd ?

for

wl
-
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Then, in order to insure that the bias in the angle measurement is less
than 0.3 mechanical degrees, the multipath interference is required to be
down 25 db relative to the desired signal.

The various possible multipath modes are discussed in appendix J.
For the case of bounces between the two spacecraft, equation. Jh is used to
determine the relative interference level. The two bounce case results in
the meximum value of r. From equation.Jh for the two bounce case:

r(db) = —22 —40 log R, (518)

where R is the target-to-chasecraft range in meters. The solution of this
equation shows that the interference is down 25 db at R = 1.2 meters.

For the case of intra-spacecraft bounces, the magnitude of the undesired
multipath interference is difficult to predict analytically., However, with
proper antenna design and mounting these effects can be minimized.

Summary.- The combined results of the analysis, exclusive of multipath
effects, are summarized in table 24, It is observed that the error due to
receiver thermal noise is small compared to the other errors. Also, the
total coarse error is always much smaller than the unambiguous range (18°)
of the fine measurements, thus insuring proper resolution of ambiguities.

ELECTRONIC OMNI SYSTEM (EO0S)

An overall block diagram of the Electronic Omni System is provided in
Figure 157 . Range and range rate 1s again obtained by a sine wave modulated,
PM-CW radar transponder system, Target attitude data is obtained by the
"Omni" system technique, and LOS angles by a conventional "L" interferometer.

The EOS equipment description, the principles of operation, and a
discussion of system capabilities and limitations are included in this

section.
Description of Operation

Range and Range Rate Measurement.- The range and range rate PM-CW, four
tone, radar-transponder system is identical to that previously described in
the discussion of the IPS system.
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TABLE 24 — IPS—RMS ANGUL AR ERRORS NEAR BORESIGHT (e<45°)
' (MECHANICAL DEGREES)

TYPE OF ERROR

LONG RANGE

SHORT RANGE

(SOURCE) (R> 3 x 102 METER) (R < 3 x 102 METER)
CONSTANT + 0,29 + 0.29
(PHASE o
TRACKING) + 1.90 + 1.90

+ 10”3 + 10-3
PROPORTIONAL 3 3
(Ad/d) + 107 + 107
+5x 1078 R £ 1.5x 10-6 R
RANGE /
+5x 1077 R R

DEPENDENT s
(THERMAL NOISE) + 1L.5x 10

*THE THERMAL NOISE ERRORS ARE BASED ON A 100 WATT CW
TRANSMITTER WITH A LOW PASS FILTER NOISE BANDWIDTH OF FINE
40 Hz IN THE LONG RANGE MODES. IN THE SHORT RANGE MODE
A 1 WATT TRANSMITTER AND A LOW PASS FILTER NOISE BAND-
WIDTH OF 562 Hz HAS BEEN ASSUMED.

COARSE

Angle Measurements.- In the Electronic Omini System, three separate
angle measurement techniques are employed. Line-of-sight angles are obtained
in the EOS by a null-seeking sum and difference "L" type interferometer as
shown in Figure 167. Three closely spaced (one-half wavelength or less)
antennas are used at the chasecraft which receive the target vehicle carrier.
One antenna is used as a reference for two orthogonal pairs on a time sharing
basis and the phase induced in the antennas is processed in a conventional
manner to obtain the line-of-sight angles. A precision phase shifter with a
calibrated shaft readout is servo-positioned to produce a null at the diff-
erence hybrid. The sum hybrid is used as an AGC control and as a reference

for angle sense,
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Target attitude angles are obtained by the "Omni" null sweep technique
as outlined earlier in this[report. A block diagram of the attitude trans-
mitter is shown in Figure 168, The attitude receiver block diagram is shown
in Figurel69 ., Relative roll angle is obtained by measuring the time elapsed
from reception of the null by a widely spaced roll antenna (one meter or so
if possible) and a common target attitude receiving antenna. This time mea-
surement along with the range measurement is processed to provide the rela-
tive roll error signal indication. The angle accuracies of the EOS and IPS
are compared in Figure 170 . '
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PHASE
| GATING CONTROL I .__.J ST ER F_<
[ ATTITUDE | PHASE SHIET ! f
| TRANSMITTING DRIVE 1
1 MODULE |

FIGURE 168 — TARGET CRAFT

Frequency Selection and RFI Considerations

In the Electronic Omni System, the target and chasecraft frequency rela-
tionships are similar to those of the Integrated Phase System as discussed
earlier. '
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The major difference is that the Electronic Omni System does not employ
the frequency pair technique and thus only two frequencies are present at
the first mixer of either the target or chasecraft receiver.

The chasecraft transmits at the frequency kf, and the target transponder

k
replies at the frequency = kﬁ). The transponder reply is coherently

related to the chaser transmitter frequency but is offset by EEE f1 Hz, .
At both the target and chaser the respective transmitter frequencies also
serve as the reference signal at the first mixer. Then at either spacecraft,
only the two RF signals appear at the first mixer. This is in contrast to
the case of the Integrated Phase System where three RF signals are present
(the third resulting from the frequency pair requirement). The problem of
selecting the intermediate frequency to minimize RFI is therefore much less
complicated than for the Integrated Phase System. The primary considerations
are minimum RFI, reasonable intermediate frequency values, and a reasonable
frequency multiplication factor k.

For example, letting the transponder reply frequency, ldl, be

1 GHz and the frequency multiplication factor, k, be 12, the chaser trans-
mitter frequency, kfy, becomes 91T MHz, Thus, the intermediate frequency at
both the target and chaser receivers is 83 MHz and the nearest significant
interferring signal is 83 MHz away from the desired signal,

Ranging in the Electronic Omni System

Range information is obtained by introducing phase modulated range
subcarriers on the chasecraft transmission in the same manner as previously
described for Integrated Phase System (IPS). The target transponder reply
is caused to repeat this phase modulation such that a phase comparison at
the chasecraft yields the desired phase information.

In order to provide a completely integrated system, it is desired to let
the RF waveform used in the formation of the swept null pattern (See appen-

dix K) contain the range subcarrier modulation. That is, if the signal
transmitted by the chasecraft is of the form:

cos {wyt +B cos wyt], (519)

the reply signal received by the chasecraft would be of the form (neglecting
the transponder frequency offset):

R 2R
E(t) cos [ag (t ——) + B cos oy (t~—)]1, (520)
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where @g is the carrier radian frequency,

wnis the subcarrier radian frequency,

2 +ha madnnlatdan trnJaw
40 LUT WUUWWILGLLIULL LLUTA §

is the velocity of light,

is the target-~-to-chasecraft range,

is the modulation on the received signal resluting from the
swept null technique (See appendix K).

oo™

As shown in appendix K, the modulating function, E(t), may be represented
as:

E(ty= I b, cos(magt+ay) (521)
m=0 ?

where bm and ¢y are functions of the target yew and pitch angular errors.

wg 1s the null sweep radian frequency.

In the special case where the target roll axis is directed toward the chase~
craft, we have:

EM=2 2 Jy(g)sinmesh), (522)
m odd

vhere Jp represents the mth order Bessel function.

Demodulation to obtalin the range subcarriers at the chasecraft receiver
would normally be accomplished via a phase locked loop (PLL) tracking the
carrier as in the case of the Integrated Phase System. However, in attempting
to deal with the waveform described by equations 500 and 522 et least two prob-
lems become apparent. First, when tracking the carrier the output of the PLL
null detector will be:

E(t) B cos [wm(t—?)] . (523)

That is, the demodulation process translates the spectrum of E(t) to the range

w
subcarrier frequency,zfﬂ . Then in order to make the desired phase comparison
m

with the range subcarrier reference signal, the sidebands due to E{t) must be
eliminated. This represents a major filtering problem since the subcarrier
frequency may be as high as several megahertz and the sidebands may be only a
few hundred hertz from the desired subcarrier.

Secondly, for the case where the target pltch and yaw errors approach zero,
the carrier amplitude also goes to zero as illustrated by equation522. Thus,
demodulation via a PLL tracking the carrier is not possible. However , the PLL
could be caused to track one of the two adjacent sidebands (the amplitude of
which 1is proportional to[J1 é% = 0.28]in this exact alignment case.

A complete analysis of the above noted problems is beyond the scope of the
report. However if further consideration so dictates, an additional carrier
frequency may be provided at.the target transmitter so that the range subcarrier

modulation need not be provided on the swept null waveform. In addition,
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. .
increasing the mull sweep frequency, = sy would ease the filtering problem at

w
the expense of decreasing the accuracy of the timing reference signal used for
target attitude determination. Then in either event the ranging performance
of the Electronic Omni System would be made simllar to that of the Integrated

Phase System.

Range Rate Measurement in the Electronic Omni System

Range rate lnformation is obtained by measuring the two way doppler fre-
quency shift. This basic technique is identical to that employed in the
Integrated Phase System (IPS).

In thlis manner the target receives the signal transmitted by the chasecraft
and replies with a coherent frequency offset such that the two way doppler shift
is measured at the chasecraft. In order to provide a completely integrated
system, it 1s desired to let the target reply frequency be used in the formation
of the swept null pattern (see appendix K). As discussed above, this means that
the reply waveform received at the chasecraft will contain the swept null
pattern modulation, E(t), as well as the desired doppler shift information.

That is, if the chasecraft transmits a signal of the form:

cos (wgt) , (52k)

the signal received by the chasecraft will be of the form (neglecting the fre-
quency offset):

E(t) cos [wot +204t] , (525)

where : ®g is the carrier radian frequency,
®q is the one wey doppler radian frequency shift,
E(t) is the modulation function resulting from the swept mull pattern
technique.

From appendix K , E(t) may be represented as:

E(t) = 020‘, b, cos (wgt +ap) (526)
m=0 2
vwhere wg is the null sweep radian frequency, and by and e, are functions of the
target yaw and pitch angular errors.

The modulatlion funection, E(t) » may complicate the recovery of the desired
doppler shift information. Thils 1s simlilar to the problems associated with the

range measurement in the Electronic Omnl System. First, the presence of side~
[
m
bands at the multiples of > from the carrier frequency msy create ambiguities
w

in the doppler measurement. ©Secondly, as noted in appendix K, when the target
roll axis is directed toward the chasecraft the carrier amplitude approaches
ZEro.
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With proper processing and loglic, the above two problems may be overcome.
For example, when the carrier null condition occurs, the doppler shift informea-
tion may be derived from the adjacent sideband. However, further analysis is
required to determine the best approach. If further consideration so dictates,
an additional carrier frequency may be provided at the target transmitter so
that the doppler shift information need not be derived from the swept null wave=-
form. In any event, the range rate measurement capablility of the Electronlc
Omni System would be similar to that of the Integrated Phase System as described
in

Angle Error Analysis for the Electronic Omnl System

System error leading to errors in the measurement of target pitch, yaw,
roll, and line-of-sight are considered in the following three sections. The
results are presented at the end of each section.

Yaw and Pitch Angular Errors.- As described in appendix K, the null of the
radiation patterns transmitted by the target is caused to sweep alternately in
aximuth and elevation. The null is swept in a linear manner at o  mechanical
radians per second. For the case of the azimuth sweep (elevation sweep consie
derations are ldentical), the chasecraft azimuth coordinate relative to the
target antenns boreslght 1s determined by comparing the time of the null occur-
ance at the chasecraft with a timing reference signal.

From equation K5 of appendix K, the angular position of the desired null
is defined by:

B sin (wgt) + 2—7;9 sine=10, (527)

vhere B is the peak value of the time varyling phase shift,
A is the wavelength,

d is the distance between phase centers of the target interferometer
antenna pair,

In appendix K, it is shown that in order to achieve a linear nmull sweep with

< 7. Then for this condition-

2zd
no ambiguities for —90° <¢< 90°, we require g = i

with g = , the null position as a function of time is:

—e=wgh), (528)

and under these conditions the parameter measured, or the time of the null
occurance is:

‘A (529)
(z)s ‘

However, the radiation pattern generated by the target interferometer antenns

pair may deviate from the ideal case considered in appendix K. First, varia-

tions in 3a.nd/or 2nd will invalidate equation 528. Secondly, an RF phase

shift in one of the feeds to the target antenna pair will invalidate equation 527.
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27 d
First, consider deviations inf (or equiva.].ently-——;% ) from the desired

value of » . In equation 577 we replace B by B8 + AB to obtain as the null
condition: '

) 2nd
(B +AB) sin wgt +

sine=0, (53:)
AB . 2nd |
(1 +_”__) sin mst+T81ne=0, (531)
A
(1~£)sine=—sin wgt . (532)

A
But for small wvalues of —Btane , we use the following approximation:

7

A A
sin [e———ﬁtane]z[l——--—ﬁ]sinc, (533)
w w
Then the null condition of equation 532 becomes:
A
sin[e——Etane]=—sin wgt, (534)
7
or for small values of ¢ (i.e., near boresight):
t) =11 A'B] t
=it ost . (535)
Then for the chasecraft at €p , the time of occurance of the null is:
‘T
T = ——1 YN (536)
tr=r)es
and using equation 529 the apparent azimuth coordinate is:
AB
Asetmeqpll——1, (537)

m

and the error due to AS is:
AB 8
‘A ep=—ep oo (538)
The units are mechanical degrees for €7 in degrees and A in radians. AS may
be considered an error in either the modulation index, B, or the parameter

27d
"~ . Note that equation 538 is valid only near boresight.

Variations in 4@ and B will be the primary contributors to A . For example
we require that 4 = ﬁ or d = 0.15 m at an operating frequency of 1 GHz. Then
2
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A
+ 1 mm variations in 4 will cause fractional variations of * 6.7 x 1079 in —jé-

Considering variations in the modulation index, 8 , as well as in d, the total
(rss) equivalent fractiomal variation in A8 is 0.0l, such that equation
becomes: =

eA—eT=110__2 €q e
This equation represents angular measurement error due to variations in the
parameters f and 27d  Ppom the desired value of # . The equation is wvalid
near boresight. A

An RF phase shift in one of the feeds to the target interferometer antenna
pair introduces an undesired phase shift, Aéd. Then, instead of equation 527,
the null condition is defined by:

Af + B sin ogt + sine=0, (539)
27d . .
or letting ﬁ==_7r.= 7 the null condition is:
A6 (ko)
— + sine = —sin ogt *
1
But for small values of s we may use the following approximation:
7 COS ¢
A6 AG
sin [e+ — 1=— +sine, (541)
7 COS ¢ m
such that the null condition defined by equation 540 becomes:
A6
sin [e + ] = —sin og4t, (542)
7 COS €
or
AQ
e== —wgt . (543)
mCOS ¢

Comparing this equation with equation 528, it is seen that the angular measure-
ment error due to an RF phase shift of : A9 electrical degrees is:

L (54k)

mCOS ¢

Then for an RF tracking tolerance of + 1°, the mechanical angular error is
+ 0.320 at boresight.

In addition to the previously considered errors due to parameter variations
at the target transmitter array, error will be introduced in the measurements
made at the chasecraft receiver. The parameter measured at the chasecraft is
the time of occurance, T, of the null relative to the timing reference signal.
Then from equation 529, the estimate of the angular coordinate is gliven by:

= —wt, (51"5)
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Errors in o g and T contribute to the errors in the estimate as follows:

AeA=-—[Amst+ATms] s ' (546)
Af,
A5A=—-[f ey +ATwg]. (547)

S

As indicated above, fractional errors in the scan frequency, fg, result in
a measurement error proportional to the aximuth error, ¢4 . For a scan frequency
stability of one part on 10° the proportional error will be 10‘5€A . Timing
measurement errors result from receiver themal nolise, absolute timlng accuracy
limitations (e.g., counter accuracy), and errors in the timing reference signal.
Thermal noise errors will be discussed later. For a 1 MHz counter, the maximum
error is one count of + 1pus . This =* 1ps error corresponds to 0.0l4 mechani-

cal degrees for f£s = 375 Hz.

Errors in the timing reference signal depend on the method of providing
the signel. In general, target yaw and pitch measurements will only be requir-
ed at relatlvely close ranges. Then the timing reference signal may be provid-
ed by using the 375 Hz range subcarrier available at both the target and chase-
craft. In this manner, the sweep frequency, fs, is equal to 375 Hz, and the
37% Hz reference signal at the chasecraft leads the 375 Hz modulation by a time
interval corresponding to the two way range delay. That is, the timing refer-
ence signal will cause an error in AT equal to:

2R (548)

oy AT - — .
6 C

In appendix L , it is shown that the mean squared angular error or angle
Jitter variance (AJV) due to chasecraft receiver thermal noise is:

92 g9 2 4KTINF {5 Mechanical o (549)
Tg = (_n) B) Radians ’
Scos“e
A
where KT = 4 x 102l watts/Hz,
F = recelver noise figure,
fs = sweep frequency,
A = the chasecraft azimuth coordinate relative to the target antenna
borewight,
S = recelved signal power as determined by the radar range equation.

The above mean squaered error 1ls that for a single sweep. If a low pass filter
with noise bandwidth equal to Byp is used to integrate over several sweeps

the above angle Jjitter variance will be reduced by the factor, .
2B
< PLP
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The received signal power 1s given by the radar range equation:

P, G G A2 L
go ot " (550)
(42 R®
where Py = transmitted power (+ 20 dbw)s
Gt = transmitter antenna gain (0 db),
G, = receiver antenna gein (O db),
R = target-to-chasecraft range (m),
A = wavelength (0.3 m)»
L = loss factor (-3 db).

The quantities in brackets indicate the parameter values for the proposed
system. Then, substituting the range equation into the angle jitter variance
expression, we obtain:
2 4f _kTNF 2 p2 )
% (2)2 st (47)° R (55]_)
L cos,QeA P, G, Gr A2 L

’

. 2
o (16)2 fKINFR

o, = .
cos? €\ P, Gt Gr A2 L

(552)

Using the above indicated parameter velues with F = 14 db and fs = 375 Hz, we
obtain as the rms mechanical angular error due to thermal noise:

R
o, =252 x1076 (553)

7 cos €,

3

for R in meters. Note that this is the angle noise based on a single sweep.

m
For a low pass filter with noise bandwidth equal to h()‘g Hz, the single
sweep rms angular error due to thermal noise is reduced by the factor:

£ Y oy
(——y - ZBeyr 1 (554)
2 B p 2(40) 7 1.78

such that the rms mechanical error becomes:

o, =1.46 x 1075 (555)

0 COSEA,

40
for R in meters. The noise bandwidth of == Hz is consistent with that used
in the docking simulation study. 2

The results are summarized in table 25 where each term contributing to the
angle measurement error is listed separately. In general, the yaw and pitch
data are not required for ranges greater than about 300 m. At this range, the
bias error is 0.027 mechanical degrees and the remaining terms result in an rms
error equal to about 0.33 mechanical degrees, assuming the on boresight ( ¢ = 0)
case.
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TABLE 25 — SUMMARY OF YAW AND PITCH ANGULAR ERRORS

TYPE OF ERROR

SOURCE

ERROR
(MECHANICAL DEGREES)

COUNTER ERROR +0.014°
CONSTANT TERM
(10)
RF PHASING +0.32*
Af
s + 10_5 €
PROPORTIONAL fs
TERM (10)
A B/B +1072 ¢*

RANGE AND ANGLE
DEPENDENT (lo)

RECEIVER THERMAL
NOISE

+1.46 x 1078 R

CO0S ¢

BIAS

TIMING REFERENCE

(9 x 10-%)R

ERROR

* denotes near boresight approximation
¢ = yaw (pitch) error in mechanical degrees
R = target-to-chasecraft range in meters

Roll Angular Error in the Electronic Omni System.~ The relative roll orien-
tation of the target and chasecraft are determined by measuring the time inter-
val required for the swept null pattern to move between two widely spaced anten-
nas on the chasecraft. The method of generating the swept null pattern is pre-
sented in appendix K.

Let the antennas spacing on the chasecraft be d. Let the null pattern be
swept at an angle ((90—0)0)0, relative to a line between the two widely spaced
antennas as shown in figure 171.
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Then for a sweep rate of ®s mechanical radians per secondl, the time, T, requir-
ed for the null to sweep from one antenna to the other is given by:

T_dsin@ , (556)

R o

where R is the chasecraft-to-target range. The roll angle, 6, is given by:

R mST
g - sin~! { - (557)
which for 6 < n/4may be approximated by:
R o T
0= —— . (558)

Note that in order to determine © a knowledge of the target-to-chasecraft range,
R, is required. An estimate of the range, R, is available from the ra.nge/ range
rate radar.

From equation 558 errors in R, T, and d yield the following errors in the
roll angle measurement:

Aw
Ao - o (AR, s AT _ AdL (559)

R wg T d

Af Ad R AR
6 —— —0— +360— [AT +0 — . (560)

£ d

A6

In the latter equation, the units of A6 are in mechanical degrees for 6 in
degrees.

The first two terms result in proportional errors. For an oscillator

Af
stability of one part in 105, we have __°_, 10~5 and for a spacing accuracy

Ad _g °
of one part in 103 we have = +107%, Then the first two terms combine

to give a total fractional error equal to about , 109—3,
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The third term yields an error proportional to the target-to-chasecraft
range, R, for a constant timing error, AT. For a 1 MHz counter we have
AT = 4+ 1 ps. Then using fs = 375 MHz (as determined in the discussion of yaw
and pitch errors) and 4 = 1 m the third term becomes (1.35 x 10~3)R for R-in
meters. Timing errors due to thermal noise will be considered later.

The fourth term results from range measurement errors, AR. Since the
range measurement capability of the Electronic Omni System is similar to that
of the Integrated Phase System, we may use the earlier results to determine

AR. From that paragreph, using the 100 watt mode results, it is seen that
for R <870m, the range error R is approximetely (within 10%) constant and .
equal to + 0.13 m. Then at the relatively short ranges, where the roll measure-
ments would be used the fourth term becomes , (13 ﬁ mechanical degrees for R
in meters and @ in degrees. R

To this point, only measurement errors at the chasecraft receiver have
been considered; errors in the formation of the swept null waveform at the
target have not. In the discussion of target yaw and pitch angular measure-
ment errors, it was noted that errors, AS , in the modulation index (or

27 d
equivalent in T ) could cause the time of occurance of the null at the chase-

craft antenna with angular coordinate €7 , (relative to the target antenna
A

boresight) to be in eryor by — e seconds. This result is valid for

S

smal' Af and ep . Then in the case of the roll measurement the timing
error will be:
AB (561)
AT = o (GT]_—GTQ),

S
where €T1 and GTQ are the angular coordinates in radians of the two antennas
used in the roll measurement. But:
dsin g

le ~—6T2 ="® (562)

where d is the roll antemnna pair spacing and ¢ is the relative roll angle. The
Ruwg

roll error, A6, resulting from & timing error, AT, is given by Ad - — AT,
such that the error in roll measurement due to  AS becomes: d

Raog AB dsing AP
d nog R =«
The units on A6 above are in mechanical degrees for AB in radians and 9 in

A
mechanical degrees. Then for _B ~+ 1072 s wWe have 9 = 10=2 6, Note that

7

g
the expression is valid for roll angles, 0, <—4 ; yaw {(or pitch) angles,

Ag =

", and
51<-Z; and AB << 7 .

In the discussion of yaw and pitch angular measurement errors, it was noted
that an RF phase shift is one of the legs of the target pair used to generate
the swept null pattern would cause a constant error as given by equation sky .

No similar effect will occur in the roll measurement because the constant error

will cancel when the time difference is taken.
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In a menner similar to that discussed in the section on pitch and yaw
measurement errors, receiver thermal noise will result in errors in determining
the time of the null occurrence at each of the antennas in the chasecraft roll
antenna pair. Using equationMll., of appendix M, the mean squared timing error
or timing jitter variance in measuring the time required for the null to sweep
from one antenma to the other will be:

2 4y 1 1
d, —_— + s ’

T 774 st cos2el 005262 ’ (563)
where ¢ and ¢p are the angular coordinates, relative to the target antenna
boresight, respectively of the two chasecraft antennas used for the roll measure~
ment. The angles, ¢y and ¢, , are functions of the roll angle, ¢ as shown
in figure 172.

&HiﬂN@

TARGET

CHASER ROLL PAIR
l |

| R |
FIGURE 172 — TARGET ATTITUDE EFFECT ON RELATIVE ROLL MEASUREMENTS

When the target yaw and pitch errors have been corrected, the target roll axis
will be directed somewhere (depending on the relative antenna positions at the
chasecraft) between the two chasecraft roll antennas. Then the minimum value
of cos €, Or cos ¢, is:

R
JR2 4 (dsin0)2

? (564)
where 6 is the relative roll angle. Then for R>>d sin 6 , we have €4 ~€g = 0

and at smaller values of R, the roll angle, ¢, should approach zero such that
we still have €= €g = 0 Then the rms timing error equation becomes:

8n %
O = . (565)
T <774 st)
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But from previous results a timing error, T, yields a roll measurement error,
6, equal to:

R
6 =360 — fq AT . (Mechanical Degrees) (566)

Then combining the previous two equations, the per sweep rms roll measurement
error is:

(360)Rfg g, %

A8 = ( y . (Mechanical Degrees) (567)
d at st
If a low pass filter with bandwidth equal to BLP is used to average over

2B L
several sweeps the resultant rms angle noise is reduced by the factor ( LP)/2

such that the resulting rms angular error is: fg
(1440)R "BLp % (Mechanical Degrees) (568)

= dﬂ2 3 . 5

Substituting for S from Equation (22) we have:

; (5760)2 R2 KINF By p %

dm A PthGrL) ’ (569)

where we have used n = KTF. F is the receiver noise figure and kT = 4 x 10l
watts/Hz .
Then, using d = 1m, A = 0.3m, F = 14db, Brp = 40— Hz , L = —3db,
P, = +20dbw, and Gt = Gy odb, we have: 2
_ -6y p2 ;
A6 = (2.16 x 107 °) R?, (Mechanical Degrees) (570)

for R in meters.

The above derived results for roll measurement errors in the electronic
Omni system are summarized in Table 26 .
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TABLE 26 -
SUMMARY OF ROLL MEASUREMENT ERRORS IN THE ELECTRONICS OMNI SYSTEM

MEASUREMENT ERROR
TYPE OF ERROR SOURCE (MECHANICAL DEGREES)
(FOR 6< 45°)

ROLL ANTENNA SEPARATION 10-3¢

Ad/d
PROPORTIONAL (1)

L, (0@

AB/B 10

COUNTER TIMING ERROR (1.35 x 10~ R
RANGE DEPENDENT (10)

RECEIVER NOISE (2.16 x 10~8)R2 m
RANGE AND ROLL ANGLE 6
DEPENDENT (10) AR 0.1372

6 RELATIVE ROLL ANGLE IN MECHANICAL DEGREES
R = TARGET-TO-CHASER RANGE IN METERS

d= ROLL ANTENNA PAIR SEPARATION (1m)

(1) dSINA<<R

(2)AB <<7
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LOS Measurement Errors in the Flectronic Omnl System.- A phase sensing
sum and difference monopulse technique is employed to measure the target angu-
lar coordinates relative to the chasecraft antenna boresight. A simplified
(nheterodyning ommited) single plane receiver is shown in figure 173.

p3
A 2 > AMPLIFIER — l
> a '
ERROR |
d AGC SIGNAL [ sppvo | J
CONTROL
L
< A

AMPLIFIER [meemeeipt- 77/2 |

FIGURE 173 — EOS-LOS MEASUREMENT SYSTEM

As shown, the angular error signal is developed in the normal manner for
a éum and difference system. A more complete discussion of the angle sensing
technique is given in appendix L. The error signal is used to control the
variable phase shift, a , such that anull is maintained. Thus, the value of
a ylelding a null is a means of the electronic boresight, which is an estimate
of the target angular coordinate.

For a target angular coordinate, ¢, the electrical phase difference between
the signals induced at the two interferometer antennas is:

2nd
& = A sine , (571)

where 4 is the interferometer separation, and A is the wavelength. The phase
shifter, ¢ , causes the apparent phase difference to be ¢ "= ¢ ~a. But from

appendix L, the angular error output is proportional to sin (-%— ). Then in
order to achieve a null, the phase shifter must be adjusted such that gt = O or:

sine . : (572)

For small ¢ we may replace sin ¢ by ¢ such that the estimate of the target posi-
tion becomes:
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A

€=55 @ (573)
Then errors in A , 4, and a yleld the following measurement errors:
AX Ad A
Aemegm—eg v (50 Ao (574)

For an oscillator stability of one part in 10° and a spacing accuracy of
one part in 102, the first two terms combine to yield a proportional error term
approximately equal to 102,

The last term results from errors in the knowledge of the phase shifter
values. Primary contributors to this error source are precomparator (RF) phase
shifts end phase shifter readout errors. Assuming + 1 electrical degree, due
to RF phase tracking, and + 0.5 electrical degrees, Tdue to readout errors, the
last “term 1n equation 574 becomes 0.36 mechanical degrees. Here we have used

A=2d, which corresponds to the maximum allowable value of 4 without ambigui-
ties, as discussed in appendix L.

Thermal noise errors are discussed in Appendix L. Equation L-21 gives the
mean squarred angular error or angle jitter variance near chasecraft
antenna borewight for high IF signal-to-noise ratios. Using this equation,
the rms mechanical angular error in units of mechanical degrees is:

A 180 BLp7 %

%~3 . ‘0ess (575)

where d is the interferometer spacing,

A 1s the wavelength ,

1 is KIF,
KT = 4 x 10-21 watts/MHz ,

F & receiver noise figure,
1P = nolse bandwidth of the sero loop,

received signal power.

B

S

Note that a factor of two in the mean squared error has been included to account
for time sharing the receiver between azimuth and elevation measurements. The
received signal power, S , is given by equation 550. Then substituting for S,
the rms mechanical error in unlts of mechanical degrees becomes:

984R BLP kT"F)%
o, = °
6 4 ‘P GG, L

(576)

Evaluation of this equation using d = 0.15 m, Bpp = = 40 %Hz., F = 14 db,

L=-3db, ¢=¢,=0 dband Py = +20 dbw yields (6.67 x 10-T) R for R in meters.
The assumed low pass fllter bandwldth corresponds that used in the docking
simulation studies. The value of d used corresponds to the unambigious require-
ment for A = 0.3 m.

329



The LOS angle neasurement errors are summarized in the following table. .

TABLE 27 - SUMMARY LOS ANGULAR ERRORS IN THE ELECTRONIC OMNI SYSTEM

(NEAR BORESIGHT)

ERROR

TYPE OF ERROR SOURCE (MECHANICAL DEGREES)

RF PHASE AND READOUT

CONSTANT (o) ERRORS 0.36
PROPORTIONAL (1¢) Ad/d 10-2,
RANGE RECEIVER NOISE 6.67 x 10~/ R

DEPENDENT (10)

R = TARGET-TO-CHASER RANGE IN METERS
¢= LOS BORESIGHT ERROR IN MECHANICAL DEGREES
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VENDOR SURVEY

McDonnell distributed the questionnaire shown in the next page to 91
electronic industries. Responsive replies were received from 9 companies,
which are being supplied to the Contracting Officer. The meager response
is believed to be primarily because most of the work in this area is proprie-
tary in nature. Also, many firms indicated that they were not doing work that
directly related to the problem. The companies responding were:

Airborne Instruments Laboratory
Autonetics of North American

Cubic Corporation

General Dynamics/Electronics
Honeywell, Inc.

Motorola

Norden Division of United Aircraft
Polarad

Raytheon

The response from Airborne Instruments Laboratory was in the form of
recommended systems for the measurement of range, range rate, tilt, and
rotation. A basic block diagram of each separate system was provided along
with an operational description. The recommended ranging system is cooperative
PM-CW operating at L Band. The range-rate system is & noncooperative CW sine
wave modulated system operating at X-Band. The recommended tilt and rotation
system is a path-length-difference multiple antenna measurement system similar
in principle to the Cubic system and to the recommended IPS of this report.

Avtonetics of North American replied by letter in which they briefly point-
ed out their developments in the field of long range 'chirp” altimeters which
can operate to 2,000 kilometers, and their tri-mode radar which can operate
as a rendezvous radar altimeter for ranges to 250 miles.

Cubic Corporation responded with information concerning their "Integrated
Position Altitude - Data System". In this system range is measured by a coop-
erative phase modulated CW technigue. The position-attitude angle measurements
are made by the path-length-difference phase comparison technique. The sug-
gested use of L-band frequency pairing for fine and coarse angle measurement
is common in principle to the IPS system of this report, but uses many carrier
frequencies rather than the sequential antenna switching used by the IPS sys-
tem.

The General Dynamics reply included a brief description of their "Aircraft
Station Keeper System”. It was pointed out that range and range rate can be
accomplished by using either pulse or CW techniques and that angle measurements
are accomplished by multiple interferometers. The operating frequency mentioned
is in the X-band region. The ASK techniques appear to be applicable to the
docking and rendezvous problen.
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FIGURE 174 -
ELECTROMAGNETIC MEASUREMENT SYSTEM DESIGN PARAMETERS

® Measurement System

® System Function

® Applicable Documents and Contracts
® Abstract of system operation and operational procedures
® Target Characteristics

@ Physical Parameters
Size
Weight
Power

Gimballed or fixed

o Electromagnetic Parameters
Type of antenna(s) or sensor(s)
Size of antenna(s) or sensor(s)
Band width
Directivity
Positioning with respect to spacecraft axes

® Electronic Porameters
Type of signal generation and detection
Output signal format (analog, digital, scale factor, bits, data rate, etc.)

® System Parameters
Range limits and accuracy
Range rate limits and accuracy
Angular coverage and determination
Angular accuracy
Accuracy of determination of relative attitude and rate of change
Target size and shape
Dynamic response
Computational requirements
Reliability
Mounting requirements and location

® Environmental control requirements (temperature limits, vibration, radiation, shock, etc.)
o Cost

® Design status

@ Incremental cost for design improvements

® Susceptibility to anomalies

@ Operational limits (day, night, vehicle attitude maneuver range, etc.)

® Applicability to simultaneous communication and/or command link

® Developmental flight tests required
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Honeywell, Inc. supplied a description of their "Trilign" three-axis
passive optical alignment system. The system is based on the principles of
transmitting collimated light from an optical unit to a remotely located
transponder. The system begins operating at about 100 feet provided that a
supplementing system is used up to this point for coarse alignment. The
"Trilign" becomes more accurate with closure. Another system such as a radar
altimeter or laser range finder is required for docking. A communication link
is not presently provided.

Motorola, Inc. enclosed a paper entitled, "Unified S-Band Rendezvous
Sensor" which was presented at the National Space Navigation and Commmnmicas
tion Meeting on April 29 and 30, 1965, in Houston, Texas. The unified system
provides range, range rate, and line-of-sight angle measurement for rendezvous
and also a voice channel, telemetry, and tracking by way of a unified S-band
transmitter, transponder, and receiver. The paper considers how the systen
can be applied to satisfy the Apollo LEM - Command Module requirements.

Norden enclosed with their response, Report No. C930080-12, "Ultrasonic
Light Scanning and Active Optical Imaging System" and Proposal No. PROSLS5A,
"Laser Imaging, Detecting, and Ranging Radar (LIDRR)". The LIDRR system is
capable of target identification location. This appears to be a promising
approach to the noncooperative docking problem although it does not have
provision for the measurement of target attitude orlentation angles, angle
rates, or target rotational axes and rates in its present form.

Radiometric Division of Polarad Corporation responded with a description
of their "Radiometrics Electromagnetic Measurement System Design Parameters".
The pulse radar range system and aximuth-elevation type line-of-sight angle
measurement system use an X-band, broadband, biconical antenna.

Raytheon responded with four documents desceribing (a) a two-tone PM-CW
cooperative X-band system, using a gimballed parabolic antenna, (b) tests and
evaluations of the system, (c) a cooperative range, range-rate, and LOS angle
measurement system, and (d) a short range noncooperative triangularly modulated
FM/CW range and range rate system.

The above inputs were quite useful to the study. They were very late

and do not fully meet the requirements, but do tend to support the tentative
conclusions regarding feasibility of some of the subsystems.
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CONCLUSIONS

The results of this study have indicated that, although mission require-
ments vary over a wide spectrum, sensors capable of meeting these requirements
can be developed. The wide variety of mission requirements was recognized
from the beginning and defined early in the study. It 1s evident that no one
system is optimum for all requirements; the complex systems required for the
more demanding missions are larger, heavier, and more costly than required for
a system having lesser requirements. However, the development program for a
system capable of measuring all the parameters of interest will, by its very
nature, include development of technology which will also have application to
the lesser requirements.

Manned spacecraft, such as Gemini, which have been specifically designed
to dock with a mating section and to provide a clear view of the docking
mechanisms, do not necessarily need a docking sensor, once rendezvous has been
completed. HoOwever, even for this type of spacecraft, an accurate short range
distance indicator would provide useful supplementary data. When direct visual
monitoring is precluded by other higher priority mission requirements, a clos-
ed circuit television system is an attractive approach; but in this case, the
distance measuring equipment becomes more important a&s a complementary portion
of the system. The two devices which show most promise for this short range
distance measuring requirement are the nuclear system, for cooperative sappli-
cations, and antenna probes for the non-cooperative ones. The nuclear system,
with Mossbauer range rate sensing, is still in the conceptual stage, but offers
short range performance beyond any known requirements. Antenna probes have
many shortcomings (limited range, sensitivity to target material and shape,
etc.), but are quite promising as a short range assist system against a known
target.

As the requirements on the sensor system increase to include LOS tracking
and ranging to greater distances, radars come into their own. As discussed
in detail in an earlier section, CW radar techniques have a general advantage
over pulsed radars for this application. However, some of the more attractive
systems require considerable switching of the CW signal; antenna sequencing and
ICW ranging techniques. Light weight non-coherent optical systems are potenti-
ally applicable, but are in an earlier stage of development. Additionmal
detailed analyses will be required before corcluding the tradeoff between RF
and optical radars as docking systems.

Target attitude determination becomes a particularly significant problem
when the mission requirements indicate the need of an automatic closed loop
docking system. Certain missions avoid the problem by including provisions
for the target to control its attitude to some known inertial reference,
requiring only that the chasecraft control its attitude in a similar manner,
approach the target from the proper direction, and control relative velocity.
Another promising technique, when the target has enough equipment allowance,
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is to provide a closed loop LOS tracker and alignment system within the target,
requiring only that the chasecraft control its alignment to the LOS, maintain
a constant direction of approach, and program range rate as a function of
range. Since techniques for performing these functions are straightforward
and would be included as an incidental part of programs pointed toward the
more difficult missions, little emphasis was placed on their investigation.

The Integrated Phase System (IPS) represents a particularly attractive
system for development at this time since (a) it is versatile enough to
satisfy the docking requirements of many missions, (b) it includes many of
the more promising measurement techniques as subsystems, and (e¢) it yilelds
very good extended range performance, thereby doubling as a rendezvous radar.
However, several of the new features of the Integrated Phase System require
experimental evaluation to establish the magnitude of the instrumentation
errors.

The Electronic Omnirange System (EOS) also measures the full set of dock-
ing parameters within the chasecraft. The accuracy of the system is somewhat
less than that provided by the Integrated Phase System. However, the Elec-
tronic Omnirange System is approximately 30% less complex and has fewer
potential developmental problems than the Intergrated Phase System. No clear-
cut choice between the two systems is apparent, the choice being a function
of a tradeoff between development time, accuracy, and complexity.

The noncooperative system selected as being worthy of further analysis
and development is the multi-beam doppler sample (MBDS) system. This system
represents a slight compromise in capability to avoid some of the extreme data
processing requirements of the other approaches. Several experiments associ-
ated with its development have broad application to the general docking
problem.
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RECOMMENDATIONS

A Dbroad spectrum of systems are applicable to some phase of one or more
of the missions involving docking. However, much of the technology required
by these systems 1s being developed on other programs, some of which are for
applications other than rendezvous and docking. It is therefore recommended
that:

a. Other development programs contlnue to be monitored and their out-
puts analyzed for applicabillty to docking systems.

b. A nuclear system using the Mossbauer effect be developed for short
range application and carried through the feasibility demonstration
stage.

c. An antenna probe system be further evaluated in a design study and
feasibility demonstration.

d. An extensive trade-off study be performed to better evaluate the
relative advantages and disadvantages of applying noncoherent
optical carrier techniques to the recommended rf docking systems.

e. The multi-beam doppler sample (MBDS) system be developed for non-
cooperative application and carried through the feasibility demon-~
stration stage.

f. A cooperative system be developed for application to the class of
missions which require precise automatic control.

Recommended program plans for implementing the above recommendations are
given in the followlng paragraphs. Each of these programs has been organized
to provide for convenient phasing of major tasks.

ANALYSES OF RELATED PROGRAMS

Several current developmental programs should be closely monitored to
determine the applicability of the systems or subsystems to docking require-
ments. The LEM docking radsr, being developed by RCA, and the Laser radar,
being developed by ITT, San Fernando for the NASA Marshall Space Flight Center,
are of particular interest. It is recommended that data from these and other
related programs be compiled and analyzed to establish which portions of the
total spectrum of requirements are being fulfilled by the systems or sub-
systems under development.
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NUCIEAR (MOSSBAUER) SYSTEM PROGRAM PLAN

Evaluation of the nuclear range and range rate sensing technique as a

short range assist system includes four tasks:

Be

Ce

d.

Tesk I - Conduct a design study to establish source materials to
be evaluated, technique for moving the absorber, and scope of

experimental program.

Task IT. - Evaluate, by laboratory experiments, significant para-~
meters, such as absorber characteristics, source configuration,
temperature effects, and detector placement.

Task ITI. - Fabricate a feasibility demonstration model of the

system.

Task IV. -~ Demonstrate feasibility and evaluate the applicability

of the system.

The schedule for accomplishing the above tasks is shown in figure 175.

FIGURE 175 — SCHEDULE - NUCLEAR SYSTEM PROGRAM

MONTHS AFTER GO-AHEAD

0 6 9 12 15 18
TASK ! DESIGN STUDY ]
TASK Il EXPERIMENTAL EVALUATION |
TASK Itl MODEL FABRICATION |
TASK IV DEMONSTRATION AND EVALUATION L]
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ANTENNA PROBE SYSTEM PROGRAM PLAN

Evaluation of the antenna probe sensing technique as a short range assist
system includes four tasks:

a., Task I. - Conduct a design study to establish the best operating
frequency (above the plasma frequency associated with the iono-
sphere), the desired directivity, and the type of measurement (e.g.,
VSWR) .

b. Task II. - Evaluate, by laboratory experiments, the significant para-
meters to establish feasibility.

¢c. Task ITI. - Fabricate a feasibility demonstration model of the
system.

de Task IV. - Demonstrate feasibility and evaluate the applicability of
the system.

The schedule for accomplishing the above tasks is shown in figure 176 .

FIGURE 176 — SCHEDULE — ANTENNA PROBE SYSTEM PROGRAM

MONTHS AFTER GO-AHEAD
0 3 6 9 12 15 18
TASK 1 DESIGN STUDY I
TASK Il EXPERIMENTAL EVALUATION .
TASK Il MODEL FABRICATION |
TASK IV DEMONSTRATION AND EVALUATION ]

ANATYSTS OF APPLICABILITY OF NONCOHERENT OPTICAL TECHNIQUES

As discussed in the section on optical radar systems, many of the rf
docking systems lend themselves to modification for the use of an optical
carrier, in which the usual rf carrier is amplitude modulated on a noncoherent
optical carrier, is demodulated when it returns, and is then processed in the
usual manner. Since the state-of-the-art is changing rapidly in this area
of technology, it is recommended that a comprehensive trade-off study be con-
ducted to evaluate the relationships of size, weight, cost, reliability,
availability, etec. for a given operational capability using the two approach-
es; i.e., with and without the added optical carrier.
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NONCOOFERATIVE DOCKING RADAR PROGRAM PLAN

Evaluation of the multi-beam doppler sample (MEDS) system as & non-

cooperative docking radar includes four tasks:

a. Task I. - System Definition

be Task II. - Experimental Verification of Techniques

ce Task IITI. - Feasibility Demonstration Model Fabrication

d. Task IV. - Demonstration and Evaluation

The schedule for accomplishing the above tasks is shown in figure 177 .

FIGURE 177 — SCHEDULE —~ NONCOOPERATIVE DOCKING RADAR PROGRAM

MONTHS AFTER GO-AHEAD

o
=)

12 18

[ TASK | SYSTEM DEFINITION

a. DEFINE BASIC SYSTEM PHILOSOPHY
AND OPERATIONAL REQUIREMENTS

b. DEFINE MEASUREMENT REQUIREMENTS

c. DETERMINE CHARACTERISTICS OF
MAJOR SYSTEM COMPONENTS

d. DEFINE CAPABILITIES OF SYSTEM

t TASK Il  EXPERIMENTAL VERIFICATION OF TECHNIQUES

a. SOLID STATE MULTIPLIER 70 GHz

b. VIDEO DETECTION RANGE CIRCUITRY

c. DOPPLER MEASUREMENT TECHNIQUES

d. ANTENNA AND ANTENNA SWITCHING DESIGN

e. ANGLE MEASUREMENT IMPROVEMENT EXPERIMENTS

TASK (Il FEASIBILITY DEMONSTRATION MODEL
a. PHYSICAL DESIGN AND INTEGRATION

b. PROCURE SUPPLEMENTARY SYSTEM COMPONENTS

c. ASSEMBLE MODEL
d. ELECTRICAL TEST
e. DESIGN TARGET

f. ASSEMBLE TARGET

TASK IV DEMONSTRATION
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System Definition

The system definition task includes an extension of the Electromagnetic
Gulidance Study analyses to:

Q.
b.
Ce

d.

Define Basic System Philosophy and Operational Requirements
Define Measurement Requirements
Determine Characteristics of Major System Components

Define Capabilities of System

Experimental Verification of the Technigues

It is recommended that early evaluation of the following techniques be
initiated:

a.

b.

Coe

d.

(=Y

Solid State Multiplier, 7O GHZ - The purpose of this task is to
develop a varactor multiplier developing 100 uW at TO GHz; to
develop a switching technique with adequate switching speeds and
on-off ratios; and to provide a source with frequency stability
adequate for the required doppler measurement.,

Video Detection Range Circuitry - The purpose of this task is to
demonstrate in the laboratory the capabilities of short range
(<10 ft.) measurement technigues.

Doppler Measurement Technique -~ The purpose of this task is to
develop and demonstrate the pulsed frequency measuring technique
required for the rotation rate measurement.

Antenns and Antenna Switching Design - The purpose of the task is
to design the antemna with the multiple beams and the waveguide
switching circultry. It includes investigation to determine if
the waveguide switching circuitry can be reduced in size.

Angle Measurement Improvement Experiments - The purpose of this task
is to determine the magnitude of the glint error and its dependence
upon beamwidth and squint angle and to investigate such techniques
as frequency agility to reduce the effect of this error.
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Feasibility Demonstration Model

This phase of the program includes the design and construction of a
feasibility demonstration model with the measurement capabllities required
for the noncooperative docking radar. This model uses specialized system
components developed In the technigues experiments, standard system com-
ponents procured from specialty subcontractors, and standard laboratory
components, where applicable. A docking target having translational and
rotational motion capabilities is needed for this demonstration.

a. Physical Design and Integration - The purpose of this task is to
design the physical layout of the system, to perform electrical
system integration, and to solve interface problems between sub-
systems.

b. Procure Supplementary System Components - The purpose of this task
is to specify and purchase standard system components for the
feasibility demonstration model,

c. Assemble Feasibility Demonstration Model

d. Electrical Test Feasibility Demonstration Model - The purpose of
this task is to electrically test the feasibllity demonstration
model to insure that it meets specified performance.

e. Design Target - The purpose of this task is to design a target
representative of anticipated targets. This target should be
designed so that translational and rotation motion can be pro-
duced by the target and can be monitored.

f. Assemble Target -~ The purpose of this task is to provide the
target to be used for the demonstration.

Demonstration

The feasibility demonstration requires an echo-free environment such as
an anechoic chamber. The feasibility demonstration model is used to demon-
strate its capability of measuring range, range rate, LOS angle, target rota-
tion rate and rotation axis. Adequate instrumentation is required to produce
a permanent record of this test.
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COOFERATIVE DOCKING RADAR PROGRAM PILAN

Evaluation of a cooperative docking radar includes the following tasks:

Task I.

Task II.

Tagk TIT.-

Task IV.

Complete the definition of the Integrated Phase System and
the Electronic "Omni" System, their logic circuits, and
error analyses, and select the system to be developed.

Experimental Verification of Techniques - Specific tasks are
functions of which system is selected. The IPS requires in-
vestigation of:

a. Antenna switching and its effect on the phase lock loops.
b. The sample and hold circuits.

c. The phase lock receiver,

The EOS requires investigation of:

a. The swept null attitude transmitter and receiver.

b. The phase lock loops.

c. The relative roll attitude receiver.

Fabricate Feasibility Demonstration Model

Demonstration and analysis of applicability.

The schedule for accomplishing these tasks is shown in figure 178 .

FIGURE 178 — SCHEDULE -~ COOPERATIVE DOCKING RADAR PROGRAM

MONTHS AFTER GO-AHEAD
0 6 12 18
TASK 1 SYSTEM DEFINITION —
SELECT SYSTEM \v4
TASK Il EXPERIMENTAL VERIFICATION EE—
TASK 11l FEASIBILITY DEMONSTRATION MODEL E—
TASK IV DEMONSTRATION AND ANALYSIS I
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APPENDICES
APPENDIX A - SURVEY OF CW RADAR SYSTEMS

In the past, CW radars have been used extensively on aircraft for measur-
ing altitude. More recently, they have been proposed for use on spacecraft as
rendezvous and landing sensors. The characteristics of some of these systems
are summarized in this appendix.

Aircraft Redio Altimeter (AL-101)
Developed by Collins Radio
(reference 19 )

Modulation: Wideband (100 MHz), triangular modulated, FM~CW; 100 Hz modula-
tion frequency; measure difference frequency between transmitted
and received signal to determine range; no range-rate.

Transmitter: 0.5 watt; 4.2 - 4.4 GHz (C-Band); solid-state frequency multi-
plier chain.

Recelver: Direct mixing with crystal mixer; O frequency IF; automatic tracke-
ing filters; filter roil-off above the frequency expected at any
altitude is varied with altltude to reduce receiver bandwidth.

Altitude (Earth Surface): O to 2,500 feet; accuracy of + 2 feet or + 2% to
500 feet, and + 5% from 500 to 2,500 feet.

Antenna: Separate transmit and receive antennas; two small horns separated by
36 inches.

Physical Characteristics: Weight including antennas and indicator of 23 pounds;
packaged in a 1/2-ATR-short case; primary power of
70 watts; all solid-state; has built in time delay
for calibration check at 100 feet altitude plus
several continuous malfunction detectors.
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Space Rendezvous and Landinﬁ Radar
Proposed for LEM by Emerson klectric

Laboratory Feasibility Demonstrated
(reference 16 )

Modulation: Wideband, sine wave modulated, FM-CW; several tones for resolving
ambiguities and providing range accuracy; phase of received tones
measured to determine range; carrier doppler measured to deter-~
mine range rate.

Transmitter: 0.1 watt; 16 GHz (Ku-Band); klystron oscillator.

Receiver: Balanced crystal mixer; 20 MHz IF; phase lock frequency demodulator;
active feedthrough cancellation for noncooperative operation.

Cooperative Range: 10 feet to 250 nautical miles; accuracy of 1% or + 5 feet.

Noncooperative Range: 10 feet to 3 nautical miles on 10 square meter target;
accuracy same as above

Altitude (Lunar Surface): 10 feet to 20 nautical miles; accuracy same as
. above.

Range Rate: O to + 6,000 feet/second; accuracy 1% or + 1 foot/second.

Horizontal Velocity (Ilanding): O to + 6,000 feet/second; accuracy 1% or
+ 1 foot/second.

Antenna: Two foot parabola; conical scan for angle tracking during rendezvous
and horizontal velocity determination during landing; angle tracking
accuracy of + 1 milliradian; angle rate accuracy of + 1 milliradian
per second.

Physical Characteristics: Radar weight « 28 pounds; rader volume - 2,000
cubic inches excluding antenna; radar prime power -
75 watts; transponder weight -~ 5 pounds; trans-
ponder volume - 640 cubic inches; all solid state
except for transmitter klystron.
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Space Rendezvous and Landing Radar
Proposed for LEM by Raytheon
(reference 20 )

Modulation: For rendezvouse sine wave modulated PM-CW; multiple tones phase
modulate carrier + 1/2 radian; phase of received tones measured
to determine range; carrier doppler measured to determine range
rate. For landing - 50 MHz sawtooth sweep, linear FM-CW at TO
Hz modulation frequency.

Transmitter: 0.5 watt (rendezvous), 5.0 watt (landing), 13.5 GHz, klystron
oscillator; ferrite phase shifter for phase modulation.

Receiver: Crystal mixer; 24 MHz IF (multiplied up from 2 MHz ranging sub=-
carrier in transponder); phase lock demodulators.

Cooperative Range: 5 feet to 200 nautical miles; accuracy + 2 feet.

Altitude (Lunar Surface): 10 feet to 20 nautical miles; accuracy + 4% or
+ 2 feet.

Range Rate: Accuracy of 1/2 foot per second with 1/10 second smoothing.

Horizontal Velocity: Three beams (based on APN-113) accuracy of +1 foot/
second or 0.1%.

Antenna: Combined antenna is 21 inches in diameter by 13 inches thick; uses
elliptical folded metal lens for velocity tracking and 4.5 inches
parabola for close in rendezvous; angle tracking accuracy of 0.015
degrees.

Physical Characteristics: Total radar weight of 34 pounds including 15 pounds
for antenns gimbals; primary power of 150 watts;
transponder weight of 8.5 pounds; transponder
primary power of 20 watts.
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Space Rendezvous Radar (STELATRAC)
Proposed by Space Technology Labs
Laboratory Model Developed
(references 21 and 22 )

Modulation: Sine wave modulated PM=CW for cooperative operation with 4MHy
modulation signal; range ambiguities resolved by linearly sweep-
ing the 4 MHz ranging subcarrier in frequency; phase of ranging
subcarrier measured to determine range; interrupted CW for
noncooperative ranging; carrier doppler measured to determine
range rate.

Transmitter: 0.5 watt, 10.4 GHz (X-Band) solid state multiplier.
Receiver: Crystal mixer; phase lock demodulation.

Cooperative Range: O to 120 nautical miles; accuracy of + 1 foot.

Range Rate: Accuracy of + 0.05 foot/second.

Antenna: Uses 22 db horns and measures angle by phase interferometer techni-
que; uses injected reference technique to compensate for phase
shifts through IF amplifiers; angle accuracy of + 1 milliradian
with 2 foot baseline.

Physical Characteristics: Total welght of rader and transponder is 40 pounds
plus 10 pounds for antenns; all solid state.

34T



Unified S-Band Rendezvous Radar
Proposed by Motorolla (Reference 23)

Modulation: Sine-wave modulated PM-CW (450kHz); range ambiguities resolved
by 60K bit/sec. biphase PN modulation of range modulation.
Range signal frequency multiplexed with 2 way voice and data
transmission. Cooperative rendezvous only.

Transmitter: 0.250 watt S-Band (Part of DSIF transponder)

Receiver: Crystal mixer; phase lock demodulation
Range: 740 miles unambiguous; accuracy + 10 meters at 40O miles
Range Rate: Accuracy of + .1 meter/sec at 400 miles

Antenna: Parabolic reflector, 2 ft. dia for transmitt, 4 helix inter-
ferometer for receive. Omnidirectional antenna on target vehicle.

Physical Characteristics: Radar weighs 23 pounds plus 20 pounds for
antenna. When used with existing DSIF-
S-band transponder and antenna, rendezvous
function requires only 14 pounds. Target
vehicle transponder weighs 14 pounds.
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NOMAD (Noise Modulation and Detection) Radar
Proposed by Westinghouse
(reference 24 )

Modulation: Interrupted CW with 20% duty cycle; 2.5 millisecond pulses at a
PRF of 80 Hz; during 2.5 millisecond pulse transmits binary
ranging codes that phase modulate carrier zero degree for 1l's
and 180° for O's; have a coarse, medium, and fine code for
resolving ambiguities and accurate range determination; carrier
doppler used to determine range rate.

Transmitter: 0.1 watt, 9.8 GHz (X-Band), solid-state multiplier.

Receiver: Crystal mixer; 38 MHz IF with offset accomplished in transponder;
phase lock demodulator.

Cooperative Range: O to 500 nautical miles, accuracy of .0008% or 1.4 foot
(fine range clock frequency is 781.25 kHz).

Range Rate: O to + 5,000 feet/second; accuracy of 1% or 1 foot/second.

Antenna: Antenna not specified other than a "lobing technique" with lobing
frequency synchronous with PRF.

Physical Characteristics: Radar weight (excluding antenna) is 22.85 pounds;
radar volume is 524.15 cubic inches; radar primary
power is 69 watts; transponder (excluding antenna)
weight is 17.66 pounds; transponder volume is
427.7 cubic inches; transponder primary power is
32 watts; assume modular circuits will be used to
a great extent.
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Space Rendezvous and Landing Radar
Proposed for LEM by Laboratory for Electronics (LFE)
(Reference 25 )

Modulation: Interrupted CW; alternately pulse transmitter and local oscilla-
tor; 50% duty cycle; range determined by having PRF track down
to 1,000 feet, and measuring PRF; phase of received modulation
measured to determine range to zero feet; carrier doppler used
to determine range rate.

Transmitter: 0.3 watt, 9.8 GHz (X-Band), solid state multiplier.
Receiver: Crystal mixing with phase lock frequency trackers.

Cooperative Range: O to 250 nautical miles, accuracy 1/2% or + 2 feet.

Noncooperative Range: O to 12 nautical miles, accuracy 1/2% or + 2 feet.

Altitude (Lunar Surface): O to 20 nautical miles, accuracy 1% or + 2 feet.

Range Rate and Horizontal Velocity: O to 6,000 feet/second; accuracy of
+ 1/2 foot/second.

Antenna: Uses 10 inch dielectric lens antennsa containing three beams for
horizontal velocity determination, and four lobe monopulse for
angle tracking; angle tracking accuracy is + 2 milliradians.

Physical Characteristics: Radar weight (including antenna) is 34 pounds;
radar volume (including antenna) is 1,900 cubic
inches; radar primary power is 84 watts; trans-
ponder weight is 5 pounds; transponder volume is
130 cubic inches; all solid state.

350



PRADOR (PRF Ranging Doppler Radar)
Developed by Westinghouse
(References 26 and 27 )

Modulation: Interrupted CW; diode switch switches RF to dummy load; use PRF
tracking and measure PRF to determine range; carrier doppler
measured to determine range rate; 37.5% duty cycle.

Transmitter: 0.125 watt, 8.7 GHz (X-Band), solild state multiplier.

Receiver: -Crystal mixer, 34 MHz IF, phase lock demodulator.

Cooperative Range: O to 500 nautical miles; accuracy of 0.5% or 3 feet.

Noncooperative Range: 25 to 25,000 feet (with added 4 pounds, 50 cubic inches
and 2.5 watts).

Range Rate: O to + 5,000 feet/second; accuracy of 1% or 1 foot/second.

Antenna: Flat plate array with 5 degrees beamwidth and sequentiel lobing;
angle accuracy of 3 milliradians; antenna 16 inches by 16 inches
and weighs 24.5 pounds.

Physical Characteristics: Radar weight (excluding antenna) is 24.0 pounds;
transponder weight (excluding antenna) is 22.0
pounds; radar volume (excluding antenna) is 1.75
cubic feet; transponder volume (excluding antenna
1.5 cubic feet; all solid state.
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APPENDIX B - PHASE AND FREQUENCY NOISE

) Phase and frequency noise has been analyzed by Mlsche Schwa.rtz, (reference
k). :
Assume the recelved signal is a sine wave at frequency m3 and amplitude

Ao vhich is added to a noise signal n(t) at frequency (v, +© ) with amplitude
An, i.e.:

e (t) + n(t) = Ap cos wyt + A cos (wg + w)t | (B1)

The power in the noise signal at frequency (@o+ @) is equal to the power
spectral density of the noise (assumed flat) times the differential bandwidth,

l.e.:
2

A2i = No df, (B2)
The received signal plus noise can be written as:

e (t) + n(t) = A(t) cos [wgyt + O(t)]. (B3)
That is, the received signal is amplitude and phase modulated. Assume the

amplitude modulated term is removed by hard limiting prior to demodulation.
The phase modulation term is:

Aj sin ot A A
o(t) = tan—1 A L A L= tan—1 A_n sin ot = —Ai sin ot , (Bk4)
o+ An COS w [s) o)

for Ay >> An (large signal-to-noise ratio).

Thus, the received carrier is phase modulated by the noise term given
by (B4). The power in this phase noise component is:

2 2
dN6=%<—/ﬁl~) =1/(A" 2) o g
Ao *\ ¢ 2 9" (B5)

2
A
from (B2) and letting ——(2)— =S be the power in the received carrier. If the

phase of the carrier is detected in a phase detector with output noise band-
width B,, the total phase noise power at the output is:

+Bo NO

= —d
NG —fBO ) £y (B6)
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or assuming flat noise again with zero mean:
NoBo

Ng= og” = —=— - ' (B7)

Going back to Equation (B2), and considering the frequency of the carrier:
dé(t) An

w(t) = o coSs wt (B8)

the power in this frequency noise component is:

2 2
COAn @ No
dN =1} = df B
@ /2 (AO ) 98 3 ( 9)

The total frequency noise at the output of a frequency discriminator with
output noise bandwidth By is:

+Bo (277)2 No

Ne = I L
© _fBo 25 s (B10)

Assuming flat power spectral density and noise with zero mean, the total
frequency noise power at the output is:

N oo @ (&) B3, (BL1)

@ e 3 S
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APPENDIX C - AMBIGUITY FUNCTION FOR SINE-WAVE MODULATED FM-CW RADAR SYSTEMS

Using Siebert's notation (Reference'6), the general expression for the
ambiguity function is:

- ,
U () =% | [ So(t)So (t+ 1) Y at], (c1)

—0o0

where the transmitted signal is:
so(t) = Re [So(t) e3°°", (c2)

For the frequency modulated system using a sine-wave modulation signal, the
transmitted signal can be represented as:

. AF .
[ oot + 7 sin mmt)],
so(t) = Re [Ae m (c3)
j AF sin wmt
jw b
rellao T "™ )det] (o)
Therefore, from the above notation:
. AF .
. ] Tn: SIn wmti,
So(t) = Ae (c5)
and the ambiguity function is:
too ] -fA—F sin wjmt —j -?—F sin wm (t +7) ;
G(rw)=%|[ Ae 'm Ae m I°%at |, (c6)
Combining terms, (C6) can be written as:
AZ o it 4 B(r) si t—
)= — | eIt o lont =0l g, (c7)
where:
2Af
f (1) = — sin(wy 7/2) (c8)
fm
& (7) = t.an—l SIn @y 7 , (09)
1—-cos w,, 7

m
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(C6) could also be written as:

AZ 4o j {ot — f(r)cos leop, (t+ r/2]ldt

b(nw)==—1] e ¥ (c10)

To start with, however, (C7) will be used to derive the ambiguity
function along the « = O and 7 = O axis.

Iet @w = 0 in (C5). Then it can be written as:

¥ (r,0) = Y | f:}o cos {f(r) sin [o,t — ¢ (AN dt + j f:_ sin {f(7) sin (ot — & () B dt],
A2 +00 Feo oo
= -2—| [— Jo [f(7)1dt + f~w2 f Jop [f(7) cos 2n (o t— ¢ ()] dt +

j f+°° 2 s Jon_1 Lf(7) sin (@n-1) [w t — B (7)1 dt | (c11)
— 00 1

Since the Bessel Function terms are all constant with respect to t, and
assuming that the signel is on for a finite time between t = 0 and t = T:

¥ (r, 0) oy [do (D] fdt+ 23 Jgp [F ()] [ cos 2, [wpt—e()]dt
o 1 o

o T
+2] 2 Jo, 1 (D] [ sin @n-1) logt— ¢ ()] dtl,
1 (o]

A2 (c12)
=—2| Jo 1T

+2f —a:;:—‘{sm2n[me—¢(0I+$“2n[¢(ﬂ]}

e Jon_1[f(7)]

+ 2] f m { cos (2n—1) [¢(r)] —cos (2n-1) [w ,T—& (1] }|. (c13)

Now assume the signal is on for an Integer number of modulation cycles,
i.e.,T=m/fmo Then:
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sin2n [o, T — ¢(7)] + sin 2n [o()] (c1k)

= [sin 4nm# cos 2n ¢ (7) — cos 4nm 7sin 2n ¢ (7) + sin 2n [H(7) ], (c15)

= —sin2n ¢(r) +sin 2n ¢ (=0 (c16)
and:

cos (2n—1) ¢ (1) — cos (2n—1) e, T—¢(9)] (ci7)

= cos (2n-1) ¢ (1) — [cos (2n—1)2m= cos (2n—1) ¢(r) + sin (2n—1) 2m= sin (2n-1) &(r)],(CL3)
= cos (2n-1) ¢(7) — cos (2n—1) ¢ () = 0. (c19)

for all integer values of n and m. Thus (Cl3) simplifies to:
A2
¥ (r, 0) = —2—1 JoE@)1T ], (c20)

which on substituting (C8) for f(r), and since Jo(f(r)) is real:
A2

T AF
U (r, 0) = {d,1 2 sin (wp 7/2) 11, (c21)
2 fr -

Now let 7= 0 in (C7). When r= 0, £(r) = O, and (C7) can be written as:
A2 +o0 . t
(0, ) =—1 [ el®dtl, (c22)

again the signal is on for t = 0 to t = T, so that:

A2 T jot
¥ (0, ») =?l f € dt l, (023)
o]
A2 jwt_l
- =, (c2k)
jo

A2 cos oT +j sin 0T-1
= —] . s (cas5)
2 jo
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2 4 (sin oT)2
2

H

] # (c26)

A? [ (cos  T—1)
2

(ca7)

A2 [2(1-coswT) 1%
2 [ 2 ] ’
which becomes:

A2 4sin? » T/2 (ce8)

¥ (0,0) = ? w2

%
|

. @
AT sin (E)T (029)

P l®r

Normally the ambiguity function is normalized with respect to the total energy

in the signal. The total energy in the signal is the power in the sine wave
2
s -A2—T Dividing both (C21)

2
A times the duration of the sine wave T, which i

2
and (C29) by the total energy results in :

2AF 7
¥ (r, 0)=3J0[-f— sin (o 2—)]%, (c30)
m
sin(-;i T)
¥ (0, @)= ——— . (c31)
(Z1)
2
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APPENDIX D - IONOSPHERIC FROPERTIES PERTINENT TO THE PROPAGATION
CHARACTERISTICS OF ELECTROMAGNETIC ENERGY

Free electrons and ions in the ionosphere cause severe changes in the
conductivity and dielectric constant at frequencies up to and below the natur-
al resonant frequency of the medium. This frequency is primarily a function
of the number of ionized particles per cubic volume. For electrons:

2 Ne2
wp” = -9JN, (p1)
€omm
where:? N = number of free electrons per cubic meter,
e = charge per electron,

permittivity of free space,
electron mass, :

‘o

5

At about 300 Km, a typical figure for electron density in 1o0t2 per cubic
meter for which the plasma frequency is 9 MHz. The ion natural resonant fre-
quency is several orders of magnitude lower than this because of its greater
mass.

Below the critical frequency of the medium, it has high conductivity,
going to its highest value when o = O (or the DC case). This limit is:

Neg
0'0— m 7T o

(D2)

ris the time between ion-electron collisons. At 300 Km this is o, = 20 mho/m.
At 5000 Hz which is the normal frequency used with the capacity bridge in
the direct capacitance altimeter, the capacity probe will be "shorted out" by
this type medium. At 300 Km, o (w) is:

% . mho (D3)

P 5| = 56 % 1076, (D4)

where v is—.
T

and the characteristic impedance of the medium is:
2

/to “p —% .
o i)
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The cheracteristic impedance at audio frequencies is, therefore, very low and
reactive acting similar to a waveguide below cutoff.

Interestingly enough, however, using the same set of formulae, if the
frequency used in the measurement system is significantly above the natural
frequency of the medium, say 30 MHy, the characteristic impedance returns to
that which is very near free space. It is concluded that "ionospheric
effects" can, therefore, be greatly minimized by operating frequencies consid-
erably above the natural resonant frequency of the "worst case" ionosphere.
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APPENDIX E - CAPACITY CAICULATIONS FOR CAPACITY PROBE
EXTERNAL CIRCUITS

The external capacitances of Figure E] may be combined as:

PROBE 1 PROBE 2
o 11
r A—
Cpl p2
| | J |
1 ] 1
cp19 P2g

ol

Crg Cpit cplg p2g ~p2t

HFAHHMA

6<———'BRIDGE |NPUT—————-—6

FIGURE E1

but Cpt, and Cpg are very large compared to Cp £ except when the docking vehicle
is very close, therefore, the circuit can be drawn:

PROBE 1 PROBE 2
o - | O
s | {

Cpip2
| L ] 1]
I [
cp19 C929
J L ] |
1 ™ 1 T
Core Co2t
iS<____BR|DGE INPUT—————=0
FIGURE E2
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Cp,cpr, Cplg a.ndC C

p2g 8B be obtained as C, and Cpjt, Cpop Which vary with
target distance (size, shepe, etc.) can be considered as AC,.

PROBE 1 Co PROBE 2

? | —

P rad
A

(O-=————BRIDGE INPUT———0

FIGURE E3

Calculation of each of the capacities associated with the external circuit is
by method of images and/or by calculation of the capacity of two spheres, i.e.:

C=2neoa S m?
n=

o™ (E1)

where: m

a

E,

radius of probe,

separation of sphere centers.

W

a
a
As an example consider the following geometry for the problem:

Probe radius = 0.0l meter,

Distance from probe to ground = 0.l meter,
Vehicle separation = 1 meter,
Vehicle radius = 1 meter,

Then C, becomes about 1 uuf and the A(%)about 300 uuuf.
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APPENDIX F - TARGET GENERATED NOISE

In addition to the always present thermal noise, angle tracking systems
must contend with noise generated by the target. This target generated noise
is caused by phase interference of the various scatterers making up a complex
target, and has two effects: +the amplitude of the target return varies ran-
domly; and the point indicated by the angle servo as the center of reflec-
tivity wanders randomly. These two phenomena are generally lumped together
under the heading of scintillation noise, with the term "glint" reserved as
the title for the center of reflectivity wander.

The study of scintillation is difficult to handle analytically unless
some simplifying assumptions are made concerning the target. The target model
to be discussed is used in most analyses of the scintillation problem and is
quite simplified. However, it has been found in practice that this simplified
model yields results closely related to experimental evidence. Many people
have investigated this problem. (Reference 58 to63 ) The references which
will be primarily relied upon here are Delano (Reference 58 ) and Muchmore
(Reference 59 ).

Fading Noise

Briefly, the target model can be described as follows (References 58
and 59 ). The scatterers are spread over the target in an irregular manner.
There are a large number of individual scatterers whose phases are independent,
and whose scattering lobe patterns are large compared to the lobe pattern of
the whole array. Thus, only phase changes cause the total back scatter pattern
to change. If the target is assumed to be reasonably symmetrical, the two
tracking axes can be considered separately.

The simplest target motion to consider is uniform turning. Muchmore
(Reference 59 ) has shown that for a target turning at a uniform rate Q,
(rad/sec) the normalized fading spectrum out of a square law envelope detector
is given by:

Wg(f) = 1/f, (1-f/2f ), 1)

where:

L = target length along the tracking axis,
A, = operating wavelength.
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For the model assumed, the RF signal is asymtotically normal and the envelope
has a Rayleigh distribution. It can be shown that the variance of the ampli-
tude fluctuations is given by: :

-2 — 2
(72E = (—74;—-—- ) E = 0.271 E o (Fz')

Thus the total fading noise spectrum is given by:

Iy

0.271E ;

Vg ()= ——— \1-——}. (F3)
fm of

For a system with angular sensitivity b, per unit volt per unit radian,
the equivalent angle noise spectrum is given by:

Wyt  22T1E <1 ot >(rad) (F4,)

of | o, 2
2 =2 of,/ Hz
(o] m

0.271 <1 £ >(rad)2
T e Tof ) Hz °
bofm m
For a system with a 3 db beam crossover point, b0 can be closely approxi-
mated by:

2
b0= 2 > (FS)
OBw
where OBw is the 3 db antenna beamwidth. Thus,
0.068 6%y £\ (rad)2
Wo () =—— (1— ; >‘HZ) . (¥6)
m m

With a lobing system the angular error is due to fading noise within the
servo nolse bandwidth of the lobing frequency. Assuming the servo bandwidth
is narrow, the angle variance can be obtained by multiplying equation F6,
evaluated at the lobing frequency, by 2Bg, where Bg is the servo noise band-
width, and the factor of 2 is introduced to account for noise both above and
below the lobing frequency fg. Thus,

2
0.136 B, 0 gy Q £ > (F7)
06 = -_ .
fn 2f,
The worst case is the fast turning target. Consider the following example:

L = 20 f¢;

Bg = 5 Hz;

Q, = 1.75 rad/sec (100°/sec)

Ao = 0143 ft. (70 GHz operating frequency);
eBw = lO°
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Thus,
LQg

2o

2 0.136 (0.081) (.98)5 = 8.45 x 105 (rad)2-
g 6 = 12
2450

fn =

= 2450 Hz,

and

o9 = 2.9 milliradians.

When the target is turning slowly, fading noise will contribute essentially
nothing to the tracking errors.

Glint

There are two quantities to consider when discussing glint: +the effective
radar center; and the apparent radar center. The apparent radar center is the
point which a zero time constant antenna servo or a system with a very fast AGC
would track. Neither of these conditions apply to the case under study, so the
statistics of the apparent radar center will not be considered further.

The effective radar signal is the point which a2 long time constant antenns
servo tends to seek. Delano (Reference 58 ) has shown that the perturbing glint
signal for this case has zero mean (since this is the average point the servo

is tracking) and a varience given by:

2
2 Xp | (F8)
R2
where bg and E are defined as before, X, is the distance of the nth reflecting
element from the center of the target, and R is the range to the target. The

equivalent angular variance is given by:

E

2
-2 bo
U = —_—

2

5 X8 (F9)
0= .
2 R?
For the target model under discussion, it can be shown that:
2 2 2 -
og = (rad)”. (F10)
24R?

Equation.(FlO)Lrepresents the angular error due to glint, if the glint spectrum
is so narrow that the servo does no smoothing. For a 20 ft. target at 100 ft.
range, 0y = 40 milliradians.

The other extreme is when the glint noise is very wide compared to the
servo bandwidth. This results when the target is rotating at a high rate.
In this case the angular variance due to glint can be obtained by multiplying
the glint spectrum at zero frequency by 2Bs.
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Muchmore (Reference 59 ) has shown that the normalized glint spectrum at
zero frequency Wg(O) is given by 1/fm. . Thus, the variance due to glint is
given by:

L2 2B
2 - - s, (F11)
24R°f
For the 100°/sec target rotation considered previously:

L = 20 £%;
R = 100 ft;
fm = 2450 Hz;
Bs = 5 Hz;

and 2

= 2.56 milliradians ,

06 =
J 2450 (F12)

Furthexr Study

The target model used in the preceeding analysis, and the resultant
noise predictions are the best available. However, these are two problems
that should be mentioned:

s When the target is so close that it subtends an angle larger than the
difference beam (about 60 ft. in the example considered) the model breaks
down. This is because all of the scatterers that make up the target are
not added and subtracted to determine the error signal at any one time.

b. If the target shape is very irregular, gross aspect changes will cause
the fading and glint spectra to be different from that predicted above.

These two problems require further study, and probably can best be handled
by simulation.
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APPENDIX G ~ THE SCALAR NEAR FIELD FOR CIRCULAR APERTURE ANTENNAS

Approximations are made to reduce the vector solution for the fields
radiated by an antenna to a scalar solution. This scalar solution appears as
an integral for the diffraction field, and for a planar aperture is of the

form: — jkr

1 e . 1\ » - .
vp=r [ F(& ) jk+=)7, -7y +ik| agay, (1)
- 4n r r _
Aperture

where F (£, 7) is the aperture dlstribution function with the coordinate system
defined as in FigureGl, Further approximations are applied to equation Gl
to0 yield solutions for the far field region and the Fresnel region. The near
region, or that region immediate to the aperture, has no simplifying approxi-
mations.

The approximations used for the far field are known to produce valid
results both in predicting the far fields from a known aperture function and
in synthesizing an aperture function to produce a desired far field pattern.
The fields that exist between the far field and the near region are more
complex, however, and approximate solutions for them are of necessity less
accurate. The Fresnel region is a definition of the fields in this region
and arises from the followling approximations for the integral of equation Gl

[k +-i—) { -7y +ik]l =ik (1 +cos0), (G2)

r=R is the amplitude term,

r=R - ¢sinf cosg — 5 sinf sing +—2'1E[rf2+1]2 —(¢sinf cos ¢ +7sin @ sin¢)2], (G3)
in the phase term.

The integral of Equation Gl then becomes:

. —jkR o .
Up = (1 +cos@) %%R—-fp(g,n)e]ksme({;cosqﬁ +7sin¢) (G4)
Aperture
—52%[5%72 ~sinZ §(£cos ¢ +qsing)? (@5)

dédy’
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Recently, however, it has been established that Equation Gl can be
evaluated in the Fresnel region with the aid of computers by making only the

1 > -
approximation that [Gk-p—)iz- ﬁ-+ﬂ4 =jk(1+cosf),
r

and Equation Gl becomes:
— jkr

j e
UP = (1 +cos6) lfF (&)
2A r
Aperture

dgdn. (6)

Since no approximations for r are made, this prediction of the fields between
the near region and the far field region is more exact., In order to emphasize
this more accurate solution, the fields are called the scalar near fields (SNF)
and not the Fresnel fields. The SNF is valid from a point close to the aperture
(generally thought to be one antenna diameter from the aperture) where the
radial component of field is negligible, out to infinity.

Mathematical Formulation of SNF for Circular Apertures (Reference 50 )

The scalar near field for a planar circular gperture, radius a, illuminated
by a circularly-symmetric distribution function is:

—jkr
F(R, 6)—(1+cos€)—f f (p) pdpdB, (G7)
where:

1

r=[R%+a22 ~2apRsing cos(p ~8)12° (G8)

By the addition theorem for spherical Bessel functions:
e—jkr 9 o (@)
= jkhg "(kr) = jk X 0 (2n +1) P, [sin6 cos (6 — B)1 j, (kap) h " (kR), (G9)

n=

R>a
vhere h()(kR) is the spherical Hankel function of the second kind, j,(kap)

is the spherical Bessel function and P, [sin6¢ cos(¢ —B)1 is the Legendre
polynomial.

The B integral can be performed with the aid of the addition theorem for
Legendre polynomials:

n (_.)l

P, [sin6cos(¢p —B)1 =P (0) P, (cose)+2 Z P (O)P (cosf@)cosm (¢ — )

1(n +m)! ’

(¢10)
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where P:ln (cos §) is the assoclated Lengendre polynomial. _Because of the factor

cosm (¢ — ), every term in Equation (G10) except the first vanishes when inte-
grated over B through the range 2~ . Thus:
O :
, f . P_ (sin6) cos (¢ — B) = 27 P, (0) P, (cos §). (G11)

The SNF of Equation (G7) thus becomes:

1 6
F(R,0)=———" jka2
2 n

Mg

@) Lo
2n +1) P (0) P (cos0) by, (KR) [ £(p)j, (kap) pdp.
0 (G12)
Equation (G12) 1s useful in the fact that the integral is independent of the
space coordinates R and ¢. Hence, for any antenna, the integral need be
evaluated only once, and the series summed for various choices of (R,0) +to
determine the spatial distribution of energy.

s

In most cases for parabolic reflectors, the primary feed patterns are
quadratic in nature and can be suitably matched by choosing appropriate coef-
ficlente in the function:

f(p)=1+a1p2+a2p4+a3p6. (G13)

Universal curves have been developed that relate the coefficients to the taper
on the aperture. The dependence of the curves on the F/D ratio is slight and
can be ignored in most practical cases. By using Equation (G13) the integral
in Equation (G12) becomes:

1 1 1
fo f(p) in (kap)pdp=f0in (kap) pdp +a1f OP2 in (kap) pdp (G14)

+a2fop jn (kap) pdp +a3f0p in (kap) pdp,

Let:

G(n) = i;ﬁs_f jka2 S , @+ 1) Py (O Py (cos0) h§12) (kR), (G15)
n=

369



Then using equations (Gl4) and (G15), -equation (G7) becomes:

1 1
F(R,6)=G(n)f0jn (kap)pdp+a1'G(n)f0P2]‘n (kap) pdp (G16)

1 1
+a2'G(n)f ot i, (kap) pdp +ag'G(n)f p® in (kap) pdp«
0 0

Each of the integrals of equation (Gl6)is purely real, but the function G(n)
is complex due to the spherical Hankel function 152)(kR) « Thus the SNF is
n

complex. Let I;, Ip, I3 and I denote the first, second, third and fourth
terms, respectively, of equation (G16). The SNF can thus be written as:

F(R,0) = Re [I{1+Im [I;1+a;Re [Ig1+ayIm [Ig1 +ag Re [Ig] + agIm [I3] (G17)
+agRe [I4]+agIm [I],

Equation (Gl7) shows that, once the real and imaginary terms have been evalu-
ated, the SNF for any aperture distribution of the form of equation (G13) may
be found by merely changing aj, ap and ag and performing the indicated multi-
plication and addition.

Data for I3, Ip, I3 and Iy is available (reference 50 ) for forty values
oD? D2
of range in the interval-—x—-to Q01257r— for an 80A circular aperture.

Analysis reveals that this same data is highly accurate in predicting the SNF

for apertures ranging from 40X to 120A. Figure G2 shows a plot of the
magnitude of equation (G17).
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FIGURE G2 - THE SCALAR NEAR FIELD PATTERN FOR CIRCULAR APERTURE ANTENNAS
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APPENDIX H - THERMAL NOISE EFFECTS ON RANGE MEASUREMENT

In the PM-CW system using a single ranging subcarrier, the phase modula-
ted signal transmitted by the chasecraft is:

Acos [wyt +B cos o t], (H1)

where o, 1s the subcarrier radian frequency. The received signal plus thermal
noise at the target is:

A cos [wg(t—1) + B cos oy, (t~7) 1+ np (), (H2)

A cos [wg (t—7) + B cos oy (t~71)] +xp (t) cos ot +yp (t) sin o t (H3)

where Ap represents the amplitude of the received signal at the target and the
thermal noise, n(t), is a gaussian random process. r is the time delay due to
the finite range between target and chasecraft. The random variables x and y
have zero mean with identical single sided power spectral densities given by:

Syp (0 = Sy (F) = 2n = 2KTNF, (k)

over the bandwidth of interest. kT = 4 a 1072l vatts/Hz and F is the target
receiver noise figure.

The phase locked loop (PLL) in the target vehicle receiver demodulates
the range subcarrier. The output of the PLL voltage controlled oscillator
(Vco) is proportional to sin wct, therefore the output of the PLL null de-

tector is:

Aq B cos [ (t—7)1 —y (1), (H5)

where we have assumed small B. This signal is filtered and reinserted on the
target transponder reply with the same modulation index. Thus, the trans-
ponder reply is (neglecting the frequency offset):

. Yo
cos |w, (t— 1) + 8 cos wp, (t—7) —‘X‘% ’ (H6)
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where the prime indicates the filtered nolse term. The single sided power
spectral density of yé is:

B
’, _ . — _5_
SyT (f) = 2n = 2kTNF, |f—f_ | 5
=0, in all other cases, (HT)

where B is bpndwidth of the range subcarrier filter.

Then from equation Yé the received reply signel plus thermal noise at the
chasecraft receiver is:
yp (t—7)
T +10g (t), (88)
where nqo(t) represents the chasecraft receiver thermal noise. Then, the output
of the chasecraft PLL null detector becomes:

yr (t=r)  yo () (59)
Ap [B cos wp (t—27) — Ap - A, ]’ 9

where the derivation is similar to that of equation H) . Assuming Ap = A, =A,
identical target and chasecraft subcarrier rectangular filters, and identical
target and chasecraft noise figures, the output of the chasecraft subcarrier
filter is:

A, cos o, (t—27) + B cos wp, (t—2r) —

yT (t—=7) +yg (t) ,
A

where thq single sided power spectral densities of the independent random var-
iables yr and y are identical and given by:

(£10)

B cos o, (t—27) —

[ 2n = KTNF =€, | < B. (m11)

S’ =S, - (f) = H11
yT(f) yc() lO

Here B is the subcarrier filter bandwidth. Again the prime denotes filtering.

The filtered noise terms in equation H9 represent a narrow band process.
That is:

yp (t=7) +y, (t) = u(t) cos wyt — v(t) sin opt, (H12)

where the single sided power spectral. densities for the new process are:

S, (f) = 8, (f) = 8n = 8KTNF. (H13)
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Then, for high signal-to-noise ratios, the output of the chasecraft subcarrier
filter, given by equation(H10)is:

t
B cos [com (t—27) + 22) . | (H14)
A phese comparison with the range subcarrier oscillator signal, coswmt yields
the desired output:

u (t)
2ont — BA ’ (m5)
or, after low pass filtering:
2R u’(t)
2"fm—c— - GA . (716)

R _
~C , where R 1s the range. The prime denotes the noise term after low pass

Tiltering.

T

Then the mean squared range error is:

2
R \&nt, AR
where Brp ig the single sided low pass filter noise bandwidth in Hz. The units
are (me'l:er)2 for ¢ in meters per second. This may be rewritten in terms of

the recelved signal power, S = A2/2 and receiver noise figure, ¥, as:
2

2 c kTNF
= B 18
R\@nt, B2\ 5 LP, (18)
From the radar range equation:
P, G, G, 32 L
T 9n2 ° (219)
(47)2 R?
where Py = transmitted power,

2 (8n Byp), H1T)

Gy = receiver antenna gain,
A = wavelength,
R = range,
L = loss,
Thus, equation(H19)becomes:
of kTNF B
LP
03=R2< C>2<- GGL>, (H20)
fm B Pt tor
or, the fractional rms error is:
2f kTNF B
AR 2fo [KINF LYy (21)
R f, B\P; G, G. L
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APPENDIX I - THERMAL NOISE EFFECTS ON RANGE RATE MEASUREMENT

The chasecraft transmits a signal of the form:

cos coot (Il)

.2

where ©, is the carrier radian frequency. The signal plus thermal noise as
received at the target transponder is:

Apcos(wyt +wg) t +xp(t)cos(wg +wg)t —yT (t)sin(wg, +og)t (12)

2
where AT is the amplitude of the received signal and wg = .EX 1s the one way

doppler shift. Here v represents the closing velocity and Xp,Yp .the wavelength.
In the narrow band random process used to represent the transponder thermal
noise xp and y7 are independent gaussian random variebles. xq and yp have
identical single sided power spectral densities equal to 2nTé2kTF where F

is the target receiver noise figure and kT = 4 x 10-21 watts/Hz.

The subscript T is used to deslignate target parameters, whereas the sub-
script ¢ is used for chasecraft parameters.

At high signal~to-nolse ratios, equation I2 may be written as:

yr(t)
Apcos [(wg +og)t + — -« (13)
At

The phase locked loop (PLL) in the target transponder serves to filter the
input phase noise such/that the reply signal is of the form:
y (t)
cos [(wg +wg)t + — |, (1)
A
where the prime denotes the filtered noise term. The single sided power
spectral density of the filtered noise term, yT is 2np for frequencies less
than the PLL bandwidth and is zero otherwise.

Then the reply signal received by the chasecraft plus thermal noise may
be written as (neglecting the transponder frequency offset):

yr ()
Agcos[(wg +2mg)t + _A’_I‘ T +x, (t) cos (wy +2wg )t —Yo (b)sin(wg +2w4)t . (15)

where A, represents chasecraft received amplitude. The representation of the
chasecraft receiver thermal noise is similar to that used for the target
receiver.
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In a similar manner to that employed in the derivation of equation Ik, it
is seen that the signal out of the chasecraft PLL is of the form:
yr v _
cos[(wc+2md)t — =15 (16)
A Ac
where agein the primes denote the e:f‘fe,cts of PLL filtering. The siugle aided
power spectral densities of yp and y, are2ny = 2kTNFrpand 2nc = 2kTNFg
respectively for frequencies less than the respective PLL bandwidths. Here F
denotes noise figure and kT.= b4 x 10-21 watts/Hz. Note that yrT and yo are
independent random variables with zero means. '

The output of a discriminator tuned to «g is:
d [yr® vyc¢ (t)]
l.

20g + — + (17)
dt | Ag Ac

Assume that the target and chasecraft have identical noise flgures and
received powers. Then equation (I7) may be written as:
272v. 1 d

a3 T® +yc®], (18)

where A = At = Aqc. Since the power spectral density of oy +yC) is the sum of
the individual power spectral densities or 4n , the power spectral density of
the term on the right of equation I8 is:

— 4n
a2’
where n =ne =np = kINF. Then, for a low pass filter with nolse bandwidth
equal to Bip %z the mean squere error associated with this estimate of V is
seen to be:
> 2—ILP(2ﬂ)2f24ndf=_n(_Li. (19)
4n] A% 0 65

Where S, the signal power is equal to A2/2. The units are in those of A2
per (second)Z.
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APPENDIX J - MULTIPATH EFFECTS ON RANGE RATE MEASUREMENT

In the desired mode of operation, the signal frequency as seen at the
receiving spacecraft differs from that at the transmitting spacecraft by the
one way doppler shift. This doppler shift is used as en indication of range
rate. However, multipath conditions can result in the existence of signals
with erroneous dopnler information.

In considering the possible multipath situations that can result in
erroneous doppler signals, 1t must be realized that multipath interference at the
chasecraft (target) is a result of the target (chasecraft) transmission because
a frequency offset is provided at the target transponder. PFurthermore, only
an even number of bounces is allowed since circular polarization is employed.

With these considerations in mind, 1t is seen that erroneous doppler sig-
nals can result from any even numbered bounce situation similar to those shown
in figure J-l1. The s0lid line indicates the direct path and the dashed line
the multipathe.

XTM Ly e = - RCVR XT™ RCVR

TWO BOUNCE CASE FOUR BOUNCE CASE

FIGURE J1 CHASE CRAFT-TARGET MULTIPATH

Let the nth multipath mode be that mode associated with 2n bounces. Then the
doppler shift for the nth mode is seen to be:

£ = fq (1 +2n), (1)

where fq is the one way doppler shift associated the direct mode (n = 0).
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The received signel power in the nth mode is given by application of the
raedar range equation:

P, G, G A[ 9cor]n
Py = 2 p2 2 pd| ’ (72)
47n)°R (47)“ R
where Py = transmitter power,

Gt = transmitter antenna gain,
Gp = receiver antenna gain,
A = wavelength,
R = target-to-chase range,
oc = radar cross section of chasecraft,
oy = radar cross section of target.

Then the ratio of the power received in the nth miltipath mode to that
received via the direct path is from equation (J2):

Pn ¢ 9T |
o [__] . (33)

Po J@m?2RE
Assuming A, = At = 1 square meter and expressing the ratio in db, we have:
P
P—“ (db) = —22n —40nlogR, (%)

8]
for R in meters.

The range of validity of equations J3 and J4 may be determined by
reference toequation (J2)e For n = O equation J2 is valid in the Fraunhofer
region of the transmitting and receiving antennas. For the anticlipated apert-
ure dimensions at an operating frequency of 1GHy, the Fraunhofer region will
exist for ranges greater than 0.l meters.

For n >0 equation (J2) will only be valid in the effective Fraunhofer
region of the spacecraft (considered to be a radiating aperture). For a space-
craft diameter of 3 meters this effective region is defined at ranges greater
than 60 meters for A = 0.3 meters. Using equation (J2) at ranges less than
60 meters with n > O will yield power levels above the true value. With these
considerations in mind, it is seen that equations (J3) and (JU4) are valid at
ranges beyond 60 meters and yield an upper limit on the relative interference
level for 0.1 < R < 60 meters.

Some ingight into the doppler interference problem may be had by consider-
ing the range at which the signal received in the first multipath mode (n = 1)
is down 10db relative to that received via the direct path (n = 0). From
equation (J4) this occurs when the target-to-chasecraft ranges is 0.5 meters.
If docking control-law is R = O.2R, then at R = 0.5 m the one way doppler shift
is 0.33 Hz and the one way doppler shift associated with the first (n = 1)
multipath mode is 3f3 or 1 Hz. If we assume the phase locked loops (PLL) in
both the target and chasecraft lock onto the signal with doppler shift 3fg
¢hich is a worst case assumption since a favorable power ratio of 10db is
assumed) then, the chasecraft doppler discriminator output will be in error
by a factor of 3. That is, the apparent range rate would be 0.3 m/s as
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opposed to the correct value of 0.1 m/ s. This error represents an upper limit
because of the assumptions involved with respect to Fraunhofer reglons and the
PLL performance. Note that the worst case error, 0.2 m/s, is less than the
desired accuracy of 0.3 m/s. It is then concluded that this multipath mech-
anism 1s not a significant error contributor.

It is noted that, while the above example represents a worst case, upper
limit on doppler interference for the mechanism considered, other effects due
to the finite spacecraft dilmensions are observed at short range. In particular,
reflections from the skin of the transmitting spacecraft will cause a finite
width doppler spectrum even in the direct mode. The mechanism is illustrated
in the figure J-2.

|
= -> —t
-
XTM 4 6\ ,ar’ RCVR
| -
| -
”
FIGURE J2

Reference to the figure indicates that the doppler shift on the signal received

via the bounce path is:
R

o (75)

vhere f3 is the direct path doppler shift, R is the target-to-chase range, and
D is the spacecraft diemeter. Considering bounces from the entire spacecraft
skin, it is seen that the finite size results in a continuous spectrum with
minioum shift equal to fg cos 6 and maximum shift equal to fg. This situation
is illustrated in figure J-3.

fd cos @ = fy

TRANSMITTED RECEIVED
SPECTRUM SPECTRUM

] _ .

fdcos«9>—-| I
fq

L

FIGURE J3
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Then for the simple case considered here, the net effect of the finite space-
craft size is to shift the power centroid of the received doppler spectrum
down (for a positive closing velocity) in frequency. This error is difficult
to predict analytically. However, at the short ranges where the spectrum
spreading becomes significant, the skin reflections compete with the main beanm
and -with proper design this effect may be minimized.
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 APPENDIX K
FORMATTON OF SWEPT NULL PATTERN (EOS)

The target transmitting antenna array generates a pattern whose null

position varies linearly with time. By comparing the time of the null occur=-
ance with a timing reference signal, the chaser receiver is able to determine

the target attitude.
The method of generating the sweep null pattern is shown in figure K1

> - o
™~

Cos(wgt) 4
—sh

_/
N

e O(1)

SIN(w ¢t) T

FIGURE K-1 — TARGET TRANSMITTING ARRAY

Defining ¢ to be the mechanical angular error relative to the above
single plane array boresight, the slgnal received by the chaser at ¢ is of

the form:

cos [“’ot + %)- + j - %] +Cos [“’ot ——G—Q(t) + g], (k-1)
= 2sin [ﬂt) + i] cos [a)ot] . (K-—2)
2 2
27d

where b = A s e and @, is the carrier frequency. The null of this pattern
is caused to vary according to the time varying phase shift, 0(t). For a
sinusoidal drive:

9(t) = Bsinwgt , (k-3)



Dy
where B is the modulation index and 9, is the modulation frequency. Then the
form of the signal received at the chaser may be written as:

. B . - 1 27d
2sm{ smmst + -
2 2

sin e} cos wgt « (K"Ll')

Then the pvattern null condition is defined by:

27d
7 =i2n1r’ (K-s)

Bsinwgt +

where n is zero or an integer. Defining the principal null to be that which
exists at boresight when wst = 0, in order to linearly sweep this null from
e = +90° to -90° we require:

6 - QZd . (k-6)

Furthermore, in order to avoid ambiguities (sweeping more than one null past
the target) we require:

27d
B = Sm. (k-7)
A
2w d
Then using 3 = = 7 the form of the signal received at the chaser becomes:
2 sin [Z— sin wgt 4= sine] cos wyt, (k-8)
2 2

The above equation applies to the simple single plane case. In order to
derive target attitude errors in two dimensions a swept null technique is
required in both the target azimuth and elevation planes. In the proposed
system both azimuth and elevation sweeps are provided by the addition of a
third antenna to form a “1" shaped array. The antenna driven by the sinus-
oidal phase shift is used as the common antenna in the "IL" configuration.

The remaining two antennas are time shared such that an azimuth sweep is
accomplished during one half cyecle of the sinusoid controlling the phase
shifter in the common antenna feed, and an elevation sweep is accomplished
during the other half cycle. This results in a uni-directionsl sweep in
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both azimuth and elevation. Then using equation K-8 the form of the received
signal at the chaser with target azimuth and elevation coordinates given by
€A and ¢ E respectively is:

2 [SA (t) sin {—;— [sin wgt +8in EA] }+ [1 ——SA (t)] sin {g [sin wgh +sineE:]}:| cos “’ot’, (K-9)

where SaA(t) represents a square wave sampler synchronized with the phase
shifter drive:

1 e 2’ et
Sy(t)=— I ——el@st. (K-10)

The time sharing function is illustrated in figure K2

N

ENULLMQ BN N/ .
N\ N\

] [ I — -

A

[

SA(YH)

"N — —L ..

1-SA(1) 0 -
az| e | az | EL | Az | EL |

FIGURE K-2 — AZIMUTH AND ELEVATION TIME SHARING
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The envelope of the received signal given by equation K~9 is defined to be:

E (t) = S (t) sin {-2"- [sinwgt +sine, 1) (k-11)

. ” . .
+ (1 =8, (1) sm{-2- [sinwgt +sinep 11,

Considering the Bessel function expansions of the sinusoids with time varying
sinusoidal arguments and the form of SA(t) given by equation K-10, it is seen
that a general Fourier series for E(t) will contain only frequencies at
mltiples of ®s ., Then the envelope may be written as:

27
E(t)= = by cos(magt+ay). (K-12)
m=
The received signal at the chaser may be represented as:
A E(t) cos (wgt), (k-13)

where A is the amplitude of the received signal as determined by the radar
range equation. E(t) is given by either equation K-11 or K-12.

In equation K-12 generally bp anda p will be a function of ¢, and €g-
In fact as ¢ p and ‘R approach zero the dc¢ component of E(t) approaches zero.
This can be demonstrated as follows. In equation K-11 let €p= g = 0. Then
equation K-11 becomes:

E (t) = sin [g sinwgt], (K-1k)
=2 nfdd In (5) sin(aogt). (x-15)

This result indicates that the received carrier amplitude at the chaser
reaches zero when the target roll axis is directed toward the chaser. In
this case the amplitude of each adjacent sideboard is A Ji(-g) or 0.28A.
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APPENDIX L

THERMAL NOISE EFFECTS ON TARGET LOS DETERMINATION (EOS)

A phase sensing monopulse technique will be employed at the chaser to
determine the target line-of-sight angular error. A simplified (heterodyning
omitted) single plane receiver diagram is shown in figure L-1

.———.——————————_——-—-——-———n————-——-

|
' |
| s ,
i

~ y \ —{ AMPLIFIER |
A —p «
7~ ANGULAR {
& AGC ERROR SERVO '
l CONTROL

Y

AMPLIFIER [y /2

A

FIGURE L—1 — SINGLE PLANE PHASE SENSING MONOPULSE

As shown in the figure, a sum and difference system is used so that
parallel channel IF tracking errors are effectively post-comparator errors
as opposed to the more serious precomparator errors. The angle error indica-
tion is developed in the normal sum and difference manner., This error signal
controls the variable RF phase shifter, a , such that a null is maintained.
In this manner the angular position of the phase shifter yields the elec-
tronics boresight which, in turn, gives the target direction.

From equation K-13 of Appendix K, the signals received at antennas A
and B respectively are:

AE (t) cos (wt + g). (L-1)
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and?®

AE(t) cos (wot — -;—ﬁ), (L-2)

where A 1s the amplitude of the received signal as determined by the radar
range equation. And in the above two equations:

Qﬂd (L-3>

¢ = X sine,

where d is the chaser interferometer separation, r 1is the carrier wavelength,
and ¢ is the target angular error relative to the chaser boresight.

With no loss in generality we assume the value of the phase shifter «
is zero. Then accounting for receiver thermal noise the sum channel hybrid
output is:

2
\/? AE (t) cos éi cos wyt +n 2(t) , (L-4)

and the difference channel hybrid cutput is:

AE(t) sin ;ﬁ sinwgb +1,(t) (L-5)

Sl

In the above two equations the receiver thermal noise is represented by Ny
and n, for the sum and difference channels respectively. The sum and
difference noise processes are independent with single sided power spectral

densities equal to n, =ng =n = kTF watts/Hz where kT ~ 4 x10721 vatts/Hz

and F is the receiver noise figure. In the above two equations the /2
factor accounts for conservation of power through the hybrid.

Let the sum and difference channel amplifier gains be K. Then accounting
for the # /2 phase shift in the difference channel the inputs to the phase
sensitive detector (considered to be an ideal multiplier) are:

- $ (L-6)
K{ /2 AE(t) cos 5 Cos gt +ng ()]
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and.:
K[y/2 AE(t) sin —% COS wyt +nA(t)], (n-7)
for the sum and difference channels respectively. Note we have neglected

the 7 /2 phase shift on the noise term, n, , since it is of no consequence.

Then the multiplier output is given by the product of the above two
equations:

cos? wot +nA(t) V2 AE (t) cos —(;—cos w,t

K2 {242 B2 (1) sini; cos

o B o B

+ng(t) V2 AE(t) sin | coswgt +ng(t) n,(t) ) (L-8)

Since the servo loop serves as a low pass filter we are interested only in
the low frequency components in the above equation. The low frequency com-
ponent of the first-term in the above equation will yield the desired angular
error signal. The low frequency components of the second two terms result

in noise that will compete with the desired error signal. For high signal-
to-noise ratios the noise power resulting from the fourth term will be small
compared to that from the second and third terms and will be neglected.

Let us proceed to determine the low frequency signal component from the
first term and low frequency noise power spectral density resulting from the
second and third terms. ¥From equation K-12 of Appendix K we may express
E(t) as:

E(t) = ; b, cos (mawgt +ay). (L-9)

m=

Then the effective error signal input to the low pass filter is:

(b2 + (L-10)

K2 A2 sini cos ¢
2 2

0o | =
=t

I (M8
—t

=
Siro

Now consider the low frequency single sided power spectral density
resulting from the second term of equation L-8. This term may be written as:
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D{ X b
m=0

m Cos(magt +ap )} nA(t) coswyt

(L-11)

where D - K2 v@TA.cos %; . From this formulation it is seen that each signal

Db
sideband of amplitude —— (there are two of these) can mix with the noise,
2

DA (t)y , at the same frequency to yield a low frequency noise term of ampli-

n, Db
A ™ . Accounting for both sidebands and the zero frequency
Db

2
foldover, the resulting single sided power spectral density is 4(-753) nA

tude

Now considering noise translated to zero frequency by the carrier term (which
corresponds to by) the resultant single sided power spectral density is

Db
o 2
2(—;—) nA . Then the total low frequency power spectral density

resulting from the second term in equation L-8 is:

1 2. (K?\/EAcos";)nA [ -
R AR T - B b2+ S (b )2
5 (Pbo) ™+ == > (bm) 5 o+ g 521 Om) 71, (L-12)
_ 2
(KQ\/QACOSZ) nA o 1
— 2 -
B e o

A similar analysis of the low frequency power spectral density resulting
from the third term in equation L-8 yields:

2

) ng (L-14)

o B

(K2 /2 Asin
2

Since the sum and difference channel noise processes are independent and
g =n,=0n , the total single sided power spectral density at the multi-
plier output is given by the sum of the above two equations:
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1 =)
K AZnlbg + > (o). (L-15)
m =

Let the effective noise bandwidth of the servo power transfer function be
Brp Hz. Then from equation L-15 the resultant noise power is:

1

2 m-

M8
—~~
o
N’
o
mred

Bp K* A3n (D + (L-16)

“LP

i
-

This noise competes with the error signal given by equation L-l0. For small
boresight errors equation L-10 beconmes:

K2 A2 2nd (L-17)

2 1 % )
elbg +— X (by)71,
) o) 2 mo1 m

&

Then combining the above two equations the mean squared angular error or
angle jitter variance is:

BRI Rt (1-18)
9 2pd g 1 % 279 )
m=1

2
where S = - is the per horn received signal power in the absence of the

modulation, E(t), (i.e., E(t) = 1). Note that this equation agrees with that
obtained for a normal continuous wave interferometer system when we let
E(t) =1 (i.e., b =1, by =bp =Db3 ... = 0). Note that the factor,

b02 + 1/2 by bmz, is merely the average power of the modulation function
n=1

E(t). Thus, the angle jitter variance expression becomes:

2B n
2 A2 LP
- B L-1
0" Gd) FE, (L-19)

ag

vhere Pg denotes the average power of E(t). We may compute the value of P

for small target attitude errors by letting a A =¢ g = 0 in equation K-11 of
Appendix K:
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P - [ E2(t)dt
= 2
E~ 7 0
1 T 2
== sin2{”sin—it}dt P)
T o 2 T
1 T . &
= o f —cos(n51n—a?t)]dt ’
2T 0 (L-20)
1 1
== —=Jdg(m >
2 2
= 0.65

Then for the case of small target attitude errors the angle jitter variance
near chaser boresight is:

A 922Bppn

02— (— e
6~ 57d) Swen (L-21)

The above equation does not account for any time sharing of receiver
channels at the chaser. The proposed implementation calls for time sharing
a common sum and difference receiver to provide both aximuth and elevation
data. In this case the duty factor on the error signal will be 0.5 and the
angle jitter variance given by equation L-21 must be increased by a factor
of two.

As shown in the previous diagram the AGC control voltage is developed
from the sum channel amplifier output. Assuming a square law envelope detec-
tor is employed followed by a low pass filter resultant output is the average
value of':

K? 242 E2 (t) cos?

o6

5 (L-22)

where we have used equation L-4 and neglected the noise terms. Note that the
average of E°(t) is Pp. Assume the AGC serves to hold the average value of
the above quantity equal to a constant, 2C, such that the required gain K is
given by:
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C
K2- (L-23)

A2 Pp cos2

vo |6-

Using the value of K2 in equation L-10 the normalized error signal becomes
¢ -«

Ctan-é . Had we considered the noise terms in equation L-4, it can be shown

that the error signal is:
1

“n By
C tan (ig-) (1 +___L ] . (L-24)

9S P, cos? %

where Byp is the IF amplifier bandwidth in Hz. Note that this indicates the
error signal gain is a function of the sum channel signal-to-noise ratio.
Thus, the error signal and servo bandwidth will decrease with decreasing
signal-to-noise ratio. This effect has been neglected in the previous angle
jitter variance equation which is valid at high signal-to-noise ratios.

The unambiguous single sided angular range is defined by:

1 2#d

= sine <
2 A

0o | -6-

(L-25)

o |y

Then in order to obtain unambiguous information for ¢ up to n/2 we require:

: (L-26)

ol =
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APPENDIX M

THERMAL NOISE EFFECTS ON TARGET YAW AND PTTCH DETERMINATTION

IN THE ELECTRONIC OMNI SYSTEM

The mill of the radiation pattern transmitted by the target is caused to
sweep alternately in azimuth and elevation. This technique is described in

Appendix K. Consider the azimuth sweep. From equations K-]ll and K-13 of
Appendix K the signal received at the chasecraft during one azimuth sweep is:

e(t) = Asin {g [sinwgt +sine, 1} coswyt . (M-1)

where A is the peak amplitude of the received signal referred to the chasecraft
receiver input, ©@o is the carrier radian frequency, @5 is the null sweep radian
frequency, and ‘A is the chasecraft azimuth coordinate relative to the target
antenns boresight. An estimate of €) is obtained by comparing the time at
vhich the null sweeps past the chasecraft with a timing reference signal.

The above received signal must compete with receiver noise which may be
represented by the following narrow band gaussian random process:

n(t) = x(t) cos gt —y (t) sinwgt (M-2)
In this representation x(t) and y(t) are slowly varying independent processes
with single gided power spectral densities equal to 2n wheren = kTF. Here
kT = U4 x 107" watt/Hz and F is the receiver noise figure. X(t) and y(t) have
Zero means.

Let the signal plus noise be supplied to a linear envelope detector.
Then for high signal-to-noise ratios the envelope detector output is:

ed(t)=|Asin{’—27 [sinwgt +sine, 1} +x() . (M=3)
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Now assume a zero crossing detector is used to determine the time of occur-
rence of the null. (In reality the crossing detector must have a slightly
positive threshold since the envelope detector output cannot be negative.)
The slope of the envelope detector output near the null (i.e., wgh = —¢ A ) in
the absence of noise is:

d(eq)
D= s | =A% wg COSEA . (M'h')

wght = —€A
x(t)=0

Thus the noise term, x(t), will cause an error in the time of the occurrence
of the null equal to:

x(t)

= . (M-5)

At

But since the null is swept in a linear manner at gy mechanieal radians per
second, this timing error results in a mechanical angular error equal to:

N = s At (M-6)

~ 2x(t) . _
N nACOSeA (M 7)

The mean squared value of ¢y is the angle jitter variance (og ):

E[x2(t)]

2 .
9 = (;) A2 cos? A (M-8)

But the second moment of x(t) is determined by the IF noise bandwidth preced- .
ing the envelope detector. The second moment becomes:

E[XQ((Z)] =nBIF . (M'g)
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where Byp is the noise bandwidth in Hz. In order to reproduce the envelope
@

S
generated by the swept null, a bandwidth of about 85— Hz would be required.
w

Using the wvalue of BIF the angle Jjitter variance becomes:

2 9 n4f
2 ) _° (M=10)

o, = (— ,
o T ScosgeA

where we have used AZ = 25 and wg = 27 fs. This expression represents the

mean squared error per sweep and does not include any errors in the timing

reference signal. If a low pass filter with single sided noise bandwidth

equal to BLP Hz is used to average over many sweeps the angle jitter variance
2By,p

will be reduced by the factor

f »
S
Note thet mean squared timing error or time jitter variance is given by:

G (w-12)
O = — M-11
T 174 S fs 0052 A .

This result will be used in the derivation of roll measurement errors.
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APPENDIX N

INTERFEROMETER ANGLE NOISE

Consider the simple interferometer system shown in figure N1 which is
representetive of the angle measurement technique employed in the Integrated
Phase System (IPS).

AMPLIFIER o
‘>———W (B, Hz) — 90° |

H. AGC LPF
d ‘ (B, p Hz) —>

AMPLIFIER
2 >—— (B, Hz)

FIGURE N-1 - INTERFEROMETER SYSTEM

Let the signal plus noise at the phase comparator input in channels 1
and 2 respectively be:

A sin (wgt +6) +nq (t) s (v-1)

A cos (wt) +ng (t) . (N-2)

A is the received signal voltage, and o, is the carrier radian frequency. The
electrical phase difference is:

9 sin(o , (n-3)

where d is the interferometer separation, A is the wavelength, and ¢ is the
boresight error.
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The noise in each channel is considered to be narrow band gaussian noise
with single sided power spectral density equal to N = KTF where kT = b4 x 10-21
watt/Hz and F is the receiver noise figure. The noise in channels 1 and 2
respectively is:

ng (t) = x1 (t) cos wyt —yq (t) sinwgt = vy (t) cos (w b + 6, (t)) , (N-4)

and

ng (t) = Xg (t) cos wyt —yg (t) sin wyt = vg (t) cos (wt + 65 (t) ) (N-5)

Then considering the phase detector to be an ideal multiplier the effec-
tive input to the low pass filter is:

1
E[A2sin¢+Ax1 +Axgsing —Aygcos ¢ +xy Xg +y1 Yol (N-6)

where we have yet to account for AGC normalization. Assuming ideal AGC the
signal component at the low pass filter input is:

1
—2— sing (N-7)
And the noise term is:

L [Axy +Axg sing —A 1 (8-8)
5 X{ +AXg 8in ¢ —Ayg COS ¢ +X{ Xg +¥q Yo .

2A

The power spectral density of the low pass filter input noise is easily
determined since x3, Xp, ¥y}, and yp are independent random variables. From
previous assumptions the single sided power spectral density of each of these
random variables is identical and is as shown in figure N-2 for a rectangular
IF filter,

PSD of X(t)

2n

P f(Hz)

Bip

—

2
FIGURE N-2 — POWER SPECTRAL DENSITY OF X(t)
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The power spectral density of each of the terms x; xp and y; yp is
identical and is given by convolution of the individual rectangular densities
as shown in figure N-2. The result is shown in figure N-3.

A
PSD of X, X,

2
2n B":

\ — {(Hz)

Bir

FIGURE N-3 — POWER SPECTRAL DENSITY OF Xy(1) « Xo(t)

Then the low pass filter output noise power is determined by passing each
of the noise terms in equation N-8 through the filter. Assuming a low pass
filter rectangular bandwidth equal to Brp Hz that is small compared to By the
output noise power is determined to be:

nB nB
LP [1+ ‘F] - (N-9)
A2 A2

But from equations N-T7 and N-3 the output signal at small angular errors
may be approximated by:

1) . (-10)

2 A

Thus, the mean squared angular error or angle jitter variance is:

4n B nB 2
- A2 LP IF
2 ( ) [1 + ] (Mechanical Radians). (N-11)

’0 " \27d/ " A2 A2
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A2
Using the fact that the signal power S is —-5— and n = KTF the rms angular

error becomes:

2kTNF B nB %

A LP IF . .

o, = (—) [ @+ )] (Mechanical Radians), (N-12)
6 2nd S 28

where kT =4x 10721 watts/Hz and P is the receiver noise figure.
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