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ABSTRACT

An experimental investigation was performed at Mach 10.4
in air cn a 30 inch flat plate model with cylinderical leading
edges of 0.002 inches, 0.063 inches, and 0.50 inches in diam-
eter to examine the leading edge thickness effect on the
laminar boundary layer. The free stream Reynolds number based
on leading edge diameter was varied between 73 and 70,000.
Wall pressure distributions, boundary layer impact pressure
surveys, and wall heat transfer distributions were measured
and velocity profiles, boundary layer growth, skin friction,
and Reynolds analogy factor were determined.

The wall pressure distributions are compared with a
viscous interaction theory and the modified "blast wave" theory.
The boundary layer profilea, skin friction, and heat transfer
are compared with a zero-pressure gradiant laminar boundary

layer theory and a boundary layer growth correlation is shown.




Chapter 1

INTRODUCTION

Vehicles moving at hypersonic speeds in the atmosghere must
have blunt leading edges to avoid locally intoleratle skin
temceratures. The vehicle boundary layer must then grow in a
cressure fleld generated by the bluntness. Temperatures in the
toundary layer become very high, reducing the mass flux and
displacing the inviscid flow field. This displacement provides a
new "effective" body shape, which produces a further perturbation
of the flow field.

The streamlines entering the low mass flux hypersonic boundary
layer far downstream of the leading edge will have passed through
the strong leading edge shock and will therefore have a reduced
total pressure. The characteristics of a boundary layer growing in
this bluntness and viscous-induced flow field have been a subject
for study by many researchers. The first approach has been to study
the extremes of the problem. That is, to study the sharp leading
edge mocel with its purely viscous-induced pressure gradient and
the very blunt leading edge model with predominantly an inviscid

induced pressure gradient.




Lees and lrobstein (Ref. 1) published one of the first
analytical studies of the viscous-induced pressure gradient behind
a sharp leading edge in hypersonic flow. In this work it was assumed
that Mach waves, extending from the growing boundary layer to the
shock, produce negligible reflected waves. Therefore, the region
between the boundary layer edge and the shock is an isentropic
Prandtl-Meyer type of flow. This type of interaction is called a
weak interaction. The tangent-wedge afpproach is an approximation
to the oblique shock wave equation for high Mach numbers and slender
becdies. This approach is used to determine the local pressure with
the effective body being described by the boundary layer displacement
thickness of a zero-pressure-gradient flat plate solution. From this

analysis, the main interaction parameter was found to be
s S
o= Ma/ R, x

ané the weak-interaction regime encompassed values of Xeo less
than about one.

For values of Xw much greater than one, a strong interaction
region would be encountered. In this region, the reflected waves
affect the boundary layer growth. Closer to the leading edge the
shock wave is very close to the surface and new flow models must be
applieds E. 5. Moulic, Jr., has a rather complete review of the

analytical work in this flow regime in Reference 2.



The blunt flat plate has generally been treated by the inviseid
blast-wave analogy to obtain the pressure distribution and shock-wave
shave. Lees (Ref. 3) showed the similarity between the flow behind
an intense blast wave and the transverse flow field of a flat plate
with a blunt nose in a hypersonic flow. He was then able to relate
the shock shape and wall pressure distribution to the blast wave
and the pressure behind the blast wave.

Cheng, et al., (Ref. 4) considered the combined case of leading
edge bluntness and boundary layer displacement. They used a flow
mocel consisting of a thin detached shock layer and an entropy layer
to obtain a "zero-order" theory for the boundary layer on a flat
rlate with leading edge bluntness. The asymptotic solutions of the
theory agree with blast wave analogy when the bluntness induced
effects are dominant, and agree with strong interaction theory when
viscous-induced effects are dominant. Reference 4 also had a
solution for the heat transfer.

Several experimental studies have been conducted on flat plates
with sharp leading edges. Kendall (Ref. 5) measured the wall
cressure distribution and the impact pressures from the wall to the
shock wave on a 7-inch sharp leading edge flat plate at Mg=58 .
He found that the measured viscous-induced wall pressures were
about <5 percent greater than the weak interaction theory of Lees
(Ref. 6). The impact pressure measurements and an experimental

cetermination of the shock wave shape indicated that the static



treassure and the {low deflection were nearly constant along the

Mich waves betwecrn the boundary layer and the shock, implying that
the reflectec waves from the shock were very weak. This corroborated
the assumption of the weak interaction theory. He also found the
Mach lines were nearly parallel to the shock, and thus, the shock
strength must decay very slowly. The average skin friction
coefficient was nearly egual to the 2ero-pressure gradient value
cownstream but was approximately twice the zero-pressure gradient
value near the leading edge.

Grahan and Vas (Ref. 7) measured the shock shapes and wall
pressure distritutions behind sharp and blunt (square and cylindrical)
leading edges on & 4.25 inch model in helium at Me=/l7. They
found that Lees' first-order weak interaction theory (Ref. 1) did not
precdict the pressure level for the sharp leading edge, whereas the
blast wave analogy adequately predicted the pressures for the
thickest leading edge (Ramg= 21 x 103).

The surface pressure and heat transfer distributions back to
four inches from the leading edge on sharp and blunt flat plates
were obtained by Marvin (Ref. 8) in helium at Mg = 12.5 and 14.7.
The sharp leadlng edge pressure data were in fair agreement with
the first-order weak interaction "heory of Lees in Reference 6.

There appears to be contradictory data in References 7 and 8, since
cne set of data agrees with Lees' weak interaction theory and the

other does not. However, while theories in both references are



credited to Lees, the evaluation of the Mach number and wall
temperature effects apparently differ between References 7 and 8.
also in Reference 7 the sharp leading edge Reynolds number was
ayoroximately 200 as compared to 900 in Reference 8. The blunt
leading edge pressure data of Reference & (30 x 103SRew.d £ 120 x 103)
is proportional to (x/d) —+89 instead of (x/d) =667 45 ig expected
from blast wave analogy. Marvin (Ref. 8) did find a correlation in
terms cof lR,,.|"25 Ap/r  versus x/d. The heat transfer data for
the sharp leading edge model compared favorably with a theory by
Bertram and Feller (Ref. 9) which accounts for the slight pressure
gradient.

Measurements of wall pressures and heat transfer within five

inches of the leading edge of sharp and blunt flat plates in a My, = 20

hotshot tunnel using nitrogen as the test gas were reported by
darvey (Ref. 10). The sharp leading edge pressure data show a good
comparison with Bertram ané Feller's strong interaction theory
(Ref. 9), but the theoretical heat transfer rates were about 20
percent below the measured data. Linear addition of tie modified
strong interaction theory to the modified blast wave theory (Ref. 11)
zave 4 good prediction of the pressures and poor prediction of heat
transfer rates behind the blunt leading edges.

In the lower Mach number range (Mg = 5.7), Creager (Ref. 12)
mace impact pressure surveys of the region between the wall and the

shock wave and measured surface pressures within seven inches of
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the leading edge of flat plate models with various leading-edge
thicknesses. A linear combination of the weak interaction theory
and a blast wave term did not satisfactorily predict wall pressure
data for any leading-edge configuration. An attempt was made to
correlate the boundary layer edge total pressure as a function of
x/d. For large x/d (x/d = 200), the data scattered around the
boundary layer edge total pressure to free-stream total pressure
ratio of 1 and for small x/d (x/d < 40), the ratio was near the
normal shock value. Relatively few data points fell in the inter-
mediate range of x/d, but it appeared that the data would not
correlate in terms of x/d.

Tests of a two-foot flat plate in a Mach 6.8 airstream
with various bluntnesses were reported by Neal (Ref. 13). Wall
oressure data for the sharp leading-edge model were satisfactorily
oredicted by weak interaction thecry (Ref. 11). The maximum value
of ?, was 0.55 for these tests., The blast wave analogy of
Reference 14 predicted a slightly higher pressure level than the
level of data for the very blunt leading-edge model. The pressure
data for the intermediate bluntness were satisfactorily predicted
by a linear addition of the strong viscous interaction and inviscid
oressure theories. Progressively blunting the leading edge first
decreased the heat transfer and then increased the heat transfer
relative to the sharp leading-edge value as long as the boundary
layer remained laminar. Skin friction data obtained by a floating-



elemant balance ugreed with the heat transfer duata when converted
by Colburn's modification to Reynolds analogy based on boundary
layer edge conditions.

Recently, Townsend, Vollmar, and Vas (Ref. 15) measured the
tluntness effect on wall pressures and heat transfer to a five-irzh
flat plate at Mg = 10.3 in air. The leading edge was blunted by
grincing a flat face normal to the plate surface. The pressure data
showed that a very slight leading edge bluntness did not affect the
measured jpressure, and the sharp leading edge data agreed with
theory (Ref. 11, "complete" theory). Blast wave analogy predicted
a pressure level above the data for the blunt leading edge
( Reo,a = 7425 and 14,550). 3light bluntness di. not change the
heat transfer from the sharp leading edge value but further
blunting increased the heat transfer. The Bertram and Feller theory
agreed with all the data.

In the Mach number range of 10 to 12, the references noted
herein show that the leading edge effect on the wall pressure
distribution has been the subject of greatest study. Much of this
work has been done in helium, and the results are not in complete
agreement. For the investigation in air (Ref. 15), the maximum
Reynolds number based on the leading edge diameter was 14,550, which
does not seem very blunt when compared to Re,d2 21,000 to 120,000

in the helium tests.




some neglected areas of investigation include the unit Reynolds
number eft'ect in conjunction with leading-edge bluntness and the
leading=-edge effect on boundary-layer distributions, boundary-layer
growth, and skin friction. Most of the experimentul investigations
have been conducted on relatively short models; however, since
flight vehicles may have extended regions of laminar boundary layer,
the leauing-ecge effect "far" from the leading edge is of interest.
The present investipation was designed to examine these deficiencies
in the experimental knowledge of the leading-edge effect on the
laminar boundary layer.

In this investigation, a 30-inch model was tested in air at
Mach 1C.4 with leading-edge thicknesses of 0.002, 0.063, and 0.50
inches. The resulting ranges of x/d for which data were obtained
are 1920 to 14,500; 93 to 469, and 8.25 to 58.5 for the three
leading edges, respectively. Wall pressure distributions were
measured over a range of Re,d from 73 to 70,000. Impact pressure
surveys, the determination of the velocity profiles, and comparisons
with a zero-pressure gradient theory have also been made. The
bouncary-layer thickness, the skin friction, and heat transfer were
obtainec "far" frox the leading edge and the effect of the leading-
edge thickness on Reynolds analogy factor was examined.

The present experimental program was carried out in the
Langley Continuous Flow Hypersonic Tunnel. The facility is capable

of maintaining the test stagnation conditions at a more constant



level and over a longer period of time than the usual blow=-down
tunnels. Thus, there was always ample time for the pressure
instrumentation to reach steady state. The boundary-layer rrobe
design and the instrumentation configurations were optimized to
obtain the most accurate measured data possible in this hypersonic
air tunnel. The unit Reynolds number was varied from about

0.04 x 10%1nch to 0.13 x 10/inch. Also T,/T,, was about 0.4,
which is much closer to a flight value than a ratio of nearly 1.0 for
tests in helium.

A complete description of the facility, the models, the
instrumentation, and the test procedures is presented in Chapter
II1. Chapter III contains a discussion of the theoretical methods
and the data reduction procedures are presented in Chapter IV,

The results and analysis of the experiment program and comparisons

with theory are presented in Chapter V.




CHAPTER 11

APFARATUS AND TESTS

Facility

The fucility used for these tests was a continuous-flow
hypersonic tunnel with a 3l-inch-square test section using air
(cewpoint = -30° F) as the test gas. A schematic dlagram of
the tunnel circuit is shown in figure 1. The vacuum sphere and
high-pressure air-supply bottles were used to initiate the
ayperscnic flow. Wwhen hypersonic flow was achieved in the tunnel,
the second minimum in the diffuser was closed down to about 25
rercent of the test section area, and the compressors then maintained
the hyprersonic flow for the tests. The heaters are tubular electrical
resistance elements. The throat used for these tests was constructed
of beryllium copper with cooling water passages. A photograprh of
the tunnel is shown in Figure 2.

For the purpose of these tests the model was attached to the
injection mechanism shown mounted on the side of the tunnel in
rigure 3. The mcdel is shown mounted on the strut attached to
the injection mechanism in the retracted position in Figure 4.
The photograph was taken through the test section with the injection
tex door open.

10
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Models

The models for this series of tests consisted of interchangeable
plates sunocrted by a model frame and instrumented for heat-transfer
measurements and for wall-pressure measurements. The mcdel frame
was 29 x 15 inches with a 20° bevel on the sides and leading edge
(see Fig. 5). The support strut attached to the tcp of the frame
(crientation of the mcdel was instrumented surface down) and
extended to the movable portion of the injection mechanism (see Fig.
5). The strut had a sharo leading edge with a 25° bevel on the upoer
surface. The instrumentation leads were inside the strut, and the
pressure trgnsducers were mounted to the back of the movable portion
of the injection mechanism. The instrumented plates were bolted to
the model frame around the edges (see row of screws in model photo-
graphs, Figs. 4 and 5) and were supported in the interior by longi-
tudinal ribs in the model frame.

The plate instrumented for the measurement of wall pressures was
3/16-inch thick stainless steel, The nressure orifices were 0.070
inch in diameter. The orifice locations are shown in the sketch in
Figure 6.

The heat-transfer plate was inconel sheet with a mean thickness
of 0.C317 inches. The thickness (t) had a maximum variation of 5
percent and frcm about 20 inches behind the leading edge to the
trailing edge the thickness decreased and was 4 to 5 percent thinner

than the mean value.
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The material properties (density and heat capacity) were not
measured for the specific sheet of inconel used in these tests. The
values used herein were cbtained from manufacturers' literature or
other indevendent studies. A survey of the available information fer
the material properties revealed the measured values for different
samples varied within :2 percent for the material density and %4 per-
cent for the heat capacity. Thermocouples (20-gage cnromel-alumel
wire) were soot-welded to the back side of the plate. The thermocouple
lecations are shown in Figure 7.

Bcth the heat-transfer and the pressure plates had solid leading
edges which were ground to a 2C° bevel with a C.COl to 0.0C3 inch
leading-edge thickness. The 1/16-inch and 1/2-inch-diameter
cylindrical leading edges were attached to the wedge surface. All
sharn leading-edge runs were completed first and then the sharp wedge
was worked until each cylindrical leading edge fitted with minimum
surface discontinuity.

Both the heat-transfer plate and the pressure plates were
finished to less than a 32 x 10-6-inch root-mean-square surface finish.
The maximum waviness on the centerline of the surface as detected by

a series of dial indicator measurements was 0.33°.

End plates were constructed from 1/8-inch 347 stainless steel for

bcth the heat-transfer and pressure models. The shape (shown in Fig.

7) was generally that of the shock wave for the 0.50-inch-diameter

leading-edge model. An arc of 1.25-inch radius formed the nose region §
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0.500-inch diameter

1.25-inch radius
End plate shape

' 1 5 10 ‘
'f L R T T AR T T S S S S O S G l? &66i2¢°4‘4 ‘2‘5“2;‘8‘““3‘9‘““13“\1
-y
23 3;1 4‘7 z
30 38 48
+ + +
X
30 in.
s X
Thermocouple Position
[ No. x z No. x z No. x 2 No. x H
1 4.25]0 14 | 17.00]0 27 | 245010 40 1275030
2 5.00]0 15 118000 28 | 25.00|0 41 | 2175 |0
3 8.00]90 16 | 19.00]0 29 | 25.00} 2.50 42 | 28.00 |0
4 700|0 1711950]}0 30 | 25.00] 5.00 43 | 28.25 |0 E
5 8.00]0 18 | 2000} 0 31 | 25500 44 | 2850 |0 E
[} 8.00|0 19 | 2050} 0 32 {26000 45 | 28.715 {0 E
7 11000}0 20 | 21000 33 {26250 46 | 20000 E
8 |11.00]0 21 ] 2150)0 34 | 26.50]0 47 | 28.00 | 2.50
9 {1200}0 22 | 22.00}0 35 ] 26.15(|0 48 | 29.00 |5.00
10 |13.00]0 23 | 22500 36 | 2700]0 49 | 29.25 |0
11 | 1400]|0 24 | 23.0010 37 | 27.00| 2.50 50 | 29.50 {0
12 | 15.00] 0 25 | 23.50] 0 38 | 27.00|5.00 51 {29.75 |0
13 1160010 26 | 2400]0 39 | 272510

Figure 7.- Thermocouple locations and end plate shape.
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(extending 1,4 inch ahead of the model leading edge) with an approxi-
mately 8° wedge alterbody. The leading edges of the end plates were
sharpened, and the plates were detachable so that the model could be

run with or without the end plates.

Boundary-Layer Probes

Two boundary-layer survey probes were constructed for these
tests. A sketch of the probe heads is shown in Figure 8. Each probe
had three tubes formed from 0.090- by 0.125-inch stainless tubing
which was flattened and filed at the tip to form the almost rectangular
orifices shown in the sketch. The three tubes were mounted onto a
1/2-inch OD by 3.8~inch 1D stainless tube which was air cooled. A
2000°F solder was used to form a smooth transition from the 1/2-inch
tube to the smaller tubing and to form a strengthening gusset with a
sharp leading edge for the impact pressure tubes (see shaded area of
sketch). The measurements of each orifice as obtained with a shop
microscope are also presented in Figure 8. Photographs of the probes
and the orifices are shown in Figure 9.

There were several facets considered in the probe design. It was
desired to obtain the boundary-layer characteristics with a probe of
such design that minimum interference occurred. Bradfield, Decoursin,
and Blumer (Ref. 16) surveyed a 0.05C-inch-thick boundary layer with
flattened probes with heights of 0.0025 inch and 0.008 inch and found
no interference at M= 3.05. Kendall (Ref. 5) tested flattened

probes of 0.010 inch, 0.005 inch, and 0.0025 inch in heigkt in a




2l

*speay sqodd JdsAeT-AJepunoq Jo Yo3sxS -°g 9JanITy

438 LeT 1138 P 0b1 6T 91’ P
191" 191 91 a 9sT’ pS1’ 498 a
600 1o £10 2 P10’ £10’ 403 B
020 810’ 610 0 220’ 020 0z0' 0
010° 210 z10 q 1o 110 10 q
720 120 020° d 20’ 280" £20' g
01O Z1o 1o’ v z1o 100° g1 ®

| (200 120°0 810°0 v 120°0 120°0 0200 | Vv
¢ 2qnL Z 2anL 1 2qnL £ 2anL z 2qng, 1 aqng,

Z "ON 2qo1d I "ON 2901d




22

*speay a3qoJdad JakeT-ATIepunoq Jo sydeddojoyd -°*¢ aJn3Td

*T °q0d4 (®)

\‘




NIty
S 9

|l00

QU0

nt

*pap

)
qodd (q
A

i




24

C.C42-inch-vhick laminar bcundary layer at M_ = 5.8. Kendall's
surveys show a definite orcbe interference effect for the C.Cl0O=inch
tube and virtually no differences between the surveys with the smaller
tubes. Thus from these and other tests an apparently safe criterion
for tube height is less than 15 vercent of the boundary-layer thickness
for nc orcbe interference effect. In the hypersonic boundary layer
the density near the wall can be relatively low, and thus the local
unit Reynclds number can be very small. Many exhcerimenters have found
a resulting "visccus effect" on nrobe measurements near the wall.
MacMillan (Ref. 17) has shown in a very low-sveed stream that a
flattened tube of a width-to-height ratio of 7 or greater would
minimize this effect. Thus the tubes used in these tests were
flattened to a width-to-height ratio of approximately 7, and the
tube heights were restricted tc values less than 15 percent of the
exvected minimum bcundary-layer tnickness.

Becth probes were mounted on electric motor-driven treversing
mechanisms that extended through the tunnel flcor. Each mechanism
had two 10-turn potentiometer-type slidewires driven by nonslip gears.
Cne slidewire was adjusted to have high sensitivity over a l-inch
travel in the vicinity of the model surface, and the other vctenti-
ometer was read over a 7-inch travel. During bench tests of the
traversing mechanisms, the probe location always repeated tc within

C.CO3 inch on the high-sensitivity slidewire. The model surface

location was determined by a very low voltage fouling circuit. The
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orcbe transducers were mcunted on fixtures attached tc the traversing
mechanism so that no pressure tubing was being moved relative to the
transducer during a survey. The crifices of probe 1 traversed along
a line verpendicular to the model surface 15 inches behind the sharp
leading edge and prcbe 2 was 28.22 inches from the sharp leading edge.
These locations are shown in Figure 6. After each day's run, the
orobes were inspected for damage, cleaned, and checked for any change

in dimension.

Instrumentation and Accuracy

The -~ressure and temperature data for these tests were automati-
cally reccrded on magnetic tape by an analcg-to-digital converter.

The stagnaticn pressures (pt) were measured by four bonded-wire
strain-gage-type transducers with a manufacturer-specified accuracy
of #C.2 percent of full scale. The four transducers varied in
oressure range from C to 50C psia tec C te 500C psia. To cbtain the
most accurate value for data reduction, the transducer with the lowest
vressure range that was cn scale was always used. The resultant
accuracy for the stagnaticn-pressure values for these tests, including
the recording accuracy, is 10.85 percent. For each test, all the
transducers that were on scale agreed well within the above-stated
accuracy.

The tunnel stagnation temperature (Ty) was measured by a

chromel-alumel thermocouple located on the centerline of the tunnel
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stagnation chamber. This temperature measurement, including the
recording error, is considered to be accurate tc within tl.2 nercent.

Wall-oressure (p,) measurements were cbtained by three alpha-
trons. Alphatrons have a raiium source that emits aloha particles
at a constan: rate. This produces icnized gas molecules and results
in a current between two electrodes that is propcrtional to the
pressure at a constant temperature. The alphatrcns, used for these
tests, have two pressure ranges: C to 3 torr and C to 30 torr (ranges
are changed manually on the amplifiers). Prior to testing, the
alohatrens were adjusted to have a 45 mv cutput at the midrange vcint
for each range. A check was then made tc ascertain whether the output
was linear within a certain band. The instrument was again checked
after the tests. The random instrument errcr plus the recording
error results in an accuracy of about 3 percent for pressures greater
than 1 tcrr and 6 percent below about 1 torr. Three 12«port scanning
valves were used and thus 3 alphatrons could be emplcyed tc measure
the oressure at up to 36 orifices. The valves and alphatrcns were
lccated just benind the tunnel side wall vanel cn the injecticn
mechanism. This was dcone to keep the tube lengths as shert as
oessible and therefore keep resoense time to a minimum.

The temverature of the back side of the heat-transfer plate
(Ty) was measured with 30-gage chromel-alumel glass-insulated
thermocouole wire. Each roll of thermocounle wire used is tested

and must have an absolute error less than 22° from 0° to 53C°F and
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0.32 percent above 53C°F. However, to rbtain the heat *ransfer where
the time rate cf change of temperature is needed, the measuring system
reneatability must be considered. The reference junetion temperature

is maintained at 125°F by a thermostatically-controlled heater. The

unit has a maximum variation in the temperature of less than 1° and
has a relatively slow variation of temverature with time. The
redeatability of the temperatures measured including the repeatability
of the high-sneed reccrding system is taken as 1 percent.

Each tube of the boundary-layer probes had several transducers
tc obtain the most accurate measurement over the range of impact
oressures incurred. The following table 1lists the range of each

transducer for each tube.

Tube Range of transducer, psia

0 = 0.58 (alphatrcon)

1 0-03.0
0 = 1C

2 0 = 3,0
0 = 10

3 0 - 1C
0 = 50 i

On tube 1, the alchatron was calibrated and checked in the same way

as the wall-oressure alphatrons. The instrument and recording

accuracy was t3 percent of the reading. The transducers were the
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unbonded straingage type, and they were calibrated and checked several
times before, during, and after the test prcgram. The O — 3 psia

transducer was a high-precision device with an accuracy of $0.6 percent
of full scale based on experience. The other transducers had manufac-

turers' stated accuracies of :l percent of full scale.

Nczzle Calibration

The tunnel calibration for the tunnel stagnation pressures used
fcr these tests i3 shown in Figure 10. All of the data shown were
cbtained from measurement of the stream impact pressure by probes
mcving cn the tunnel vertical centerline and from measurement of the
tunnel stagnaticn chamber pressure. The streamwise pcsition of the
orcbe varied from 12 inches downstream of the leading edge to near the
trailing edge of the 30-inch model used in these tests. There was a
slight pcsitive streamwise Mach number gradient which appears tc be
maximum for the lowest tunnel stagnation pressure (abcut C.1C per 13
inches). The values of Mach numbers used for these tests were 10.3

for o

t 350 and 10.4 for Py = 750 and P, = 1200 with an accuracy

of +0.10.

Test Conditions
The test stagnation conditions fcr this study were P, = 350, 750,
120C psia with a maximum deviation of #3.0 osia from the nominal value,

and T, frem 1738° to 1873°R. During a given run, Tt varied no

more than 14°R. Using the tunnel Mach numbers from the nozzle
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calibration for the above tunnel stagnation pressures, the following

ranges {ree-stream unit Reynolds numbers were obtained.

Pt Mw Range of free stream

psia Unit Reynolds number per inch (R o/ X )
350 10.3 0.036 x 106 to 0.042 x 10°

750 10.4 0.074 x 106 to 0.088 x 106

1200 10.4 0.12 x 100 to 0.14 x 106

The actual Reynolds number was calculated for each run and
used in the data reduction.

The model wall temperature (T,) varied during each run. For
the heat-transfer tests the maximum variation during a run was
8°F. With an adiabatic wall temperature (Tg,) near 1600° F, this
89 change is negligible. During boundary-layer survey and wall
pressure tests the wall temperature varied by about 100° F.

The model was maintained parallel to the test section floor
for all the tests. Tunnel-flow angularity checks have shown that
the flow angularity on the model centerline was between 0.2° and

0.5° up onto the model surface.

Test Procedure
Four types of tests were conducted in this study: oil flow,
wall pressure, impact pressure surveys, and wall-heat transfer.

When the desired test conditions had been established for each test

a probe survey of the core of good flow was conducted to obtain the
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tunnel Mach number. The model was then rapidly injected into the
stream from the sheltered position in the injection mechanism, and
the desired data were recorded. During the injection stroke, the
model traveled through the tunnel flow in less than one second.
Upon completion of the test, the model was withdrawn into the
injection mechanism and cooled by air jets (see Fig. 4).

A short series of oil-flow tests was conducted initially to
determine which end-plate configuration would provide a more
nearly two-dimensional flow over the entire instrumented surface.
For these oil-flow tests, just prior to starting the tunnel, a
mixture of 10 cs silicon oil and lamp black was dotted on the
model surface by a 1l/8-inch-~diameter felt tip applicator. The
oil dots were spaced approximately 1.5 inches apart over the entire
length of the model. The tunnel was started, preheated, and
test conditions were achieved with the model sheltered in the
injection chamber. The tunnel stagnation pressure for these tests
was 750 psia, and the model leading edge was sharp. When the
model was injected into the tunnel, the development of the oil-fiow
pattern was watched via a closed circuit television. Once the
flow pattern had developed satisfactorily, the model was retracted,
and the tunnel was shut down. The oil-flow pattern was recorded

by photographing a mirror image of the model surface.

In the wall-pressure tests, after the model was in the tunnel,
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a continuous indication of the wall pressure was examined until
the pressure instrumenta had settled out. The pressure reading
was then recorded on the magnetic tape, and the scanner valve
advanced to the next port. This sequence was repeated until all
the pressure orifices had been read.

In the boundary-layer survey tests the scanner valve was set
on the port for the orifice under the probe. When the model had
come to rest in the tunnel, the impact pressure probe was driven
toward the model at a constant speed while data were being recorded
every few seconds. The probe speed was sufficiently slow and the
volume of tubes 2 and 3 with two transducers each was sufficiently
small that lag time for the pressure readings was negligible. When
tube 1 was about 0.75 inch from the model surface the probe was
stopped, and a continuous plot of the pressure readings was
examined until all pressures settled out. From 0.75 inch to
the model surface, the probe was moved a few thousandths of an
inch at a time, and the pressure readings were allowed to settle
out before the data were taken. When the model surface was reached
the fouling circuit signaled, and a data point was recorded to
establish the surface location on the recordead data. The probe was
then removed and the model was retracted. All during the rscorded
survey of the boundary layer, the probe was moved only in the

direction toward the model surface.
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Just prior to injection of the model instrumented with
thermocouples for the measurement of heat transfer, a system of
"eontinuous" data recording was initiated. This "continuous"
data recording system records all data 20 times per second. This
mode of recording was continued until five seconds after the

model had come to rest in the tunnel at which time the test was

terminated.




CHAPTER III

THEORETICAL METHODS

Calculation of Wall-Fressure Distributions

As was discussed in the Introduction, two different approaches
must be used to calculate the wall-pressure distribution behind a
leading edge of varying thickness. First there is the viscous
interaction theory for the sharp leading edge and second the
blast-wave theoiy for the blunt leading edge dominated flow field.

The approximate shock wave shapes for the three leading edges
of this investigation are shown in Figure 11. The shock wave
shapes for the two blunt leading edges were calculated by the

method of Reference 18, whereas the shock wave shape for the sharp

leading-edge configuration was measured by Townsend, et. al (Ref. 15)

at Mach 10.3. As the figure depicts, the d = 0.50-inch-diameter
leading odge gives rise to a strong shock wave with a large pressure
Jump. The sharp leading-edge configuration, however, has a

weaker shock wave which is due to the displacewsnt effect of the
boundary layer alone. The thsoretical methods of calculating the
walle-pressure distributions for the weak shock wave viscous-induced

interaction and the strong shock wave bluntness-induced iateraction

are presented in this ssction.
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The theory of Lees and Probstein (Ref. 1) for the prediction of
the pressures on a sharp leading-edge flat plate in a hypersonic
stream is for the weak interaction regime ( Xuo £! ). The
measured wall pressures of the sharo leading-edee model in this
investization are in the range of 0.6 % X & 2.9. Bertram and
Blackstock (Ref. 11) developed a method which is more applicable
at higher values of 52...

In Reference 11 the following equation for the boundary-layer
thickness is ottained from the hypersonic similarity solution of

Ii and Nagamatsu (Re”. 19).

- = Gkylpn M=VC. x

= eRdon ) e 1
Where

G‘=I.543:%'-L _,I:—:'b 0.352) (zi

for Np.=0725

a -
Cw= #:T.;
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K4-(77 n, %) is an integral function that is plotted in Reference
11« In this formulation the pressure gradient is postulated to be
of the form Py & xR, It is then assumed that the slope of the
outer edge of the boundary layer is sufficient to determine the
local surface pressures. Differentiating Fquation (1) with

respect to x and substituting the hypersonic interaction parameter

X= , an equation for the hypersonic similarity deflection angle

is obtained.

s =Magf 2 62e ), X dl%) 4]

2%p d X,

For slender two-dimensional bodies in hvoersonic flow, the

tancent-wedge approximation gives

3 ret el

An iterative-type solution of Equations (4) and (5) will rive an
aporoximate prediction of the wall-pressure distribution. The
reason this method is more applicable at the higher values of

"Xa. is that the full tangent wedge equation is used (5).




Generally in the weak interaction theories a power series for small
K, is used.

When the flow over a flat plate is dominated by a blunt leading
edge, the theory of the decay of intense blast waves presents an
anslogy that can be used to obtain surface pressures and the shock
shape. G. 1. Taslor first studied the sudden release of a finite
amount of energy at a point resulting in a spherical blast wave.
Others (Ref. 3) extended the work to cylindrical and planar blast
waves (for summary see Ref. 14). These studies revealed that the

law of propagation of an intense blast wave is
s
R = Ftr [%) i (6]
0

for a planar wave. F is an undetermined function of 7, A, 1is the
density of the undisturbed gas, T 1is the time, and E is constant
total energy of the explosion. A blunt flat plate in a hypersonic
stream may have a nose drag far greater than the afterbody drag.

That is to say, the flow field would be dominated by the bluat
leading edge. When this is the case, the energy E can be
identified with the nose drag (D). For the blunt flat plate,

considering only the surface of interest,

2
E=5 = &fz—éc, per unit width (7]

Wikt
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where C 1s the nose-drag coefficient (CD = 1.2 for cylindriecal
leading edge). Setting = 4, and substituting Fquation (7) into
equation (6), the shock shape for the blunt flat plate has the form

d—a:Cp( ) (Bl

In Taylor's model of the blast wave, to be consistent with the
functional forms for the pressure, density ratio, and the radial
velocity, it is necessary to assume the asymptotic form of the
Rankine-Hugoniot relations for a strong shock wave. The pressure
ratio across the shock wave must be large %' ;: >>

Following the development of the theory by Baradell and Bertram

(Ref. 14) the shock pressure ratio is

2
r 2 . - J(R/l)
= :*' M’ Sl"le_‘ r*l M Tan -r.r’ Mz (J_-)) (8'

R

where ©; is the shock-wave inclination with the free stream.
Performing the indicated differentiation on Equation (8) and
assuming ‘ﬂ'/g = R/& » the pressure distribution on a blunt flat

plate will have the form

F=r (*/4 ),3 bel




40

In Reference 14, Baradell and Bertram used a sonic-wedge-
characteristics-method calculation to fit Equation (10) to the

inviscid pressure distribution. The resulting equation is

2/3
Rv C
_=o/e7eF(r—n-w_° +0.74 i
Z-omdronth o
where €= |- (°'°°"5/(Y-/)2J and is a correction term for

Y (see Ref. 11). Also in Reference 14 it was found that the
linear addition of the pressure increment due tc local surface
angle on a curved plate and the blast-wave pressure increment
agreed satisfactorily with the characteristic theory. Therefore

on the blunt flat plate Bertram and Blackstock (Ref. 11) considered
the boundary layer to be growing under the influence of an

inviscid (blast wave) pressure gradient. The resulting viscous-
induced increment and the bluntness-induced increment were added

to obtain the wall pressure. Assuming a weak interaction viscous-

induced pressure increment, the resulting equation is

(5-) _ o.mn{ﬁ(r—l)ﬂ;&]z/iaﬂ +5 ”,7—-“ l12)
% tota( x/d
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where the last term is the viscous-induced increment which is a

function of pp/p, = (pu/p,) blast wave ( Equation 11).

Theoretical Boundary-Layer Profiles

It was considered necessary in this study to have a theoretical
calculation of the boundary-layer profiles for comparison +ith
some of the measured profiles. A widely known compressible
iaminar boundary~layer theory is the Van Driest-Crocco method
(Ref. 20). Klunker and McLean (Ref. 21) organized an iterative-type
solution to the boundary~layer equations. A quick comparison of the
Van Driest-Crocco and ihe Klunker and McLean profiles in the back
of each report shows that the results are nearly identical. The
Klunker and Mclean wethod is easily programmed on the high-speed
computer and therefore has been used in this study.

In the Klunker and Mclean method the two-dimensioral compressible-
flow boundary~-layer equations for steady flow, an isothermal wall,
and a zero-pressure gradient are solved iteratively. The Blasius
gimilarity variable n = ”ﬁ /ﬁi;: is used to reduce the partial
differential equations to ordinary differential equations. The
centinuity equation can then be solved for (pu) and integrated
by perts. The resulting equation is substituted into the
x-momentum and energy equations along with the function
G = (h-he)fhe-hw). The following pair of differential equations

is obtained after nondimensionali.ing all flow properties with




respect tc the free-stream values.

d [yedwl, £ (um dut) . 3
dn“m*i?'uj'n-‘o [13)
d_[u” d€ Na. [u* 48 * Ju"z

a_ A 2 ) = -~ MIZ) |14
dn (/Yrr”am *Ne 538 (N?, n) 2l (dn) be]

where
n
»
$ = -;—[f"“ dn
o

All the coefficients in the above equations are functions of =,
However, an initial soluticn can be used to evaluate these coeffici-
ents and then by the method of successive approximations a solution
is readily obtained since the approximations ccnverge rspidly.

The equations with constant coefficients are solved by integrating
factors,

The Klunker and MclLean solution has been programmed on the
high-speed digital computer. In the computer program the successive
aporcximations were continued until the change between two successive
apprcximations was less than $0.05 percent.

Whenever gas prcperties were needed in the calculaticns in the
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orogram, tables of thermodynamic properties of air were used. The
enthaloy table from the N.B.S. tables (Ref. 22) was used to determine
the tempersture distribution from the calculated enthalpy distribution.
The Mach number was calculated using a table for the speed of sound.
The impact-pressure distributicn was calculated using the perfect gas
Rayleigh-oitot equation. Chart 17 of Reference 23 reveals that any
imperfect gas effects cn this equation are less than 0.5 percent for
the range of conditions occurring in this investigation. The Prandtl
number was also taken from a table in Reference 22.

"rdinarily, viscosity is considered to be independent of the
oressure level, However, at low pressures, the viscous drag at a
surface has been found to decrease due to the slip flow of gas luyers
over adjacent surfaces, Figure 2 in Reference 2, shows that at a
oressure of 1 torr the decrease with pressure of the viscous drag is
just starting and increases with increasing temperature. Grieser and
Goldthwaite (Ref. 25) undertock a careful study at low temveratures
and over a range of pressures. From t} measurements, the best

equation fit to the data at atmospheric pressure was

Y2
= o. Z -6 /b-sec
M=0.02209/ T+i76.6 X /0 ——tz (/5)

over the temperature range of 144°R to 530°R. This equation is plotted
in Figure 12 along with the low-temperature Sutherland formula.,

Grieser and Goldthwaite also determined the accommodation parameter
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"a"  for the low-pressure data to be used in the Kurdt and Warburg

equation for the apparent viscosity p'. The equation is

¢ MP
M = P <+ M (/6‘

A curve for p' for a pressure of ) mm cf mercury is also shown in the
figure using the Grieser and Goldthwaite value of a. Also shown in
the figure are some data obtained by Johnston and others (Ref. 24) at
1.C and 1.5 torr. The data and correlation agree within 3.3 percent.

This correlation was used in the orogram to calculate the viscosity.

Calculation of Skin Friction and Heat Transfer

Ber+t~am and Feller (Ref. 9) showed that under certain assumptions
the ratios of local_values of either skin-friction, heat-transfer, or
boundary-layer thickness to the corresponding zero-pressure gradient
values are orcportional to the square roct cof the pressure ratio,
These proportionalities were drawn from the work of Li and Nagamatsu
(Ref. 19). The required assumpticns are a hyversonic Mach number at
the boundary-layer edge with the velocity nearly constant, linear
viscosity~-temperature relation, p, < xn, Prandtl number 1, and
isothermal wall. The constants of proportionality depend on the value
of n and the wall termerature. Bertram and Feller (Ref. 9) vresent

plots to dotermine the constantis.




CHAPTER IV

DATA REDUCTICN

Pressure Measurements
All oressure measurements were converted to the desired units on
the high-speed digital compbuter by use of the experimentally determined
calibrations. The impact-oressure probe locations were determined by
use of the slide-wire calibrations and a zero location determined

from the fouling eircuit.

Free-Stream Quantities

The free-stream Mach number was calculated from the probe
measurements of free-stream impact pressure and the stagnation chamber
oressure. The ratio of these measured pressures along with the "Ames
Tables" (Ref. 23) for an ideal gas vere used in conjunction with a set
of correction curves. The correction curves were derived from the
repcrt on the thermodynamic properties of equilibrium air by Erickson
and Creekmore (Ref. 25) and account for iuperfect gas effects.

The stream quantities Q%n, T, and qm) wvere calculated from
the Mach number, the "Ames Tables" and the correction curves. The

free-stream visccsity p_ was calculated from Equation (15) of the

theoretical methods chapter.

46
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Boundary-Layer Profiles
To comoute the velceity profile from the measured impact-
oressure data in the boundary layer, it was necessary to assume that
the static pressure across the boundary layer was equal tc the
measured wall pressure. The Ravleigh-pitot equation was then used
to calculate a Mach number profile. The imperfect gas effects on

the Mach number value are less than 0.5 percent using this equation.

The theoretical total enthalpy distribution (ht) from the Klunker
and McLean theory was available in the computer from the calculation
of the theoretical profiles. Then, using the one-dimensional adiabatic

energy equation,

h, = h+ M (/7)
2

the local static enthalpy (h), the speed c:i' sound (a), and the local
static temverature were determined; h and a are functions of
temperature oniy and were available from the N.B.S. air tables (Ref.
22) stored in the computer memory.

The local skin friction (Cf) was obtained by plotting the
resulting velccity profiles and graphically determining the slope of
the tangent at the wall.

K.
Ce= Mw ;‘?‘)w
.

8}
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Reduction of Heat-Transfer Data
The rapid injection of the "thin skin" model provides a sudden
exncsure tc a heating environment. The heat transfer to th> model is
determined by measuring the change with time (T ) of the internal

energy of the skin. The equation used for the calculation of the

o,

heat transfer is

S

QA::C... fmt:—-"% {/9’

where Cn is the heat capacity of the inconel sheet determined from

g

= the equation

Cm=0.000061i(T,, — 460)+0.098 Ii—;l:R lzo)

)Om is the material density = 525.312 lb/ft3, and t is the plate

e sl

At
i

thickness.

R

A machine orogram of the method of least squares was used toc fit

b

a second-degree volynomial to the temperature data at each location

i

in a 2-second interval, At the middle of the interval, the slope of
the polynomjial was determined and was used in Equation (19).
The adiabatic wall temperature (Taw) was calculated from the

equation

Taw = r(n_ T.) + T (le
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vhere the reccvery factoer r was assumed to be \/Npr = \/0.72. For

the purnoses cf this study, the heat-transfer coefficient was defined

as h = da ,» and the Stanton number is then NST = uhc where
Taw ~ Tu ®®p

C, was assumed to be 0.24 Btu/lbm °R.



CHAPTER V

DISCUSSION CF RESULTS

0il-Flow Tests

A short series of oil-flow tests was conducted initially tc
determine what end plate configuraticn would oprovide a two-dimensicnal
flow in the area cf interest on the instrumented surface of the model,
A series cf ohctegravhs of the mirror image of the cil-flcw vatterns
are shown in Figure 13. Since the instrumented surface of the mcdel
was in a plane vervendicular to the tunnel windows, after each oil-
flew test a mirrcr was placed in the tunnel to cbtain an image that
could be reccrded by photograohy.

Because of lighting »roblems, the camera was in a different
lccation and at a different angle relative to the mirror for the
shots cof the front and rear ovorticns of the model. This is the
reascn for the skew avpearance and varying model image size. To relate
the front and rear ncrtion vhotographs, the model centerline is noted
and the ccrresocnding locations in the two photographs are indicated.

The cil-flow pattern without the end plates installed is
oresented in Figurel3(a). A severe cross flcw is cbserved to inter-
sect the model surface at apprcximately the model m'dlength and feed
acrcss the model tcward the centerline. The origin of the cress flow

is the mounting strut.
5C
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The cil-flow nattern with end nlates installed ‘rig. 13(b)) did
not. flow oronerly since many cf the cil dets were too smali. The
existing pattern does show, however, that the severe cross flow is
nct oresent on the surface. However, a slight inward flow is seen
¢long the medel edge (near the end plate) especially very near the
leading edge.

Still another configuration was tried with cne end plate installed
on the far side of the medel and extending uoward at an angle cf 30¢
tc the vlane cf the model surface. In this configuratiocn, the end
plave shielded the model surface from the interfercsnze field of the
strut. The resulting oil pattern (tig. 13(c¢)) shows an inward flow
near the leading edge on the far side which is quickly damped out.

Fer the rest of the mcdel length, the flow near the edge is outward
off the nlate surface. All c¢f the disturbed flow occurs along the
far row of o0il dots. The oil dots on the near side of the model (not
shown in the shectogranhs) showed a pattern similar tc that of the far
side. The flow near the center cf the plate was parallel.

Cn the basis of these results the configuration of cne end vlate
directed uoward cn the far side shielding the vlate from the strut
interference field was used throughout the pressure and heat-transfer
tests, It is believed also that the flow along the model centerline is
two-dimensicnal and is renresentative of the flow cver an infinitely-

wide flat »nlate,
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ressure Distributions

The bluntness effect on the wall-nressure distribution is shown
in ¥igjure 14 where pw/pm along the model centerline is plotted as
a function of x for three unit Reynolds numbers. The cverall
accuracy of these data is believed to be %9 percent (6-percent trans-
ducer accuracy and 7 percent due to the tunnel Mach number accuracy).

The modified blast wave theory of Bertram and Blackstock (Euns.
11 and 12) is generally in goocd agreement with the oressures behind
the C.50-inch-diameter leading edge where the bluntness-induced effects
are Jomirant. The 0.0C63-inch-diameter leading-edge data are slightly
below the sharo leading-edge data for the lowest unit Reynolds number
case, but as the unit Reynolds number is increased, the two sets cf
data draw closer together and cross at the highest unit Reynoclds
number. The viscous-induced pressure rise decreases as the unit
Reynolds number increases because cf bcundary-layer thinning, whereas,
the bluntness-induced oressure rise, blast-wave effect, is insensitive
to unit Reynclds number. Thus, the data suggest that at the lcwest
unit Reynclds number, the visccus-induced vressure rise on the sharp
leading-edge model is greater than the combined pressure rise due to
bluntness and any boundary-layer displacement effect on the 0.063-inch-
diameter leading-edge model between 93 and 469 diameters frcm the
leading edge. The data appearing in R:lerences 7, 8, 13, and 15 show

that generally slight leading-edge bluntness increases the surface
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pressures, but none of these references have much data in the range
of the oresent data (32 93 and 2400 % Ry < 8200) .

A compariscn of the sharp leading-edge wall-pressure distributions
with the Bertram and Blackstock theory (E:ns. 4 and 5) for predicting
viscous-induced pressures is also shown in Figure 14. This theory is
below the data at all Reynolds numbers with the largest difference
being about 25 sercent at the lowest unit Reynolds number.

The slight tunnel flow angularity discussed in the Test Conditions
section of Chapter II may account for between five and twelve percent
of this difference; however, the greater part of the difference 1s
unexdlained.

The sharp and 0.063-inch-diameter leading-edge model pressure
distributions tend to increase slightly on the rear 1/3 of the model,
but the oil-flow patterns and the lateral pressure distributions di@
nct indicate any model edge effects in this region. There does appear
to be a mcdel trailing-edge effect over the last two inches of the

model,

Impact-Pressure Profiles
The results of the impact-oressure surveys for the sharp leading-
edge model and the three test unit Reynolds numbers are shown in
Figure 15, Near the wall the data shows the large impact-pressure
gradient typical of the laminar boundary layer. Cuatside of this

region, the impact-pressure ratio for the front probe (see Fig. 15(a))
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increases as the orcbe apprcaches the shcck wave (in particular the
Ry, x= C.54 x 106 data). Fer y = 2.72 and beycnd, the probe was
outside of the leading-edge shock wave and measured the free-stream
imoact oressure.

Since several different range transducers were used tc cbtain
each orofile, the accuracy of the data across the boundary layer will
vary. The maximum accuracy for the nressure ratio was within 7
vercent. The accuracy in the orobe locaticn measurement is within
$C.004 inch from the mcdel surface to y = 1.C inch and #C.Cl inch
beyond. The oressure ratio (pt3/pw) at the wall should be 1;
however, as the orobe apprcaches the wall, the data approaci a value
cof about 1.5. This is due to viscous effects which are indicated by
a very low local Reynolds number based on orifice height and wall-
orobe interference. The viscous effects were studied by MacMillan
and are referred tc in the boundary-layer orobe section of Chapter II.
No attemot has been made to ccrrect these data using MacMillan's work
due to the differences in the test conditions and cther unknown effects
such as wall prcbe interference. These data near the wall are very
evident cn the velocity profile plots and this matter will be consid-
ered in the velocity profile discussion. These data must therefore be
recognized as being subject to the above-mentioned conditions and
should not be used in evaluating boundary layers.

Figure 15 shows that the Klunker and MclLean boundary-layer theory

(Ref. 21 (see Chapter III)) based on free-stream conditions adequately
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oredicts the measured impact oressure nrofiles from the wall out to
the regicn of nearly constant impact pressure. Cutside the boundary
layer cn a sharo leeding edge model with a nearly straight shcck, the
imoact pressure is fairly constant; thus, while the boundary-layer
edge is difficult to establish from the impact-oressure nrofiles, the
start of this region of constant impact oressure must be in the
vicinity of the bcundary-layer edge. As was stated in Chapter III,
the Xlunker and MclLean thecry assumes the wall pressure is constant.
However, the sharo leading-edge model has a small pressure gradient
(Fig. 14). Nevertheless, the theory based cn free-stream conditicns
(MOo = 1C.4) 1is in gocd agreement with the impact-oressure prefiles
in the boundary layer. The prcbe measurements indicate a rather
substantial change in Mach number f»-m the free-stream value of 10.4
tc the boundary-layer edge values of 7.82 to 9.39. Hayes and Probstein
(Refs. 27 and 28) demcnstrated the existence cf an independence
orinciple for hyperscnic boundary layers. In essence, this orinciple
says that for given wall-pressure and wall-temperature distributions
and a given (and nearly ccnstant) boundary-layer edge velocity, the
sciuticn or orcfiles in the orincipel part of the boundary layer (the
whole bcundary layer except fcr the extreme outer edge) are independent
cf the boundary-layer edge Mach number. The requirements for this
orinciple tc apply are a perfect gas and hypersonic flow outside of
the boundary .ayer. Apparently in the present test conditions, the

wall-oressuce gradient is sufficiently small and the boundary-layer



edge velccity is sufficiently clcse tc the free-stream value that the
zero-pressure gradient theory of Klunker and McLean is an accurate
sclution in the orincival part cf the boundary layer behind the sharp
leading edge.

The imoact-pressure prcfiles for the 0.063-inch-diameter leading-
edge mcdel are presented in Figure 16. A theoretical profile resulting
from the Klunker and McLean boundary-layer theory for a sharp leading-
edge mcdel is also oresented. The blunt leading-edge data A not
have as large an impact-bressure gradient as the sharp leading-edge
orofiles. The outermost data points 28.22 inches behind the blunt
leading edge (Fig. 16(b)) show an extended region of slightly varying
impact pressure. This is as compared to approximately 2 inches of
constant impact opressure the same distance behind the sharp leading
edge (Fig. 15(b)).

It is impcssible tc determine a boundary-layer edge frcm the
imoact-oressure orofiles for the 0.063-inch-diameter leading-edge
model. Hcwever, tle date for ptB/pwj7 35 4in the nearly linear
porticn cof these profiles are hypersonic. Therefore, it may be argued
that the orofiles should compare with the sharo leading-edge profiles
according to the previously stated independence vrinciple. However,
Hayes and Probstein (Ref. 27) ccnclude that similitude may not be
extended to the viscous-flow regime for a blunt body since at the nose
the invisecid flcw is far from hypersonic (local velocity perturbations

are large), and results in an entropy layer adjacent to the body.
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Comraring the impact-pressure profiles of sharp and 0.063-inch-diameter
leadings seems to support this conclusion.

The imoact-pressure profile data for the C.50-inch-diameter
leading-edge model are presented in Figure 17. These data have a
region cf nearly ccnstant impact pressure outside the boundary layer
much the same as the sharp leading-edge data. The beginning of this
region indicates the vicinity of the boundary-layer edge. OCne of the
effects of the blunt leading edge is the reduced level of impact
oressure in this regicn and, therefore, at the boundary-layer edge.

The Rayleigh-pitct equation was used tc cbtain the boundary-layer
edge Mach number (Me) from the measured impact to wall-pressure

ratio. The ideal gas relationship

Yt I/-f—l
Tes _ | reNMe v+
;ge F=0OM +2| 12y ME- (r-/)

was then used to calculate the boundary-layer edge total pressure

(Pt ). At all unit Reynolds numbers and probe locations, this total

e
pressure was equal tc¢ the free-stream impact pressure. Therefore, all
the boundary-layer streamlines must have passed through the normal
shock pcrtion of the bow wave.

Outside the region of ccnstant impact pressure, the impact

oressure increases as the shock wave is apprcached indicating the

influence cf the curved portion of the bow wave.
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Total Enthalpy Prefile

Te obtain the velocity profiles from the measured impact-
oressure prcfiles, as menticned in Chapter IV, it was necessary to
determine a tctal enthalpy distribution. In Figure 18 three samnle
total enthaloy distributions are shown as a function of n_ (the
Blasius similarity variable). A constant total temperature or
constant total enthalpy orofile is very often assumed when the wall
temmerature is near the adiabatic wall temperature. In the present
tests, the wall temperature was much lower than the adiabatic wall
temperature, and both the Klunker and McLean theory and tlre often-
used laminar Crocco equation indicate a large difference from the
censtant total enthalpy distribution. The two theories agree closely.
All measured velocity profiles vresented in this report have been
obtained using the Klunker and McLean thecretieal total enthalpy

distribution.

Velocity Profiles
The velocity profiles for the two probes on the sharp leading-
edge mcdel at each unit Reynolds number are presented in Figure 19.
In these figures, the local tc free-stream velocity ratio is plotted
against the Blasius similarity variable (qn). The data points very
near the wall are influenced by the very low Reynclds number and wall
probe interference effects pointed out previously and will, therefore,

be neglected entirely throughout the rest of the discussion.
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The accuracy cf the distance narameter 1n_ 1is within 15 percent
fer the bcundary-layer orobe data. The accuracy of the velocity ratio
due tc measurement errcrs alone increases from 4 nercent at the first
"goed" roint to less than 1 vercent at the boundary-layer outer edge.

The assumed thecretical tctal enthalpy distribution between the
vall and the boundary-layer edge (where the total enthalpy is known)
is believed to be adequate for obtaining the local velocities in the
boundary layer even for the blunt leading-edge configurations. The
"gocd" data pcint nearest the wall (y==C.125 inch) has a theoretical
total temperature of 975 i50°R fcr all leading-edge configurations.,
It will be shcwn later that the Klunker and McLean theoretical values
of heat transfer are a maximum of about. twenty-six percent below the
measured heat transfer for all the configurations of this study. To
establish a maximum possible deviation in the total temperature at
this first "gocd" voint, a change of 10C°R cr about 11 percent of
the total temperature we fourd to be sufficient tc cbtain a change
in slope at the wall of the nearly linear total temperature distri-
bution of about 26 percent and, therefore, a 26 percent variation of
the heat-transfer rate. At other locaticns in the bcundary-layer,
tctal temperature differences cf more than 1l percent would not be
expected since the actual total temperature and total enthalpy
distributicns must converge to the same end points as the thecretical

distributions.
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The calculaticn prccedures and equations used to calculate the
velcelty from the measured pressures and the assumed total enthaloy
distribution are believed tc be the most exact for air. The overall
accuracy for the velccity then becomes 310 nercent including possible
differences in tctal enthaloy and measurement errors.,

The sharo leading-edge data agree with the thecry within the
abcve stated accuracies (Fig. 19). The data outside the bcundary
layer are slightly different from a velocity ratic value of one as
would be expected from the differences in the impact-pressure ratio.

The velocity prcfiles for the C.063-inch-diameter leading-edge
mcdel are presented in Figure 20 along with the Klunker and McLean
sharo leading-edge theory as a reference vrofile. The data show two
regions of different velocity gradients. For N, < 20, there is a
regicn of relatively large velocity gradient which is less than the
sharp leading-edge gradient. For values of 1f_ greater than about
30, the velocity increases slightly with increasing N+ In Figure
20(a), for the Ry,x= 0.59 x 106 data, 1n_ = 32 corresponds to
y = 0.604 inches. 1In Figure 16(a) the impact-oressure orofile for
this survey shcws that at y = 0.604 inch, the region cf the largest
Impact-pressure graiient is just starting. Thus, the outer region
of small velccity gradient is a region of large impact-pressure
gradient., In the usual sense, the boundary layer is considered to
be the region adjacent to the wall where there is a large velocity

gradient and, therefore, a region of viscous shearing. On this




T2

52
48 Theory Roo’x ] X, inches o)
O ————  059%10 15.0
0 ————- 1.17x 100 28.2 o)
u
0
D
40 a
a0
3% =
=!
32 &3
| oln
28l Al
N de] /
O
-
D
20 :
v al _#]
il %74
16 50
o LA/
[©) 2
12 o—:
S) l/‘r/
U/_/’
8 D}l
-0
4 - ,EbJ
0
0 1 2 3 4 5 6 7 8 9 1.0
U [Ugs

) R x=0041x16%in.

Figure 20.- Velocity profiles for the 0.063-inch-diameter leading-
edge model,




52

32

28

24

20

16

12

T3

€3
Theory Roo’x X, inches A
0 130x 10 15.0
a 2.82x 100 28.2 q
T 5
Op
(O]
O
Dry
o
4
L/
qH /]
O o A
o g
0 s
| |
L~
@l |~
~
|~
‘ e
EO .
50
<
~1
- D
3 4 5 6 7 9 1.0
U/Uoo

) R =0.086x10%/in.

Figure 20.,- Continued.




52

32

28

24

20

16

12

v

1.0

]
Theory Rooy X, inches
o) 2.06 X 100 15.0
a 3.81 x 106 28.2
O
-5
0 //
) v
a
G |
3 v
g A
7
_ P
//
9 N
ooy
/ r_j &
2 3 4 5 6 7
u/uoo

(©) Ryofx=0.13x10in.

Figure 20.- Concluded.




75

basis then the boundary-layer edge would be in the vieinity of

n, = 32 for this cenfiguration. Thersfore, much of the impact-
oressure variation ceccurring in the flow field adjacent to this

model cccurs outside the boundary layer. The streamlines just out-
side the bcundary layer must have passed through the curve vorticn of
the leading-edge shock wave and an entrcpy gradient exists in this
region,

The velocity orofiles for the (C.5C-inch-diameter leading-edge
mecdel are presented in Figure 21. The measured preofiles are surpris-
ingly clecse tc the thecry exceot that the large blunt leading edge
has caused a considerably lower boundary-layer edge velocity. The
boundary-layer edge for the Rn,x= 0.57 x 106 profile occurs at
Ny = 30. This corresponds to y = C.58 inches in Figure 17(a) at the
start of the region of constant impact pressure.

The tyoical bluntness effect on the velocity profile is shown
in Figure 22 where the profiles for the three leading-edge configura-
tions for a given free-stream Reynolds number are plotted. The very
blunt leading edge generally appears to have the steepest velocity
orofile near the wall while the boundary-layer thickness is nearly
the same as fcr the sharp leading-edge configuration. The slight
blunting decreases the velocity gradient and thickens the boundary

layer.

Static Temperature Profiles

Sample static temperature profiles behind the three leading
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edges are shown in Figure 23. As nreviously mentioned, the data points
near the wall are in the regicn of very low orcbe Reynolds number and
have, therefore, been deleted from the nlct. The sharp leading-edge
data compare fiirly well with the Klunker and McLean theory based on
free-stream conditions exceot near the bocundary-layer edge. The
orcfile for the C,063-inch-diameter leading-edge model shows a some=-
what higher maximum static temnerature with the oveak located further
from the surface than for the profile for the sharp leading-edge model.
The ~rcfile for the 0.5C-inch-diameter leading-edge model has a
maximum static temperature only slightly lcwer than the sharv leading-
edge model., It must be remembered, however, that these static
temoerature nrofiles are obtained from the experimental Mach number
distribution and the Klunker and MclLean theoretical total temperature

distribution with an overall accuracy cf 13 percent.

Velceity Profile Similarity
The velccity profiles for the sharo leading-edge model are
similar in n_ by virtue of the agreement with the similarity
scluticn of the Klunker and McLean theory. The Blasius similarity
variable n_  allows for boundary-layer growth. It can be thought
of as 1n_ = y/g(x) where g(x) = x/v@iz:: To have similarity,

the f>llowing equality must hold

A ™

W, (<) U (%)
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When the induced pressure gradient is sufficient to affect the
boundary-layer growth, the velocity profile would not be expected to
be similar in f, . However, the velocity profiles may still exhibit
similarity. If any profile similarity exists, it must show up in
the form of u/u, versus y/bd.

An often-used definition of the boundary-layer thickness is
d = y where the velocity is 99.9 percent of the velocity outside
the boundary layer. However, the 0.063-inch-diameter leading-edge
model had a slightly varying velocity outside the boundary (see
Fig. 21), and it would be impossible to determine 0.999 u,., Therefore,
a boundary-layer quantity ' was defined as the point where a
straight line fairing through the linear portion of the velocity
profile crosses a straight line fairing through the velocity data
points outside the boundary layer. This point was also used to
define an effective boundary-layer edge (ue) velocity.

In Figure 2/ the velocity ratio, u/ue, is plotted versus
y/b8' for three different Reynolds numbers on the sharp leading-edge
model. The data show, as expected, that the velocity profiles are
similar in y/%'. However, the velocity ratio is not unity at
y/d' = 1. This is because ' is not the usual boundary-layer
thickness.

In Figure 25, the 0.063-inch-diameter leading-edge profiles
are seen to exhibit similarity within the accuracy of obtaining b'.

Since similarity is exhibited for different unit Reynolds numbers
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and different probe locations, then d' or g(x) must be a function of
Reo,d and x/d. The same conclusion is reached for the 0.50-inch-
diameter leading-edge model. The similarity profiles are presented

in Figure 26 for this configuration.

For the same probe location and free-stream unit Reynolds number,
the effect of bluntness on the similarity of the velocity profiles
can be seen in Figure 27. It appears that for y/b' less than
approximately 0.6, the velocity profiles do exhibit similarity.
Thus, even though there is a large entropy increase for the
bluntest leading edge and a pressure gradient, the inner portion of
the boundary layer conforms to the zero-pressure gradient shape.
This suggests a universal relationship for g(x) involving R, 4 and
x/d.

Boundary-Layer Thickness

Creager (Ref. 29) found good agreement between his Mao = 4.0
boundary-lay~r thickness data and a theoretical equation from Lees
and Probstein (Ref. 1) that was altered to account for the finite

leading-edge thickness. Creager's equation was

o(fﬁ:— 173( ) ossz(Y—I)-r-f_IZ MZ f—/——— [zz)

To compare the present test results with this equation required
locating the boundary-layer edge, as defined by Lees and Probstein,

to be the location of u/ug = 0.999. In Figures 24 and 26, the
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similarity profiles become tangent to the u/ug = 1.0 line and thus
the y value for usuy, = 0.999 was easily obtained. In Figure 25
the profiles showed the slight velocity gradient outside the boundary
layer. 1In an attempt to select a boundary-layer edge value that
could be compared with the other data of the present tests, a
straight~-line fairing of the velocity data outside the boundary
layer was assumed to be analogous to the u/ug = 1.0 line. The
tangent point of the data with this fairing was picked as the
boundary-layer edge. These data are compared with a plot of
Equation (22) in Figure 28. The agreement of the boundary-layer
thickness data for the present tests with Creager's equation

(Eqn. 22) is surprisingly good considering the difficulty in
determining the boundary-layer thickness. Creager's (Ref. 29)

data showed that the boundary-layer thickness is proportional to
the square root of x for 0.6<X< 15.5 at Mach 4 behind
cylindrical leading edges. The present data show that § = ¥ for

30% x/d £ 14,000 at Mach 10.4 for cylindrical leading edges.

Skin Friction
The nearly linear portions of the velocity profiles were
faired to the origin, and the slopes of the fairings at the wall
were used to obtain the skin friction (Eqm. 18). A sample plot
and fairing is shown in Figure 29. As can be seen in the figure,
the previously discussed data points near the plate have not been

considered in the fairings. Also in the previous discussion about
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the velocity profiles, it was noted that at the first "good" point
the accuracy was t 10 percent in the velocity and 0.004 inch in
the y dimension. If the velocity profile is linear from the first
“good® point to the wall, then these maximum errors will result in
an accuracy of 14 percent in the slope at the wall.

The graphical method used to obtain the slope decreases the
accuracy level. The slope of some of the profiles was obtained
several times with a maximum variation of 5 percent. It is believed

that the maximum overall accuracy of (3ﬁé is + 19 percent.

Yl”
The local skin-friction coefficient (Cg) based on the free-
stream dynamic pressure is plotted in Figure 30 as a function of
free~-stream Reynolds number. The accuracy in the skin-friction
coefficient is about 20 percent since the accuracy in g,uf, is
4 percent. The sharp leading-edge model data compare favorably
with the Klunker and McLean theory as would be expected. The data
for the 0.063-inch-diameter leading-edge model fall below the sharp
leading-edge model data. The impact pressure and velocity profiles
(see Figs. 16 and 22) revealed that the leading-edge bluntness
altered the flow field, thickened the boundary layer, and decreased
the slope of the velocity profiles. The skin-friction values

reflect this effect. 4 further blunting of the leading edge increased

the skin friction as suggested by the velocity profiles (Fig. 22).

e e T i SY
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Heat Transfer

All of the heat transfer data were reduced to the form of
Stanton number (NJT;)- The accuracy for this quantity is 29 percent
which includes the accuracies for the material properties stated in
Chapter 1I, the repeatability of the measured temperatures, and the
accuracy of the free-stream Mach aumbers, stagnation pressures, and
stagnation temperatures. The accuracy value stated above does not
include heat-conduction effects.

A finite difference approximation was applied to the measured
wall temperatures to determine the heat conduction in the plate at
the time the heat transfer values were obtained. The maximum heat
conduction obtained was less than 0.50 percent of the absorbed
energy. This conduction took place in the stream direction. At the
stations where thermocouples were in a row perpendicular to the
stream direction, the calculated heat conduction laterally was
approximately one-third of the above value. Thus, no conduction
correction was applied to the measured data. In addition, the
contribution of radiant heat transfer to the model was evaluated.

In the tunnel, the model (instrumented plate) was parallel to the
tunnel floor and perpendicular to the tunnel side wall that supports
the quartz schlieren windows. At certain wave lengths quartz has a
high emissivity. The spectral emissivity of quartz, in general, is
available; however, the spectral emissivity for the particular quartz

used in the windows is not known. The temperature history of the
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windows during the present tests was not measured; nevertheless,
previous measurements show that the outside window temperature under
similar conditions has not exceeded 300° F. A conservative estimate
of heat transfer from the tunnel wall boundary layer and an approxi-
mate value of shape factor were used to calculate a radiant heating
to the model. The resulting radiant heating was about 7 percent

of the lowest model heating and 1 percent for the highest model
heating rate.

The heat transfer data for the sharp leading-edge model are
presented in Figure 31. The data are presented in the form of N5'r,,
versus Rabx and some of the data are shown "corrected" for the
pressure effect (PJ57&74gy§;é:(darkened symbols). This "corisction"
method due to Bertram and Feller (8) was discussed at the end of
Chapter III. Also presented in Figure 31 is the Klunker and McLean
theoretical prediction for the present test conditions (K3 = Py/P=1
for the theory) and a fairing of the "uncorrected" data parallel to
the theory. The "uncorrected" data correlate nicely and seem to

have the same slope as the fairing and the Klunker and McLean theory.

The difference between the fairing and the theory is about 19 percent,

which is more than the sum of accuracy plus the possible radiant
heat transfer to the model. Thus, it appears that the induced
pressures have caused an increased heat transafer.

The corrected heat transfer data have a slightly smaller

slope than the theory and, in fact, cross the theoretical prediction.

o A
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The change in slope is due to the change in pressure with x. The
corrected data are nevertheless in good agreement with the theory.

The bluntness effect at each free-stream unit Reynolds number
on the heat transfer data (uncorrected) is shown on Figure 32.

At each free-stream unit Reynolds number the 0.,063-inch-diameter
leading-edge model datu are lower than the sharp leadinrg edge data
similar to the skin friction data.

In the discussion of the temperature profiles, it was pointed
out that the peak in the boundary-layer temperature distribution
for the 0.063-inch~diameter leading-edge model was higher and
further from the model surface than for the sharp model (see Fig. 23).
Although the peak is higher, the heat transfer data indicates that
the slope at the wall must be less.

The heat transfer data for the 0.50-inch-diameter leading-edge
model is generally above the data for the sharp model. Thus, pro-
gressively blunting the leading edge first decreases the heat
transfer and then causes an increase in heat transfer. Neal (Ref. 13)
found a similar bluntness effect at Mo= 6.8. The 0.50-inch=-
diameter leading-edge model data is about 26 percent above the
Klunker and McLean theory as was postulated in the discussion

regarding the assumed total enthalpy distribution.

Reynolds Analogy Factor
The Reynolds analogy is very often used to obtain skin-friction

information from heat-transfer data. For the present test conditions,
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the Klunker and McLean theory predicts that the ratio of Stanton
number to one-half the skin-friction coefficient (Reynolds analogy
factor) has a valuo of approximately 1.34. The well-known Colburn
modification to Reynolds analogy, 2Ngp/Ce = Np:'/s gives a velue
of 1.25. In Figure 33, the experimentally determined Reynolds
analogy factor (based on local conditions) is plotted as a function
of the free-stream Reynolds number. The heat transfer and skin-
friction data based on free-stream conditions were modified to

local conditions by the following equation:

ﬂg? __M?F Tw“_-L NST,g
Ckz/k -.f4a) T; 7;w] - Tw (Zf/i

where My, T;, and Tyy,; are computed for conditions at the boundary-
layer edge (b) using the probe data and the methods previously
discussed. Siace there is no correction method avallable for the
pressure effe~.t on the thermal conductivity, the skin frictionm
coefficient used to determine Reynolds analogy fantor was ccmputed
without the pressure effect on viscosity (Eqn. 15). These data

have an overall accuracy of i 22 percent.

The average vilues of the Reynolds analogy factor for the
sharp and the 0.063-inch~diameter leading-edge data are about 1.51
and 1.53 respectively. Increasing the lsading-edge bluntness to
0.50 inch reduces the average value to about 1.22. There appears

to be no consistent Reynolds number effect for these data. The
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pressure distributions for the leading-edge configurations of the
present tests showed that the level and gradient for the sharp and
0.063~-inch-diameter leading-edge models were similar and while the
gradient for the 0.50-inch-diameter leading-edge model was relatively
large the level at the trailing edge of the model was close to the
sharp model distribution. Thus the present data suggest that the
Reynolds analogy factor is related to the exponent n of the power
law variation of the wall-pressure distribution (Bv oc X' ).

The average Reynolds analogy factor for the sharp leading-edge
data is 12.7 percent greater than the Klunker and McLean theory pre-~
diction. While this difference is less than the overall accuracy,
the data are consistently above the theory. The reason for this

difference is not known at present.




CHAFTER V1

CONCLUSIONS AND RECOMMENDATIONS

A program has been undertaken to examine the effect of leading-
sdge thickness on the laminar flat-plate boundary layer in a
nominal Mach 10.4 stream. The model for the experimental part of
the program was a 30-inch flat plate with cylindrical leading edges
0.002, 0.063, and 0.50 inches in diameter. The unit Reynolds

number was varied from 0.04 x 106 to 0.13 x 106

per inch. The
experimental program consisted of oil-flow tests to determine the
local flow direction on the plate s»rface near the centerline for
various end plate configurations, measurement of the heat transfer
and wall preasure distributions, and impact-pressure surveys of
the boundary layer at two locations on the moacel centerline. The
boundary layer velocity profiles, local skin friction, boundary
layer thickness, and Reynolds analogy factor were calculated from
the measured data and examined in this program. The results of
this experimental program and comparisons with theory support the
following conclusions:

(1) At the lowest unit Reynolds number tested, the viscous-

induced pressure distribution on the sharp leading-edge model was

slightly greater than the bluntness- and viscous-induced pressure

96
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distribution on the 0.063-inch-diameter leading-edge model 93 to

469 diameters from the leading edge. Increasing the unit Reynolds
number decreased the general level of the data due to boundary

layer thinning. The level of the viscous-induced pressures for the
forward portion of the sharp leading-edge model at the highest

unit Reynolds number was lower than the bluntness- and viscous-induced
presasures of the 0.063-inch-diameter plate.

(2) The impact-pressure profiles for the sharp leading-edge
model in a boundary-layer induced pressure gradient agreed with
the zero-pressure gradient theory of Klunker and McLean based on
free-stream conditions. This agreement supports the hypersonic
boundary-layer independence principle of Hayes and Frobstein. A
low pressure correction for viscosity was used in the theory.

(3) The bluntness effect of the 0.063-inch-diameter leading
edge resulted in a thicker boundary layer than for the sharp
leading edge with an entropy gradient encompassing the boundary layer
and much of the external flow.

(4) The 0.50-inch-diameter leading-edge impact-pressure
profiles indicated that within 58.5 diameters of the leading edge
the boundary-layer edge total pressure is equal to the free-stream
impact pressure, and, therefore, the boundary-layer streamlines have
passed through a normal shock.

(5) The velocity profiles and local skin friction coefficients

for the sharp leading-edge model agreed with the Klunker and McLean

ey ey
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theory. Going from the sharp leading edge to the 0.063-inch and
0.50-inch-diameter leading edges first decreased and then increased
the slope of the velocity profiles and the local skin frictien.

(6) A plot of boundary-layer velocity profiles nondimensionalized
by the experimental outer edge velocities and characteristic boundary-
layer lengths revealed similarity for all the profiles regardless of
leading-edge bluntness for the inner 60 percent of the boundary
layer. A correlation of boundary-layer thickness for all leading
edges was good.

(7) The heat transfer data for the sharp leading-edge model
vere somewhat above the Klunker and MclLean theory, and a pressure
correction due to Bertram and Feller adequately modified the data.
Progressively blunting the leading edge had the same effect on the
heat-transfer distributions as was found for the local skin friction.

(8) The Reynolds analogy factor based on local conditions
ZNSTZ/CfZ was approximately 1.53 for the sharp leading-edge data,
1.51 for the 0.063-inch-diameter leading-edge data, and 1.22 for
the 0.50-inch-diameter leading-edge data. The Reynolds analogy
factor was found to be . function of the exponent n of power
law variation of the wall pressure diatribution.

While these conclusions are limited to the range of parameters
for which data was obtained in this investigation, there is no
reason to velieve that these conclusions are not indicative of the

trends behind sharp and blunt leading edges in hypersonic flow.




99

There are, however, interesting problems brought to light by this
investigation and still to be considered. They are:

(1) What is the full range of diameters from a blunt leading
edge and Reynolds number based on leading~edge diameter where the
wall pressure is lower than the viscous-induced pressures on a
sharp leading~edge model How can these distributions be predicted ?

(2) Will a zero-pressure gradient boundary-layer theory
satisfactorily predict the boundary-layer profiles behind a sharp
leading-edge in & strong interaction viscous-induced pressure
gradient?

(3) How far behind a blunt leading edge does the entropy
gradient become important to the boundary layer profiles?

(4) How can the boundary-layer profiles be calculated in such
a flow field?

(5) What is the relationship between Reynolds analogy factor
and the pressure gradient?

(6) To what extent does this dependency remsin independent of

leading-edge diameter?
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