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P L A C E

POSITION LOCATION AND AIRCRAFT COMMUNICATION EQUIPMENT

1. INTRODUCTION

The large variety of commercial aircraft types, the wide range in their
performance characteristics, and the ever increasing density of air traffic,
particularly over the North Atlantic area, has spurred an intense search for
improved air traffic control techniques. A necessary first step in this direc-
tion has rec( ntly been achieved through successful communications with aircraft
in flight by relay through the ATS-1 satellite. These tests have vividly demon-
strated the potential contributions that synchronous satellites can provide in the
future. :l,-wever, an essential feature of a complete air traffic control system
which is yet to be demonstrated is an ability to continually determine the loca-
tion of all aircraft in the system and to monitor their positions relative to each
other. An overall system concept for the Position Location and Aircraft Com-
munication Equipment (PLACE) is described herein. This system would provide
two-way voice and digital data communications between all cooperating aircraft
and their associated ground control facilities by means of a transponder aboard
a single geosynchronous satellite. Real-time surveillance, within the area of
coverage of the satellite, would be provided through continuous position tracking
and automatic reporting from telemetry sensors on-board the aircraft. The
PLACE system would accomodate all types of commercial aircraft and could be
expanded into a future world-wide air traffic control network by launching addi-
tional satellites to provide global coverage.

The PLACE communications would consist of two duplex radio links. Each
ground station would be equipped with a high-gain antenna transmitting to and
receiving from the satellite in the 5 GHz frequency range. Up to ten independent
ground stations could operate simultaneously in the communication mode. Any
of the ground stations could function as a master control by providing it with
timing, tracking, and computing equipments necessary for position location. The
satellite would transmit to and receive from the aircraft in the 1.5 GHz (L-Band)
frequency range. All satellite equipment requirements are within the present
capabilities of the Applications Technology Satellite (ATS) program so that no
advancements in present technology are required. Participating .aircraft
equipped with a high-gain L-Band antenna could receive any of the ground con-
trol voice and data transmissions. Any of the aircraft could transmit voice and
data to all ground facilities, and more than 200 aircraft could be accommodated
on an operational basis with a single satellite.



The position-locution scheme can be divided into two areas: (1) ranging by
satellite alone, and (2) satellite augmented ranging from VLF ground transmit-
ters. The two-way range from the ground station-to-satellite-to-aircraft and
return is measured at the same time as the two-way range from the ground
station-to-satellite and return by means of standard side-tone ranging tech-
niques. From these two measurements, and the known aircraft altitude, the
range from the sub-satellite point to the aircraft can be determined. A circular
line of position (LOP) is thereby defined which contains the aircraft position and
which is centered at the sub-satellite point.

A second LOP is defined by the range of the aircraft from a VLF ground
transmitter. This range measurement is also made at the ground station from
signals relayed from the aircraft by means of the same satellite transponder.
If the Omega navigation network becomes operational, the Omega VLF trans-
mitters will be used, but in the event that they are not, any suitable VLF trans-
mission standard emitting a single tone in the 10-14 KHz frequency range can
be used. Single frequency transmitters will produce a set of LOP's so that the
resulting ambiguity must be resolved by other means. The proposed primary
method of doing this in the PLACE system is by continuous tracking from a
known starting position.

A second and completely independent method of position-location has also
been incorporated into the PLACE design for the purpose of increasing the over-
all reliability of aircraft surveillance and to provide a secondary method of
ambiguity resolution. This subsystem, designated SIND, for Satellite Inertial
Navigation Determination, makes use of the measured range and range-rate be-
tween the aircraft and the satellite along with the telemetered aircraft velocity
vector derived from on-board accelerometers. These measurements alone will
define the position of the aircraft to an accuracy sufficient for ambiguity resolu-
tion and will also permit ground observation of on-board navigation equipment
performance.

A preliminary experiment based on the PLACE system concept could utilize
a single synchronous altitude satellite transponder, a single ground control fa-
cility of minimum size, and a maximum of four cooperating aircraft. The ground
control facility could be instrumented to demo.=strate the feasibility of the
PLACE system, including both two-way voice and digital communications along
with simultaneous tracking of four aircraft. However, the experimental system
could be expanded into a complete operational PLACE system simply by upgrad-
ing and expanding the ground communications and position-location processing



2. PLACE SYSTEM DESCRIPTION

The movement of modern commercial aircraft requires that a traffic rout-
ing or control agency know the location and identity of all aircraft in a given area
of responsibility and that a reliable means of communicating with the aircraft
exists. Thus, both navigation and communication must be embodied in a practi-
cal air traffic control system. Communication includes the two-way transfer of
information whethc r ".,oice, digital, or . analog between a ground control station
and an aircraft. Navigation as herein used means the process of position de-
termination and safe movement of aircraft from one point to another. The
PLACE concepts described in this section provide both of these essential
capabilities in a single system design.

2.1 Communicat--on System

The principle elements of the PLACE communication system are shown in
Figure 2-1. These are: (1) a Primary Control Center; (2) one or more Alter-
nate Control Centers; (3) Synchronous Satellite; and (4) the cooperating
Aircraft in the area of coverage. The operational capacity of the communication
system is limited by the satellite-to-aircraft transmission link; which in PLACE
has been configured to conform with the capabilities of presently programmed
Applications Technology Satellites (ATS). Specifically, the available satellite
transmitter output power r:a.s been assumed to be 40 watts operating into an
antenna which provides nearly earth disc coverage in the 1500 MHz aeronautical
band. It is shown in afollowing section that ten voice-quality communication chan-
nels can be supported over this link. The bandwidth of each of these voice chan-
nels is taken to be nominally 3 KHz while the design goal for the received signal-
to-noise ratio at the aircraft is taken to be 25 db. These channels can be utilized
for either voice transmissions, digital data transmissions or some combination
thereof as operational requirements dictate. The PLACE design concepts will
accommodate any such desired arrangement and based on this flexibility, it has
been assumed that up to 200 aircraft can operationally share the ten ground-to-
aircraft communication links. Accordingly, PLACE has been configured to op-
erate simultaneously with 200 aircraft utilizing a transponder within the ATS
capabilities.

Figure 2-2 summarizes the important constraining parameters and design
choices on which the PLACE, system is based. This figure is laid out with the
Control Center on the left, the Satellite with its dual transponder in the middle,
and the Aircraft on the right. For purposes of clarity in the discussion which
follows, the closed loops formed in the system, which are not apparent in
Figures 2-1 or 2-2, should be identified. A forward path exists from the Pri-
mary Control Center transmitter through the Satellite to the Aircraft receiver



a:ong with a return path from the Aircraft transmitter through the same Satel-
lite to the Primary Control Center. The only independent oscillator in this loop
is a frequency standard located at the Primary Control Center. Both the Satel-
lite transponder and the Aircraft transceiver contain frequency synthesizers of
similar design. The frequency synthesizer in the Satellite is locked in frequency
and phase to the carrier component of the signal transmitted from the Primary
Control Center and this synthesizer generates all frequencies required in the
Satellite transponder for both directions of transmission. The frequency syn-
thesizer contained in the Aircraft transceiver is locked in turn to the frequency
and phase of the carrier component of the signal received from the Satellite.
This synthesizer also generates all frequencies required within the Aircraft
transceiver including those necessary for selecting the appropriate channel in
which the Aircraft is operating and for providing a gross doppler correction in
the transmit Rion paths.

Figure 2-1—Diagram Illustrating the PLC CE System
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Figure 2-2 -Summary of PLACE Communication Parameters

All of the ground stations operating in the system will receive both the
satellite-to-ground and the satellite-to-aircraft transmissions in the 5 GHz and
1500 MHz bands, respectively. Reception of the 5 GHZ transmission is neces-
sary to complete the aircraft-to-ground station communication path, whereas
reception of the 1500 MHz transmission is required for channel monitoring and
power control functions. The Primary Control Center will receive the 1500 MHz
satellite-to-aircraft transmission to provide range and range-rate measure-
ments between the Primary Control Center and the satellite. The Primary
Control Center will also receive the 5 GHz transmission to derive the positional
information necessary to locate all the aircraft in the system. All other ground
stations in the system will use the received 5 GHz signal to individually control
the frequency and phase of their transmissions with respect to the Primary
Control Center. In this way, the composite signal in the satellite, as received
from all of the ground stations, will be made to look essentially as though it
originated from a single ground station.

{



2.1.1 Ground Station Transmitters

For purposes of describing the system design, a particular operational
configuration will Low be hypothesized. This configuration is selected only to
clarify the discussion which follows and it is in no way implied that an opera-
tional PLACE syst_ is limited to this particular configuration. Assume that
nine of the available around-to-aircraft voice-quality channels are being utilized
for voice transmissions while the tenth channel is being utilized for digital data
transmission. If each of the nine voice channels is assigned to a separate con-
trol center, then there could be as many as nine independent ground stations
(more than nine would be possible with the addition of time-sharing features).
On the other hand, some or all of the control centers could be co-located at
one ground station so as to share a common antenna, receiver and transmitter.
Assume that this is not the case, but that instead, there are nine separate con-
trol centers and ground stations so that these two terms can be used inter-
changeably in what follows without confusion. Then, referring again to Figure
2-1, one of the ground stations will function as the Primary Control Center or
master station which %gill perform all position location operations, while the
remaining eight will function as Alternate Control Centers. (One or more of
eight could of course, be equipped to assume primary control.)

In the hypothetical arrangement established above, it is tacitly assumed
that inter-communications between the control centers r. =11 be by other means
external to the PLACE system. Such communications would undoubtedly be by a
variety of methods including hard-wire, radio relay, dispatch, etc. However, for
emergency use, or for initial implementation, it would be possible to reduce the
PLACE capacity and to reserve a portion of the communication system for inter-
station communication (particularly trans-oceanic). Either a time-shared high
speed data link or multiple frequency-division, low speed data links for inter-
station could thereby be provider' find a relatively small part of the PLACE sys-
tem capacity should be required. 1' rther, it will become apparent later that
considerably greater channel capacity between ground stations can be provided
for a given portion of the satellite transmitter power because of the high ground
station antenna gain compared with the aircraft antenna gain. Because of the
many-faceted operational implications involved, inter-station communications
will not be considered further here.

The discussion will now return to the hypothetical arrangement established
above. The Primary Control Center station will L. azismit at its assigned carrier
frequency in the 5 GHz region in accordance with available frequency assign-
ments iar this type of service. Referring to Figure 2-3, this carrier will be
modulate' by a ba.seband signal consisting of: (1) a timing/control (digital)
signal; (2) a pattern of ranging tones; (3) a digital data signal in channel 1;
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Figure 2-3—Primary Control Center Baseband Spectral Diagram

and (4) a voice signal in channel 2. The timing/control signal will occupy a
total bandwidth of about 500 Hz, while each of the ranging tones is at a single
discrete frequency. These signals properly belong to the posiLion -location por-
tions of the PLACE and their function will be described later. The voice
channels occupy approximately - 18 KHz of bandwidth each and consist of nominal
3 KHz wide baseband signals; frequency modulated onto carriers with an rms
deviation ratio of 2:1. Each of the ground stations will transmit a similar fre-
quency modulated voice signal on a carrier which is displaced from the Primary
Ground Station carrier by 40 (1 -+ 3N/2) KHz, where N is an integer represent-
ing the channel number with 1 ^ N ^ 10.

2.1.2 Satellite Transponder - Ground to Aircraft

A great deal of flexibility has been afforded in the PLACE communication
system design by providing for access to the satellite transponder from a multi-
plicity of both ground stations and aircraft. The power spectrum of the combined
signai received from all of the ground stations is shown in Figure 2-4, as it ap-
pears in the receiver portion of the Ground -to-Aircraft (GA) transponder. This
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Figure 2-4—Composite Spectral Diagram at the Satellite

signal can be translated to baseband in the satellite through synchronous detec-
tion since the satellite frequency synthesizer is phase locked to the Primary
Control Center carrier component. The resulting baseband signal can then be
used to directly phase modulate the GA transmitter carrier which is also de-
rived from the same frequency synthesizer. The constant amplitude signal
transmitted by the GA transponder will be angle-modulated with an rms phase
deviation of one radian. Therefore, there are no particular amplitude linearity
requirements on the transmitter final amplifiers and there will be no undue loss
in efficiency of operation.

Figure 2-5 shows a simplified block diagram of the GA transponder. This
transponder will receive the nominal 5 GHz transmissions from the ground

Figure 2-5—Simplified Block Diagram of Ground-to-Aircraft Transponder
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stations and will modulate a carrier in the 1.5 GHz region. Phase coherence
between the transmitted and received carrier frequencies is maintained by a
phase-locked oscillator in conjunction with the synthesizer. The frequency
synthesizer is locked to the received carrier from the Primary Ground Station
and generates the transmitted carrier without the use of independent oscillators.
The Primary Control Center will monitor the GA transmission to provide overall
frequency and power control. In particular, the phase deviation of the GA trans-
ponder carrier will be maintained at the proper level by individual control exer-
cised at each ground station. However, the Primary Control Center will provide
additional control as may be required through the timing/control channel.

The satellite antenna will have an equivalent 3.5 ft. aperture with a receive
gain of 32 db and an equivalent 3 db beamwidth of 4 degrees. The same antenna
will be used for transmitting and receiving through the use of a diplexer. When
transmitting, it will provide a half-power gain of 19 db with a 3 db beamwidth of
14 degrees. The transmitter output power will be 40 watts for an effective radi-
ated power (ERP) of 37 dbw on boresight.

2.1.3 Aircraft Transceiver

The aircraft transceiver is shown in a functional block form in Figure 2-6.
In a sense, it will operate as a coherent transponder in a similar fashion to the
satellite GA transponder. That is, it will receive the 1.5 GHz signal from the
satellite, phase-lock to the carrier component, and synchronize the frequency
synthesizer. The frequency synthesizer will generate the aircraft transmitter
carrier in the 1.5 GHz region. This carrier is phase coherent with the carrier
received from the satellite; but is offset from the received carrier in frequency,
under control of the channel selector. In terms of the carrier component then,
the aircraft transceiver is a coherent transponder.

Operation of the portion of the aircraft transceiver described above is
illustrated in Figure 2-7. With the receiver loop in equilibrium, the following
two conditions are necessary.

_	 <,b4 K4 R

94 = 9 1 - (K1 + K2 + K3 ) ^'R

With K written for the sum (K l + K2 + K3 + K4 ), the following relationship is
obtained

aR _ 1
91 K

9
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Figure 2-6—Functional Block Diagram of Aircraft Transceiver

If kk in Figure 2-7 is assumed to be zero for the moment, a similar rela-
tionship for the transmitter is obtained. That is,

50
6 =MR

where M = M l + M  + M3 + M4 . Therefore, the transmitter output is related to
the receiver input by

0— =
9i
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Figure 2-7—Simplified Block Diagram Illustrating Operation of the Aircraft Transceiver
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where M/K is a rational fraction. The transmitter frequency is of course re-
lated to the received carrier frequency in the same way, so that any desired
ratio between these two frequencies can be obtained. For example, if the two
selected frequencies should be 1540 MHz and 1620 MHz, the corresponding
ratio is 81:77. The following choices satisfy; M l = 1, M3 = 16, M4 = 64 and
Kl = 1, K2 = 4, K3 = 8, K4 = 64. The multipliers and dividers can be cascaded
to further simplify the circuitry.

Based on the results in Appendix A, it can be shown that the carrier com-
ponent of the GA transmission is given by

A2
0

PCAR 7- 2 exp ( - b 2),

while the total signal (or continuum) power is

A2

PCON = 2 (1 - exp (- S 2 )] .

In the above, Ao 2 /2 is the unmodulated carrier power and 8 2 is the mean
squared phase deviation. For 6 = 1 rad. rms, the carrier component is approxi-
mately 37 percent of the total power. In Section 3.1 it is shown that the mini-
mum unmodulated :arrier-to-noise power density ratio received by the aircraft
will be 63.7 db. If the effective tracking bandwidth of the transceiver is 100 Hz,
the signal-to-noise ratio in the tracking loop, S /N] TL, will be

N] TL = 63.7 +10 log 100 db,

or approximately 38 db, so that excellent tracking performance is expected.

Based on the above, the continuum power is the remainder, or approxi-
mately 63 percent of the total power. Thus, the "power packing" efficiency of
angle-modulation, in this case, exceeds that of linear modulation. However,
only the first-order sideband portion of the continuum represents usable signal
power. This portion can be found from

12

^	 ^	 I

it



A2
PS = 2 6 2 exp (-82),

which for b = 1 rad. rms results in approximately 37 percent of the total power.

The aircraft receiver IF bandwidth will be on the order of 2 MHz wide and
the signal power and noise power will be at comparable levels at the input to the
main demodulator. With this situation, it is clearly impossible to use an ordi-
nary phase or frequency demodulator to any advantage. Instead, a linear (syn-
chronous) demodulator is essential to prevent further deterioration of the signal-
to-noise ratio. However, angle-modulation is a non-linear operation so that
linear demodulation of such a signal necessarily produces distortion products.
Appendix B deals with this situation in considerable detail. In particular, it is
shown that the total interfering distortion products can be constrained to an ac-
ceptable level by holding the rms phase deviation to less than 1 radian and by
spacing the subchannel carrier frequencies by an amount equal to three times
the subcharnel bandwidth as is indicated in Figure 2.4.

The transceiver phase-locked loop will demoduate the signal received from
the satellite to produce the ranging pattern, the timing/control signal, and the
subcarrier voice and data channels. By simple filtering, the signal will be
separated into its three components. A simplified diagram of the receiver por-
tion of the aircraft transceiver is shown in Figure 2-8 which also summarizes
the important design parameters.

The timing/control signal is a binary data stream which is fed to the
timing/control unit. This unit contains a timing clock generator which is
synchronized by the timing/control signal and controls the range pattern proc-
essor. The range pattern processor is also fed the range-tone pattern from
the phase-locked detector. All range tones are time commutated, under control
of the timing signal, and then frequency translated, under control of the frequency
synthesizer. The exact processing involved in this operation is a part of the
position location scheme and does not pertain directly to the communications
systems per-say. The voice and data subcarriers are fed to a demultiplexer
where the data and voice channels are separated and demodulated.

The processed range patterns and the aircraft derived voice and data in-
formation are combined by frequency division multiplexing prior to transmission
as shown in Figure 2-9a. This combined signal is modulated onto the trans-
mitter carrier by a single sideband technique. The carrier component is used for
both doppler tracking and signal recovery. Each aircraft is assigned a separate
transmission channel which is offset in frequency from every other aircraft as
determined by the frequency synthesizer settings. The input designated as ^b in

13
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S/N]o = 35.4 db nominal IN 2500 Hz BANDWIDTH	 EMPHASIS

NETWORK

Figure 2-8-Summary of Aircraft Receiver Characteristics
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b. Composite spectrum received by the satellite

Figure 2-9—Aircraft-to-Satellite Spectral Diagram

Figure 2-7 can be chosen to provide the desired offset from the nominal transmit
frequency. Thus a "stacking" of aircraft transmitter signals will be accom-
plished as shown in Figure 2-9b. The method by which doppler shift is compen-
sated for is discussed in 3.4. The transceiver power output will be 50 watts.
The aircraft antenna will have an effective gain of 25 db.

2.1.4 Satellite Transponder — Aircraft to Ground

Figure 2-10 shows a simplified block diagram of the satellite Aircraft-to-
Ground (AG) transponder. The composite spectrum from all of the aircraft as
received at the satellite is shown in Figure 2-9b. This signal is directly angle
modulated, with an rms phase deviation of one radian, onto a carrier generated
by the frequency synthesizer; and is then coherently translated to nominally 5
GHz for transmission back to the ground stations. The frequency synthesizer is
common to both the GA and the AG transponders and is phase locked to the
carrier of the Primary Ground Station. The AG transponder uses the same an-
tenna for both reception and transmission as did the GA transponder. The AG
transponder has a power output of 4 watts.
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Figure 2 . 10—Simplified Bock Diagram of Aircraft-to-Ground Transponder

2.1.5 Ground Station Receiver

The ground station receiver uses the same antenna as the ground station
transmitter, and both the 1.5 GHz and the 5 GHz signals transmitted by the
satellite are received. The 1.5 GHz signal is used for range measurements,
power monitoring, and frequency control functions. Power monitoring is re-
quired to maintain the total phase deviation in the GA transponder to a constant
value regardless of the number of channels being used. The 1.5 GHz signal is
used for ground station-to-satellite doppler tracking. A carrier-tracking phase-
locked loop is included to correct the transmission frequency of the ground
station, so as to insure the correct frequency as received by the satellites. The
aircraft signals are recovered by a phase-locked demodulator in the 5 GHz re-
ceiver. The composite signal from the aircraft is separated by channel selec-
tors into ranging data and communication data for respective processing.

Figure 2-11 shows a simplified block diagram of the Primary Ground
Station. The receiver uses the same antenna as the ground station trans-
mitter; and both the 1.5 GHz and the 5 GHz signals, transmitted by the satellite,
are received. The 1.5 GHz receiver and demodulators are similar to the aircraft

16



CARRIER	 SYNCTRACKING	 DEMOD,
P L.L

PHASE
LOCKED
DEMOD.

transponder's receiver section as described :n Section 2.1.3. However, there
are several distinct differences. The carrier-tracking phase-lock loop drives
a doppler correction unit which introduces appropriate corrections in the
ground station transmitter frequency. The function of the doppler correction
unit is to effectively provide a frequency standard source at the satellite. The
signal monitor is used for monitoring the transmissions from the other ground
stations and the channel demodulator is used to monitor any or all of the
ground-to-aircraft channels for operational purposes and overall control.

The 5 GHz receiver recovers the aircraft to ground signals through the use
of a phase-locked demodulator. The composite signal from the aircraft is sepa-
rated by channel selectors in a coherent manner. The individual channels are
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Figure 2 -11—Simplified Block Diagram of Ground Receiver
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further separated into their three component parts for respective processing.
Namely, the voice signals are fed to the air traffic controller, and the ranging
tones and digital telemetry data are fed to the position-location computer.

2.2 Position-Location System

The PLACE position-location technique will enable the Primary air traffic
Control Center to continuously and simultaneously track 200 aircraft flying in
the region of coverage of a single geosynchronous satellite. All functions re-
quired of the aircraft would be performed automatically and, after initial equip-
ment adjustments, would be independent of -the onboard navigation system. The
Primary Control Center would perform all necessary signal processing and
position-location computations for all aircraft. This facility would also per-
form the traffic surveillance functions and provide navigational information to
all aircraft as required.

The position-location system employes a rho-rho technique whereby, the
position of the aircraft is defined by the intersection of three spheres as is in-
licated in Figure 2-12. The first sphere is given by the known distance of the
aircraft from the center of the earth, as determined by the aircraft altitude.
The second sphere is determined by measuring the distance between the aircraft
and the satellite. The intersection o$' these two spheres generates a circular
line of position (LOP) which contains the aircraft. This LOP is centered on the

OMEGA--
TRANSMITTER

SYNCHRONOUS
SATELLITE

LINE OF POSITION AROUND
OMEGA TRANSMITTER

Figue 2-12—Position Determination Using Range Measurements
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sub-satellite point. The required distance measurement is accomplished in a
straight forward manner using side-tone ranging techniques similar to those
used in the Goddard Range and Range Rate system. The third sphere is defined
by the distance of the aircraft from an appropriately locatcu VI.F ground trans-
mitter. This measurement is also performed by essentially the same side tone
ranging technique.

2.2.1 Satellite Range Measurement

When the phase of a signal emitted by a distant transmitter is compared
with the phase of a locally generated reference signal of precisely the same
frequency and phase' as that of the transmitter, the relative phase between the
two will be a measure of the distance from the transmitting station. It is exactly
this principle which is used in any side tone rangin g, cystem and is the technique
Which will be used to measure the distance fr(,m the satellite to the aircraft. In
PLACE, the application of this technique differs somewhat from more conven-
tional applications in that the range between the aircraft and the satellite is
measured remotely at the ground station. In particular, the total two-way range
is measured from the ground station-to-satellite-to-aircraft, along with the same
return path. The ground station-to-satellite two-way range (which is the same
for all aircraft) will also be continuously measured using the same ranging pat-
tern. This known range can then be subtracted from the measured ground
station-to-satellite-to-aircraft range to produce the satellite-to-aircraft range.

With this technique there is no deed for a highly stable reference clock on
either the aircraft or the satellite, since the phase comparison is made with
respect to the transmitting clock at the ground station. The salient requirement
on the aircraft and satellite equipments is to maintain phase coherence between
th-- received and transmitted signals. The precision to which this range meas-
urement can be made depends upon the dispersion introduced by the transmission
medium and the signal-to-noise ratio maintained over the path.

2.2.2 Satellite Ranging Pattern

The ranging pattern transmitted over. • the above mentioned paths consists of
a basic tone for fine range resolution and a set of sidetones which allow ambiguity
resolution. The proposed pattern for PLACE is shown in Figure 2-3 where the
lowest six tones are of primary interest at this point. The frequency of the
highest tone is 6.8 KHz while the frequency of the second highest tone of interest
is 3.4 KHz. The remainii.g four tones of interest (1.13 KHZ, 226.7 HZ, 45.3 HZ,
and 11.3 HZ) are derived as differences between tones in the transmitted pattern.
The fact that a tone delay is equivalent to the g-:-oup delay over a transmission
path allows construction of the lower frequency tones in the above stated manner.
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Frequency Period
^,/2
Km

k/2
n. miles

X/2
S. miles

6.8 KHz 147 Els 22.0 11.9 13.7

3.4 KHz 294 Ncs 44.1 23.8 27.4

1.13 KHz 882 us 132.4 71.5 82

226.7 Hz 4.41 ms 662 357 411

45.3 Hz 22.1 ms 3,309 1786 2057

11.3 Hz 88.2 ms 13,236 7143 8229

Figure 2 -13-Satellite Ranging Tones

Figure 2-13 lists the tones that will be used to perform the range measure-
ments.

In such a multitone system, the relative phase measurement of any one tone
alone would define the range. In particular, the lowest tone of 11.33 Hz would
define the range unambiguously to more than 8000 statute miles. This degree of
range separation is adequate for PLACE since the greatest range difference for
aircraft anywhere in the region of coverage is less than this figure and the
measurement obtained would be unique. However, the lowest tone could not
provide the required precision of measurement at the signal-to-noise ratios
that can be reasonably expected. In particular, the next highest tone frequency
is 45.3 Hz; and with equal signal-to-noise ratios (and propagation dispersion),
the higher tone (45.3 Hz) will define the range to a precision four times better
than that of the lower tone (11.33 Hz). However, the measured range will be
ambiguous in that a set of four admissable ranges would be obtained. The two
tones together permit measurements with ambiguity determined by the lower
tone and precision determined by the higher tone.

The set of six tones will be used in this manner to provide the precision of
measurement afforded by the 6.8 KHz tone which is plotted as a function of
signal-to-noise ratio in Figure 2-14. It should be noted that the ambiguity steps
are not constant, but vary between 2:1 and 5:1. The reasons for this choice will
become apparent later, but the significance of this fact is that the required
signal-to-noise ratio for each of the tones is not the same for equal probabilities
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RMS Range Error as a Function of Signal-to-Noi se
Ratio in the Ranging Tone Filter Bandwidth with
the Ranging Tone Frequency as a Parameter
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Figure 2-14—Range Error vs Signal-to-Noise Ratio
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of correct ambiguity resolution as is indicated in Figure 2-15. For this reason,
the relative amplitude of the tones will be adjusted accordingly.

2.2.3 Satellite Range Errors

An instructive relationship between positional and range measurement errors
can be obtained by considering the geometry shown in Figure 2-16. Using the
quantit_es identified in this figure, the following triangular relationship is easily
obtained.

R2 = S 2 + P 2 - 2SP cos y

By taldng partial derivatives, and with the assumption that errors in measuring
S and P are negligible, we obtain the following equation.

ZIR = (SP oy sin y) /R

By simple substitution, the above equation can be written as

UR _
	 S sin D/P	 1D

[S2 + P 2 - 2SP cos D/P] 1/2

where D = Py is the great circle distance between the subsatellite point, SS,
and the aircraft position, P, and ^,D = PAy is the measured error in D . The
last equation provides the functional relationship which is plotted in Figure 2-17
with OD as a parameter.

From this figure it can be determined that if it is desired to hold the error in
D to less than one mile for aircraft positions greater than 700 miles from the
subsatellite point, the range error must be less than 0.2 miles or approximately
300 meters. Returning to Figt!rp 2-14, the minimum required signal-to-noise
ratio for the 6 .8 KH Z tone is approximately 18 db.

2.2.4 VLF Range Measurement

The aircraft position on the circular LOP defined by the satellite range
measurement described in 2.2.1 could be determined by a second independent
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Figure 2-16—D i agram Pertaining to Relationship Between Positional and Range Errors

range measurement from another location — such as a second synchronous
satellite. It is the method by which this range determination is made that sets
PLACE apart from previously proposed air traffic control systems. In PLACE,
the range from an appropriately located VLF transmitter provides the remain-
ing essential measurement.

In the case of a VLF signal received at some distance from a transmitter,
it is of course not practical to coherently transmit the VLF signal back to the
source for phase comparison (two-way range measurement). Nor is it desirable
to carry a reference clock of the required precision along with the attendant
measuring equipment on board the aircraft. The problem is circumvented in
PLACE by transmitting reference clock tones from the primary control center
to the aircraft through the satellite. Relative phase measurements are derived
analytically at the primary control center by the control center computer in
conjunction with a VLF monitor receiver. In addition to the elimination o7 the
requirement for a frequency standard on the aircraft, the aircraft equipment is
simplified by eliminating the need for any on-board measurements. This is
accomplished by a simple process of time commutating the received VLF sig-
nals with the reference clock signals and relaying them back through the same
satellite to the primary central control facility where common equipment can
perform the measurements for all aircraft.
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Just as in the case of satellite ranging previously discussed, the precision
of measurement of the VLF station to aircraft range is limited by the signal-
to-noise ratio over the transmission path, but more important it is limited by
the ionospheric propagation properties at VLF. Extensive investigations of VLF
propagation characteristics have been made throughout the last decade. One re-
sult of these investigations had been to show that the 10 to 15 KHz region of the
VLF spectrum exhibits a remarkable phase stability along with a very low rate
of attenuation as a function of distance from the transmitter. These character-
istics permit world-wide propagation of VLF radio waves and allows short-term
phase measurements with rms variations of less than five microseconds.
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Within this frequency range, the radiated energy is propagated principally
as a guided wave in the space between the earth and the reflecting ionosphere
and it is this dominant single-anode of transmission, characteristic of VLF, that
results in both the highly stable phase condition along with an attenuation rate
near that which would be expected from inverse spreading loss. There are regu-
lar diurnal and annual changes in the velocity of propagation due to changes in
the earth-sun geometry and there are certain geographic and magnetic irregulari-
ties that may result in variations in measured position of several miles. However,
it is quite feasible to generate compensation or correction charts as is regularly
done for LORAN systems. The difficulty of applying corrections to achieve an
accuracy on the order of a mile is exactly the problem of charting the area of
interest to this prec.sion for various times of the day and year. For a fixed
receiving position and a given time of day, the extreme variations throughout
the year correspond to three or four miles in position. It is therefore apparent
that approximately one chart per month, or six or seven charts for the entire
year (since spring and fall charts will be essentially the same) will suffice to
present the temporal variations in adequate detail.

2.2.5 Ambiguity Resolution by Continuous Tracking

As with the satellite ranging s ystem, it is possible to resolve the inherent
ambiguity of a single VLF tone in the 10 to 14 KHz range by means of a set of
harmonic sidetones. fn fact, the Navy's Omega navigation system, which is
presently envisioned as the source of the VLF transmissions for PLACE, oper-
ates in exactly this fashion. The method by which Omega is commonly used
eliminates the need for a . dghly stabie clock at the receiver by generating hyper-
bolic LOP's resulting from phase difference measurements between VLF station
pairs. PLACE has been designed to be completely compatible with the O.nega
system; that is, if the Omega network is operating, the received Omega signals
will be relayed to the control center and the aircraft position can be located
only on the basis of the Omega signals. If this mode of operation were to be
adopted, the satellite range measurement would be redundant and could be used
to increase the reliability and improve the accuracy of the overall system.

In PLACE, the mode of operation described above has not been adopted as
the primary mode. Instead two separate provisions for ambiguity resolution
have been included to make the system independent of the Omega network so
that any suitably located VLF source of adequate frequency stability can be
used.

The primary mode for resolving the ambiguity of the VLF range measure-
ment depends on the continuous tracking feature of PLACE. Consider a system
wherein only the fine resolution tone is used for position fixing. As Ion; as a
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continuous plot of the movement of each aircraft is made as the aircraft pro-
ceeds away from its known initial departure point, no ambiguity will exist. This
continuous plot can be accomplished by a technique commonly called lane count-
ing. Ambiguous concentric equiphas , circles of position separated by the wave-
length of the ground transmitter will exist, since the measured phase delay will
repeat for every range increase equal to a wave length at the transmitted fre-
quency. Any given phase difference can be used to define lanes, with the region
between two adjacent equal phase difference lines being called a lane. Lane
counting can be acr•omplished by assigning a number to each such lane. As an
aircraft crosses a given phase difference line the count in a counter, located at
the ground station, can be automatically increased or decreased depending on
the direction of motion. In the event that the measured phase should erroneously
advance or retard by one or more full periods (because of loss of signal due to
aircraft maneuvers, equipment errors, or noisy environments) errors in the
position fix will occur. Since an aircraft may be moving as rapidly as 0.5 mile
per second, and the smallest lane widths are approximately 16 n miles, mo-
mentary outages on the order of a few seconds might be tolerated. An estimate of
the likelihood that the measured phase might erroneously advance or retard by
one or more full periods due.to fluctuation noise or aircraft maneuvers is de-
rived in 3.3 where it is shown that very acceptable performance should be
possible.

2.2.6 Ambiguity Resolution By SIND

For the purpose of increasing the overall reliability of aircraft surveillance,
a second method of ambiguity resolution will be implemented in PLACE. This
subsystem, designated SIND for Satellite Inertial Navigation Determination, re-
quires only four parameters to completely derive the aircraft position: aircraft
altitude; aircraft velocity vector; range and range rate between the aircraft and
the satellite. The aircraft-to-satellite range rate is derived from a doppler
measurement on the carrier component of the signal received from each air-
craft. The velocity vector is obtained from aircraft installed acceleromers
whose outputs are telemetered to the Primary Control Center where velocity
is computed. These sensors can be independent of any on-board inertial navi-
gation equipments since neither a torqued platform nor on-board integri•.tion is
required. Basically the SIND performs a position fix from the concept that
there are only two possible aircraft locations on the circle of position .(defined
by the satellite-to-aircraft range) where the component of the aircraft velocity
vector in the direction of the satellite will equal the measured aircraft-to-
satellite velocity.

Consider the system geometry shown in Figure 2-18 which includes: a
spherical coordinate system with origin at the center of the earth; a geo-st .:ionary
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SPECIFICATION OF LINE OF POSITION FROM ALTITUDE AND RANGE
TO SATELLITE — LOP PROJECTS AS A CIRCLE ON SPHERE.

OF RADIUS = Rq+hQ=RQ

X2

 2
	

_AIRCRAFT POSITION

CONE—HALF ANGLE A= f (hQ,R,,RQ,h$)

R,

X1

X3

LINE OF POSITION (LOP) 	 Rp=Rg+hs

SYNCHRONOUS SATELLITE POSITION

Figure 2-18—Geometry of SIND System

satellite, S; and an aircraft positioned on a spherical surface concentric with
the earth. For simplicity, the earth may be assumed spherical. The distance
from the center of the earth to the satellite is given by RQ = R, + h, , where R.
is the radius of the earth and hs is the altitude of the satellite.

The distance from the center of the earth to the aircraft is denoted by
R, = R, + ho where R. is the radius of the earth and h, is the aircraft altitude.
Thus, R. is the radius of a "sphere of position" on which the aircraft is located.

The distance between the aircraft and the satellite is represented by R,. The
locus of points on the surface of the "sphere of position" separated from the
satellite by a distance: R. describes a circle which is the base of a cone with
apex at the geo-stationary satellite position S, and apex angle A. The described
circle, which is the intersection of the conical surface with the surface of the
"sphere of position," is a circular line of position on which the aircraft is
located.
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If the satellite is assumed as specifying a Greenwich meridian, the sub-
satellite point would be located on the equator at the Greenwich meridian. Thus,
the satellite azimuth angle and the elevation angle are both zero. The aircraft
azimuth angle and elevation angle are ^6 and ©, respectively.

Employing the rectangular coordinate system shown with the unit vectors
i, y , and W, the range vector F. , from the satellite to the aircraft is given !,y.

Fs = re — ro

,jr

[r. cos B cos - ro ] Ti  + [ ra cos B sirs	 + [r e sin 91 k .	 (1)

Let r , = IF I , the absolute value of the range vector. Let the aircraft velocity
over the surface of the earth be represented by:

V=V.i+Vy j+V. k.

Since the satellite is assumed stationary with respect to the surface of the
earth, range rate i , , between the satellite and the aircraft is obtained by taking
the dot product of aircraft true airspeed V , and the normalized satellite to air-
craft range vector r, .

Thus, range rate i , is given by

rV
r

or

J. = 1 [[r . cos B cos qb - r j V. + [r e cos 9 sin ^6] V  + [r . sin 9] V.].	 (2)r

29



Symbol	 Quantity	 Value
Determined from

r	 Range Satellite to Aircraft

i•	Range Rate Satellite to Aircraft

Vx	Component Aircraft Velocity

V 	 Component Aircraft Velocity

VZ	 Component Aircraft Velocity

ro	Distance from Center of Earth to Aircraft

ro	Distance from Center of Earth to Satellite

0	 Aircraft Azimuth Angle with Respect to Fixed Meridian
Described by Synchronous Satellite

d	 Aircraft Elevation Angle with Respect to Equator

Measured

Measured

Aircraft Accelerometer

Aircraft Accelerometer

Aircraft Accelerometer

Aircraft Altimeter and
Earth Radius

Satellite Altitude and
Earth Radius

Simultaneous Solution of
Equations (1) and (2)

Simultaneous Solution of
Equations (1) and (2)

Figure 2-19—Tabulation of Known and Unknown SIND Quantities

Equations (1) and (2) constitute the system mathematical model consisting of
two expressions in two unknowns for range and range rate between the satellite
and the aircraft. The unknown quantities are the aircraft azimuth angle ¢, and
elevation angle 0. All other quantities are known or can-be determined in any
real situation. Figure 2-19 lists these known and unknown quantities and the
sources from which actual values can be determined. Range and range-rate
errors resulting from atmospheric effects are considered in Appendix A, while
an error analysis of the SIND system is given in Appendix C.

2.2.7 Aircraft Transceiver

A functional block diagram of the aircraft transceiver is shown in Figure
2-20. The frequency control section of the transceiver has already been dis-
cussed; so that, the portion of primary concern, at this point, are those having
to do with the tone processing. There are three district tone paths correspond-
ing to the three possible modes of operation. First, the tones received from
the satellite, by the L-Band receiver, are separated out by the 3-7 KHz band-
pass filter and coherently transponded through the transmitter to the Central
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Figure 2-20—Functional Diagram of Aircraft Transceiver

Control. This operation permits the measurement of the ground-to-satellite-
to-aircraft two-way range.

A second path exists, with the VLF receiver serving as the source of tones.
Figure 2-20 has been drawn so that the transceiver will be compatible with
Omega in this mode of operation. If the output of the 10.2 KHz filter is con-
nected through the commutator to the summer in Figure 2-20, then the output
of the VLF receiver will be relayed to the Control Center. In this mode, the
position of the aircraft can be determined using only the inverse hyperbolic
geometry of Omega.

If the VLF transmissions are to be used in the range mode, a third signal
path has been provided. The output of the 10.2 k Hz filter from the L-Band.
receiver is time commutated with the output of the VLF receiver. If Omega
stations are being used, this tone will be inserted during time intervals when
the four least useful Omega transmitters are radiating. The purpose of this
tone is to provide an absolute reference for the VLF tones so that range as well
as range-differences can be measured. The relative phase and time delay re-
lationships of importance to the system are listed in Figure 2-21.
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Referring to Figure 2-21, the use of the reference tone becomes apparent.
In particular, the total delays for the 6.8 k Hz and the 10.2 k Hz (6"3L and a3L +

W 2 respectively) should be noted These tones together provide a means for
determining the arbitrary delay, , introduced by the frequency conversion proc-
ess in the transceiver.

3. PERFORMANCE ANALYSES

3.1 Communication Link Power Budgets

Consideration of the PLACE communication links will begin with the
satellite-to-aircraft link since this is the critical link of the system which de-
termines many of the other design choices. To begin, the power budget for this
link is given in Figure 3-1. As previously stated, the output power of the
satellite L-Band transmitter is established by the constraints of presently
programmed ATS spacecraft. For example, the primary power available with
the ATS-C type of spacecraft is 185 watts which must be de-rated to approxi-
mately 165 watts of useful power. The telemetry and spacecraft control sys-
tems require 30 watts of power and it should be assumed that other on-board
experiments (including other PLACE equipments) will require at least an addi-
tional 55 watts. Thus, about 80 watts of input power is a reasonable assumption
for the transmitter which, with an efficiency of 50 percent results in 40 watts
for the transmitter output power. In the present stage of planning for the ATS
F and G spacecraft, it is reasonable to state that the transmitter output power
that can be provided will not be very much different from the assumed 40 watts.

The satellite antenna gain at L-band is determined by the requirement for
nearly earth disc coverage; although for experimental purposes it is possible to
form a somewhat more directive beam without serious penalty. The synchronous
satellite-earth geometry establishes the beamwidth, and hence gain, of this an-
tenna independent of the choice of operating frequency. In the case of the ATS-C
class of spacecraft, the assumed gain of this antenna is realizable; whereas in
the case of the ATS F and G class of spacecraft, considerably greater gain could
be provided. However, the requirement for nearly earth disc coverage obviates
the use of the full potential of the ATS F and G antenna.

The path loss given in Figure 3-1 is of course determined by the choice of
the operating frequency (1500 MHz) as well as the satellite-to-earth geometry.
For communication purposes alone, the 136 MHz (VHF) frequency region is a
more desirable choice. However, as shown in Appendix A, the range and range-
rate errors introduced by propagation through the ionosphere preclude adequate
position-location accuracies in this frequency range. Tropospheric errors are
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Transmitter

Output Power

Satellite To Aircraft — Down Link (freq. = 1500 MHz)

Nominal	 Worst-Case
Value	 Value	 Units

40 40 watts

16.0 16.0 dbw

-1.0 -1.5 db

22.0 19.0 db

37.0 33.5 dbw

-187.0 -188.3 db

— -3.0 db

Coupling Loss

Antenna Gain

Effective Radiated Power

Path Loss

Dispersion Margin

Receiver

Antenna Gain

Coupling Loss

Thermal Noise Power Density

Effective Noise Temperature

Receiver Noise Power Density

Received Carrier Power

Carrier/Noise Power Density

Carrier/Noise Power Into Channel Demod.

Demod. Threshold

System Margin

25
	

24.0
	

db

-1.0
	 -1.5
	

db

	

-204.0
	 -204.0
	

dbw,/Hz

5.0
	

5.0
	

db

	

-199.0	 -199.0
	

dbw/Hz

	

-126.0
	 -135.3
	

dbw

73.0 max.	 63.7 min
	

db/Hz

16.4 max.	 7.1 min
	

db

6.0
	

6.0
	

db

10.4 max.	 1.1 min
	

db

Figure 3-1—Satellite-to-Aircraft Power Budget

essentially independent of frequency while ionospheric errors decrease with
frequency. In the region of 500 MHz, the separate errors introduced by both
effects can be expected to be of the same order of magnitude. For position-
location purposes then, a choice of operating frequency above 500 MHz is essen-
tial. In PLACE, the L-Band was chosen specifically because of the aeronautical
services frequency assignment in this band.

34



The aircraft antenna gain of 25 db listed in Figure 3-1 was chosen to com-
pensate for the path loss difference between 136 MHz and 1500 MHz if it is as-
sumed that the aircraft were to employ a nominal 3 db gain antenna at 136 MHz.
In this way, no penalty is imposed in the communication link by the choice of
L-band operation. However, the development of the required aircraft antenna
is a considerable problem.

Figure 3-1 shows the nominal carrier-to-noise power density received at
the aircraft to be 73 db/Iiz. Additional calculations pertaining to this link are
given in Figure 3-2 where the essential portions of the aircraft receiver are
shown. In this figure, (1) makes use of (3) derived in 3.2. Equation (2) is a stan-
dard relationship which can be easily derived from frequency demodulation
analysis and Figure 3-3 has been included to assist in its interpretation. The
main demodulator relationship used in (5) is based on results given in Appendix
B. Figure 3-4 pertains to the threshold characteristics of the Channel Demodu-
lators and this figure was derived from the results given in References (6) and
(7). The remaining link power budgets are shown in Figures 3-5 through 3-7.

3.2 Signal Pre-emphasis

The power spectrum of a voice signal is primarily concentrated in the
frequency range below 1000 Hz, but the spectral content up to at least 2500 Hz
is essential for intelligibility. Typical airborne specifications for a voice
channel require a passband from 350 to 2500 Hz with an overall frequency re-
sponse flat within 6 db of that at 1000 Hz. The power spectrum produced by a
male speaker is anything but uniform over this range however. Instead, the
power spectrum will more normally drop off at something close to 6 db per
octave for frequencies above 1000 Hz. Advantage can be taken of this fact,
through pre-emphasis prior to modulation and de-emphasis following demodu-
lation, to improve the operating signal-to-noise ratio while still maintaining a
nearly flat overall response. Additional gains are possible through certain
non-linear signal processing techniques such .s amplitude clipping, but such
operations quickly get into subjective questions having to do with operational
tradeoffs. Due to difficulties in establishing fidelity criteria and in estimating
resulting improvements, such techniques have not been considered in the
PLACE design. Instead, any such potential improvements which can be incor-
porated will add directly to the overall system performance.

The high-frequency components of each voice signal will be emphasized at
the ground station by means of a simple linear network. The aircraft receiver
will perform a complementary operation to restore the original power spectral
shape by de-emphasizing the high-frequency components by means of another
simple linear network. The received noise enters the system after the
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Aircraft To Satellite — Up Link (freq. = 1500 MHz)

Value Units

Transmitter

Output Power 50 watts

17.0 dbw

Antenna Gain 25.0 db

Coupling Loss -3.0 cb

Pointing Loss -1.0 db

Effective Radiated Power 38.0 d! .v

Path Loss -189.0 db

Dispersion Margin -3.0 db

Receiver

Antenna Gain 22.0 db

Coupling Loss -2.0 db

Pointing Loss -3.0 db

Received Signal Power -131.0 dbw

Thermal Noise Power Density -204.0 dbw/Hz

Effective Noise Temperature 5.5 db

Channel Bandwidth 40.0 db

Received Noise Power -158.5 dbw

Signal To Noise Ratio per Channel 27.5 db

Figure 3-5—Aircraft-to-Satellite Power Budget
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Satellite To Growid - Down Link (freq. = 5 GHz)

Value Units

Transmitter

Output Power 4 watts

6.0 dbw

Antenna Gain 32.0 db

Coupling Loss -2.0 db

Pointing Loss -1.0 db

Effective Radiated Power 35.0 dbw

Path Loss -198.0 db

Receiver

Antenna Gain 60.0 db

Coup) ig Loss -1.5 db

Received Carrier Power -104.5 dbw

Thermal Noise Power Density -204.0 dbw/Hz

Effective Noise Temperature 4.0 db

Receiver Bandwidth 68.5 db

Received Noise Power - 131.5 dbw

Carrier-to-Noise Ratio 27.0 db

Signal-to-Noise Ratio Out 30.0 db

Figure 3.6-Satellite-to-Ground Power Budget
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Ground To Satellite - Up Link (freq. = 5 GHz)

Value Units

Transmitter

Output Power 100 watts

20 dbw

Antenna Gain 60 db

Coupling Loss -5 db

Effective Radiated Power 75 dbw

Path Loss -198 db

Receiver

Antenna Gain 32.0 db

Coupling Less -3.0 db

Received Signal Power -94.0 dbw

Thermal Noise Power Density -204.0 dbw%Hz

Effective Noise Temperature 8.0 db

Channel Bandwidth 43.0 db

Received Noise Power -153.0 cbw

Signal-To-Noise Ratio per Channel 59.0 db

Figure 3-7—Ground-to-Satellite Powe- Budget

pre-emphasis but before the de-emphasis network and therefore the high-
frequency components of the noise will be reduced as will the total noise power.
The procedure is a matter of capitalizing on differences in the characteristics
of the signal and noise spectral distributions to provide an actual improvement
in the received signal-to-noise ratio.

The pre-( riphasis network; that will be used can be described by a simple
frequency transfer function given by
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S + w i
H 1 (S) = 

S 
+ 

w2 ,
	 (1)

where w 1 = 1Az C and w 2 = R 1 +R 2 /R 1R 2C. Vie corresponding circuit and
asymptotic logarithmic amplitude plot is shown in Figure 3-8. The choice for
w l is based on the assumption that atypical voice power spectrum will decrease
at the rate of approximately 6 db per octave for frequencies above 1 KHz.
Whereas w2 is simply chosen to be well beyond the maximum modulating signal
frequency — say 6 KHz. Thus, the circuit performs as a single pole, high-pass
network with a break frequency at 1 KHz.

The receiver de-emphasis network, following the discriminator must have
the inverse characteristic

H (S ) = wl
	

(2)2
S +4 1 '

which serves to restore the signal spectrum to its )riginal relative values when
w l has the same value in (2) as it does in (1) above. The required circuit is
shown in Figure 3-8 along with the asymptotic logarithmic amplitude plot.

From standard angle -mv :" elation noise analysis, the two-sided spectral
density for the noise at the >, ^ at of a frequency demodulator is given by

b f 2
W(f)	

2S

	
(3)

where b is the demodulator transfer constant, .7 is the input noise spectral
aensity, and S,, = A^ 2 /2 is the mean carrier po.-ver. If the noise is now passed
through the de-emphasis network of (2), the modified spectral density is

w' ( f ) = w(f) - I H2(ja,')j 2 .	 (4)

From (2)

I H 2 ( jw ')1 2 =	 1 >

1 + (f/f 1)2 
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Figure 3-8-Circuit Diagrams and Transfer Plots Pertaining to Signal Pre-emphasis

so that (4) becomes

w' (f) 
=b271E2	

1
2Sc	 1 + (f/f 1)2

The total noise power at the output of the de-emphasis network is

(5)



W O = 2 f m

 

w' (f)df
0

(6)

f	 f
_ b277	

f 1 f 2 df +	 m f 1 2 df

S C 	 o	 f1

For f m = 3 KHz and f 1 = 1 KHz, (6) has the approximate value of

w 0 = f 1 2 fm b277//S r .

Without de-emphasis, the output noise power, w 0 '  is

fm

w 0 ' =b2^ 
J f

2 df =b2? fm3,
S ,	 0	 3S,

so that the output noise is reduced by the factor

2
WO '

 
o 

= 3 
(7-1

(7)

1

3.3 Phase Tracking Analysis;

The purpose of the analysis which follows is to provide quantitative esti-
mates of the performance characteristics that can be provided by the VLF rang-
ing method presented in previous sections. The approach used here is based on
a phase-locked tracking filter. It is not expected that such a tracking filter will
be used in any final design primarily because of the equipment complexity that
would be involved with a large number of tracking filters. Instead, it is expected
that a single high-speed computer will be utiii:ed to simultaneously track all of
the aircraft. In addition, the computer processing can be optimized to generate
maximum likelihood estimates and to take advantage of several other factors
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which are ignored in the following analysis. Nonetheless, confidence can be
gained in the reliability that can ultimately be achieved through the relatively
simple analysis which follows.

The basic tracking filter system to be considered is shown in Figure 3-9.
The output of the system is taken from the voltage-controlled oscillator (VCO)
which is fed by the closed feed-back loop so as to follow the variations in fre-
quency and phase of the input signal e l (t). The input signal is taken to be
represented by

el(t) = v'2V s sin [r,. o t +i;''i(t)).	 (1)

The phase of the input signal can be resolved into two components: (1) a uni-
formly increasing function of time and (2) a phase function which depends on the
motion of the aircraft relative to the VLF transmitter.

The VCO output has a sinusoidal form described by

C O (t) = 3 2V 1 sin [:,:o t + 1-12 (t) jl	 (2)

N_ (t)	 N,(t)

01(t) + 3'CVs +	 Vs [N1(t)_'z(01	 2
Vs	 A	 F(s)	 i's

Ne(tI s 2No –	 N,(t)12 	 2
,''^ { 

= 2No
r̂TV^ Vsz— L	 J

^z(t)

o. Linearized equivalent diagram of a phase-lock loop.

,DVS sin [ms(t)+61( t)]+N(t) sinn mst

MULTIPLIERA	 FILTERVCO
[N(t)) 2 = No

2 Va nos	 + 9:(t)]

b. Typical phase-lock loop with which (a) is associated.

Figure 3-9—Equivalent Phase-Lock Loop Diagram
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In the locked condition, the output phase B 2 (t), must differ from the input phase
6 1 (t), by 77 /2 plus some, integral multiple of 277, within a small error angle E (t)
which depends on the forward gain of the loop. That is,

6 1 ( t ) - 0 2 ( t ) = B E (t) =2   (477 + 1 ) t E (t).

For the loop to remain in lock, it is necessary that the instantaneous error be
constrained to remain within some range of values say ±Em . Ignoring the steady-
state frequency and phase offset, this condition becomes

4 8 E ( t ) I = 81 (t) - (92(t) I < Em .	 (3)

For the idealized linearized case, a.value for f E m of ±n/2 is the limit of lock
since an error in excess of this results in a change in sign of the open loop gain
and the VCO is driven in the opposite direction from lock.

The input signal also includes additive narrow band noise of bandwidth 0f
which can be represented as N(t) sin wst , as is indicated In Figure 3-9b. It is
assumed that the noise has a uniformly distributed spectral density of No 2 

/0 f.

Also, the effective closed loop bandwidth is taken to be small compared with M
so that the VCO output which is multiplied with the input can be considered to be
noise free and the multiplier to act as a synchronous detector. The output of the
multiplier (neglecting higher order terms) is

VE 
_ [d1

	

	
L)

(t) - e2(t)] 
+^V ,

S	 S

where N E(t)/V2 = V"2-N (t) has been substituted to account for the doubling of the
noise power at the output of the multiplier. Since the actual input noise power
is (No) 2 , the noise power at the point between the amplifiers ic y 2(No) 2 so that
the effective input noise power is 2(No) 2 /(V g) 2 with a double sided spectral
density of w = (No 2/V,2) A f .

The mean-squared phase jitter, or noise power a 2 at the output due to
noise power at the input is determined by the usual contour integral,

^ n 2 =1 
fj W

 ^ YL ( S ) J 2 w„ds = 2w n
B L rad 2 ,	 (4)

l 
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E.

where BL is the lac p bandwidth. The variance of 8 2 (t ) is the variance of B 1 (t) -
8 2(t) due to noise while the mean of 8 1 (t) - 0 2 (t) is the error in 0 2 ( t) from the
desired value 0 1 (t). Should the output deviate from the input by more than t %,
loss of lock will occur. The probability of '9 (t) exceeding + Em can be calculated
from

`	 11	 r	 `	
2BE

P	
•• Qn \1 

28
E

I J + ^ L ^n \1 +C

where 4b (-v) is the commulative distribution function

.C

_v	
22	 exp 
2 

dx .
77 J_M	 C

When the transient error, OE , is zero, the probability of losing lock re-
duces to

-Em /^n	 2
P O = 20 (-E-/an) _r

12

J 	
exp -	 dx.	 (6)

In (5) and (6),

0-n2 = 2(N 0 2 B L /V g ) A f

is the normalized noise power at the output of the tracking loop. A plot of (6) is
shown in Figure 3-10 with the probability of losing lock as a function of the sig-
nal to noise ratio for Em =,r /2 and 1 radian with zero transient error.

From this figure, the anticipated time before loss of lock can be inferred.
For example, for Em =7r /2, a tracking bandwidth of 0.1 Hz, and a loop signal
to noise ratio of 11 db, the expected times between loss of lock should be about
280 hours. The loop transient errors that can result even in the absence of
noise will now be considered.
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For this purpose, it is necessary to again refer to the linearized equivalent
phase lock loop shown in Figure 3-9 for which the following error function
applies,

	

^g(S)	 S
YE(s)	

82(s)	 s+GF(s)	
(7}

To proceed further, the form of F (s) must be specified. If the filter is chosen
so that

F s (
s + WO/3)2	

(8)

S2

a third order loop results and substitution of (8) into (7) provides

dE(S)	 S3	 (9)

` s)	 ( s + wo /4) (s2+ 2^,, o S + a o )

where G=9w o/4 is the gain constant.

The siceady state-error can be evaluated by means of a Maclaurin series of
the form

b'E(S)

	

C Sn /n!	 (i0)
Ei l (S)	 !n 0	 n

n.0

where C n = fn (o). This is equivalent to the form

O	 2^,O

	

^E (t) C o c i 
(tl + C1 do 1 t + C 2 d	 1 t + ..	 (11)

	

dt	 2!	 d t 2t ^ ^
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where

Co = position error coefficient

C, = velocity error coefficient

C2 = acceleration error coefficient

It follows that to keep the dynamic tracking error to a minimum, C 0 , C 1 , and C 2
must be zero to prevent steady-state errr.rs arising from the derivatives known
to exist in the input. The basic filter chosen herein meets the requirement for
position, velocity and acceleration which can be verified by the final value
theorem. For & I (t) = 0 1 (t) (69, is a constant), we have H 1 (s) = 8 1 /S 3 and

1 im 0  (t) = 1 im s BE(s)

t w	 s 0

	

= lim	 S	 =0
S -. 0 ( S + w o /4) ( s z + 2w o s + wo )

so that the steady-state error due to acceleration (and all lower ordered) inputs
is zero.

To evaluate the transient error for an acceleration input, it is necessary to
have the complete solution of (9) which is given below and plotted in Figure 3-11

168
B E ( t ) =(t)

	

	

2 
[exp (- wo t /4) -- (1 + 3w o t/4) exp (- w0 t)] .	 (12)

9wo

The peak value of (12) is

BE _ 
0.552 	 (13)

	

(max)	 w z	 1
0

To make use of (13), a further relationship involving wo is needed. This can be
obtained by using (9) in the standard relation as follows,
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BL 
= 2-7T 

J I YL (i w) I Z dw

0

and performing the indicated integration to obtain the effective loop ba,idwidth,
8L , in Hz. The result is BL = 0.743 co, and (13) can be written in the following
useful form

0.304 Bi
LqE(max) ---

(14)
L

The only remaining problerr is to relate the input §i to the aircraft flight
path. First, assume that the aircraft velocity vector is constant. In this case,
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V

the relative velocity vector, with respect to the trantimitting station, changes
continuously and results in an acceleration input to the loop. Figure 3-12a shv;t:.
the situation under consideration from which it is easily deduced that the greatest
acceleration will occur when the velocity vector is normal to the distance vector
and the acceleration, a, is

d i V	 `r2	 1a 
d 
	 - D	 (15)

I+(Vt}z]3iz
D

The maximum acceleration occurs when t = 0 and (15) reduces to

a	 = 7.7 x 10-8 VD nm/sect(max)

which, using the relation 0 = 277/, a, results in

z
(Max) - 

2,r D x 7.7 x 10-8 rad/sect ,	 (16)

Ve

TRANS. STATION

Figure 3-12—Diagram Illustrating Relative Aircraft Acceleration
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for V and D in consistent units. For an aircraft velocity of 1800 knots, a mini-
mum distance of 1000 nautical miles, and a transmitting frequency of 10 KHz,
(16) provides

-•fmaz) - 9.8 x 10-5 rad. sect

Substituting the above into (14) results in

i.	 = 0.17 degrees.
:^az

It can be concluded that this error is negligible.

A second situation «ill now be considered which results front aircraft
maneuvers. Consider the aircraft velocity vector under the condition of a 2 "g"
acceleration. The resulting value for fieX is 2.0; x 10 4 rad; sec. Substituting
this value into (14) shows E max. to be equal to 0.126 rad. or 7.2 degrees.
Since this error is nearly an order of mag itude less than the limit of lock for
the tracking loop, it can be concluded that satisfactor y performance can be ob-
tained.	 I

3.4 Doppler Compensation

The relative motion of a transmitter with respect to a receiver causes a
j

	

	 frequency translation of the entire transmitted spectruin as seen by the receiver.
The magnitude of this frequency translation is directly proportional to the rela-
tive motion between the transmitter and the receiver, and the transmitter fre-
quency as is shown in the follo«:ng equation,

f  ^ f r + fa - f  ^1 R

where the above parameters are defined as follows:

f  = frequency seen by receiver

f  = frequency of transmitter
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f  = doppler frequency (frequency transiation)

R = range rate (relative velocity between transmitter and receiver)

C = speed of light

This situation exists in PLACE where the aircraft motion can have a com-
ponent of velocity in the direction of the synchronous transponding satellite. The
doppler frequency shift of the aircraft transmissions is a necessary considera-
tion in the assignment of the aircraft transmitter channels. The composite
spectrum received by the satellite (Figure 2-3) consists of the transmissions
from all cooperating aircraft. These aircraft transmissions are separated by
frequency division multiplexing, wherein each aircraft is assigned a different
carrier frequency (i.e., a different channel). In addition to the normal guard-
bands assigned to each aircraft channel, it is necessary to allocate additional
guardbands for each channel to avoid an overlap of two adjacent (in frequency)
aircraft transmissions caused by doppler-created frequency translations. I:
would be very simple to allocate additional guardba^-ids equal to the maximum
possible doppler shift; however, this unnecessarily increases the total system
bandwidth.

An ideal doppler compensation technique would exactly compensate the
transmitter frequency for frequency shifts that occur; so that, the receiver
always received exactly the same frequency from the transmitter. This is not
practical, so in PLACE an approximate or "gross" doppler compensation
technique will be used. The consideration of doppler compensation in PLACE is
complicated by the use of a coherent transceiver on the aircraft. The aircraft
transceiver derives its output frequency from the carrier frequency transmitted
by the satellite. Therefore the total doppler shift seen by the satellite is affected
not only by the relative velocity on the aircraft to satellite uplink, but is also a
function of the relative velocity on the satellite to aircraft downlink. Since it is
required that the aircraft transceiver remain coherent, the compensation cannot
be derived from an independent oscillator on board the aircraft but must take
place in the output multiplier chain.

The gross compensation technique makes a rough measurement of the doppler
shift seen by the aircraft and inserts an offset (derived from the frequency
synthesizer which is locked to the received carrier) in the output frequency,
thereby maintaining the output frequency within the required channel at the
satellite. This offset is not a continuous function but occurs in steps. As the
aircraft detects the output frequency nearing one band edge, it shifts the output
back to near the other band edge, actually changing the value of a multiplier in
the output frequency translation chain. This technique inserts no unknown fre-
quencies into the output, deriving the output frequency only from the phase locked
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frequency synthesizer, thereby maintaining the coherence of the aircraft trans-
missions. Figure 3-15 shows a simple conceptual diagram of how this technique
could be implemented. The expression for the frequency received by the satel-
lite from an aircraft as a function of the satellite transmitter frequency is
derived as follows.

The satellite transmitter frequency is f.is . The frequency received at the
aircraft (f RA ) varies with range rate (R) as follows:

fRA _ fTS 11 +C!

TE

fTS	 NfRS

' ---- 
fRA ---AIRCRAFT

}

	

X	 :K

F(s

	

O	 DOPPLER	 I

'	 MEAS.

SELECT

D

I

^ D	 + X

zM I

Figure 3-13-Doppler Compensation Functional Diagram
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where C is the speed of light. The frequency transmitted by the aircraft (f TO
after doppler compensation is

frA - fxA (M K_ 
D) 

-frs (M _ D) (1 +)K	 C

The frequency received at the satellie (f RS  ) is

fRS_fTA (1+C)=frS(M KD
)(1+C,.

This may be approximated as follows;

fxs~ frs (M
_D) (1+2R1.
K	 C/

Without the doppler compensation at the aircraft the frequency recei-ed by the
satellite would be,

fRS ti fTS 
K 

(1 + C

Ideally, the following frequency is desired at the satellite.

M
f RS - I^ f rs

To receive the above frequency, the following equation must be satisfied.

'fTSi (1+2C)+2KC frs=0
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We can now solve for the "D" required on the aircraft as a function of range rate.

D
Cl + C, =2MR

2MR — RD -	 _
C + 2R 2M C

From the preceeding set of equations we can extract the following functions.
The uncompensated doppler frequency (f d ) at the satellite is

fd 2	 fK C TS'

The magnitude of doppler compensation by the aircraft (f g) is

fg = K (1 +2C) fTS	 fTS'

The value of doppler frequency seen at the satellite after doppler compensation
is f .

f	 f _ f	 2MR - D fTS
g	 C	 ) K

Figure 3-14 is a plot of the proceeding three equations, as a function of the
doppler frequency measured at the aircraft (fd), with the following assumptions.

fTS = 1500 MHz

R = 0 to ±2000 mi/hr

D = N x 1/625 (where N = ±1, 2, 3 etc.)

K =M=1500

C = 6.7 x 10 8 mi/hr
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Due to the desire to avoid the requirement 	 _ii extremely precise fre-
quency standard on board the aircraft, the dope' 	 +ompensation is not a continu-
ous function. Instead as the aircraft detects that the received frequency at the
satellite has shifted to within a certain distance from the band edge, an offset
in the output frequency will be inserted at the aircraft; that is, the value of D is
stepped to a new value, driving the signal received at the satellite away from the
bandedge it was approaching. Hysteresis is added in the doppler compensation
technique to prevent the aircraft transmitter frequency (which has a doppler
frequency coincident with a step value) from alternating between two different
carrier frequencies. Since the doppler frequency seen at the satellite is directly
proportional to the doppler shift measured at the aircraft, and this proportionality
factor is (mown, it is not necessary to perform any measurements at the satel-
lite. The control for the doppler compensation can be derived entirely on the
aircraft, provided the doppler frequency at the aircraft can be measured with
the following limit on the measurement error.

E = doppler measurement error

E < fX
2 fTS

FREQUENCY(KHz)

	

10	 r_ fd UNCOMPENSATED/
}	 DOPPLER FREQ.

HYSTERESIS	 g 	 SEEN BY SATELLITE
LOOP	 t }	 ^/

/

{	 ! 
6	 /	 fa COMPENSATED DOPPLER/ FREQ. SEEN BY SATELLITE
4

i
i

/
/

2}
—6	—5 —4 . —	—2 —1

}

	

r	
// —2	 }

NOMINAL SE'APAT u": FROWI
BAN DEDGE = 100 cps

/
/

/

r
/

i i

-101

DOPPLER
^^} /r{„/^{ "	 MEASURED
t i t^/ +u/ {V -- f ed AT AIR-

2	 3	 4	 5	 6	 CRAFT (KHz)

} {

{
/fg REQUIRED

f {	 DOPPLER COMPEN -
SATION

}

ONE COMPENSATION STEP = 1.6 KHt

Figure 3-14—Doppler Compensation Curves
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where fX = difference between .-iocated bandedge and the nominal controlled
bandedge, and f TS 

= the satellite carrier frequency. For the values assumed in
Figure 3-14; fX = 100 Hz and fTS = 1500 MHz, E must be equal to or less than
3.3 x 10-8 Hz/Kz. We can reduce the measurement accuracy requirements by
increasing the value of fX . The value of fX chosen for use in Figure 3-14 was
only for discussion purposes and could be increased to reduce the accuracy re-
quirements to a more reasonable value.

Figure 3-15 is a tabulation of how the bandwidth of the composite spectrum
received by the satellite from all aircraft can be reduced by compensating for
doppler shifts in the manner just described. The numbers for this table are
derived from the assumption that the guards bands allocated for doppler shift
protection are for the worst case. The worst case for PLACE is that wherein
the maximum range rate between the aircraft and the satellite is 2000 miles/
hour which conceivably could occur under certain geometries for a supersonic
transport.

BANDWIDTHS REQUIRED BETWEEN AIRCRAFT AND SATELLITE
WITH AND WITHOUT DOPPLER COMPENSATION

With Without
Compensation Compensation

Single Aircraft Channel 7 KHz 7 KHz

200 Aircraft Channels 1.4 MHz 1.4 MHz

Guard Band per Aircraft ± 1 KHz ± 10.5 KHz

200 Guard Bands 0.4 MHz 4.2 MHz

TOTAL 1.8 MHz 5.6 MHz

Figure 3-15—Bandwidth Requirements

3.5 SIND Performance Characteristics

The Satellite Inertial Navigation Determination (SIND) study indicates that
all significant results are embodied in one expression. This single relationship,
which is derived in Appendix C, describes the total aircraft positional error.
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Total Error = ^p = V cos a ^° + ^a

The intrack. and crosstrack components of the total error are close approxi-
mations based on Lhe simplified model, and are given by:

R
Intrack Error = 

sir ti VS o^ + 0'6

R
Crosstrack Error = 

o
^ ti ' ^^ + ok tan a,

V

where the intrack error is defined tangent to the flight path and the cross track
error is defined perpendicular to the flight path.

The positional error is a function of the range between the aircraft and the
satellite; the aircraft velocity component tangent to the circle of position; the
angle, a, at which the aircraft flight path intersects the line of position; and the
one sigma measurement errors inherent in determining the aircraft velocity
vector, V , and the range rate or Doppler, k, between the aircraft and the satel-
lite. The utilization of the error relationships is relatively simple and straight-
forward, providing easy visualization of the Satellite Inertial Navigation De-
termination system errors.

In general the length to diameter ratio of the SIND error ellipsoid is very
large resulting in a cigar shaped characteristic with the major axis, or long
dimension, of the ellipsoid tangent to the aircraft circle of position.

The required inputs for the operational SIND system, which are shown in
Figure 3-16, include measured parameters and the accuracy or error associ-
ated with these measurements. Range and range rate between the aircraft and
satellite are derived from the aircraft transmitter-receiver system operating
in conjunction with the satellite transponder. Aircraft altitude is determined
from the aircraft altimeter. The velocity vector of the aircraft can be developed
from the aircraft inertial navigation system (or gyros) or possibly by Doppler
radar. The SIND system must be programmed with the input errors, or accura-
cies, associated with each of the measured parameters. The output accuracies
are then obtained from an error analysis. A description of the output param-
eters and errors determined are shown in Figure 3-17.

The geometry of the SIND system is indicated in Figure 2-18. Utilizing the
earth centered coordinate system, X  , X2 , X3 , a circle or line of position for the
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FOR SYSTEM OPERATION AND ERROR ANALYSIS

INPUTS ARE MEASURED PARAMETERS 4ND MEASUREMENT ERRORS

PARAMETERS, MEASURED ON-BOARD A/C 	 DERIVED FROM

R o-R
	

RANGE TO SATELLITE
RANGE ERROR	 A'C TRANSMITTER-RECEIVER

RANGE-RATE BETWEEN A-C 	 SYSTEM AND SATELLITE

f2, crR	 AND SATELLITE	 TRANSPONDER
RANGE-RATE ERROR

h ^h	 ALTITUDE OF A/C	 A/C ALTIMETER
ALTITUDE ERROR

VELOCITY VECTOR OF A/C l	 A/C INERTIAL SYSTEM (OR GYROS);
V,	 VELOCITY ERROR	 J	 POSSIBLY BY DOPPLER RADAR

v=I(ic,9,i) A/C

T.
r'

Figure 3-16-SIND Inputs

FOR SYSTEM OPERATION 4 ERROR ANALY51S

OUTPUTS ARE A/C POS;TION 4 POSITION ERROR VALUES
Z^	 5

R.R
A/C

^x
LA,h

h	 L LATITUDE	
T

A. LONGITUDE

Y	 h ALTITUDE	
^cT

01 , IN -TRAC T, 	R
Mleasumd in d,. t— of ihsld pt► 	 ,.

Mejo—d i. d—fio. 1 W hc4 rhakt
path a.d !Deal vat.r.l

t A?	 F?Rol?
Meewrd r direct.- cf Ix.l vortical

Figure 3-17—SIND Outputs
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AIRCRAFT AT POSITION 2

LINE OF POSIT]( ", (LOP)
FROM SATELLITE	 _-

AIRCRAFT AT POSITION I P,

x2>,
X22

v^

P2

I
1	 x2,

R c . Vz Rzs
Rzs

I`zs
VI

X,I	 5ATELL17E^'.► — — —
Rs

V ' RIs V, Cos 8
R, s

FROM ANY POINT ON THE LINE OF POSITION, SAY P I OR Pz, THE INERTIAL VELOCITY vECTOR CAN BE PROJECTED

ONTO THE DIRECTION TO THE SATELLITE, R I s OR kzs THIS PROJECTION WILL AGREE WITH THE OBSERVED VALUE

OF R AT ONLY TWO POINTS AMBIGUITY IS EASILY RESOLVED FOR FLIGHT FATHS :T NORMA„ TO LOP. FIGURE
SHOWS TYPICAL CHANGE IN R PROJECTION OF V,a, C ONTO Rs AS LOP CHANGES FOR SPECIFIFu FLIGHT PATH.

Figure 3-18—Determination of Position on Line of Position

aircraft is determined on the surface of the sphere of radius, R = RP + h. by
the range, R,, between the aircraft and the satellite. The determinat

a
ion of the

location of the aircraft on the line of position is indicated for two aircraft in
Figure 3-18. Consider an aircraft situated at position 1. The aircraft inertial
velocity vector, V , can be projected onto the direction of the satellite, R .
This projected magnitude, V l cos 0 is equal to the magnitude of the range
rate at only two points on the circle of position. The ambiguity between these
two points is easily resolved for flights not normal to the line of position.

The results of the error analysis are summarized in simplified form in
Figure 3-19 which shows the error ellipsoid along the lire of position at an
angle c with respect to the aircraft flight path. An approxin-.3tion of the total
intrack and crosstrack positional error is liven in ternis of tit.- distance from
the aircraft to the satellite, the aircraft inertial velocity, the angle of inter-
section of the aircraft inertial velocity vector with the line of position, and the
standard deviations of aircraft velocity and range rate error. The approxima-
tions are valid within 5 percent within the limits on 	 ^2° to zS50-

Figure 3-21 shows typical lines of position which might be obtained over the
North Atlantic principal area employing a stationary equatorial satellite posi-
tioned at 30°W longitude. The navigational a.ccuracv of a great circle flight over
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ERROR DETERMINATION BASED UPON ERRORS
ALONG LOP ONLY.

NOMINAL
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R

°( ys Ov + CTR TAN d

AIRCRAFT FLIGHT PATH
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R S =DISTANCE FROM AIRCRAFT
TO SATELLITE

V = AIR'-'RAFT INERTIAL VELOCITY
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VELOCITI AND RANGE

RATE ERROR

APPRM,14ATION VALID TO WITHIN

5' FOR RAN& E OF VALVES FROAA

*- r TO '- 85*

-LINE- OF- POSITION (LOP)

Figure 3-19-Simplified Error Relation

this area between Washington, D.C. and Paris, France, is presented in Figure
'4 -"2 for two cases.

In case I, the standard deviation is 10 meters for range error avid 0.01
meters per second for range rate error. For Case II, the standard deviation is
100 meters for range error and 0.1 meters per second for range rate error. In
both cases, the navigation satellite is equatorial and stationed at 30'W longitude.
Aircraft velocity is considered to be 2000 knots. The standard deviation of the
intrack error is 6.100 meters fo r Case II and 640 meters for Case I. The stand-
ard deviation for crosstrack error may be read directiv from the curve, either
in nautical miles or meter, as a function of distance traveled.

Modern aircraft are capable of traveling at extremely high speeds and thus
covering substantial distances in relatively short periods of time. An apprecia-
tion of this can be seen by reference to Figure 3-23 which shows distance
traveled versus time for selected velocities.

The SIND intrack error and ai _-craft separation distance are shown in
Figure 3-24 as a function of aircraft velocity in knots. Two cases of SIND
intrack error are considered corresp-)nding to two scaling relations for the
standard deviation of the intrack error. Note that for both Case I and Case II,
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Figure 3-20-Variation ofaAIong Typical Norrh Atlantic Air Traffic Route

the error decreases as the aircraft velocity increases, which suggests that the
SIND systei.i may be more effectively employed with high speed aircraft.

Figure 3-24 also shows aircraft longitudinal separation distances in
nautical miles as a function of aircraft speed for the current rules governing
flights over the North Atlantic. These rules generally prescribe an intrack
separation time of 30 minutes but Linder special conditions permit a reduction
to 20 minutes. In this report, the allowable error in separation distance has
been arbitrarily selecied as one-tenth of the general 30 minute separation and
is shown in Figure 3-27 as three-minute distance - allowable error. Based on
this allowable error, the SIND system is useful only below the three-minute
distance allowable error line shown in Figure 3-24.

Figure 3-25 illust rates aircraft crosstrack error and lateral separation
distances for two cases. For each case, the nominal error is plotted within an
indicated maximum and minimum variation. As before, the error decreases
as the aircraft velocity increases. Although the minimum lateral separation
allowed on North Atlantic flights is 90 miles, the majority of current flights are
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Figure 3-24—Intrack Error and Aircraft Separation vs. Aircraft Velocity

assigned 120-mile separations. Plots of lateral separation distance for both 90
and 120 miles are shown in Figure 3-25. If the allowable error is arbitrarily
taken as approximately one-tenth of the actual separation, then the allowable
error in lateral separation is approximately 10 miles as shown in Figure 3-25.
With this allowable crosstrack errur, the SIND system is useful only below the
lateral separation allowable error line.

Two areas appear to require further study. One area involves the precise
determination of accelerometer and gyro errors for torqued platforms and the
effect of such errors on system performance. Also, a study should be initiated
relative to the use of time histories for improving system performance. Of
particular importance in this area is the use of time histories in determining
accelerometer and gyro errors.
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APPENDIX A

TROPOSPHERIC AND IONOSPHERIC EFFECTS ON RANGE
AND RANGE-RATE MEASUREMENTS

I. INTRODUCTION

The primary purpose of this appendix is to provide a realistic estimate of
the tropospheric and ionospheric influences upon the range and range-rate
measurements. The PLACE study made it necessary to provide a basis for
selecting a suitable operating frequency where the range and range-rate errors
introduced by the atmosphere will allow precise determination of the location of
high speed aircraft by means of a synchronous altitude satellite. The regions of
the atmosphere which affect the propagation of electromagnetic waves are; the
troposphere (0-30.5 km), where the index of refraction is greater than unity, and
the ionosphere (85-1000 km), where the index of refraction is less than unity.
Free space prevails between the tropospheric and ionospheric region (30.5-85
km) where the index of refraction is essentially unity.

Signal deterioration results from the fact that there exists in the atmosphere
spatial inhomogeneties which are continuously varying as a function with time.
A radio wave traveling from some object in space and incident upon the earth's
surface has of necessity traversed the earth's atmosphere; a region in which
the refractive index may deviate significantly from unity. Particularly at fre-
quencies below !000 MHz the atmosphere may affect any or even ail of the five
parameters that can be used to define the radio wave (i.e., its amplitude, direc-
tion of propagation, phase, frequency, and polarization). The time and space
variations of these five parameters may be affected by atmospheric irregulari-
ties of various sizes and, for a moving source, even by a smooth, nonvarying
ionosphere.

A study of the effects of the atmosphere on radio wave propagation
necessitates a knowledge of the height-variations of the dielectric constant, or
refractive index, in the tropospheric and ionospheric regions. Since the mag-
nitude of the dielectric constant is a function of such parameters as the geo-
graphic location on the earth, weather, time of day and season of the year, it
becomes an overwhelming task to completely analyze atmospheric propagational
effects under all parametric conditions.



To simplify the analytical problem, atmospheric models 
1.2,3 

which are repre-
sentative of average conditions are employed to estimate the influence of the
earth's atmosphere (tropospheric and ionospheric regions) upon measurements
of range and range-rate at various frequencies. The effects of the troposphere
and ionosphere upon radio wave propagation can best be predicted if an accurate
refractive profile of the atmosphere is available. To a certain extent, the Sys-
tematic or biasing effects of the atmosphere are predictable and can be corrected
for if sufficient data regarding the atmospheric state are available.

II. TROPOSPHERIC RANGE ERROR

Figure A-1 indicates the physical relationship between the troposphere and
ionosphere above the earth's surface. In the troposphere, the index of refraction,
n, can be found from the following equation 4 .

N=(n-1)x106 7T6 
CP+

48TOe]^	 (1)

where N is the refractivity, T is temperature in degrees Kelvin, P is total
atmospheric pressure, and a is the partial pressure of water vapor (both P and
e in millibars). The above expression for the refractivity of air is independent
of frequency in the 100 MHz to 10,000 MHz range.

Bean and Thayer 3. 5 describe the tropospheric refractivity profile by the
following equation:

N = N g exp [- k(h - h s ) I ,	 (2)

where

N" = refractivity at earth's surface

k = decay constant (per km)

h = height above surface corresponding to N (km)

h s = height of reference point above mean sea level (km)
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Figure A - 1 -Typical Ray Path Trajectory Through the Atmosphere

The decay constant is generally calculated from a refractivity measurement at
a height of 1 km. That is,

N
k = Cn 

As + AN

	 (3)

Na + AN is the refractivity at a height of 1 km above the earth surface 3 . The
calculated exponential profile by NBS is in agreement with the measured tropo-
spheric index of refraction proftle6.

^Q 

Ike

Qo
^o
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The tropospheric range measurement error is primarily due to the elec-
trical path length difference between a line-of-sight path measured in terms of
the velocity of light in vacuum and the line-of-sight electrical path length due
to the actual velocity of propagation associated with the troposphere.

When electromagnetic waves are propagated through a medium whose di-
electric constant or index of refraction is a varying function of the path, the
wave undergoes a change in dirpetion, or refractive bending, and a retardation
in the velocity of propagation.

The path length between ground station and target is given by

1

Ro 	ds =Line-of -sight range (or true range).	 (4)
fl

The "apparent range" due to a velocity of propagation less than that of light
in vacuum is given by

2

R -_ [2  = apparent range.	 (5)
•`i

The range error /1.R is the difference between apparent range R and the true
range Ro.

2

GR- , (n-1)ds	 (F)
i

Using (1) and

ds -
dh

sin tjf

where

ti = elevation angle,

h l = height of surface above sea level,

11 2 = target height,
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equation (6) can (for elevation angles w > 10 angles) be approximated by the
following equ ,.tion:

h

AR = 10-6

	 Y 
Ndh .	 (7)

sin
1

Equation (7) indicates that the range error is a function of the refractivity
profile and elevation angle. Figure A-2 shows tropospheric range errors rep-
resented by the exponential mode13 and by the standard atmospheric models
(seE Tables A-1 and A-2).

Tropospheric range errors decrease rapidly with increasing elevation
angle and are independent of frequency. The tropospheric error is appropriate
for lunar distances as well as earth orbits.

III. IONOSPHERIC RANGE ERROR

In the troposphere the index of refraction is independent of frequency. For
the ionosphere, however, the refractive index of the medium is a function of
the transmitted frequency.

The effects of the ionosphere can be described to a sufficient approxima-
tion for f > 100 MHz by ascribing to the ionosphere an equivalent index of
refraction given by9;

N es 
lis

(8)
E0m c^'

where

Ne = electron density = elect-i:.ng/meter3,

e = electron charge = 1.602 x 10 -19 Cuu'_ombs,

m = electron mass = 9.11 x 10-31 kilograms

Fo = free space dielectric constant = 8.855 x 10 -12 farad/meter.
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Table A-1

Tropospheric range errors for a standard atmosphere with 100%
relative humidity, one way transmission path at the altitude

> 30.5 km.

(degrees) 0 1 2 3 5 10 20

AR	 (meters) 116 73 51.3 38.2 26 12.8 7.6

Table A-2

Tropospheric range error for a standard atmosphere with 0%
relative humidity, one way transmission path at the altitude

> 30.5 km.

4b (degrees) 0 1 2 3 5 10 20

AR (meters) 88.5 60 44 33.8 22 11.6 4.6

The ionospheric range error due to time delay can be calculated when

s
Ro = f ds = line of sight range (or true range)

1

The "apparent range," due to a phase velocity greater than that of light in
vacuum, is given by;

R y 

J 
2 

ds =measured range,	 (10)
n

3

where n = ionosphere index of refraction (n < 1).

Equation (10) describes the apparent increase in range due to a group
velocity less than the speed of light. The ionospheric range error AR is given by
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s

2

,^R=R-Ro=` (n_11 ds.	 (11)

By using (1) and (8), equation ( 11) can be written as,

3	 2

^R = 1.6 x 10 f N
e d s .	 (12)

(277f) 2 	1

Reference (10) shows that if ^ is the angle between the horizontal and the
direction of propagation, then

(' 2

i Ne ds = (1 - 0.928 cost o-112 f N  dh.	 (13)1

By using (13), and for elevation angle	 = 0, equation ( 12) can be written as;

^R = 152 f N  dh,	 (14)
f 2 J

where f is in Hertz, 4R is in meters, and f Ne dhis in electrons per square
meter.	 J

Figure A-3 and Table A -3 show the ionospheric range error for zero eleva-
tion angle and various integrated electron densities versus frequency.

Range biasing effects due to the atmosphere as shown in Figure A-2 decrease
with increasing elevation angle k. The tropospheric range error is frequency
independent while ionospheric range error is inversely proportional to the square
of the operating frequency. The electron density, N e , is a function of time of
day, the magnitude of recent sun spot activity, the effect of local ionospheric
storms, and the local latitude; therefore, the integrated electron density will
vary in a non-deterministic manner as a function of time. Several investiga-
tors 10 have observed a strong diurnal variation in the total electroL content of the
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ionosphere. There is agreement that the daytime peak (early afternoon) is six
to eight times greater than the nighttime minimum.

As might be expected, the highest values for the integrated electron density
occur in the early afternoon with a range of 5.5 x 10 17 to 8.5 x 10 17 electrons
per square meter (satellite height between 1227 and 1350 km). A typical mean
value of the integrated electron density at midnight is 1.1 x 10 17 electrons per
square meter 11. 12 . Reference (13) gives the integrated electron density as a
function of time of day measured on Sputnik III. An average value of the inte-
grated electron density is shown to be about 2.4 x 10 17 electrons per square
meter, with a maximum value of approximately 8 x 10 17 electrons per square
meter, depending on the time of day.

It is evident that the ionospheric range error is a maximum during the
daytime. The major portion of the time delay occurs below an altitude of 500
km. At 200 MHz, for a one-way transmission path, the maximum error (Figure
A-3, Curve A) AR is on the order of 910 meters. This value is approximately
eight times larger than the maximum error introduced by the troposphere. At
a frequency of about 580 MHz the tropospheric and ionospheric contributions to
the propagational time delays are of the same order of magnitude. Above 580
MHz the tropospheric error is predominant.

IV. TROPOSPHERIC RANGE-RATE ERROR

The one way range error, GR , due to the troposphere was

f

2

	

AR= 	 (n-1)ds.	 (6)
1

The tropospheric refraction contribution to the Doppler shift of the signal
receiv--d from a passing satellite for a transmitter frequency f is;

f [a(z^R)	 R^

	

Oftro = -	 ' c O '	(15)
C	 ''t
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where d f t ro = tropospheric Doppler frequency error,

a (AR) _ (IRl
at	 at

	 range-rate error,

aR = R -range-rate,
at

c = speed of light.

The computed refraction contributions to the Doppler shift produced by the
troposphere, as shown in Table A-4, has been derived from the observed data
by Hopfield 14 . Table 11-4 indicates that the tropospheric Doppler frequency
error decreases very rapidly with increasing elevation angle.

V. IONOSPHERIC RANGE-RATE ERROR

The ionospheric range error ©R was

AR= 1.6X1 03 	

2fl
No ds.	 (12)

(2,7T f)2 

Similar to A f t ro ' by using (12) and (13), we can write for the ionospheric
Doppler error Afion'

f	
-	 1.6 X103 

Cat f1l.dh]Af. --_AR--	 (16)
ion C	 (27T)2 f c(1 - 0.928 cos` ,x)1 /2

In (16), n, f ion f the ionospheric Doppler frequency error, is at maximum during
the daytime and at low elevation angles. The ionospheric Doppler frequency
error is inversely proportional to frequency.



Table A-4

Maximum Ionospheric and Tropospheric Doppler Errors (Af)
and Range-Rate Errors (AR):

IONOSPHERE

Frequency ELEVATION ANGLE degrees
0 5 15 25 35 70136 MHz

Doppler
Error

,^sf ion (c/S) 28 26.3 20.7 15.4 1	 12.30 7.98

Range-Rate
Error

,!^R (meters/sec) 62 58 45.7 34 27.10 17.60

Frequency ELEVATION ANGLE Idegrees
1,500 MHz 0 5 15 25 35 70

Doppler
Error

,^sf ion (c/s) 2.34 2.2 1.74 1.3 1.03 0.67

Range-Rate
Error
GR (meters/sec) 0.47 0.43 0.35 0.26 0.21 0.13

TROPOSPHERE

Frequency ELEVATION ANGLE idezrees l

0 1	 2 5 8 15136 MHz
Doppler
Error

,^Sf
tro	 (C/S) 0.88 0.38 0.13 0.06 0.025

Range-Rate
Error
pR 	 (meters/sec) 1.96 0.83 0.28 0.14 0.05

Frequency ELEVATION ANGLE degrees
0 2 5 8 151,50 MHz

Doppler
Error
Af tro (c/s ) 9.8 4 1.4 0.7 0.27

Range-Rate
Error

AR (meters/sec) 1.96 0.8 0.28 0.14 0.05
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A study and an experimental investigation of the behavior of ionospheric
contributions to the Doppler shift was done at the University of Texas 1 s . The
purpose of this study was to present experimental data which illustrate the
separation of frequency dependent refraction errors. The experimental data
gave evidence of the presence of ionospheric refraction errors of unusually
high magnitude.

The data in Table A-5 are derived from this study by assuming the maxi-
mum observed values of total refraction error, first order refraction error,
and third order refraction error, 27, 18.5, and 10 Hz respectively (referenced
to 54 MHz).

The values of Table A-5 exceed previous estimates by a substantial
amount 1 a. 1 7 . During periods where the ionosphere is not seriously disuurbed,
the magnitude of the various ionospheric contributions to the Doppler shift are
most likely a factor of 3 to 10 lower.

Table A-5

Maximum Ionospheric Doppler Errors (Range-Rate Errors)

Elevation FREQ ENCY(MHz)
54 100 136 150 324 1 400 1,000 1,500 2,000Angle ^ = 0°

Doppler
Error
^ f i o . (c/s) 100 40.5 28 24.8 11 8.8 3.5 2.34 1.75
Range-Rate
Error

Z Ik (me t e r s/ 552 121.5 62 49.7 10.18 6.67 1.15 0.47 0.26
sec)

Elevation FRE UENCY MHz
54 100 1	 136 150 324 400 1,000 11,500 2,000Angle 1P = 70°

Doppler
Error

Of	 (c/s) 28.5 11.57 7.98 7.1 3.13 2.52 1.01 0.67 0.5i o
Range-Rate
Error

AB (meters/ 158 34 . 70 17.60 14 .20 2.90 1 . 90 0.30 0.13 0.07
sec)
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The maximum range-rate error due to the ionosphere for 0 0 , 25 0 and 700
elevation angles versus frequency can be seen in Figure A-4.

Figure A-5 shows a comparison of tropospheric and ionospheric range-
rate errors versus elevation angle at 136 MHz and 1,500 MHz. It can be seen
that at a frequency of 1,500 MHz or higher the tropospheric range-rate error
will predominate by a factor of approximately four or more for an elevation
angle of zero; but with increasing elevation angle the tropospheric range-rate
error falls off quite rapidly. As seen in Figure A-5, the tropospheric range-
rate errors at 136 MHz and 1,500 MHz are the same because they are frequency
independent.

Errors in range and range-rate measurements caused by propagation ef-
fects through the atmosphere are to some extent computable errors and,
therefore, reducible errors. The extent to which the error is reducible depends
on how accurately the tropo- and ionospheric characteristics are known over
the region of interest. It is well known that seasonal day-to-day and diurnal
variations in the integrated electron density occur, so that continuous monitor-
ing would be required.

At the present, only the tropospheric refractivity profile is known with
sufficient accuracy to permit adjustment of error data.

Models based on average daytime and nighttime ionospheric electron density
profiles are useful in estimating average biasing effects which can be attributed
to the ionosphere. However, correction procedures based on use of ionospheric
profiles have not proved very accurate and may not lead to significant reductions
in error 6 . The inability to predict the error encountered at a given time indi-
cates that accurate systems must operate at frequenci.,^s high enough to reduce
the initial values of ionospheric error to a tolerable value.
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APPENDIX B

COHERENT PHASE DEMODULATION

I. INTRODUCTION

A number of approaches exist to the reception of angle-modulated signals
which are below the threshold of conventional demodulators. One approach to
threshold-reduction is to construct signal-tracking demodulators using phase-
locked loops. This technique partially eliminates the effect of the noise com-
ponents whose frequencies differ from the instantaneous frequency of the signal
by more than a predetermined amount. That is, the expected square error be-
tween the modulating signal and the signal-tracking demodulator estimate of
the modulating signal is minimized.

The purpose of this paper is to consider the communication system which
is illustrated in simplified form in Figure B-1. In either case shown, it is as-
sumed that the moduiated signal has been constructed so that a sufficient carrier
component is present to permit adequate tracking of the carrier by the phase-
locked demodulator. Also, the modulating spectrum is not allowed to have sig-
nificant energy at very low frequencies so that the modulated spe( Crum does not
extend into the equivalent tracking bandwidth about the carrier fr ..luency. If
the effective closed-loop bandwidth of the carrier-tracking loop is very small
compared with the bandwidth of the received signal and noise, r (t), (shown in
Figure B-2) will be an essentially noise-free copy of the received carrier both
in frequency and in phase.

Under the above conditions, the system of Figure B-2(a) can be further
simplified to that of Figure B-2(b) where the input signal is multiplied by the
carrier coherent VCO output, r (t). Thus, the equivalent receiving system is
simply a synchronous detector and if the power spectrum associated with y(t)
is centered about the carrier frequency, f^, the result is a linear translation
and folding over of the received signal to zero frequency. If the received signal
is perturbed by the presence of narrowband additive noise with a power spec-
trum centered at f C , the noiseband will also be linearly translated to zero fre-
quency and folded over. Therefore, the assumed receiving system produces an
output signal-to-noise ratio (SNR) which is a linear function of the SNR at the
input to the demodulator for all values of the latter so long as the conditions
imposed on the carrier tracking loop are satisfied.

This being thf; case, it is at least heuristically evident that while the re-
ceiving system described above does not exhibit a threshold characteristic in
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y(t)	
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r(t)

VC0	 F, (S)

(a)

Y 	
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z(t)

r(t)

(b)

Figure B-2—(a) Functional diagram of the carrier-locked
demodulator. (b) Simplified equivalent diagram.

the conventional sense, neither does it provide a demodulation improvement
factor in the usual sense. That is, the possibility of obtaining an improved output
SNR in exchange for channel bandwidth has been obviated and one must look
elsewhere for any potential advantages that the system may hold.

It is well known that for small values of the mean square modulating signal,
x (t), that the spectrum of y (t) approaches that of a sinusoid amplitude modu-
lated by the same signal, x (t).1 The applicability of the assumed receiving
system under this condition is obvious and the relative performance of such a
system compared with an equivalent amplitude-modulation system is easily
calculated. However, as the amplitude of x (t) is increased, the modulating op-
eration becomes an increasingly nonlinear one. If the resulting modulated
spectrum can be represented by a series expansion containing a component
which is linear with the modulating signal along with higher-ordered components,
the most that one could hope to do with the linear receiving system described
above is to recover the linear component and accept all the higher-ordered
components as interference.

If this technique is to offer any advantage at all, then it will have to be as
a result of the amount of power that can be packed into the first-order modulation

1Se,; e.g. Stewart [1 ] .

93



component compared with the higher-ordered components. Practical systems
using these ideas have been demonstrated and Martin e has prtzented an analysis
based on a deterministic modulating signal consisting of unmodulated sub-
carriers. Martin's analysis indicates that for a frequency -division-multiplex
system (FDM), consisting of a limited number of subchannels, that a significant
improvement may be obtained using phase modulation (FDM/PM) over a com-
parable amplitude -modulation system (FDM/AM). Unfortunately, his analysis
does not consider a general case with random modulating signals and the effect
of the higher-ordered interference components is completely neglected. How-
ever, Martin does provide a number of practical guidelines which he states have
been experimentally verified and which are in agreement with the results pre-
sented here.

11. GENERAL ANALYSIS

In the analysis which follows, it is assumed that the power spectrum of the
baseband modulating signal is a member of a Gaussian ensemble and hence
that all its statistical properties are derivable from its second moments. We
shall use both the auto -correlation function, R,(T), of a sample from the time
ensemble given by

R; (T) _ ^^ (t)	 (t + 7)̂  = 
2^ 

J St (f) ei dGl,	 (1)
m

and its corresponding power spectrum as

St (f) _ fR, (r) e" d7-.	 (2)
m

The power spectrum, being proportional to the mean square response of a filter
of bandwidth d f centered at f when t (t) is applied as an input, will be assumed
to have limited total fluctuation so that ^ (t) is restricted to be free from both
do and sinusoidal components.

To begin, we write the received signal as

AO cos [WC (t) - x (t)) .	 (3)y (t) =



Here, ^ = 2 7 f  is the fixed-carrier radian frequency, A O is the peak ampli-
tude, and in the case of phase modulation, the angle of y (t) varies directly with
the message x (t) while with frequency modulation, the message is the derivative
of x (t) or x (t). We form z (t) by multiplying y (t) by the sinusoid r (t) = 2 sin
w, t. After expanding the product and selecting th_ video component by means of
F2 (s), there remains the remarkably simple result,

z(t)=Ao sin x(t).	 (4)

.

	

	 The autocorrelation function corresponding to z (t) for a typical sar,pla
from the modulating ensemble is

R Z (T) = `z (t) - z (t + T)>

A2	 T/2

= lim ° f
-T/2

sin x(t) sinx(t + T)dt. 	 (5)
T-•m T 

By expanding (5) we obtain

L
O,{R= (T) = 
	

{ `COs [X (t + T) - X (t)J> - (Cos [X (t + T) -+ X (t)J>^

which is easier to handle in the following form.

A
, RZ (T) = 2 {Re <exp i [x(t +T) — x(t))> -Re <exp i [x(t +T) +x(t))> }	 (6)

Since the random properties of the received signal derive from those of the
message, our immediate goal is to reduce (6) to a form which relates the auto-
correlation for z (t) to that of x (t). The steps necessary to accomplish this are
rather lengthy and so they will not be done in detail here. However, the follow-
ing outline of one approach to the problem is offered in the hope that it will
provide some clarity to what follows.
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Consider first the expectation in (6) given by

<exp i (Y1 - Y2)>
	

(7)

where yl has been written in place of x (t + r) and Y2 in place of x (t). Equa-
tion (7) can be compared directly with the definition of the bivariate joint char-
acteristic function which is the two dimensional Fourier transform of the joint
probability density function of the random variables* yl and y 2 . That is,

M (v, u) = <exp i (vy l + uy2)>

W
= J f exp i (vyl + uy 2 ) P (Y 1 , Y2) dy, d Y 2 ,	 (8)

m

where

P (Y 1 , Y2 ) = 27TA
 exp [- ^2 Y1 + 1 Y2 - 2411 Y 1 Y21 /2A2 .	 (12)

In (12), A has been written for o- i ^ 2 - ^i 1 and µ11 is the convariance of yl
with y2.

We now note that (7) is the bivariate characteristic function evaluated at
v = 1, u = -1. Thus,

M (1, —1) = <exp i (y l — Y2)>

= exp
C- 

2 (0-1 — 2N'li + 0- 2)]
	

(13)

= exp [— R,, (0) + R. (T)^

*See e.g. [61, eqs. 8-12 and 8-23.
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where the relations a i = o- z = Rx (0) and All = Rx (T) have been used. In a
completely analogous way, we can evaluate the second expectation in (6) to ob-
tain

exp i (y l + Y 2)^ =eXP - Rx (0)- Rx (z)) •	 (14)

Note that both (13) and (14) are entirely real which is a direct consequence of
the assumptions that have been made regarding x (t). Now, (6) can be simplified
to the following form by use of (13) and (14).

A2 	exp [R. ( ,r % - exp (-R. (T)^ 1
R. (T) = 2 exp [- Rx (0)	 2	 (	 (15)

Using the identity,

OD
e= — e-

Z
	,	 Z2n-1

2	 (2n - 1)!
n.l

equation (15) becomes

	

CO
	 [p (.f)^2n-1

RZ (T) = RY (0) exp (-, R, (0)) E (2	 (16)
(2n - 1)!

n.1

where R Y (0) has been written for A2 /2. The spectrum of z (t), Ss (f) is found
by substituting (16) into (2) and taking the term by term transform. The result
is,

SZ (f) = R	
^	 kSx ( f )

Y (0) exp L-Rx (0)) T	 ,
k!

k.1

(k odd)
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CD	
A ( f )

L ,	 k !	 '
k n3

(k odd)

I (f , R. (0)) = R y (0) exp [- R. (0)] (19)

where

k.Sx (f) = c^  

W

{(R% (T)^k}	

J
= 

	

(R„ (T)) k cos cor dr.

III. MODULATION WITH A RECTANGULAR POWER SPECTRUM

To proceed further, we need a specific expression for the autocorrelation
function of the modulating signal x ( t). The rectangrlar power spectrum pre-
viously  discussed and with parameters indicated in Figure B-3(a) permit us to
write

fh if  <a
S.. (f ) - 0 otherwise

(18)

R, (T) = h I • ei21rf r 
d  = R, (0) sin u

i	 u

where the substitution u = 2?Ta rhas been made and the relationship R, (0) = 2ah
has been used.

Examination of (16) and (17) shows that the detected signal is composed of a
component which is linearly related to the modulating signal in addition to a
sum of terms of higher orders. Equation (17) further shows that the higher-order
terms involve multiple convolutions and therefore the total power associated
with these terms is effectively interference noise. If we write the sum of these
terms as
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we can define x signal -to-interf , rence power density ratio as

S . (S: (04. 1 _	 S. (f )	 (20)
I I [f,Rx (0))	 m	 A(f)

Tk!
k.3

(k odd)

To make use of this definition, we must further evaluate (19). To this end,
we write (19) as

IC	
I { [Rx (T)]k)	

(21)
k.3

(k odd)

where Q has been substituted for R y (0) exp ( - R x (0)) to reduce the notation.
Using (18) in (21) and after some further manipulation we obtain

I [ f/a ,
 R. 

(0) ) 
_ 2Qa

CD

 L
k.3

(k odd)

[Rx (0)1k 	 s in U k
cos (f/a) u du. (22)

k!	
-CO	

U	 )

We wiL now evaluate the signal-to-interference power density ratio at the
band limits by letting f /a = 0 and f /a = 1. To this end, we define

R -	 (sin u kl du	 (''i9).
"^	 u	 l
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Figure B-3—Intensity spectra of the modulating signals. (a) Low pass case.
(b) Narrow-bond case.

and

C sin u 

kfW

 
	cos u du,	 (24)Ck

	

C
U

so that the interference power density at the band limits can be simplified to

I [O,Rx (0)) = 2Qa	
T,	

k!	 >	 (25)

k.3

(k odd)
and

m	 [ (0)]k

I [I ,  Rx (0)) = 24a ^	 k!	
(26)

k=3

(k odd)
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As noted by Lewin 7 , a very good approximation for B k is

irk	 (27)
Bk^2(k-1)

Equation (27) is exact for k between 2 and 4 inclusive, and only becomes signifi-
cantly in error for k = 8 and greater.

Now, by integrating (24) by parts, it is not difficult to show that

f 
m	

n	

r	 l	
n+1

f	 \s x x	
cos x dx = \^ + 1 /
	 m
 s in

 x x)	 dx.	 (28)

Therefore, a useful relation between B k and c  is found to be

ck - k k1 ) Bk+i	
(29)

Substitutr-_ag (27) into (25) and (29) into (26) provides the result that

CO
I (0, R, (0)) ti 4 	 k kl k LRx (0)l k	 (30)

^^--++ ( )
k-3

and	
(k odd)

	

CD	
[	 k

I [1,Rx (0)1 -,2-
4 IT

R"kt
^

)^	 (31)
k.3

(k odd)
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Returning to Equation (20), we can substitute the pair of Equations (30) and
(31) to obtain

S,	
2 Rx (0)	

ti	 8

(k 1)k!	

(32)
I	 co	 R2 (0) + Rx (0)/24

L	
k

	

(0)]kO
  

- 
k-3

(k odd)

for frequencies near zero and

2 R. ( 0)	 12ti	 (33)Sti	 ti_ti

I	 ^,	 RX (0) + RX (0)/20

L ki [R.(0)^k
k-3

(k odd)

for frequencies near the upper band edge. The second approximation in the
above two equations utilize only the first two terms of the series representing
the interference. Keeping in mind that Equation (27) is exact for k = 3 and very
nearly so for k = 5, it is easily verified that (32) and (33) are very good ap-
proximations for the range of R,(0) of interest as plotted in Fig. B-4. For
small R, (0), (32) becomes 8/Rx (0) 2 and (33) becomes 12/R. (0)2 which estab-
lishes the lower asymptotes in Fig. 4.

IV. MODULATION WITH A NARROW-BAND
RECTANGULAR POWER SPECTRUM

The parameters for the assumed narrowband Gaussian modulating signal are
indicated in Fig. B-3(b) and in the following description of S x,, (f).

(h/2 I f - f^ ( < 2a
S. (f)	 0	 otherwise

In (34) the extra subscript has been added to indicate that the spectrum of
interest is now centered about some frequency f c and further, it is required that
the b ' -vidth 2a be small compared with f C.
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In a straightforward manner, we can obtain RX ^(T) as

h

	

R xc ( T) = 
2	

e" d7-_ R .	 cos w  T. (35)
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Thus,

A. (f) = 3 { [R x. (T)] k
) = c3  { [R. (T)] k ) * c3 { (COS W. 'r]k)

(36)

n

= kSx ( f ) *	
(1) 8 [f - (n - 2i) fj

2	
i 
no

+++

and for the special case of k = 2, (36) reduces to

25xc ( f ) = 2 
Zsx (f) + 

4 
ZSx (f - 2 f,) + 

4 
2Sx (f + 2fc)

which is sketched in Fig. B-5. The situation for k = 3, 4 and 5 are also
sketched in Fig. 5.

For the assumed narrowband case, F 2 (s) can be selected to pass only com-
ponents with frequencies near f  and the factor within the braces in (36) can be
reduced to

1 D [8 (f + f ' ) + 8 (f - fc)]
2n

where

n
n - 1	

for n an odd positive integer
2

L =n

0	 for n an even positive integer.
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Now, equations corresponding to (32) and (33) for the narrowband modulating
signal can be written as below;

S,	 2 R, (0)	 ti	 64/3

I ~ 
	 k	

~ R^ (0) + 5 R 4 (0)1	 k	 k- 1 ^R (0)) k	 x	 144 x
2 k (k - 1)k!	 2	 "	 (37)

k-3
(k odd)

for frequencies near the center of the modulating band and

S,	 2 R. (0)	 tiI ti	 k `	 ti

1 1	 k - 1 I (R (0))kk k!	 2 	 "
k:3	 2

(k odd )

32

R x (0) +
 T4

	 (0)	 (38)

for frequencica near the band edges. The right-hand approximations in (37) and
(38) result from using the first two terms in the denominators of the middle ex-
pressions. Again it is easily verified that (38) and (39) are excellent approxi-
mations for the range of R,(0) of interest as plotted in Fig. B-6. The asymptotes
for small R,(0) are 64/3R X (0) for (37) and 32/Rz (0 ) for (38).

V. MODULATION WITH AN FDM SIGNAL

When the modulating signal is a frequency-division-multiplexed (FDM) sig-
nal comprised of more than one subchannel, a complete prediction of the per-
formance that can be expected becomes difficult to obtain. However, it is possible to
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.	 Figure B-6—S/1 for a bandpass rectangular modulating spectrum.

establish some guidelines for design which are of value. Figure B-7 is a plot of
the spectral densities for k Sxc (f) for k = 1 and 3 where no attempt has been made
to indicate actual shapes. Two subchannels are assumed, each of which have
bandwidths small compared to their center frequencies, and the center frequen-
cies have been selected to prevent overlap of any of the resulting spectra. The
situation for fifth-order products (k = 5) have not been included since in what
follows, fifth-order products are relatively insignificant and do not alter the
conclusions for the range of phase deviation of interest.

The reader should carefully consider how Figure B-7 is modified as the
center frequencies, f 1 and f 2' are brought closer together. The shaded blocks
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converge to 3 f 1 while the unshaded blocks converge to f 1 as f 1 and f 2 are
made to coincide as is shown in Fig. B-7(c). It should be noted that the spread
of all the third-order products are three times the original subchannel band-
widths. Therefore, so long as f 1 and f 2 are separated by more than three
times the subchannel bandwidths, the third-order products which are centered
about f 1 and f 2 do not overlap the opposite subchannel. The individual sub-
channel filters can then entirely eliminate the most severe single third-order
component due to the presence of the opposite channel. Since each channel alone
must still contend with its own third-order component under any condition, the
only additional interference produced by the existence of the opposite channel
are the sum and difference components. However, all of the sum and difference
components are smaller than those centered about f 1 and f 2 by at least the
ratio of 9/64 to 3/64 or three-to-one as indicated in Fig. 7(b).

A similar argument when three subchannels are involved can be presented
using the relative values given in Table B-1. To conserve space, the corre-
sponding plot has not been included, but it is easy to deduce that the three-times
bandwidth criteria for subchannel separation holds when there are any number
of subehannels. The ratio of the components centered at f 1 , f 2 and f 3 to the
sum and difference components becomes approximately five to one. The follow-
ing design guidelines have been established when more than one subchannel is
involved.

(a) The plot of Fig. B-4 applies for any number of adjacent subehannels for
which the combined signal is such that the assumptions of section III
are appropriate.

(b) The plot of Fig. B-6 applies for any number of adjacent. subehannels
for which the bandwidth of the combined signal is less than one-third
o, le center frequency and for which the assumptions of sectio,. N
are appropriate.

(c) When two or more narrowband subchannels are involved for which the
combined signal bandwidth is more than one-third of the center fre-
quency, a channel spacing of three times the subchannel bandwidth is a
necessary but not sufficient condition to minimize cross-channel inter-
ference. A complete minimization would require careful selection of
center fregwLncies to minimize sum and difference inter-modulation	 =
products as well. If all third-order cross products can be made to fall
outside of the desired subchannel bands, the performance per channel
can be slightly better than that predicated by Fig. B-6.
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Table B-1

Comparison With Three Subehannels
(m +n=3)

Location of Center Frequency Relative Value

f l , f 2 and f 3 19/216

3f II 3f 2 and 3f3 1/216

mf i 3 nf 2 4/216

mf l : nf 3 4/216

M. 	 f 2	 t	 f; , 4/216

VI. CONCLUSION

A prase-locked coherent receiver is a linear device which folds the received
signal over about the carrier frequency and translates it to baseband. The re-
sulting output signal-to-noise ratio is linearly related to the input signal-to-noise
ratio for all values of the latter. That is, it does not exhibit a threshold charac-
teristic in the conventional sense. With a 7T/2 shift in phase of the synchronous
oscillator, all the desirable characteristics of a coherent receiver can be ob-
tained in receiving an angle-modulated signal with a small phase deviation. As the
phase deviation is increased, the nonlinear operation of angle modulation
produces additional sidebands which, in a sense, are multiple copies of the
modulating signal. The modulated signal can now be represented by a series
of terms containing a component which is linearly related to the modulating si„-
nal along with higher-ordered components. The coherent receiver will still
recover the modulating signal without threshold limitations. It cannot, however,
take advantage of i,he multiple copies contained in the higher-ordered components
to provide a signal-to-noise ratio improvement. Instead, it must accept these
components as interference and any advantages of such a system must be looked
for elsewhere.

In the analysis contained in this paper, it was found that only odd-ordered
terms are present in the receiver output, as would be expected on heuristic
grounds when the phase relationships of the sidebands are considered. Expres-
sions for the received power spectrum are derived for the case of the lowpass
and narrowband modulating signal with stationary Gaussian characteristics of
nearly arbitrary power density. A signal-to-interference power density ratio
was defined and modulating signals with rectangular power density were
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assumed to derive explicit equations and curves predicting the performance of
the assumed models. The results were extended to provide guidelines for the
design of practical frequen^-:y-division-multiplexed (FDM) systems with a
number of subehannels.

It is concluded that for digital transmission systems, the technique described
is usable with rms phase deviations up to, or even slightly greater, than one
radian. The method is particularly advantageous over channels with poor signal-
to-noise ratios since a greater portion of the total transmitted power can be

1	 packed into the first-order sideband over that of a comparable amplitude modu-
lation system. The distortion products which result are more easily tolerated
if the channel signal-to-noise ratio is already relatively high. Since only odd-
ordered distortion products are involved, a necessary criteria for minimizing
adjacent-channel interference is to separate subehannels by three times their
bandwidths in a multiple-channel system.
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APPENDIX C

SIND ERROR ANALYSIS

I. INTRODUCTION

The error analysis for the SIND system is summarized in Figure C-2
through Figure C-3. A general matrix relation describing the linearization
and coordinate transformation between the output errors and the input measure-
ment errors is shown in Figure C-2 where A is a coordinate transformation
matrix derived from the geometry of '.he system. Figure C-2 presents three
additional important relationships developed in the error analysis. The char-
acterization of *he Input measurement errors is given by the covariance matrix
of the input measurement errors, cov Sm, in which all measurement errors
are assumed to be independent. The output position and velocity errors are
characterized by the covariance of the output error matrix, a 6 by 6 array,
expressed in terms of the transformation matrix, A, ar3 the covariance of the
inverse of the input measurement error, cov (&n) -I . The aircraft intrack,
crosstrack, and altitude errors can be extracted from the position-velocity
er_,3r matrix, cov Sp, and are presented as the output errors in position which
are located along the pr0cipal diagonal of the matrix, cov SR. The off-diagonal
elements of this array are nonzero indicating the dependence between the error
components which is specified by the correlation coefficient, r l .

The culmination of the error analysis is manifested in the geometrical
interpretation of the error ellipsoid which is shown in Figure C-3. The distri-
bution function of the position errors is given by the expressica for f ( S RIT'
S R C T ,SR h ) where T is defined as cov (SR). The 1, 2, 3 axes shown in figure
are in the direction of the eigenvectors of and are the major and minor axes
of the e .-ror ellipsoid. The quantities c, I , 2 , and c 3 ar :- the eigenvalues of

II. ANALYSIS

The analvsis assumes that linearization is possible; i- 	 differential
correction can be employed. The equations which describe the latitude and
longitude of the aircraft are not Easily solved ny direct means, but can easily
be solved by differential correction. For differential correction, an estimated
position is postulated. Then by taking the difference between the measured
parameters :associated with actual position and the postulated position, a second
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postulated position is obtained. '`sccessive iterations by the technique of linear
differentials pinpoint the location of the aircraft. It can be shown when IV L I > 1%

Gr v , that the estimates are essentially unbiased and the only significant errors
can be determined from the covariance (error) matrices.

The covariances of a set of random variables with themselves can be ex-
pressed conveniently in matrix form. Let x be an n-dimensional column vector.
Then x—x T is an n by n symmetric matrix whose ii 1h element is x. x .. Further,
let us define the expected value of a matrix as the matrix of the expected values
of the elements. Then E(.xx ) is the covariance matrix for x. It is seen that the
diagonal elements of E(XX ) are simply the c,

One theorem is required for the development of the linear model. If A is
an n by n matrix of constants and B = xX T , then

E(AB) - AE(B)

This follows from the fact that the E-operator is a linear operator and matrix
multiplication is a linear operation.
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For the problem at hand we have

y = Ax	 (1)

and we seek the covariance matrix of x. First, we define the n by n matrix 2:
whose i j 1h element is c-T i a ; d i p where a i i is the Kronecker delta. The 2 is
in fact the covariance matrix of y follows from the assumption of independence
of measurements. E (y i y j ) = 0 i x j . From Equation (1),

yY = Ax (Ax )T

= Axx T ,\T

whence,

xxT = 17 1 yyT AT- 1

E(xxT ) =A-' E ( yyT ) AT-1	 (2)

_V'I AT- 1

Although this completes the theoretical derivation of E(xx T), we note that this
does not provide a good computational scheme. Equation (2) requires two
matrix inversions, w ,-1ch are computational procedures that often introduce
significant round-off error in the final result. To avoid this pitfall (although,
we cannot completely circumvent it) we proceed as follows.

Define I 1 2 as a matrix which when multiplied by itself yields I. In the
case where 2 is a diagnonal matrix, '^ 1 ' 2 is Pimply that matrix whose x-y ele-
ment is a 8 i, . Furthermore, let 2- 1 ' 2 be the inverse of 1 1 ' 2 , which in this
case is the matrix whose i j 1h element is z i; /? i -
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Now we rewrite Equation (2) as

E(xx T) = A7 1 ( 71 ' 2 L 1/ 2 ) AT-1

_ 1^_1 ( 1-1/2 ) -1 ( v_1/ 2 ) -1 AT

= A-1 (2:-1!2 )-1 ( 1-1/ 2 ) _1 AT'1

- (L_i; 2A)_1(,T-1 2)-1	 -

Defining A, = 1_ 1 ' ' 2 ,k  and noting that 2- 1 ' 2 = 2-1/ 2T we have

E(xx T ) = A,- '	 T -1

_ (AT A,) -1 - p-1

We have thus reduced the computation to only one matrix inversion.

There still remains an additional computational problem concerning the
inversion of the P-matrix. P may be ill-conditioned, which means that the
determinant of P may be close to zero though a true inverse may exist. To
avoid this difficulty, we introduce the matrix S , where S i i = 8 i j 3 pi and
where 

p . 
is the element of the P matrix. S- 1 is then 8 i i /3pi .	 Let Q =

S- 1 P S -11 ,'  where Q is related to P by a scaling or normalization process. Th'.s
procedure makes Q less ill-conditioned than P.

Now:

P = SS- 1 P S-IS

= S Q S

and	 P-1 = S- 1 Q-1 S-1

In other words we scale, invert and rescale. This concludes the develop-
ment of the computational technique used in the computer program.
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Measurements are taken of six quantities: aircraft altitude, range, range
rate and the velocity components. From these measurements, six quantities
are to be determined: three components of position (in spherical coordinates)
and three components of velocity. In reality, we are primarily interested in
position determination from range, range rate and altitude. Let us define the
M-space as the G-dimensional vector space, in which the components of the
vector are the measurements. Similarly the P-space is the space of position-
velocity vectors (six-dimensional). Since we know the covariance matrix of a
vector in M-space, and we wish to calculate the covariance matrix for a related
vector in P-space, we seek a linear transformation between the two spaces.

To start, we write down six equations relating M quantities to P_V quanti-
ties:

m l = f l (Pl, p2,	 P6)

M 2 = f2 
( PI , p2,	 P6)

m b = f 6 ( A l , p2,	
Pd

or, in vector form, m = f(p). Let p* be a fixed point in P space and let m*
f (p*). If we expand f l in a Taylor series about the point p* , we obtain

afl

ml = f	

6

l (P*) + 	6	 a	
(Pk -P k*) +higher order partials	 (a)T Pk

It can be seen that if the higher order partials are considered to be negligible,
Equation (a) reduces to a linear relationship between m and p. In particular,
defining

Amt = m l - f l (P * ) =m1 -m l *	 and

Z^ P k - Pk - Pk

1.17



we have

6T api
L`.m l =	

ap
ppk

 k

Similarly,

6
6m j _	 apl Apn 	 j = 1, 2,	 h

k pn

In vector form,

Am =A Op

where

H .
A =A li ^ ap'

This is the linear model for the position-velocity determination problem. In it,
we assume that the Om 9 are independently, normally distributed with mean 0 .
and given covariance matrix E.

Let x, y, z , z , y, i be coordinates of position and velocity, respectively.
Also, let 0 and 0 be latitude and longitude of plane, R be plane distance from
geocenter, R s be satellite distance from geocenter. We shall assume that the
satellite is in an equatorial, circular stationary orbit with longitude zero.

Now in spherical coordinates:

Y. R e cos 8 cos 0

y = R e cos 0 sin 0

z = R e sin 0
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Since the satellite is at x = R a , the equation for range becomes:

R 2 = (x - R s ) 2 + y2 + z 2 = Re  + R8  - 2R e R s cos 0 cos 0

To find range rate (dR /d t) we differentiate both sides of Equation (b):

2RR = 2(x -R 9 ) z + 2yy + 2zi

or

(x —R ) x +yy+zz
R=g	

R

The six f functions relating m to p become

1. Altitude

R =Re	 e

2. Range

R = (R. +R9 - 2R eR s cos B cos 01 1/2

3. Range Rate

D_ (Re cos 0 cos 0-R.)x+ (Re cos 0 sin 0)y+ (Re sin 6)a

R

4. Velocity - x z = z

5. Velocity - y y = y

6. Velocity - z i = i
119
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It is clear that the problem reduces to determining (- and 0, given measure-
ments of R and R .

Since we have assumed the y, to be jointly normally distributed, it follows
that the x i ' s ( x = X1- 1 y ) are also jointly normally distributed. The joint nor-
mal probability density function may be written as:

(	 T
f(X1 X2	 Xn) =	 1	 expl-1'2 (x-u) P ' 1 (z -u)	 (3)

(2.^t)n/2 ^PI1; 2

where ,_ is the vector of means and where P = ,,-12T 
-1

(,,) is the covariance
matrix. In the problem at hand /i = 0. Since the expression in the exponent:

_ -1
x T p x - constant

is the equation of an ellipsoid in n-dilnensions, it is natural to ask probability
questions in terms of the probability that a point lies in a certain ellipsoid.
This entails integrating Equation (3).

It is obvious that the integration would be easier to perform if [XT '7- 1 x]
did not involve crossproducts. To eliminate cross-terms, one can change vari-
ables in such a way that the resulting coordinate variables lie along the axes of
the ellipsoid that they define. That this change of variables can always be done
is the Principal Axis Theorem.

In terms of matrices, the resulting variables will lie in the direction of the
eigenvectors of s and the coefficient of x i in the quadratic form will be the ith
eigenvalue. Let us assume that this change of variables has been done. '"hen
the quadratic in the exponent of (3) has the form:

`. X.2
1	 ]

i.1
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and

I
 =^
n ^1

exp ( -1/ta i x 2 dxi

.s

Now let z i = X x i i = 1, 2, ... n which leads to

I =	 f ' exp (-1/2Z i 2 ) dx i	 (4)

It can be shown, with some manipulation, that the integral of (3) reduces to an
expression in terms of only the error function and its integral.

For the problem at hand, we deal with the covariance matrix nf R and R .
This is merely a submatrix of the total 6-6 covariance matrix. In general,
thin 2 by 2 matrix may be written as

x	 p cR	c.A

	

0v.	 a2

	

R	 R

The solutions are:

0' R + 01.2 ± sR + vR - 2(1 - 2p^) °R ^R

2

If relatively accurate measurements of range and altitude are assumed,
then almost all of the system error occurs in the measurement of range rate
and the aircraft velocity vector. As will be seer later, the actual operational
situation closely approximates these assumptions.
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Similarly, the measured aircraft velocity vector, m , may be expressed as:

V 	 1	 E COs CJ	 —E sin 6	 Vmt

V; 	 -E Cos B	 1	 0	 Vmn	
(3)

Vmr = +E sin 0	 0	 1	 Vmr

The case of interest affecting the position fix accuracy occurs when the measured
component of aircraft velocity between the satellite and aircraft, V' r , is equal
to the measured Doppler, r m , or Vm r = rm . If the actual velocity, g

ar , 
is equal

to the actual Doppler, 
rar , Va r = I ar , such that E represents a positional error

on the circle of position then:

V(4)
mr

- r +e
ar	 ^

Also, from the matrix relationships (3):

Vmr = E 
sin eV t + mr

(5)

V'_6 sin6Vat+et+Va r + er

Equating Vm r from Equations (4) and

rar + et = E sin 0 Vat e t + Va r + e r	 (6)

If Vat >> e t , an assumption which will be discussed in detail later and, since
i ar = Var , equation (6) simplifies to:

E
_e r + e.-

:^

Vat sin.-0
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Thus, if

_er+of :90

the positional error on the circle of position is described by the angle E , which
corresponds to a linear distance error, d, on the circle of position equal to the
product of the small ange, E, and the normal distance from the aircraft, f„
to the satellite to center of earth range vector.

d=Er..

where

r03 = r. sin 6

and

d=er. sin 0

Therefore

r
O d = V QV 2+ at

t

This formula approximates all the important error characteristics of the
system.

There will be a linear solution for our problem as long as Vt a 10 ay .
The projection of the velocity vector onto the satellite direction has been shown
to be a monotonic function as long as the projection of the velocity vector onto
the ring is not zero. This justifies the concept of sliding the proposed position

•	 along the ring until the projection in the direction of the satellite is equal to
the Doppler.

If the inequality in Vt is not satisfied, then Vt ; 0. ^.Us means that the
aircraft is flying directly away from the subsstellite point. The position can
still be determined, but the linearization used in the analysis to not valid for
this specialized situation.

191



III. DISCUSSION

In discussing the properties of the system, the position and velocity time
histories of the aircraft have not been considered. Only the capability of obtain-
ing the instantaneous fix has been discussed. It must be noted, however, that any
actual realization of the system will utilize such time histories.

From the preceedh discussion, if;can be seen that the linear model is not
valid for f Vt i 	 IOo v , i e., if tie ton gentialprojection of the aircraft 's velocity
on the circle of position is zero. This indicates that the aircraft beading is
normal to the "ring" direction. Viewed in this light, the system presents no dif-
ficulties when the velocity proection in the ring direction is zero. X is noted
that this situation exists only for the linear analysis presented here. There is a
quadratic solution which has not been considered because of mathematical diffi-
culties and the time allowed for this report.

N over ocean flight patterns are considered; particularly over the North
Atlantic, a large velocity component will always exist tangent to the circle of
position, or position ring. In fact, a satellite can be in positions such that the
velocity vector very roughly parallels the ring over all flight paths. Aircraft
almost never fly directly away from the mod:-ocean subsatellite point in crossing
the ocean. Therefore, although the cane for V. ti & was not studied, this report
essentially applies to all over-water air traffic control situations. The error
analysis has shown that the error ellipsoid for the SIND system is cigar-shaped
while the error ellipsoids for other techniques are generally `Toothall" -shaped.
In both cases, the minor axes are in tens of meters for the current state-of-the-
art. The length or major axis of the_ cigar ellipsoid will normally be of the order
of kilometers. The major axis of the cigar ellipsoid points in the tangential
direction of the ranging line-oi-position ring And therefore tends to be pointed in
the direction of flight for typical North Atlantic great circle routing. The SIND
system can accurately monitor the separation of air traffic lanes while the ac-
curaey'for moni#oring in-Lane ,separation of aircraft is somewhat less. From an
operational point of view, when not using time histories, this characteristic is
not serious as the relative speed between aircraft within an air traffic lane is
small. Aircraft today iften ',bave =weather, radars, so the chance of one aircraft
overtaking another 'is" enerall rmaiL_ _ However, the closure speed between air-
craft trayersui lanes in the opgos#e direction will soon be.as high as 4000
knots.	 ''lanes-6 aration be maintained. The SIND
technique can do this.

The F tem is less accurate for the slower moving aircraft, but again the
need for beker. position4#ixng iricTeas^^s` ^^the aircraft speed increases. The
SIND techaiquje'fi s the desi able  9 "7Y of rV7 nere;ROg lts accuracy wren
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more accuracy is needed. The accuracy of SIND is basically limited by the ac-
curacy with which the velocity vector and Doppler can be determined. The SIND
technique using onboard inertial data should be better than an independent inertial
system using the same data. This assumes that the SIND implementation would
have available moderately accurate altitude, range and range rate measurements.

H two communication satellites were available in the North Atlantic region,
the SIND approach could be employed reliably in that one satellite could serve
as a backup system and prevent navigation service outages due to the failure of
a single communications satellite.

In the above discussions, the existence of some sort of gyro-accelerometer
platform aboard the aircraft has been assumed. Future aircraft may not have
this equipment. Such aircraft must, however, have some sort of real time
dead-reckoning capability. With almost continuous updating that could be de-
veloped from satellite systems, the dead-reckoning system could be very
crude, but some real time dead-reckoning system is needed.

If the dead-reckoning system did not contain acceleromaters, the SIND
system could obtain crude velocity vector information from the Doppler radar
and compass beading of the aircraft. Under these conditions, the major axis, or
length of the cigar-shaped error ellipse, would be of the order of tens of kilom-
eters. The system still could probably maintain adequate lane separations and
provide operational 'back-up" to the other navigation systems utilized.
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