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LEAST SQUARES AND PSEUDOINVERSION

~ Eugene J. Lefferts
Mission and Systems Analysis Branch
Mission and Trajectory Analysis Division

SUMMARY

The purpose of post flight orbit and trajectory analysis is to establish those
parameters and procedures which contribute to the uncertainty in the computed
orbit. The two main technigues for post flight analyses are differential correc-
tion procedures and regression analyses.

The differential correction procedure is a method by which an orbit is cor-
rected by interatively performing a least squares fit to the differences between
computed and measured observations. The actual measured quantities must be

corrected as a result of station location uncertainties, bias in the data, and so on.

Regression analysis is performed upon the residuals from the differential
correction procedure. Models of station and measurement errors are obtained
by means of a least squares fit to these residuals.

Inherent in both of these procedures is the need for inverting the matrix
associated with the least squares fit. In most applications these matrices tend
to be poorly conditioned and the resulting inversion process becomes prone to
computational errors. Thus an investigation of these errors is a prerequisite
to successful post flight analyses.

In order to determine the extent of errors introduced by computational pro-
cedures, various inversion and generalized inversion (pseudoinversion) methods
were applied in the determination of a least square polynomial fit to data gener-
ated by a polynomial. The use of the generalized inverse and scme of its com-~
putational advantages are demonstrated. In particular it is shown that if the
formation of the normal equations is avoided one can obtain equivalent accuracy
using single precision arithmetic as one would obtain using double precision
arithmetic with conventional routines. An added advantage of the generalized
inversion routines over conventional techniques is that one always receives a.
positive indicaticii of when computational difficulties are encountered. Using
conventional techniques the identification of polynomial fits of order higher than
seven are doubtful for single precision arithmetic. This order can be extended
to eleven with double precision methods. In contrast generalized inversions
routines give meaningful results for orders as high as the twentieth.
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LEAST SQUARES AND PSEUDOINVERSION

INTRODUC TION

Inherent in most orbit determination and regression analyses is the need for
inverting the matrix that is associated with the normal equations. In most appli-
cations, such matrices tend to be poorly conditioned, and the inversion process
becomes computationally difficult to perform with accuracy in limited precision
computers. The source of this difficulty and some of its effects are discussed
in this paper.

MATHEMATICAL MODEL

The mathematical model for the problems to be discussed is given by the
linear system

AX = Y, (1)

where A is ann X m matrix, Y is ann vector, and X is an m vector. In general,
the system is overdefined; that is, n is much greater than m. It is desired to ob-
tain a solution, X = X, such that the scalar function

GX = @AX-TTWAX-T) (2)

is minimized over all choices of X. In this equation, W is an arbitrarily preas-
signed m X m positive definite matrix of weights. By means of the calculus, a

necessary condition for an extremem of G (f() is obtained by requiring the vanishing

of the gradient of G with respect to X. Thus:

V2 GX) = 2AT W(AX-Y) = 0. (3)

This gives rise to the normal equations

AT WAX = AT WY, (4)
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with a solution given by

X, = (AT WA)=! AT WY, (5)

providing that the indicated inversion can be performed.

In most practical applications, the vector Y represents a physical measure~
ment, 3, corrupted by noise, 7. This noise is generally postulated o be charac~-
terized by the statistical properties

¥ = B+

H

34

E{) = B, (6)

E{Y-5% @-p8T} = E{33T) = q, (7)

where Q is an m X m positive definite matrix, called the covariance matrix, as-
gociated with observations. The covariance matrix associated with the solution

X, is given by P, where
E{X,} = {E (AT WA)-1 AT W(B + 77)}
= (ATWA)-1 ATWE{B + 7} f
= (ATWA)~! AT W3
and |
1
P = E{(Ro - E3X)) (X, - E{Sf’.‘o})“} o

= E {(AT WA)~L ATWH 7T WA (AT WA)—l}




= (ATWA)"I ATW E{',;)':;)"l‘} WA(ATWA)"I

= (ATWA)~' AT WQWA(ATWA)-1, o

Two particular cases in practice are considered. In one case, W is assumed to
be the identity matrix, and the solution and covariance matrix are given by

X, = (ATA)~1ATY, (9)

P = (ATA)-! ATQA(ATA)-!, (10)

This is the so called least squares solution. The second case is when W = Q~1,
In this case, the solution and covariance matrix are defined by

X, = (ATQ-lA)-1 ATQ-1Y, (11)
P = (AT Q—l A)-—l , (12)

PROBLEM STATEMENT

It would appear that the problem is completely solved and that nothing further
need be considered. Unfortunately, this is not the case, In most practical appli-
cations, implementation of Equations (9) through (12) may lead to drastically poor
results.

As an example, consider the set of data y;» X, that is generated by the
quadratic’

y = 40x + 10x2?, (13)

We will assume that y is to be fitted by the polynomial

y = ajtax+t.... +anx“,

1Rice, W. and Lefferts, E., *‘Interference Reduction Techniques for Nonlinear Devices,'’ Quarterly
Progress Report No. 1, Contract No, DA-36-039-AMC-02208 CEI, ER-13171, Martin-Marietta Corp., -
Baltimore, Maryland.




where the coefficients are obtained by a least squares fit to noiseless data,
Using a single precision routine (SHARE 7.0.027), we obtain the results that are
listed in Table 1,

As shown in the table, evan for this simple exampie, complete re 2overy of
the coefficients is steadily worsened as the number of terms is increused, This
poor recovery for such small dimension matrices may be surprising, and one
may be tempted to attribute the results to the inadequacy of the program em-
ployed. However, this is nut the case: poor recovery is characteristic of rost
least squares programs. This ig amply demonstrated in Table 2, where three
such programs are compared for a seventh degree fit to the above quadratic,
Equation (13).

The difficulties encountered in the above example could be eliminated by
employing a higher degree of precision in the computer. But the use of double
precision is not a panacea. Besides giving false confideiice in the computer re-
sults, double precision only displaces the problem since it reappears as the
dimension of the vector to be recovered increases. In double precision using
conventional inversion routines, this limit is reached at about dimension fourteen.

MATRIX CONDITIONING

The main difficulty encountered in the solution of the normai equations for a
least squares fit lies in the poor conditioning of the associated matrix to be in-
verted. The concept of a poorly conditioned matrix is one that requires socme
clarification. For nonsingular matrices, such a concept is developed by
Forsythe 2.

The norm of a vector, ?’, is given by
Y = ™% = J2+ 32+ .. + Y24

For any square matrix, A, the spectral norm | |A|| is defined by

O U S

MAX 1A% |

A [ R d
1Al | 1X]=1

2Forsythe, George E., ““Today’s Computational Methods of Linear Algebra’’ Siam Review, July
1967, Vol. 9, No. 3, pp 489-515.
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Table 2

Comparison of Seventh Order Fits to a Quadratic

Recovery Recovery Recovery
Coefficient True by SHARE by SHARE by SHARE
Value Program Program Program
7.0.027 7.0,002 9.4.015
a, 0 8.75 x 10~4 2.98 x 10-3 1.60 X 10-2
a, 40 40.02 39.85 +39.16
a, 10 9.75 12.053 +22.10
aj 0 11.55 -11.37 ~-36.00
a, 0 ~4.24 30.99 +78.00
ag 0 6.68 -44.20 -11.00
a 0 -4.38 31.60 -42.00
a, 0 1.25 -8.94 26.00

For a nonsingular matrix, A, the condition of A is defined by

Cond. A = [[A[] - [|A-2]].

One of the main results in using the concept of the condition of a matrix is that
it can be applied to reflect the variations in the solution that are due to pertur-
bations either in the matrix A or its nonhomogeneous side. Let a system be
given by

If B is perturbed to B + 8B, then X is perturbed to X + 8X. The relative change
in X is given by
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Unfortunately, the condition of a matrix is not easily determined, and one must
rely on other procedures to determine how good an inverse actually is. Such a
procedure has been given by D. Morrison®. His quick version, which may be

computed by hand, is given as follows. Let A = (a ) and A~! = (all). Let the
exponents of the diagonal terms of A be E,, E, .. E and let the exponents of

the diagonal terms of A~ bhe F,, F, ..., F_.
Then if

_ MAX
L = 1 (El +Fi)’

the number of digits lost in inversion is L, and the number of good digits in single
precision is given by 8 - L,

PSEUDOINVERSION

For poorly conditioned matrices, many authors have suggested the use of a
pseudoinverse rather than a conventional inverse. Pseudoinversion has an added
advantage in that it works even when the matrix to be inverted ix singular.

The pseudoinverse, or generalized inverse, performs the same function for
singular matrices as an inverse performs for nonsingular ones. The generalized
inverse A* may be defined for all matrices, including rectangular ones, in terms
of two postulates.

A*.
A .

Postulate 1: A" AA*
Postulate 2: AAT A

3Morrison, D. D., **How Bad is a Matrix,”’ Space Technology Laboratories, Inc., Interoffice
Correspondence, May 19, 1965.




Unfortunately, the generalized inverse is not uniquely defined by postulates 1
and 2. However, there are many ways of adding constraints to insure the
uniqueness. One such set of constraints defines the Penrose Pseudoinverse

- (see Appendix A), which is the one used in this paper. These addesd constraints,
or restrictions, are given by two axioms.

AATY,

Axiom 1: (AAM)T

I

Axiom 2: (A*A)T A*A

For the Penrose pseudoinverse, we will use the symbol A#,

The main utility of the Penrose pseudoinverse lies in the following result.
Let the system of equations be given in the form

AX = B,

and let

>l
il

0 A*B.
Then, for any 5(",
|[AX, - Bl|* < ||aX - BI|*.
If for some X the equality holds, then

%1 < X

Thus, the solution given by the Penrose pseudoinverse is a least squares solu-
tion. If there exists more than one least squares solution, the Penrose pseudo-
inverse gives the shortest vector in norm which is a solution.

In terms of the generalized inverse, Equations (5), (8), (9), (10), (11), and
(12) may be rewritten as follows:

X, = (ATWA)* AT WY (14)




P = (AT WA)* AT WQWA(AT WA)” (15)

' X, = (ATA)* ATY (16)
P = (AT A)# AT QA(AT Ay (17)

X, = (ATQ1A)* AT Q1Y ' (18)

P = (AT Q! Ay | (19)

COMPUTATIONAL EXPERIMENTS

To determine whether there are computational advantages in using a pseudo-
inverse, a comparison was made between inverse derived by the Gauss-Jordon
technique and a pseudcinverce derived with the use of an Andree algorithm. (A

description of the Andree algorithm appears in Appendices B and C.)

The symmetric and positive definite test matrix A was defined as follows:

A = BBT,
where
B = (bij)
i
§ and
-1 G- 1!

o
|

T @-prg-opre b

b, = 0, i<j.

1)

The inverse matrix A-! was given by

A-l = BTB.

R R L i s




The comparison was performed on a Univac 1108 computer in double precision,
All elements of A were integers, so no round~off was generated upon their entry
into the computer. The results were then tabulated and summarized as repre-
sented in Table 3 and Figures 1 and 2.

The comparison of the two inverses shows that the Gauss~Jordon inverse
provides slightly better results than the pseudoinverse. At the point where there
was a computational loss of rank, the pseudoinverse bears no resemblance to
the conventional inverse. In general, the pseudoinverse is not a continuous func-
tion of its elements, and it changes considerably when its rank is reduced. For
example, consider:

1 i
A =
1 a
Then,
< a —1>
-1 1
# = = -1
A IAI A for a 7£ 1
and
4 1/4)
A¥ = for a =1,
1/4 1/4

Therefore, rather than compare pseudoinverses to inverses, it is more fruitful
to compare recoverable solutions to a set of equations.

The second computational experiment was a comparison between the solutions
of a least squares polynomial fit to data generated by the equation

y = 1+ 10x + x2.

The solutions were obtained using the Gauss-Jordon inverse and the Andree
algorithm pseudoinverse of the normal equations. The results are as follows.

10




Table 3

Loss of Significant Digits and Symmetry in Matrix Inversion

Lost Digits Symmetry
Lost
" | prediotea | Couss-loraon |y TEL | Gauss-Jordon | 4 (EE
Method Method

4 1 1 2 15 16
5 2 2 3 14 16
6 3 2 3 13 16
7 3 4 4 12 16
8 4 5 5 11 16
9 5 6 6 10 16
10 6 7 7 10 16'
11 7 8 8 9 16
12 8 9 9 7 16
13 9 9 - 7 16
14 10 11 — 6 16
15 11 12 - 5 16
16 12 13 - 4 16
17 12 14 - 3 16
18 13 14 — 3 16
19 14 15 - 2 16
20 15 16 - 1 16

e e NS s
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The Gauss~-Jordon fit is slightly better for polynomials up to the tenth order,
For fits from the eleventh order to the twentieth, which is as far as the investiga-
tion was carried, the Gauss~-Jordon recovery is markedly inferior, It is inter-
esting to note that from the eleventh order polynomial onward the computational
rank of the pseudoinverse is consistently less than maximal, Table 4 and Fig-
ure 3 list and chart the errors in the recovery for hoth procedures.

The loss of rank in the Andree solution may be caused by the loss of positive
definiteness in the formation of the matrix of the normal equations, or it could
be due directly to computational errors in the inversion algorithm. To investi-
gate which of these is the source of trouble, a second pseudoinverse algorithm,
based upon a Gram-Schmidt orthogonalization procedure, was investigated.
(Appendices B and D provide a description of the Gram-Schmidt algorithm.) The
Gram-Schmidt algorithm computes the pseudoinverse of a matrix directly, with-
out the need of forming the normal equations. However, it can be applied to the
normal equations to engble comparison with other procedures.

When applied to the rectangular matrix, the Gram-Schmidt pseudoinverse
was found to be markedly superior to both the Gauss-Jordon inverse and the
Andree algorithm pseudoinverse. (See Table 4.) In fact it could do as well in
single precision as the other two inverses could do in double precision. When
the Gram~-Schmidt method was applied to the normal equations, it was found to
be inferior to the Andree algorithm. Thus, it appears that the formation of the
normal equations is extremely critical in least squares solutions.

One of the main advantages in the pseudoinversion routines is the manner in
which the computational rank is controlled. In the Andree algorithm, a series of
congruent transformations is made. In each step, the reduction is forced to pivot
about the largest diagonal element. If at any step of the process the largest re-
maining diagonal element is less than the product of a preassigned constant, K,
and the first pivotal element, then it and all remaining diagonal elements are set
to zero. Thus, the rank is depressed. The constant K is chosen to provide n
significant figures in the ratio between the pivotal element under consideration
and the largest pivotal element. Even when X is set to zero, the rank is reduced
if any diagonal element becomes negative.

In the Gram-Schmidt orthogonalization process, the rank is reduced by com-
paring the size of the angle between any column vector and its projection on the
independent column space already determined. This procedure does not preserve
the non-negativeness of the matrix when applied to the normal equations.

A comparison was made in which the rank controlling factor was varied.
The constant K was chosen as

14
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K = 254, 107,

and n was varied from 0 to 15. For n = 0, the rank of the matrix of normal
equations was depressed by two in the Angree algroithm, while the Gram-Schmidt
method gave maximal rank. This is due probably to the fact that non-negativeness
of the matrix is forced as a constraint in the Angree aigorithm. As n was in-
creased, the computational rank was decreased.

As the rank is decreased, the recovery is improved and then worsened.
(See Figure 4.) The initial improvement is due to the cancellation of computa-
tional errors. The subsequent worsening is probably due to the rejection of
observable information.

In Figure 5 the computational : ank is plotted against the parameter n. In
Figure 6 the norm of the error i.i the recovery vector is plotted versus the
parameter n. Observe that the recovery given by the Andree algorithm corre-
sponding to a given rank is independent cf n, while the recovery in the Gram-
Schmidt process is different even though the rank stays fixed. This is due to the
manner in which the Gram~-Schmidt process was implemented. Procedures are
available to insure the uniqueness of the reccvery for a given rank.

Observe from Figures 5 and 6 that for n = 0, 1, 2, and 3 the tw¢ Gram-
Schmidt recoveries are of maximum rank, but the ratio of error vectors is 108,
This error difference can be due only to the formation of the normal equations.

CONCLUSIONS AND RECOMMENDA TIONS

On the basis of the » 2liminary studies described in this report, practical
solutions to least squares problems are somewhat in doubt due to the poor con-
ditioning of the associated matrices. Even though these results were demon-
strated for the impractical problem of high degree polynomial fitting, the con-
cliusions are valid for many other problems. For example, recovery of station
parameters based upon a regression analysis from one or two satellite passes
leads to matrices which are in many cases even more poorly conditioned.

The results of this investigation lead to the conclusion that the formation of
the normal equations is extremely critical and should be avoided where possible.
Unfortunately, due to the large number of data points which must be processed
in practical problems, this leads to very large matrices with the incumbent
storage limitations of modern computers. Thus, in practice, one is forced to
treat the normal system of equations. Here, the pseudoinverse of Penrose leads

17
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to solutions of greater confidence. Inherent in the use of pseudoinversion
routines is that an indication of computational difficulty is provided. This is
evident in the reduction of computational rank from maximal.

21
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APPENDIX A
PENROSE PSEUDOINVERSE
Let A# be defined as the Penrose pseudoinverse of A, where A” satisfies the
four axioms:
Axiom 1: AA*A = A,

Axiom 2: APAA# = A#,

1
i

Axiom 3: (AA)T AHT AT AA*,

It

AT AHT A# A,

1

Axiom 4: (A¥A)T

We will show that the Penrose pseudoinverse always exists and is unique.
If the matrix A is non-singular, then the pseudoinverse is identical to the inverse.

THEOREM A-1: If A-lexists, then A* = A-l,

Proof:

AAPA = A,
A-TAAPAAY = (AT1A) AT (AA-1) = A-1AA-T

IA'T = A-lT = IA°! = A%,

et ST S Sy S A VPN

THEOREM A-2: A" is unique.

T T e sy % L

Proof: Assume X and Y are Penrose pseudoinverses of A. Then, both X
and Y satisfy axioms 1 through 4. Thus:

X = XAX = (XA)X = (XA)TX = ATXTX = (ATYTAT)XTX




= (ATYT)ATXTX = (YA)TATXTX = YAATXTX = YA(ATXT)X

it

YA(XA)TX = YA(XAX) = YAX = Y(AX) = Y(AX)T = YXTAT

= YXTATYTAT = y(XTAT) (YTAT) = Y(AX)T (AY)T

YAXAY = Y(AXA)Y = YAY = Y.

THEOREM A-3: A*T = AT#

Proof: Since (AT)* is the unique Penrose pseudoinverse of AT, it is sufficient

to show that A*" satisfies axioms 1 through 4:

(1) AAFA = A,

Transposing,

! ATA#TAT = AT,
(2) AT AAF = AR,
Transposing,

A#T AT AHT = AHT

(3) (AAHYT = AA* = A#TA,
Thus,
(A#TAT)T = (AA#)T = AA# -_-A#TAT, f

(4) (A#A)T = ATA#T = A#A.

Thus,

(ATAPTYT = (A#AYT = AHA = ATART

A=-2




THEOREM A-4: (AH)# = A,

Proof: Since A" is the pseudoinverse of A, it follows that A is the pseudo-
inverse of (A¥), from the symmetry of the axioms. By definition (A*)¥# is the
pseudoinverse of A# thus (A#)# = A by theorem A-2,

THEOREM A-5: A# exists.

Proof 1: ILet A be a diagonal matrix:

A = diag(hy, Ay <ees A

Define A" to be the diagonal matrix:

AY = diag(uy, My ooer Hy)
where
By = 1/)\1' >‘-i # 0
By = 0»>‘1 = 0.

We now show that A” satisfies axioms 1 and 2:

I
1
1t

(1) AA#A diag (A, ) diag(u, ) diag(A,) diag (A2 i, ) diag(r;) = A.

A*,

n
1
]
H

(2) AYAA" = diag(u,) diag(),) diag(,) diag (12 A,) diag (&, )

Since the product of diagonal matrices is diagonal, symmetry is preserved, thus
satisfying axioms 3 and 4.

Proof 2: Let A be symmetric; that is, let A = AT. Then, A has the repre-

g e :
sentation

A = STDS,

SR b
2 A




where D is a diagonal matrix [D = diag (A;)] and S is orthogonal, that is ST =

S-1, Define A¥ as:

A# = gTpHg,

We now show that A* satisfies axioms 1 through 4:

(1) AA*A = STpssTD#sSsSTps# = STDD#DS = STDS'= A.

(2) A¥AA* = oTD#SSTDSSTD#¥S = STD#DD*S = STDHS =

(3) (AAYT = (STpSSTD#SYT = (STDD*S)T = ST(DDH)TS =
= STpDSSTD#S = AA#,

(4)  (A*AYT = (STD#SSTDS)T = (STDDS)T =

STD#*SSTDS = A#A,

1l

Proof 3: Let A be arbitrary, then we define A* as either
Af = (ATA)#* AT
or

A# = AT (AAT)#,

r

depending upon which resulting symmetric matrix, ATA or AAT, has the smaller

dimension.

We now show that A* satisfies axioms 1 through 4:

a | AAA = A(ATA)Y¥ ATA

A,

STpp#s

sT(D'D)TS = STD*DS

T e T

B ST T e




Let

@
i

A(ATAY*ATA - A,

then CT is given by

i1

o) ATA(ATAY# AT - AT

and CTC is given by

L]

cTe [ATA(ATA)# AT - AT ] [A(ATA)# ATA - A]

1t

ATA(ATAY# ATA(ATAY# ATA ~ ATA(ATA)# ATA
~ ATA(ATAY# ATA + ATA
= ATA - ATA - ATA + ATA

0.

H

Thus, C = 0, or

A(ATAY* ATA = A,
(2) A AA* = (ATAY*ATA(ATAYF AT = (ATAY# AT = A#,
(3) (A*A)T = {(ATA)#ATAiT = [’B’#ﬁ]T = B#B = (ATA)#ATA = A*A,
(4) (AANHT = ;A(ATA)#ATTT = AT(ATA)*T A = AT(ATAYTH# A

AT(ATAYA = AA*,

SR, s St e

SRR



The main utility of the Penrose pseudoinverse is contained in the following result,
Let the system of equations

be given, and lot

Then, for any X,
| 1AX, -~ Bl| < ||A% ~ Bl{.
If for some X the equality holds, then
X1 < 11X

Thus, the solution given by the Penrose pseudoinverse is the least squares solu-
tion, If there is more than one least squares solution, the solution given by the
Penrose pseudoinverse is the smallest solution in norm.,

THEOREM A-6 (Projection Lemma):

— i - MIN --o_-ol
1a%, - B = YN 1A% - Bl

if and only if
XTAT(AX, - B) = 0
for all X,

Proof: Assume that

XTAT(AX, -B) = 0

QI e o~ e P e e O



for all X, and let Y be given by

We then have
[|AY-B1* = |[AX,-B+AZ||* = [|AX - Bl|® + 2Z7AT(AX, - B) + ||AZ]|?,
since by assumption

ZTAT(AX, - B) = 0.

Then,
||AY - Bl|? = ||A%, - BI|® + ||AZ]]?,
Thus,
||AY - B||* < ||AX, - Bl|?
since

|1AZ] |2 > 0.

We nhow assume that

and wish to show that this implies that
XTAT(AX, -B) = 0

for all X. Assume that




XTAT(AX, -B) = a#0

for some X, Let V and Y be defined as

s _ _-aX
|1aX] |
? = ")2'0 +\7
Then,
ey — = — — AXa
||AY - B[ |2 - |[A%, - Bl|* = [|AX, =z |-
A%
-2aXT AT(AX, - B) | 1A% |2
| |AX] | | |AX] |
'20.2 +CL2 _a2

1A% 1% 1A% ||AX]]?”
which is a contradiction.

THEOREM A-7: In the system of equations

AX = B,
where

X, = A*B
and

X 7 X, ;

HARO - Bl|?

N

ST AL S g

SN




N,

either

|1aX - Bl| > ||AX, - Bl|

or

[[AX - Bl = [|AX; - Bl| and [[X]] > [[%]].

Proof: First we must show that

'X’.TAT<AXb-§> = 0

as follows:

—

XT AT(AA# B - B)

Thus, from theorem A-6,

= XTATAA#B - XT AT

XT AT(AA*) B - XTATB

= XTAT (AAH)T B - XTATR

'k’.'l‘ AT AHT AT ﬁ - 'X,T AT ﬁ

XTATB - XTATR

||A% - B|| > ||AX, - B||.

.assume the equality holds:

| |AX - B |

= ||aX, - Bl|.

o R N A s e et e ) = R e
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If

then, by hypothesis,

1]

||A% - B[|® - ||AX, - B||® = 2¥TAT(A%, - B) + ||AY||?

It

||AY]|* = o.

Now,

Py 2
X, ]

1
>l
L
7~~~

el
I
>l
[=3
~
S
I

X112+ 1% = Xl ]2 - 2%T (X - X))

[IR12 + 11912 - 20 + DHTY

= |IX[1? + [[¥]]? ~ 2BTA*"¥ - 2|]¥]|? :
= [IX[[? = [[¥]]? - 2BT A" ¥
I
, .a B} i
= %% - [[¥]]? - 2BT A AT AT Y i
e 5
= [X[|? - [[¥]]* - 2BT A" (A*A)T Y
f

= %] - |1¥]]|® - 2BT A#T AT (AY).

Since ||AY]| = 0, it follows that
X112 = TR - |92 -

A-10




APPENDIX B

PSEUDOINVERSE ALGORITHMS

There exist many »'gorithms for the generation of the pseudoinverse of
Penrose. Unfortunately, not much information is available in terms of their
efficiency and computer requirements. Such a comparison is presently being
made and will be the subject of a future report. In the interim, we will present
two such algorithms which have been used extensively by the author, These

algorithms possess the desirable property of allowing a limited control of the
computational rank.

In the first method, the pseudoinver'se is formed by means of the Andree
algorithm. This routine computes the pseudoinverse by means of the equation

A* = (ATA)#AT

Actually, the pseudoinverse of
B = (ATA)

is formed. This routine insures the symmetry of B* and also imposes the re-
quirement that B be non-negative. Thus, if computational errors leading to the

loss of the positive definiteness of B exist, they are partially alleviated by this
scheme.

The second algorithm, which is basically a Gram-Schmidt orthogonalization
procedure, can operate directly on the rectangular matrix A. There is no need
to form the matrix associated with the normal equations, thus one major source
of computational errors is eliminated. The penalty paid for this lies in the larger
computer storage required to handle the rectangular matrix.

ANDREE ALGORITHM

The algorithm used in this paper is a modification ¢i the Andree algorithm
by T.S. Englar!. The steps of this algorithm are as follows:

IXalman, R. D. and Englar, T. S., *An Automatic Synthesis P:sgram for Optical Filters and Contro!
Systems,’’ NASA, July 1963. -
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Compute ATA or AAT, whichever has the smallest dimension. Call this
resulting matrix B. It will be sufficicat to compute B#, since A* is
given by

A% = (ATAY* AT or A% = AT(AATH#,
Compute a non-singular matrix, S = (s ij), such that
SBST = E,
where E = (e, ;) is a diagonal matrix with elements eit}ler Zero or one.

If E =1 then B is invertible, and

B-1 = sTs.

If E # I then we define the matrix U = (u, ;) by the following:

For i # j, U T TSy if e;;, = O,
= 0 if e,; - L ‘§
For i = j, u, = 0 if e,;; = 0
= 1 if e,;, = 1 i
1
Compute
C = UTBU. |

Rl R L S F o e i o

Delete the rows and columns of C corresponding to C,; = 0, and call
the resulting matrix D. Observe that D is a non-singular imatrix of
rank m. Compute D-! by means of the Andree algorithm as in step 2.
Compute B¥ by means of




e AT L T s i

5. Compute A? ¢ither by means of

A% = B#AT
or

A# = AT B#,
In the computation of step 2, the generation of the matrix S is done in
at most 2n steps. The reduction is based upon pivoting in each step
about the largest of the remaining diagonal elements. If after any step
of iteration the largest of the remaining diagonal elements is less than
the product of a preassigned constant, K, and the first pivotal element,
then the rows and columns containing these elements are set to zero
thus reducing the rank of the matrix.

GRAM-SCHMIDT PROCEDURE

This algorithm? permits one to pseudoinvert a rectangular matrix, A,
directly. The algorithm is based upon partitioning A in the form

A = (R, RU),

where all columns of R are linearly independent. The pseudoinverse A¥ is given
by |

(I +UuT)-1 r#

uT (1 + yuT)-t R¥

2Rust, B., Burrus, W. R. and Schneeberger, C., “*A Simple Algorithm for computing the Generalized
Inverse of a Matrix,” Communications of the ACM, Vol. 9, No. 5, May 1966, pp 381-387.
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N ‘ft‘?{i_"é

This representation may be checked by substitution into the axioms.

If (8, 8y, .., 4 ) is any set of linearly independent vectors, then it can be

replaced by an orthonormal set (q,, d,, ... q.) in the following manner: '
1’ 42 q,
-
— - a'l — _ - - = -
q']. - — C'2 - 82 - (32 ql) ql .
Ha'lH
—
) - C2 - - — ~T = —_ _ — = -
2R, Cs = a3 7 (a3 ay)a; " (a5 9p) dy-
- —6‘3
q,; ~ 5
R A
n—1
¢ = a - Z (374,) 4,
i=1 g
-— - Eh .x
R :
i‘

Observe that the resulting matrix Q is such that

Q'Q = I.

Let us apply this transformation to A = (R, RU) and keep track of the trans-
formation by applying it simultaneously to the identity matrix partitioned as

x

-
1l
B o

»




A will transform into

A= (R , RU)—>(Q , 0)

/
I 0 Z X
—_—
0 In-k 0 In-—k
Thus, we must have
Z X
(R , RU) = (RZ, RX+RU) = (Q, 0
0 I .
or
RZ = Q R = Qz-!
RX+RU = 0 X = -U
and R* is given by
R* = ZQT

since
RY = (RIR)™'RT = (z717QTQz-h) 27" Q" = z('.

Thus, the matrices R* and U are generated. It is still necessary to compute the
matrices (I + UUT)=! and UT (I + UUT)"!, The first of these expressions can be
written as

(T+uuTy-t = 1 -UuETu + 1)Ut

EETUNE Dow R ot P e e




If both sides are post-multiplied by (I + UU7), the identity follows. The second
expression can be written as

UT(I + UUT)-! = (UTU + 1)-1UT,

since

UT(I + UUT)-I = U’l‘ - UTU(UTU + I)"IUT

p-

i

I - uTyTu + 1)~1] yt

e

-

I+ (UTU+Iy~'- (UTU + 1)~ - UTUUTU + I)"‘}UT

1

)

I+ @UTU+ 1)~1 - (1 +UTU) (I + UTU)-I]UT
L

= |1 +(UTU+1)~1—IJUT

1¥

(UTU + 1)-1UT.

If the Gram~-Schmidt orthogonali. aition process is now applied to the matrix

-U
this will transform to j
. i
-U -UP .
P = ,
l:n-—k P »

.- why




where we have

= PTyTyp + PTP = I,

or this becomes

PTWTU + I)P = I

(UTy + 1) = PT'p-!

(UTu + 1)~t = PPT,

Also,

I

I - Uty + 1)-tut I -UuPPTUT

I - (UP) (UP)YT

and
(UTu + 1)~tuT = PWP)T.

Thus, A" takes the form

[1 - (UP) (UP)T] RY

P(UP)T R¥




APPENDIX C
ANDEEE ALGORITHM SUBROUTINE

The Andree algorithm for calculating the Penrose pseudoinverse of a matrix
of equations has been converted into a FORTRAN subroutine. The listing for this

subroutine appears on the following pages.
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wh LV

g LEVELL

443
L6

a7
gn
35

T

124
82

-1

19

125

127

128

126

1y MCU | ANDREE NAYE & (MY S /23

SUPKIILUTIRE ANDREE(V oD oMY 4L PS)

DOULHLE PRECISIUN VotteT oW e X o UsP glet s PUUHT

DIMENSEUN VO30 J0) ol 320 30) o {UC Yo TCA0 v 3N ) oW (420 3909 X (30 37)
DIMENSTON U(J0, 40)

gLl & EHE i
Ned = B

Mg = 9

Lk = Q

VO 333 1 o2 14N

DU Jdd3 J = LN

Alled) = ViLvJ)

MY Q8 1 5 14N

REI) = Do

DY 97 J 2 LN

TClod) = Co

TCLeX) = W

LEL = LFP+L

IF (LFFE=N) 77477+ 70

P = Qe

K =2 0

O 22 T = LN

IF (RCT)) 224124427

IF (V(Llyl)) 82,8203
DU 84 J & LN

Vilsed) = Co

ViJael) = Qo

6y TO 22

16 (P=V(Lyl)) 2122422
P = Vv(Is1)

K =1

IF (Ltk2Gsl) DMAX = §
CONVINUE

IF (P=10%%RILLYDMAK/Z+%¢NB) 285428.7
R(K) = K

P = DSARTIV(K.K))

DO 19 T = 1N

VIEeK) = V(1sK)/P i
TOIeK) = T(LeK)/P s
VIKel) = VIKel)/P A
T(KeI) = T(KolD/P y
V(KOK, = la 521
T(KeK) = 14/P i

PO 25 I = LeN

It (I=-K) 26,125,26
DU 126 J = 14N

IF (I=J) 127,12UH,417
W(lsd) = Co

K{(I1ed) = T(1odJ)

GO TC 126 s
Wllel) = 1, i
X(I1s1) = T(Is1) 1
CONT INUE !
GC TO 25 ?
DU IC J = 1N

WCTod) = V(Lsd)=V(IeKIRV(Ksd)

X{IeJd) = TALed)=VIIoh)I%T(KoJ)




N 1V » LLVEL

1

24
2
34
34
3C
TE
39
42

40

44

46

43
49
60
48
Gi

47

51

50

53

52

e MQD ANDRECE

CUNTINUE

CONTUWUE

DO 24 | = 1N
CU &4 J = 1N
VIiTed) wiled)
Y(LlsJ) X(Ied)
G0 TO 35

D0 30 I = 1N

IF (R(1)) 3Ce34,30

bo 33 o

= 4N

ViEsJ) = Co

V(JsI) = Co
CONTINUF

HILL = 0.

IF (IND) J83439.38
JUE = N

DO 40 I = 1N

IF (V(Is1)) 4044244C
JUE = JOF -1
COMNTINUE

IF (JOE~N) 43,44443
DO 45 1 = t4N

DO 45 11 = 14N

RR = Qo

DO 46 U % 1N

RR = HReT(Jo [)ET(JWIIl.
V(LsII) = RR
CONTINUE

GU T4 36

DO 47 1 = 14N

IF (R(I1)) 48,43.48
M) 60 J = 14N

UlTsd} = =T(IsJ)
UCTesl) = GCo
GO 1O 47

DO 61 4 = 1N
Ulled) = 0o
U€IsI) = 1,
CONTINUFE

DO SC 1T = 1N
DO SC I = LN
RR Qe

[»]8] 1 U = 1leN
RiI = RREUCJTDIRB(JWIT)
W(lsI1) = KR

CUNTINUE

0O S2 1 = 1N

DO 52 11 = 1N

RK = Qe

DO 53 J = 1N

R = RR4+W(TsJ)®U(ILTT)
V(IsI1) = RR

CONTINUE

IND = 1

LEF = 0

GO TO 66¢.

o’

L H

NDATE

-

631480

c/20723




st 0

Lok

it slliakis D

AN IV G LEVEL 1y MCGD 1 ANDREF DATE = 68180 09/290/23

33 DO 54 T = 1N
00 54 Il = 1N

HR = 0O i
D 85 J = 14N 7
55 RR = RRET(JoI)RT(Jsll) s

w(lesll) = RR
654 CONTINUE

DO S0 I = 14N
DO &6 T1 = 14N ,
RR = G

LO 87 4 = 1N
S7 %R = RR4U(LJ)xWw(Jslil) i
Sa T(IyI1) = KR ;

DI 58 I = 14N :
DI SF L1 = 14N f
RR = 0 ;

DU 59 J = 1N
5Y RH = KR+T(Loud*U{ILl4J)
VL. 1I) = RR
58 CONTINUE
36 N2 = JOF
RETUKN
END




APPENDIX D
GRAM-SCHMIDT PSEUDOINVERSIO SUBROUTINE
The Gram-Schrmidt procedure for calculating the Penrose pseudoinverse of

a matrix of equations has been converted into a FORTRAN subroutine. The
listing for this subroutine appears on the following pages.

TR



AN IV » LEVEL 1, MOD 1 Ginve DATE = o414 04722723

SUBRUOUTINE GINV2(AJUIAFLAGIATEMP yMIRyNRINGCINRTWLPS)
DNUBLE PREOCTISTUN AIMR ZNC) sUINCINC) o AFLAGINC) «ATFMP(NC)
NUURLL PRECISION F ALSCCT»UCTLoDNT2sTOLDSURT

DU 10 1 = 14NC
N 6B J = 1eNC ‘
5 U(lsJ) = Co
1C U(Isl) = 1.
FAC = DET(MRoNNyA T 1)
FAC = 1e/uSIRTIFAC) v
D 15 I = 1WNR

19 A(I.1) = Alls1)4FAC
D0 2C L = 1+NC

27 Ullsl) = Lllsl)¥FAC
AFLAGEL) = .

N = S
NRIE = NC
TUL = (10e%ktPShDuxN) %2
DY 10C J = 2WNC
BOTL = DLTIMRINRsA I J)
JML = J—-
DU S0 L = 142
DO 30 K o= 1 yJMi
30 ATFMP(K) = DUT(MK NRoA s JoeK)
DO 4% K = 14J4M1
DN 35 I = 1.NR
33 AlLed) = A(LWJ)=ATFMPIK)*A(LRK)*AFLAGIK)
DY 4C [ = 1 4NC

40 UCTed) 5 UCLeJ)=-ATEMP(K)¥U(T 1K)
4% CUNTINUE
S50 CUNTINUE

T2 = DLTCMReNR oA dod)

[t CDRT2/7DUTLI) -TL) 55495, 7C

95 DU 61 § = 1eJMI
ATEMBR(T) = 2, ;
DU eC Kk = 1,1
0 ATLMP(1) = ATEMPUI)+U(K.1DRU(Ksd) G
DO RS I = 1LeNH i
A(TsJ) = Do 1‘
O 65 K = ledMl i
69 Alled) = ACL4J)=A(Ll+K)IKATEMP(K) ¥AFLAGIK)
AFLAG(J) = Qo

FAC = LBOTINCsNColLoJdsd)
FAC = 1 +/DSART(FAC)

WR1 = NRI-1 ;

Gy T 79 g

7C AFLAG(J) = 1. ‘
FAC = 1e/DSGRT(OGT 2) !

73 DJ BC 1 = 14NR ]
B0 A(led) = Al [eJ)*FAC f
DG B85 I = {4NC i

3% U(led) = L(EsJ)%FAL !
100 CUNTINUE %
DO 13C J = 1snC §

DY 13C & = 1 eNR ¥
FAC = 0o r §
DU 120 K = JoNC i

¥

1]

*®
A




NIV o LEVEL b MRl | NV 2 i/ ; 30 A0, 783

128
139




W oIV o LLVEL 1 MUD |

LuT DATE = 68180 C9r23/723

QUUJLE PHRECISION FUNCT N DUTIMEsNReAsJoK)
DIVHLE PRECISTION A(MH 1} X
X = CeDO
U 8C I = 1Nk
X = XeA(Lsd)xA(] oK)
50 CONTINUE

*
DOY = X
RETURN
END ‘
’
N
i
s
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