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ABSTRACT

In recent years there has been much work in rough surface scatter-
ing. The greatest part of this has been done'in the area of electromagnetics
beca;use of the greater possible rewards from radar, However, there has
been much progress in acoustic wave scattering and both areas have bene~
fited from the similarity of the phenomena. This work is a study of the
scattering of acoustic waves from randomly rough surfaces and the extent
of the similarity to the analogous electromagnetics problem,

A theory is developed.using the method of physical optics for the
gscattering of acoustic waves from randomly rough surfaces which are im-
perfectly reflecting vet homogeneous with respect to material parameters.
This development is made for a surface which is given by a stationar:;f,
ergodic process with a Gaussian distribution of surfag:e heights. The ex-
pression for the far zone acoustic power density is derived and the separa-
tion into scattered and reflected power components is made. For a surface
sufficiently rough, the reflected component becomes negligibly small and
there is near-total conversion to scattered power. .Por this case the average
differential scattering cross section is computed from the scattered power
density for the cases of exponential and Gaussian dependence of the auto-
correlation coefficient of surface heights.

The theory is compared with the results of omnidirectional measure-
“ments using surfaces constructed to satisfy the assumptions of the physical
optics method. The statistical parameters of the surfaces were determined

" from sampled data measurements and were used in the calculation of th_e



iii
theoretical values. The comparison of theory with experiment is favorable
and the theory is concluded to be a valid one.

The similarity between acoustic and electromagne'tic re-radiation
from surfaces is investigéted by comparing analogous expressions for
the re-radiated fields. The expressions for the electromagnetic field
are derived using the method of physical optics as are the acoustic
expressions, and the determinatipn is valid only for surfaces to which
this method applies, Similarities are found to exist and there are cases
where an exact acoustic simulation can be made. In other situations
the vector effects of the electl:omagnetic re~radiation dominate but some

aspects of the re-radiation can be modeled acoustically.



CHAPTER T INTRODUCTION

I.,A The Nature of Scattering Problems

The analysis of the re~radiation of acoustic and electromagnetic
waves from surfaces is a very broad problem with many different phenomena
to be studied. The simplest form of re~radiation from a surface is reflec-
tion from an infinite plane, One of the distinguishing features of this re-
flection is that the re~radiated energy flows in a single direction which can
be determined from the well known laws., Similar to reflection is the re-
radiatioﬂ from other geometric shapes such as spheres, cones, paraboloids,
etc. The re-radiation from these surfaces differs, however, from thé reflec-
tion from a plane in that the energy flow is notnin a single direction but is
scattered in many. When the incident wave is re-radiated from a regularly
rough surface such as a corrugated plane (for instance in the shape of a
sinusoid), the same scattering of energy occurs but in general it is expected
to be more diffuse (on an intuitive basis) than that for a smooth but non-
planar body. This, however, depends on the size of the structure of the
regular roughness relative to the wavelength of the incident radiation.

Lord Rayleigh [ 18961, an early investigator of scattering phenomena,
developed a criterion for surface smoothness, now known as the "Rayleigh
criterion, " which provides an approximate measure of the degree to which
energy is scattered. For a plane wave of Wavelpngth A incident upon the

corrugated surface shown in figure I.1, there is a phase difference

A§ :'411‘;1\605"9‘

for the two rays shown. When A 8= , there is cancellation in the
direction of mirror reflection (specular reflection) and energy is consequently
flowing in other directions. Raleigh made the arbitrary choice of A{S = "T/&
to establish his criterion for delineation of rough surfaces from smooth ones
(a@: O ); consequently, the Rayleigh criterion for a surface to be smooth
is

he 2
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Formulation of the Rayleigh Criterion
Figure I.1

Surfaces which form a class for which the re-radiation process is
different from that of the regular surfaces are those generated by random
processes. The difference lies in the way in which the phase elements
from all parts of the surface combine to produce the re-radiated power.

For a randomly generated surface which is sufficiently rough; a linear
superposition of the powers from the elemental surface areas is possible
while for the reqular surface a phasor addition taking into account the -
phase differences between the elements of the re-radiated field is necessary.
Por a random surface not rough enough to produce diffuse scattering, a
division can be made between scattered power and reflected power, i.e.,
power for which the elemental phases are important. This difference in the
re~-radiation processes for these two classes of surfaces necessitaies the
use of different techniques for the description; both theoretical and
experimental, of the radiation phenomena associated with each class.

For a wave incident upon a géneral surface the field.re-radiated in
all directions from the surface must be given as a function of the parameters
defining the media involved. For randomly rough surfaces this implies a -
statistical description of the field and also of the media. The problem of
re-radiation from regularly rough surfaces and geometric shapes is a

‘"deterministic" one and a statistical description is not required,



1.B The Description of the Completed Research

The goal of this study was the description, both theoretical and
experimental, of the re-~radiation in all directions (omnidirectional re—
radiation) of acoustic waves from randomly rough surfaces and the deter-
mination of the applicability of the results of the acoustic study to the
similar problem of electromagnetics. There have been many investigations
into this general area of study (see Section III A) but all with the exception
of a few have been resiricted to the case of backscattering, However, to
make .a complete investigation it is necessary to determine the character-
istics of the re-radiation from rough surfaces omnidirectionally; by doing
this, all phenomena are observed and an opportunity is afforded to test
theoretical work over a wider range of angles.

There are many types of randomly rough surfaces for which the re-
radiation characteristics can be investigated. These can roughly be cate-
gorized in one way by relating the size of the surface irregularity to the
wavelength of the radiation., The investigation was restricted to surfaces
with structures large with respect to wavelength and that are described as
"gently undulating., " For surfaces of this tvpe, the re-radiation can be in-
vestigated using the method of physical optics of the Kirchhoff method as
discussed in Section II B, This approach has been used before and success-
fully, However, there have been questions raised recently about the use of
the method [Hagfors, 1964] and one of the purposes of this work is to
determine the validity of this approach.

The re-radiation of acoustic waves from randomly rough surfaces is
investigated by determining the re-radiated pressure in the far zone through
the use of the Kirchhoff method, This is done for a surface which is gener-
ated by a random process which is taken to be stationary and ergodic with
a Gaussian distribution of heights, as discussed in Section II C and
Appendix 1I. The surface is not restricted to be perfectly refleciing, as is
usually done, but is allowed to be an imperfect reflector; however, it is
assumed to be of homogeneous material (see Sections II B and III D)., From
the re-radiated pressure field the power density is caleculated and the
separation between reflected and scattered power mentioned earlier is

made (see Section III C}. The reflected power is shown to decrease



to a negligibly low value for a surface sufficiently rough {(as EDavies , 195£§|
and other workers have shown). Making a restriction to such surfaces,
the scattered power is then used to calculate the average differential
scattering cross section, which is a particularly convenient and meaning-
ful quantity for the descriintion of scattering (see Section III D). This
quantity depends upon the form of the autocorrelation function of surface
heights and is calculated for the cases of exponential and Gaussian

dependences, i.e., for autocorrelation functions that take the forms

reep{-2;  reexp{-(F}

To determine the validity of the theory as developed using the
method of physical optics, the average differential scattering cross section
was experimentally determined for surfaces specially constructed to be
gently undulating. Measurements were made omnidirectionally for'two
surfaces of different roughnesses and different materials; these results
are shown éraphically in Section IIT E, and the technique of measurement
and the equipment used are described in Sections II B-and III C. To make
the experiments especially useful in determining the validity of the theory,
the statistical parameters of the surfaces were measured and the sample
probability distributions of surface heights were computed. It was found
that the processes were close to being Gaussian and stationary with the
sample correlation coefficients having a functional dependence lying between
Gaussian and exponential behavior, the actual vériation being closer to
Gaussian (see Section III D). The measured values of the statistical
parameters were used in the theoretical expression for average ditferential
scattering cross section and values of this quantity were computed for
comparison with experiment, This comparison, which is made in Section
IIT E, is a favorable one and the conclusion is reached that the Kirchhoff
method is valid as it is used in this work.

The characteristics of the re-radiation of acoustic waves from
surfaces are known to be similar in some respects to analogous electro-
magnetic re-radiation. These similarities have been utilized in acoustic
simulations of electromagnetic problems such as scattering in turbulent

media and radar backscattering. .To determine how closely the scalar



acoustic waves simulate the re-radiation of the vector eleciromagnetic
waves, comparison was made beiween analogous expressions.for the
two cases. The eleciromagnetic expressions used in the comparison
were derived through use of the Kirchhoff method and the comparison
made is valid only for surfaces which are gently undulating. In making
the comparison it was found that under certain conditions an exact
simulation of the re-radiation of electromagnetic waves is possible.

In other situations, simulations can be made with varying degrees of

. approximation. These results are contained in Chapter IV.



CHAPTER 11 THE REFLECTION AND SCATTERING
OF ACOUSTIC WAVES FROM ROUGH SURFACES

I1I. A The Re-radiation from a Rough Surface; the Several Methods of
Calculation

A calculation of the re~radiation of acoustic (and electromagnetic)
waves from surfaces which are randomly rough must give the quantities
which describe the process and relate these to the parameters which define
it. These guantities are the probability distributions of the amplitude and
phase of the re-radiated field, the mean and variance of the field and the
mean of its intehsity. This does not provide a complete description in a
statistical sense but from the viewpoint of application it is sufficient.
The parameters defining the process are those describing the medium in
which the source and the observation point are located and those
describing the randomly rough surface. The medium is taken to be an
ideal fluid defined by its density ¢ . and compressibility K. The set of
parameters defining the surface is composed of two sub~-sets which are
taken to be independent. The roughness of the surface is given by the
statistical parameters which describe the random height process, The
material parameters are the other set which complete the description of
the surface. These parameters can alsc have a random variation; however,
the material is taken to be homogeneous and is defined by specifying
the Lamé constants X\ * and p. For the ideal fluid, the rigidity, p, is
zero and A ' = K.

The acoustic field in an ideal fluid is scalar and is defined
completely by giving the pressure ¢ . This is seen from Constant[195£ﬂ
who gives the following equations which describe the acoustic field

<k

"—“'"‘v(iﬁ V'-@:-—-K?_‘.ﬁ
It
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¢

where ¥V is the velocity vector which has its time derivative given by
the gradient of the scalar pressure. From these equations, the wave

equation for ¢ is obtained; this is
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Therefore, the solution to the re-radiation problem is a scalar quantity
which must satisfy the wave equation; at the bounding surface of the
fluid the situation is more complicated. A scalar wave propagating in an
ideal fluid and incident upon the boundary of a solid excites both scalar
and vector (shear) waves which propagate in the solid, which is taken
to be infinte.

The boundary conditions that the solution must satisfy are that
the normal stresses and the normal velocity are continuous across the
interface and the tangential stress goes to zero[ Ewing, Jardetsky, and
Press, 19577]. Since the tarigential stresses are zero at the surface,
"slippage " occurs.

The acoustic wave incident upon the rough, planar surface,

z= ¢ (x, v), (see figure I.1) is taken to be a plane wave
- —
_ o<l T
¢, = PpTe

where t“ = k (fcos x +’?cos 6;}, —FE\ COsS €1z ) is the

—-— -
incident wave vector, k is the wave number and ™ = TX-*-J_)I +'E?_
is the radius vector of the coordinate system. Harmonic time variation

of the form elmt

56:5643"" (ﬁ:—-

where qbr is the field re-radiated from the surface and is the quantity

is assumed. The total field at the observation point

P is

to be determined,
The calculation of the re-radiated field is one which has been done
many times in many different ways, both for the acoustic case and for the

more complicated electromagnetic case as well. In general, techniques



z = f(x,y)

The Defining Geomeiry
Figure I1. 1

used for the one case are applicable for the other. These techniques
can be roughly classed into two areas with, of course, some important
exceptions. These two classifications are: the Rayleigh method, named
after Lord Rayleigh, and the physical optics or Kirchhoff method. The



several methods of calculations falling into these two broad classifications,
as wéll as others, are discu’ssed and compared in a review paper by
Lysanov[1958] and in a book by Beckmann [1963). The methods which are
Ravleigh methods and several others are discussed here to show the rela-
tion between these methods and the method of physical optics which is
discussed extensively and used in the next section. The methods ¢hosen
for discussion and comparison were sclected to be illustrative and not
because of any special relative impoftance. There are several other methods
not presented such as those of Twersky{{1951a}and Ament [1956]) which are
important but are sufficiently different in approach so as not to coniribute
materially to this discussion.

The Ravleigh Method

The Rayleigh method utilizes a superpo‘sition of plane waves io
express the field re~-radiated from an uneven (not necessarily randomly
rough) surface. The technique was introduced by Rayleigh [1896] who was
concerned with the reflection and -scattering of normally incident acoustic
waves from periodically uneven surfaces. This method was extended to
angles of incidence other than normal and used by La Casce and Tamarkin
[1956] for the prediction of results of an experiment in which sinusoids ‘
were used as the réflecting surface for acoustic waves. Meecham[1956a]
used a variational technigue to improve the accuracy of the solutions and
Parker [19561has generalized the method for the acoustic case by iniro-
ducing integral transform techniques. Rice [1951], working with electro-
magnetic waves, extended the method to randomly rough surfaces and
Lapin[1964] has done a similar thing for the acoustic case.

The rough surface is expressed in a Fourier series

‘é’(x}y) = ip(m)n)’axb{—i}q (mx + ny)}

W\Jn—_—-—oo‘

where g = &®/A_ and . is the wavelength of the fundamental
component which is considered arbitrarily large. The field re-radiated from
tlx,y) is
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w .
P = ZAMHQ.XP{—ALQ (mx+vy) S (m,m)z}
\M)V\ =— 0
where '/;L
. [—_12"“ A% - as;na“]‘ 4 n?< k’z‘a )&
(m)n) = )
s E“;m%’ S k&]y& m%+ 2 |<(q )3"

For each set of integers (m,n), there is a plane wave of amplitude Amn

traveling in the direction given by the direction cosines

COsBCoy= @M cos Spy= AN cos €97 = Re b(m)V))
K 7 X
For a randomly rough surface, P(m,n) and the A:mn become statistical
quantities. At the boundary, ¢ (x,y), the boundary conditions on the
total field are applied; from this a set of linear equations in the unknowns
Amn is obtai;ied. In general, this set is not solvable and approximations
must be made. To obtain an approximats solution, it is necessary io

require that

o R I =G R I EINC R
' &% )

For the randomly rough surfaces, the approximate solution for ¢r is used
to compute the statistical quantities which complete the description of
the re~radiation. This is done by making use of the statistical properties
of the P{m,n).

The Rayleigh-method, as far as the formal techni-que is concerned,
is an "exact" one; i.e. it does not regquire the use of approximate boundary
conditions (as the physical optics method does}. IHowever, the method is
restricted in its application to surfaces which are gently sloping and

have deviations small relative to a wavelength.
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The Integral Equation Method

The integral equation method makes use of Green's theorem to
obtain an integral equation for the field on the irradiated surface. The
kernel of this equation, upon solution, is integrated over the surface to
obtain the re~radiated field. Lysanov[1956]and Meecham[ 19561,
working independently, developed this method for the acoustic case and
the electromagnetic case when the incident wave is horizontally polarized
and applied it to surfaces which are periodically uneven in one dimension
and perfectly reflecting,

The re-radiated field at the observation point P is written as an
integral using Green's theorem [Stratton, 1941]; this is often called
the Helmholtz integral and takes the form

B.(P1= L f [ [6(PIQ) Vg #@) - 6@) RG(PIA] RIS 1,
S

where Q is the source point on the surface of integration 5, G(P I Q) is
the Green's function for free space, ¢ (Q) is the total field on the surface,
VQ is the gradient operator which operates on points at the surface and n
is the unit r>rmal of the surface. For three dimensional problems the

Green's function takes the form

~iklB-Tl LR
G (PIQ) = €_ = € 1. 2
|8 - 7] R

-

where R is the vector from Q to P, The total field at P is the sum of

the incident and re-~radiated fields; this is

$(P) = $,(P) + O(P)
A .
=¢lev™ 4-];? gf[éiCPlQ) Vg PQ) .3
- Q) % G(PIR) |- ds
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When the observation point becomes a surface point, eq. ({I. 3} becomes
an integral equation with the unknown being the field on S . When the
field and its normal derivative on S are known, ¢r(P) is found using
eq. (I1.1).

The integral equation is greatly simplified if the surface is one
for which ¢ (Q) = 0 , or a free surface. For this case, eq. (II. 3) becomes
ke
e L b ffe\ (PIQ) Ty ¢@) R 4 S

where ?S denotes evaluation on 8. The unknown for this equation is

v qS (Q) and solution for this quantity completes the problem, for again

) (P) can be found using eq. (II.1). The solution for ¥V qf) (Q) can be
aCCOmpllshed using a Wiener-Hopf technique[ Morse and Feshbach, 19531,

but it is fl}:'St necessary to approximate the kernel. The approximation,

as in the case of the Rayleigh method, leads to a restiriction in the application
of the method to moderately smooth surfaces. Meecham shows for the two

dimensional case that the surface must be one for which
=
ksop< 1 [BTN ]
b Y

Lysanov, quoting work not available, obtains a different condition for the

same problem; he requires

o 1 DT(xyY) )
L [z_}(’-’(x,y)] << fkgcxy) > SO <<

Also, from the above, the method is not applicable to surfaces that are
not free.

The Method of Small Perturbations

The method of small perturbations is a technique by which an
approximation to the field on the mean surface is found and used in the
Helmholtz integral which now is an integration over this mean surface.
Miles[ 1954 has used this method in studying acoustic re~radiation and
Bass and Bocharov[ 1957) and Feinberg[ 1351] have applied it to the

electiromagnetic case.
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The approximate field on the mean surface is found by making a
transfer of the boundary conditions to the mean surface from the perturbed
suriace and then performing an iteration of solutions. The transfer of the
boundary conditions is accomplished by expanding the total field, ¢, in
a power series about the mean surface z = M = 0 with respect to z =‘§0<))/)
and then substituting this series into the boundary conditions on z =‘S’(Y.Y).
The series for ¢ is

P= ¢(zfo)‘+(5’¢5)§ -+ (93‘?5)3’ ‘..

92 'z=0

The solution for the total field is taken to be
&b = ?5(0) + (p(!) " ?5(5“)4... ]

where gb is O(S‘O) {this is the sum of g;bi and its specular reflection from

the mean surface), ¢ (1) is 0( S’ ), etc. In the iteration of solutions in

(1} (o) (2) in

the transferred boundary conditions ¢

)

, The success of this method depends upon the deviations from the

is found in terms of ¢
terms of ¢ - etc.

‘mean surface being small: Miles found that it was necessary to require

[koeog | << ,avx,y)’«, lagcx,y) | < |
- 9 % =

Therefore, this method is restricted to the same class of surfaces as the
Rayleigh method and the integral equation method (Lysanov's class of
surfaces is different, however} and there is, perhaps, nothing to recommend
one of these methods over the other. The essential difference between

the methods lies in the treatment of the boundary conditions., The Rayleigh
method uses the exact boundary conditions and an approximation is

required to obtain a solution, The integral equation method and the method
of small perturbations are techniques in which approximate fields on the

boundary are determined and then used in the Helmholiz integral.



14

II. B The Method of Physical Optics and the Consideration of Imperfect
Reflectivity

The re-radiation of waves incident upon a rough surface cannot be
determined by the Rayleigh method or by any of the other methods described
above when the surface irregularities are not small relative to a wavelength
(Lysanov's method is an exception). This restriction limited greatly the
scattering and reflection phenomena that could be describéd and predicted
until the development of a method by Brekhovskikh [19517] that allows the-
treatment of large-~scale roughness, This is the method of physical optics,
often called the Kirchhoff method because of the similarity to Kirchhoff's '
postulate in diffraction theory.

Because of its applicability to large-scale roughness,- the
Kirchhoff method has been used often in the solution of practical problems,
mostly in the area of electromagnetic scattering with many applications to
séattering from the moon. An early application was that of Isakovich {1952]
who was the first to apply the method to the scattering of acoustic and
electromagnetic waves from randomly rough surfaces, Brekhovskikh's
ireatment being restricted to regularly rough surfaces. Working in the
area of acoustics, Eckart [1953] used the method to describe scattering
from the surface of the sea. Davies[1954], in the first use of the method
to predict radar return from natural surfaces, obtained a rough description
of his own data on sea clutter[ Davies and McFarlane, 1946]. Several
important developments in the method were made by Hoffman([ 1955kl whose
results are used later in this chapter. Use of the method in predicting -
radar return from the earth was made by Hayre and Moore [19617). Applica-
tions to lunar scattering have been made by Hughes {19617, Hayre [19611],
Hagfors (1961, 19641, Daniels[ 1961, 19637, Pung[ 19641, Fung and
Moore [1964] and Beckmann[ 1964].

The method of physical optics is based on the assumption that the
incident field is "locally " reflected at a point on the irregular surface as
if an infinite plane were tangent to the surface at that point; thig is known
as the "Kirchhoiff Approximation. * Clearly, this fundamental assumption
does not restrict the method to roughness of any particular size relative to
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a wavelength; it does, however, restrict its use to surfaces which are
"locally flat" with respect toc a wavelength., Brekhovskikh's criterion for

applicability is

wHere R c is the radius of curvature of the surface at the point, 6 is the
local angle of incidence that (-'131 ) makes with the unit normgl n, and \
is the wavelength, If the material parameters are allowed to vary, a
restriction as to their variation must also be made.

There are several complications of a fundamental nature that arise
in the use of the Kirchhoif method. One of these is the occurrence of
multiple scattering, or secondary reflection., The method does not deny
the presence of multiple scattering but, at present, there is no way to.
take it into account. All earlier applications have neglected it and this
is done here. The other methods described above allow multiple scatter-
ing and tacitly account for it. The second complication is that of the
over-shadowing of one part of the surface by another and the consequent
reduction of the irradiated area, particularly at low grazing angles.
Beckmann{ 1964] and Bass and Fuks {19641 have recently investigated
this. In the work here, restriction is made to surfaces smooth enough
to allow overshadowing to be neglected.

The tetal field at a point on the irradiated surface is written as
the sum of the incident field evaluated at this point and the "local”

reflection of the incident field. This is
. . >
Q)= P+ L = ¢+e“'bé'ﬁ(t+r) 1. 4

where 1! is the "infinite plane " or Fresnel reflection coefficient[ Stratton,
194173, 1In general, for a wave incident in an ideal fluid upon a semi-infinite
solid surface, the reflection coefficient is [Ewing, Jardetsky, and Press,
1957]

T ed<t /(@) 4 {["9“/( @)= 2 v 4de l}
ed c“”/((g")a“@u ‘o {E—_&/(Ez)a-_ 2] 44 deJ}
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where the primes refer to the parameters of the solid and 6 is the local

.- angle of incidence defined above. The unit normal is

—r—‘h__:—-i Zx ——-T,Zy +ﬁ
\/l +2,?:+z§*

where Zx and Zy are the partial derivatives of z with respect to x and .

y, respectively, and z = f (x,y). Since ’S’ (x,vy) is a function of position
on the surface, n is also and, consequently, © and [ . Therefore,
the reflection coefficient is a random function of the random variable
and, through this functional relationship and that of eq. (II.4), the
total field on the surface becomes a random variable. This was first
pointed out by Brekhovskikh and lafcer by Aksenov[ 19587 and Kovalev
and Pozdnyak [19617.

When the total field on the surface is known, the re-radiated
field at P is given by the I—;elmholtz integral; using the three dimensional
Green's function. given earlier, this gives

&uP) = jf[e Ve ¢@) ~ @) V@%LEE}ﬁJS . 6

where ¢ (Q) is given by eq. (II.4). At this point, the analysis is usually
specialized to a perfectly reflecting surface; i.e., one for which ] I_’l =1,
However, this specialization can be avoided if the dependence of {7 upon

Zx and ZY is brought out and made use of by expanding [ in a Taylor series
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in ZX and Zy about the mean angle of incidence, «. For most surfaces
of interest, this is the angle between (—fl) and X . A similar ‘thing has
been done for the electromagnetic case by Kovalev and Pozdynyak{ 1961]
and Fung, Moore, and Parkins, [ 1965). The expansion is

D)= 0 + BiZx + BiyZy + 85,7

-+ BZLX}IZXZ)’ =+ BQP,Z;‘-g. ‘e . 7
where
By = 5’-‘3’) ) Q @af
* R2x /1 Zx=0 7 7 (Qz?, Zx=0 ) 2x= S)Z 2 O)etc.
Z.?/- Zy:O Z),_o

The coefficients in the expression are not necessarily snmall., This is
probably best seen by considering a surface rough in only one dimension.
In this cage the B's are approximately the slope and higher derivatives of
the curve of reflection coefficient against angle of incidence, which is,
in general, complicated [Ergin, 1952] . Using eq.'s {II. 4) and (I1.7) in
eq. (II. 6) and specializing to the far field where k>>% gives

P (P)= f f "Akg{ LAk, e“.’f"?qﬁ'* [s — L(ot) ~ Bix Zx ~ By Zy = s l

- q5+e_’€’—E‘?'ﬁ-'[i(an Zxx+ 53:)4,7-»/ e )-{'?(8?/27)/ + Bix ZX)/-!-'“)]

— (i)"'e"'i;?"r\[i + () + Bix 2y + Bl)’ Z/ 4o -] (.A'..to*ﬁ dS

11.8

where ]?O =_ka . The surface is now restricted to be an aperture of a

size small enough to permit the approximation
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— P . 4
—- R o By —-T.

Ag A Zgy o AR

yet large enough to have sufficient variation to define the random process

of the surface. Substitution of this approximation into eq. {iI. 8} gives

the result

pr(P) = qu+ I;: Eoff{(‘/‘:ﬁ:ﬁi)ﬁ ~ L) —Bix Iy ~ B:),ZP, - J
S

e [’;&(B;x‘zxx + B?/ny-l-.. .)—i-i(ayzka), + Bix Zx),-l- .o .)]

_E+HOL)+ Bix Zx + BVZ/+~ . J (Lto.ﬁ)}e-’; T

II.9

where X = E'o - El , and the variation of R is considered to be important
only in the exponential. Eq. (II.9) is the far field expression for the
re-radiated field which results from the use of the method of physical
.optics. -

The transition from physical optics to geometric optics, and to
some techniques of calculation{ Muhleman, 1964, is made by applying
the method of stationary.phase[ Wilf, 1962] to eq. {II.9). The integral

for ¢ (P) has a stationary point whenever the exponent
KR = Kux +K/7 + Kz z = Chox—kix)x +((<Q/y kt), Y+ (koz-kiz)z
is such that
kP _ 9K% _o
4

The condition for stationarity at a point is then
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9 5059) (koa~kiz) + (kox — ki) = 2 T0%y) Choz~kiz )+ Ckoy ~ ki) < ©
I X &7

or the two conditions

50y) (ko - kix) I5059) _ (koy - ki)
Ix (koz - ki2) ¥y (kez-kiz)

must be satisfied simultaneously at a point {x,v). Applying these conditions
to the expressions for i , eq. (II. 6), it is easily shown that the stationary
points are those points that have a normal with the property that

ﬁ ‘_&! = “ﬁ'-EQ

These are the points at which the fundamental laws of reflection are
satisfied relative to the observation point P . For example, in the

y=k kz+k

1y’ %o = 0) the conditions

specular direction (kox = klx . k

o] iz

for a stationary point lead to

JIT%Y)  ITxyY) -6
Jx - Sy

-or only those parts-of the surface which have tangents parallel to the

mean surface (taken to be z = 0) contribute and the reflection coefficient-

is that for the mean plane taken at the angle @ . For the backscatier case
®,
those regions which have normals oriented back towards the source make

= _?1)" the reilection coefficient is that for normal incidence and only
. a contribution to the return. ’
The method of stationary phase is not an exact one and the results

"obtained are only approximate. Wilf shows that the correction term to

-3/5 -1/2)_

the first approximation is 0(k } while the approximation itself is 0(k ;
therefore, a large value of k is needed for a good approximation. To

apply the method of physical optics it is only required that

410 R cos© 5> N

or

21 Re cos &> t
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which can be satisfied for small k as long as the radius of curvature is
large enough [Fung, Moore, and Parkins, 19 65] . Therefore, physical
optics cannot be supplanted by geometric optics except under certain
cirgumstances, and methods which do so must be carefully applied.

II. C The Average Power and its Separation into Scatter and Specular
Components

The field re-radiated from the rough surface, ¢ r is & complex
random variable which depends upon the random process =z =‘§(x, v).
The statistical description of the re-radiation is facilitated by a resolution
of ¢r into two component fields: the specular: or coherent, field and
the scatter, or incoherent, field [Twersky, 196313, [ Moore, 19571,
[Hayre, 1962]. The specular field is defined as

P> = Be’;’b .10

where the brackets denote the configuration average which is taken over
an ensemble of surfaces. The term coherent is appropriate since B

and b are determined experimentally in the same manner as for steady,
coherent fields. Using this definition of the specular field as a basis,

the scatter field ¢ s 1s defined as
¢r~=<¢r>+<{>s 5 $s= Derd: I1.11

where <¢ S> = 0. The intensities of the two component fields can be

shown to obey the relation
{bedfy = B¥+ D™

where the asterisk denotes the complex conjugate. The average far field

power density of the re-radiated field is given by

Te <Py = i‘ee <¢P¢f>_zo“_igo .12



21

S *
Zp Py = L Prdr > Zo de, 1. 12b

where ZO = K/ p which is real for the ideal fluid assumed here, In

terms of the specular and scatter intensities, this is
a B
<pd = i(e + D)2, I1.13

The expression for the far field power density is obtained by using
eq. (II.9) in eq. (II: 12b). This calculation is done under the restriction
that the surface is smooth enough to neglect the second degree terms
of the surface in the expression for q&r. Using the expression for the

differential area

d8= dxcfy = \fl +Zf‘+Zya'

"and the expression for n given earlier, the power density is, under this

restriction

p=2o( ;%%0)1 1 £ f SF ("2“‘*'){[@@ fox) + 060 oz~ )|
2B (ko) L e - o) o)
+Zy [@7 (boz.- kg ) +.L¢¢) ( k?, ~£<o\/)- ( kV“* k?)]}
{ [ (ko) (b

—+ Ly [Buﬁ- (ko.z-_-‘ﬁz.) + _C'*(&of)(hxn kox) = Ckix'+ kaxJ]
+ Z);' [8?; (((02_-— (<|2.) + f*(d)(kl}/-koy) — (k!}/-&-&o}/)]} C‘XC!}/C[X’C{)/’
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Using the coefficients defined in Appendix I, this is rewritten as
——
> LK (o
= Zo e™ ( ) a®uw aan Zy
e 1
47'20 A
S S

# w }

4 A5y sz_y/ + qaq:: Z_XIZ), -+ qH= Z)JZ)/} C‘K J JX"J}/
11.14

The average of p is a configuration average, to be done over
an ensemble of surfaces., The random height process, is assumed to be
ergodic and the mean is taken by averaging "along” the process. The
process is assumed to be a "single" one as opposed to a composite surface
made up of a sum of sub-processes as discussed by Isakovich[1952)and
Beckmann [19647]., The problem of averaging is further simplified here by
making the additional assumptions that the random height process is
stationary and Gaussian with the parameters being the standard deviation
of heights, ¢, the mean, and the autocorrelation coefficient, r . The
mean is taken to be zero with no loss in generality. The assumption of
a Gaussian height distribution is justified by the results of measurements
made on the experimental surfaces, as described in Chapter III. The
assumption of stationarity for ‘S’(x,y) is, perhaps, not wholly warranted
in almost any practical situation but it is necessary to make it here to
obtain tractable expressions for  p >

The average of p is carried out using the work of Hoffman [1955b] 3
the pertinent parts of which are detailed in Appendix I1I. Making use of the
assumptions of ergodicity and stationarity and the expressions in Appendix IT,

the average of the power density given by eq. (II.14) is

X+R sy +R
=% (L) IJI [ 344K o P I (arast las)

-2 -f xR y-R 2
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) # ¢ S PN -
tikpo®8r (aaz+dag) —azal @a& + Ko é?f) J

v S A
>
- Ay 2% Kfo““-(%f) J
v au~
) N
— @203+ d5aq) \._o"’“&-_a" + Kot arar ]
S AV

exp - [K;fcra-(l ~0) 4 4 (Kert + Ky) | bdan do-ddy

II.15

.where the change of variables
7/
sm=xX-x V=YY’

has been made and the aperture has been taken to be square with dimension
2.1, This expression is still general in so far as no explicit assumption has
been made regarding the autocorrelation coefficient r , except that it must
fall off quite rapidly relative to the dimensions of the aperture in order

that the random process,”g’ (x,v), be defined and the average determined

with high confidence. It must also, because of the stationarity assumption,
be a function only of u and v notof x and y; i.e., the correlation of
the heights does not depend upon absolute position within the aperture.

The resolution of the average power density inio scatter and specular
components is completed by determining the specular power density and
then using eq. (II.15) to find the scatter power density. From eq's, (II.10)
and (IT. 13), the specular power density, < p> sp” is

<P>5P: c:;—~ ‘ <P !&Zo I1.16

Making the same approximations on eq. {I1.9) that were used in obtaining
eq. (II.14) and using the results of Appendix IT, the average field is
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<¢r>__; *éﬁﬁL -(l(zcr’) f[@ 2 (Kxx H<P’)’) )/

417 Eq

Therefore, the specular power density is

___(Kz_CT )EL~

“le a®™ oK iy R
<P>Sp (4f20) lea’e Sltgxﬁfsm y .

for a square aperture of dimension 21. Davies{{1954]} has obtained a similar
expression.

The:z effect of the roughness, as described by the parameters ¢ and
r, upon the relative magnitudes of the specular and scatter power densitieg
is determined using eq. (II,17). The power re-radiated from a smooth
aperture is

-P f<P '{Ec A’ds

=0

where the integration takes place over the halfspace above the aperture

(in the far field), The specular power re~radiated when the surface is
rough is given by this same integral with ¢ # 0. The ratio of the latter to
the former is not greater than

exp {* (F59 os 6“?}

Therefore, as ¢ increases and the surface becomes rougher, a smaller
fraction of the incident power is specularly reflected and an increasingly
larger amount is scattered. When (91&.0“609 @’l)a”’ is about
five or greater, for most practicél purpos?és, there is total conversion to
scatter power. It is important to note that this conversion depends only
upon ¢ and notr.

Clearly, the occurrence of
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as the roughness increases denotes the total conversion to scatter.
power, At this point, the field is given by

Pr= < ey + De’

2 Detd

as described above, Beckmann [1963] has shown that the amplitude D
of the scatter field is Rayleigh distributed; i.e.

-~ DA
()= e M bz0
O bLo

where & denotes the probability density function, and the phase, d ,
is uniformly distributed from zero to 2¢ . The uniformity of the phase
distribution indicates that the scatter field (now the total fiel&) is given
completely by its intensity which can be found from eq. (I.15}.
The.-regolution of the total power density into components is
accomplished in a more straight-forward manner by operating directly
on eq. (II.15), although it is necessary to make use of eq. {1I.17). The
exponential in the integrand of eq, (II.15) is written using a power series
as

__KQO“Q“(I—"“) _K&O,a-oo 2 n
e - —e Z(KZG}P) 16, 18

nl

n=o

Similar expansions have been made but in a more specialized way by

Clarke[1963a] and[Fung ‘1964] . Using this expansion in eq, (I1.15),
the first term of the integral becomes

Ryt oo o
Zo( f[ (K [V ( ) 4 (K < )L{Cf\r‘c{)(d?
2 iy nl '
A %L y-R = 0 '

.19
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The zeroth term in this infinite series of integrals (after interchanging
summation and integration) is recognized from eq. (II.17) to be the specular
power density. The other terms in this summation beginning withn=1
and the remaining terms in the integral are scatter power.density terms.
The terms in eq. (I1.19) starting with n = 1 comprise what is often called
_the- "quasi-specular" term primarily, it seems, because it does not
involve the partial derivati\:Jes of the surface.

The expression for specular power density obtained from eq. (II.18)
does not contain the autocorrelation coefficient (because it is then=10
term); however, all other terms, the quasi-specular and the partial
derivative terms, do. Because of this, the integrand of the integral for
the scatter power density falls off as the distance from a point on the u,
v surface increases as long as the partial derivatives of the auto-
correlation coefficient and their products are approximately of the same
order as the autocorrelation coefficient itself. Assuming this is so, the
integration over u and v 1is therefore a summation of the contributions
made by the elements of the surface over which there is correlation of
surface heights. Because r is a function of u and v only, the inte-
gration over u and v is a function of x and v only through the
limits. This function, again because of the assumption of staticnarity,
is a constant function of x and y with variation only near the edge .
of the aperture. This variation constitutes only a small fraction of the
total because the aperture is assumed to be large relative to the decay
'of the autocorrelation coefficient. Therefore, the integration over x and
y is a linear superposition of the contributions from all parts of the sur-
face with the portions from the edges being small providing the aperture
is large relative to the variations of the surface. This is in contrast to
the integration for the specular power density from which it is seen that -
the re-radiation from the different regions of thgy surface must add in
phase to constitute a return. Also, it is this linear superposition of
powers from regions of the surface that marks the difference between
scéi;tering from surfaces that are fandomly rough and those which are

regularly rough.
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II. D The Average Differential Scattering Cross Section and its Calculation

When the conversion to scatter power is complete, the specular
field being essentially zero, the re-radiation is described completely by
giving the variation of its intensity or scatter power density as a function
of the angle of incidence and angles of observation. This variation is
given in a very meaningful way by introducin’g the average differential
scattering cross section [ Kerr, 19517 . This quantity is defined as the
average power scattered per unit solid angle, per unit incident power
density, per unit area of the mean scattering surface, and is usually denoted
by G5 This definition is motivated by the fact that power is scattered on
a per unit area basis for a sufficiently rough surface, as described above.
Clearly, the differential scattering cross section cannot describe the
re-radiation when both specular and scatter components are present; how-
ever, the definition can be applied to the scatter component only and a
reflection coefficient introduced for the specular component.

Assuming the specular component is negligible, the expression
for G4 is obtained by applying the definition to eq. (II.15). In making
this application it is necessary to make several approximations. These
are best made after eq. (II.15) is simplified through a series of partial

integrations. 'The first and second derivatives of the surface with respect

to u and v are written as 2
KS02 e = (K —+ ‘()U“)
Ka o i (Kan + Ky ) [@_L‘ e J

°r e = 9LEM

a3 Saq

_ (g_::)%i‘oﬁ,c Kxdr

K20 = (Kt K)/v')
}e
I S

1. 20a
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> a3 - K20 (Kay + Ky o-
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11, 20e

Substituting eq. 's (II. 20) into eq. (II.15) and performing the partial

1ntegrat10ns glves

SR gt

-4-8 x-4 !
. * ., KX

— LKy agar| ik [,E,l(z_(a,qgwt%%)“ﬁ( agag——me(qaquraan)}
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2 27~V b (Cen + Ky0) ||
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II. 21

In Appendix III it is shown that because of the assumption regarding the
decay of the auvtocorrelation coefficient and its derivatives made earlier,
the "integrated out™ terms are of the order of the specular term or lower
and hence negligible. The definition for O is now applied to eq. (1. 21}
by dividing by the incident power density, (q5+)2 Zo /2 , multiplying by -

Ro 2 , and taking the integrand of the integral over x and y ; this gives

a A '
-8 -& =
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II. 22

where the variation of the integral with x and ¥ is I{eglected and the
integration takes place over the aperture. .

This expression for o4 is put in a more tractable form if the region -
of integration can be made infinite, The difficulty in doing this is that
the specular component, while small and negligible, is not zero and will
contribute., The n=0 term of eg. {II.19) (the specular term) upon
integration over infinite limits will, in fact, yield a Dirac delta function
which is a misleading result. The problem can be resclved in two ways.
One of these is to use the expansion given by eq. {II.18) and then simply
neglect the n= 0 term when the region of integration i1s made infinite.
The other sclution is to approximate the autocorrelation coefiicient in
the exponent by the first several terms of a power series about u= v= 0;
a similar thing has been done by Daniels{ 1961, Hughes[ 1962 ]and
Fung (19647. The approximation is

-
Cz )= A, (%0 o A (mB+Ue) IT. 23

where Al and Az are greater than or equal to zero in order that [ r_( < 1
near the origin. Of the two possible courses, the latter is chosen to

avoid a series solution for o, - Substitution of eq. (II.23) into eq. {II.22)

gives
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II. 24

This approximation for o o is recognized to be the Fourier transform
(within a constant, depending upon definition) of the integrand with respect
to K and K

The solutlon for S5 is completed when a choice is made for the
autocorrelation coeff101ent, the A's evaluated, and the integration of
eq. (II.24) carried out. There are a rather large number of possible
autocorrelation coefficients from which to choose that have been succesgs-
ful in describing stationary rough surfaces [Hayre, 1962] . The choice
is limited, however, to functions which can be closely fit at the .origin,
u=v =20, by a small number of terms and that are of such a naturé that-
the resulting approximation can be integrated analytically. The integration
of eq. (II.29) can be done analytically only when A, of A, is zero, The
functions which give this tractability and at the same time are successful

in the description of rough surfaces are the Gaussian function

& > '
- e
'“QXP{ "'_L“a.“"} II. 25

where A, = 0 and A, = 1/L2 and the exponential function

2y 12\ Y
r= QXP{ = Hf ;L} . 26

where Az = 0 and Al = 1/L. The quantity L-is commonly called the
"correlation distance. " Clearly, any other function which has a linear
or a parabolic behavior near the origin vields a result under the
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approximation given by eq. (II.23) which cannot be distinguished from

that obtained using the exponential or the Gaussian functions, respectively.
The calculation of Cq for the approximation to the Gaussian

function is made by substltutmg Al = 0 and Az = 1/L into eq. {II. 24)

and then integrating using the tables of Bierens de‘Haan [1939] . The
result is
o A4, Kx (AyQ4 + C‘\laa_.> K)/(C(:Q:}'*‘qia:i)
0= o, = T T2
Ko, K07 o Ki o/ >~

e *
+ K;?aa.q& KZ Az * + kay (Ofgqs + 90z ) }

K- o2 o K cr?"‘/L KF 0% o

K+ Ky~
(% Kz_cr/{__)a“

2xp
IS

if. 28

The terms are érranged in the following order: the quasi-specular or

zero degree term is first, the second and third terms are of the first degree
arising from the first derivatives of the autocorrelation coefficient, and
the remaining terms are of the second degree,

The relative importance of the terms of eq. (II.28) and the behavior
of the important exponential factor are determined primarily by the magnitude
of the quantity Z(U/L} and the manner in Wthh K Y' and KZ appear,
as well as their variation. The quantity Z(U/L} is the variance of

surface slopes as they would be measured or a profile made along any cut
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of the surface as discussed in Section III D. As the surface becomes
smoother and the slopes smaller the variance of the slopes decreases,

This results in the exponential factor decreasing more rapidly as the

i

angle of observation is changed from the specular direction, where Kx
KY = 0 and the exponential is unity. Since all terms except the quasi-
specular term have either Kx or Ky or both as a factor and are therefore

zero in the specular direction, the guasi-specular term is the dominant

one and it takes on the maximum value for o, because of the behavior of
the exponential, As the angle of observation moves away from the specular
direction, the other terms increase in size and.diminish the .quasi-specular
term in importance. This is so because, roughly, the numerators of

these terms are increasing and the denominators decreasing as the angle
moves from the specular direction and decreases from the vertical.

Finally, as the grazing angle is approached away from the specular
direction, it is the second degree terms which dominate. This is so to

the extent that Kz does not decrease to the point that KZZGZ is s0 small
that the approximation upon which the result is based is invalidated,

The effect of the reflectivity of the surface at any observation
point is determined by the relative size of the terms of eq. (II.28). The
constant 51.1:Z of the quasi-specular term involves only the value of the
reflection coefficient evaluated at the angle of incidence measured with
regspect to the mean normal K. The constants of all other terms are
determined in part by the rate of variation of the reflection coefficient
with angle of incidence. This means that the power scattered in the
specular direction is diminished by a factor determined only by the
reflection coefficient, and the magnitude of the reflection coefficient can
be measured in a quite straight-forward manner. As the observation point
moves away from the specular direction, the other terms increase in
importance and the reflection coefficient, of itself is no longer the
determining factor,

It is interesting as well as imporltant to compare the result for
the Gaussian correlation function obtained through partial integraiion to
that result obtained through a direct integration of eq. (I . 20) after the

approximation of eq. (II.23) is made. Making this approximation, and
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then substituting Al = 0, Az = 1/]'_.2 , and eq. (II.25) into the approximated
integral and performing the integration gives the result (a- straight-forward
but tedious process)
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Examination of eq. (II.29) shows that as the phase modulation, KZ G,
increases and becomes large with respect to unity this result tends toward
eq. (11.28). This is as expected because for the "integrated out" term

to be negligible it was necessary to require exp (~KZ20' 2) to become small.
It is recalled that this is also a necesgsary condition for the calculation of
the scattering cross section.

The calculation of ¢ o for the approximation to the exponential
correlation function proceeds similarly to that for the Gaussian function.
Substitution of Az = 0 and Al = 1/L into eq. (II.24) and the integrating
using the tables of Bierens de Haan [1939) gives

G= 4 al— % (cf;aaj ¥ 67.7:_,) — % (GTQ;, +Q,Cﬁ)

+ KX qaqa_ —+ EZ C{,aa.(_?, + {__-X (a&aﬁ’{' a:;a,g)}

KS-o2/

8w &K_g__':g‘a')al KZ + Ky"“]}/g*“

11, 30

where the arrangement of the terms is like that of eq. ({II.28).
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The behavior here igs similar to that obtained using the Gaussian
function in that the quasi-specular term dominates in the specular direction
and then diminishes in importance at side and backscatter with the
attendant effects due to the reflectivity of the surface. The quantity
which determines the rapidity with which Cq falls off as the angle of
observation changes from the specular direction is not the variance of
slopes but is instead.

>

This, perhaps, can be considered to be indicative of the roughness.in
iwo ways: one of these is through the “slope” ¢/L , and the other is
through the phase modulation chr .

A very tangible difference between the two results, eq.'s (I1. 28)
and (II. 30}, is in the behavior in the specular direction. The Gaussian
result has no variation other than that due to the change in réﬂection
coefficient with angle of incidence and for a perfectly reflecting surface
would be a constant. This conirasts sharply with the result obtained
using the approximation to the exponential function which has the variation
of the reflection coefficient superposed on the R for a perfectly reflecting

surfaces which increases with decreasing grazing angle.
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CHAPTER III

THE MEASUREMENT OF THE SCATTERING
CROSS SECTION AND COMPARISON WITH THEORY

ITI. A Historical Development of Measurement Techniques

The re~radiation of waves incident upon statistically.rough surfaces
is a problem that can be treated analytically in only a few cases. This
is true principally for two reasons: Firstly, the present methods of
analysis are applicable generally only when the wavelength is very large
or very small relative to the size of the irregularities, as discussed
earlier. Secondly, most of the naturally occurring surfaces are so complex
that for many applications they defy analytical description, as discussed
in Section III D. Because of these theoretical difficulties and the urgent
need for answers to pressing practical problems, many past and present
experimental programs have been undertaken. The vast majority of these
programs, past and present, are to determine the characteristics of
backscattered radar signals from a variety of rough surfaces. Despite
this preponderance of radar béckscattering experiments, there are few
if any forms of scattering that have not received some strong experimental
effort.

A period of much progress, both in terms of results and measurements
techniques developed, began during World War II with a geries of experir
ments performed to determine the radar backscattering characteristics of
the sea. The ini‘tial experiments of this series were done by the Radiation
Laboratory of the Massachusetts Institute of Technology [ Kerr, 19511 [Clapp,
1946] [Cowan, 19467 and the Telecommunications Establishment of the
United Kingdom [MacLusky and Davies, 1945) [ Davies and McFarlane,
1946:! . Later measurements over the sea were made by Wiltse, Shlesinger,
and Johnson[1957]), Macdonald {1956] and Campbell [1858, 1959 . Grant
and Yaplee [1957] have investigated backscattering from the surface of a
river. Experimental programs now in progress are being conducted jointly
by the Naval Research Laboratory and the Applied Pﬁysics Laboratory of
the Johns Hopkinsg University.



39

Following closely after the initial sea clutter experiments were
the heginnings of large scale experiments o investigate the radar back-
scattering from the generally more complicated terrestrial, lunar, and
planetary surfaces. The terrestrial measurement programs have bsen
largely devoted to obtaining data from a wide variety of naturally occuring
surfaces. Programs were established early by the Radiation Laboratory
fglapp, 1946] , the Sandia Corporation [Edison, Moore, and Warner, 196@ P
the Goodyear Aircraft Corporation E{eitz, 1958_]' , the Ohio State University
[Cosgriff, Peake, and Taylor, 195'2! , the General Precigion Laboratory
[Campbell, 1958, 195§| and the Philco Corporation (no reference available).
Later programs were established by the Ryan Aircraft Company, the U. S.
Army, and more recently by the University of Kansas. Radar investigations
of the moon have been made with high frequency since the end of World
War II, The earliest lunar explorations were made by an organization in
Hungary ﬂSay, 1946] and the U. S. Army E\Eoffensen, 1946:[ ﬂi)ewitt and
Stodoela, 1949] . Since these, investigations have been made by groups
in Australia [I{err, Shain, and Higgins, 194§| ﬁ(err and Shain, 1QSI| .
the United Kingdom [Browne et al., 1956] {Evans, 1957] [Evans et al.,
1959] [Hey and Hughes, 1959] [Hughes, 1960] , and in this country at
the Lincoln Laboratory of the Massachusetts Institute of Technology
[:Pettengill, 1960__| :rj?.vans and Pettengill, 196?}] , the U. 8. Naval Regearch
Laboratory [Trexler, 1958£| [Yaplee et al., 1958, 1959__] , University of

Texas in conjunctiion with the Roval Radar Establishment [Straiton and -

Tolbert, 196@ , and the Jet Propulsion Laboratory. Radar contact with
Venus has been made by the Lincoln Laboratory [Price et al., 1959] and
the beginnings of an exploration program carried out by the Jet Propulsion
Laboratory [Victor et al., 1961] .

Although most radar experimenis have been restricted to the back-
scattering mode for reasons of practical application or because of necessity
(lunar and planetary experiments), a number of investigations of the forward
re-radiation mode (reflection and scgtter) have been directed toward the
solution of radio communication problems. A much smaller number have
attacked the general problem of obtaining a complete description of the
re-radiation from rough surfaces by making omnidirectional measurements
of reflection and scatter. The problem of radio communication over a

rough earth is an old one that has received much attention, both theoretical
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and experimental, since before World War. II. A discussion of the experi-
mental techniques and results is contained in the book by Beckmann and
Spizzichino[19637]. The general problem of radar scatter and reflection
in all directions is one that has been dealt with experimentally only
recently. Early experiments were done in the United Kingdom by Manton
(19587 who made measurements of radar signals re-~radiated from rippled
water in a laboratory tank. Experiments carried out over a variety of
surfaces have been made and are continuing to be made in a program at
the Ohio State University[ Taylor, 1964].

Paralleling somewhat the progress made in radar measurement
programs has been the progress made in various programs undertaken,
mostly by the U.S. Navy, to investigate by acoustical means the natural
surfaces which are the boundaries of the ocean. These programs have not
been nearly as numercus nor as ambitious as the analogous radar programs,
although often the needs of the two sets of programs have been similar as
are the measurement techniques themselves. Much of the work done has
been directed toward determining the characteristics of the backscatter,
or reverberation, from the ocean bottom at sonar fréquencies (100 to
40,000 cps). Early work which took the form of backscattering from
harbor bottoms was done by the Naval Research Laboratoryf Urick, 1953].
Later work has been done by jones et al.[ 1963], Mackenzie [1961] and
McKinney and Anderson (19631 . Of these, the latter two have obtained a
catalog of returns from a variety of bottoms. Nolle et al.[ 19631 have
performed experiments under laboratory condition with sands of known density
as the re~radiating bottoms. A smaller number of experiments have been
made on the surface of the ocean. Urick and Hoover{ 19567 obtained
backscattering data as a function of wind velocity and Mellen {19641
and Lieberman [1963] have performed measurements on doppler-shifted
backscattered signals to investigate the spectral density of the wave motion.
Additional data have come as a by-product of the acoustical simulation of
radar return. The simulation program at the Universily of New Mexico
{Edison, 1961] has given much information on the statistics of the signals
backscattered from rough surfaces and also on the return from a variety

of surfaces by way of determining materials suitable for modeling.
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III. B The Technigque of Measurement

An experimental investigation of the re~radiation of waves, acoustic
or electromagnetic, incident upon rough surfaces requires,in general, the
description of both the reflection and scatter components of the re-radiated
field. This is done through a deter;nination of the reflection coefficient
and the average differential scattering cross section for all angles of
incidence and observation as a function of the frequency of the incident
radiation. For the case of electromagnetic waves, the polarization of
the incident and re-radiated fields must also be considered, as discussed
subsequently. The case considered here is that of re-radiation from a
surface sufficiently rough at the frequency used that the amount of energy
reflected is negligible. Therefore, it is sufficient to determine only the
scattering cross section. This is done as a function of the angles of
incidence and observation (;see figure III. 1) through performance of experi-
ments based upon the equation derived from the definition of the average
differential scattering cross section. This equation, which is commonly
called the radar equation, or, depending upon application, the sonar
equation, is for the general case of bi-static scattering considered here

CPio, 1, 40> = f f B i () OB?ELG‘“(’\P‘“) dA II1. 1
o .

A 4

where: < P((j;o, ) 1 ) 2)) is the average of the received power obtained
over an ensemble of surfaces,

P is the transmitted power,

lT\

GT (\IIT) is the gain function of the transmitting antenna (or
. transducer) which is assumed to be circularly symmetric

and a function of \IrT only.

G, (\Irr) is the gain function of the receiving antenna, also

assumed to be circularly symmetric.

» is the wavelength of the radiation,

S is the mean surface upon which the radiation is incident,
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" . The integrand of eq. {III, 1) is written in the following order:
the first term is the incident power density, the second term is the
scattering c¢ross section, and the third term is the receiving antenna
aperture divided by the square of the distance, which is the solid angle
subtended by the receiving aperture. The incident power density is that
of the spherical wave front at the surface as modified by the gain function
of the transmitting antenna. It is recalled that the scattering cross section
is defined on the basis of a plane incident wave front, primarily for
mathematical simplicity. As long as the region over which there is
correlation of surface heights is small ‘enough so that the spherical wave
front is approximately plane the difference is negligible.

It is perhaps a misnomer to call eq. ({II.1) the radar equation
because the véctor nature of the electromagnetic scattering process is
not evident in this equation. However, this phraseology has been used
often in the past, and it has only been fairly recently that vector scatter-
ing has received much attention [The Chio State University, 1963]. The
vector nature of the scattering is brought out by introducing separate scatter-
ing cross sections for thé description of the fields scattered in and normal
to the plane of incidence for each of the two orthogonal polarization com-
ponents. Clearly, there is no difficulty encountered in calling egq. (III. 1) the
sonar equation because of the scalar nature of the acoustic scattering process.
Bi-static measurements of the differential sdattering cross section

can be made for both acoustic and electromagnetic waves through the use
of a transmitting or receiving antenna (can be both) that has a beam width
(between half power points) only several degrees wide. This enables the
approximation to be made that the scattering cross section is constant
over the area defined by the intersection of the cones of the antenna
patterns and the mean gurface 8 , which can be called the "effective
illuminated area. " For the bi~static measurement considered here there
is no time variation of the amplitude of the incident radiation over the
effective illuminated area and the steady state is assumed to exist. Thig
is shown in eq. (III.1) by treating Pp as a constant. This existence of
the steady state in pulsed radar or sonar work is referred to as “beam
width limitation., " This is to be contrasted with "pulse width limitation"

in which the area defined on the ground by the antenna gain functions is
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not completely illuminated at any instant of time due to the shortness

of the physical extent of the radar of sonar pulse [Moore and Williams,
1957) .

Making the restriction of high directivity, eq. {III.1) becomes

ooy b, 0> = 06 (4,1, 60) [ [ G () D G dA

(4m)* 2 g
1.2

It is convenient to normalize the average received power with respect to

the power received upon direct transmission of the power ‘P'I" This
power is

_ P GO0 G Lot
© (4—‘1? ©n )&'

III. 3

where r_ is the distance of separation between the transmitting and

receiving antennas and Gy (0) and Gr_r {0) are the gains of these antennas,
respectively. Dividing eq. (III. 2) by the normalizing power, P

n ¢ gives
<Pﬂ<‘b01‘bu¢a)>d§£ <P(¢o)¢,]q‘);}>
)
= %C¢0)¢JJ 63) rﬁ;‘f ﬁT(wT)ﬁr(APr) JA
g
111, 4

where gT(\I;I.) and gr(llrr) are the normalized gain functions of the antennas
and have a maximum value of unity. The integration accounts for the so-
called "aperture eifect” which is the processing of the scaétered signals

by the gain functions of the antennas.
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The determination of o4 for a set of angles (q‘)o P ] ¢ ) is
then a measurement of the average, normalized power and an evaluation
of the aperture effect at this set of angles. The aperture effect evaluation.
is a straight-forward calculation which is given in Appendix IV. The
measurement of the average, normalized power is not so straighi-forward
and it is necessary to carefully design the experiment so that an accurate
measurement results. It is critically i?mportant that the effective area
illuminated be large enough to permit the surface to have a sufficient
number of variations to define the random process. Clarke[lQGSa] has
shown that the dimensions of this area should be at least ten times the
correlation distance of the random process of the surface., Therefore,
it is necessary as the beam width of either the transmitting or receiving
antenna is decreased to improve the approximation of eq. (III.2) to
move the antenna back from the mean surface thereby increasing the
area of the intersection between the mean surface and the cones defined
by the half power points of the beams.

1I1i. C The Description of the Experimental Facility and the Conduct
of the Experiment

The aim of the experimental investigation is to obtain data with
which the theoretical resulis of Chapter II can be compared. The experiments
consist of the measurement of the average differential scattering cross
section of surfaces with known statistical properties and surface parameters.
A complete set of measurements to achieve this goal would be the deter-
mination of o, for all values of the set of angles (¢0 . d’l . B 2) as a
- function of wavelength for a wide range of statistical parameters and
surface properties. This, of course, is very ambitious and a compromise
was reached which was designed to bring out features of omnidirectional
scattering con‘sidered to be most important and at the same time provide
experimental resulis that could be considered prediclable fromwm the assump-
tions of the theory of Chapter II. It was decided te set aside the important
guestion of frequency dependence and measure at a single frequency the
4 of two surfaces that are smooth enough at this frequency to be called

locally flat. The surfaces were chosen to be highly reflecting, different
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in their statistical properties, and, at the frequency used, sufficiently
rough so that reflection is negligible. The description of the surfaces
and the measurement of their properties are given in Section III D. The
series of angles at which Ty is measured is a compromise between
complete description and undue work,

The measurement of ¢ as discussed earlier, requires the

measurement of the average 0? the received power over an ensemble of
surfaces and the measurement of the antenna gain functions of the
fransducers for the evaluation of the aperture effect. These measurements
were performed at the acoustic facility of the Remote Sensing Laboratory
of the Center for Research, Inc. This facility consists of a system of
two water tanks (one serving as a reservoir) with the associated pumping
system; a mechanical system for positioning transducers and providing
motion of the rough surface targets; and an electronic system for the
generation, reception and processing of ulirasonic signals. The
arrangement of the equipment about the tanks is shown in figure II1, 3
and the tanks themselves in figure III. 2,

The mechanical system shown schematically with laboratory
parameters in figure IIl.4 and photographically in figures II1,.5 and II11. 6
is really two independent systems. One of these is the equipment used
to align and position the transducers in the tank. The operation of this
equipment is cr@lly important as the receiving and transmitting
transducers must be "looking" at the same area of the mean surface of
the target for all relative angular positions to make the evaluation of
aperture effect practically possible. The other system is the rotary table
that is used to rotate the target through the intersecting beams of the
transducers thereby providing the ensemble of surfaces necessary for
the calculation of the average of the received power. The axes of
rotation of the transducer positioning system and the rotary table are
offset as shown so that the illuminated area of the target changes as the
table rotates,

The electronic system shown in block diagram form with the labora-
tory parameters in figure III, 7 and photogréphically in figure I11.8 is
composed of three sub-systems: the transmitting sub-system, the



The Acoustic Tanks of the Remote Sensing Laboratory
Figure III, 2

The Acoustic Tanks and Peripheral Equipment
Figure III,3
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receiving sub-system, and the data processing sub-system. The operation
of each of these sub-systems in conjunction with the others is discussed
in turn below,

The transmitting sub-system consists of a pulse modulated sine
wave power oscillator and the transducer which it drives. It is necessary
to use a pulsed system instead of the simpler continuous wave system
because the tank is not "dark." The unwanted reflections from the walls
of the tank and the surface of the water are gated out upon reception.

These reflections, or reverberations, manifest themselves as a type of
noise after several bounces; however, this was not a problem here because
of the high signal level. The pulse width (PW) of the modulating pulse
was chosen to provide the beam width limitation necessary to the measure-
ment technique. The width of 600 microseconds gave a discernible

steady state condition for the extreme case when the depression angle

was d’l = 70° . The pulse repetition frequency (PRF) of the modulating
pulse was chosen to produce a time series of statistically independent
received pulses. This was a choice made relative to the choice of

angular velocity of the target which was the low value of 3 rpm to minimize
turbulence of the water. For this value of 3 rpm the PRF of 5 cps was
sufficiently low to produce independent data points for the two targets
used in the experiment.

The source of acoustic energy was a piezoelectric crystal transducer
of the piston type, shown in figure III. 9. The transducers used were supplied
by the Branson Instruments Company and have a nominal diameter of 7/8
inches. The antenna patterns of the transducers used (several transducer
failures occurred) were measured and each was found to have the same
pattern (shown in figure III. 10) within the limits of experimental error. Also,
the mechanical and acoustical axes of each transducer were the same.

The antenna pattern predicted by theory for a piston transducer is [Morse,
1948]

2 T,(kasine)

kasin&e




50

Rotary Table and Drive Mechanism

Figure III. 6
P et AR RIS e AR (S i e s
Pulse Power | 1!
Generator Oscillator /| |
PW = 600us “| frequency = lmc R } :
PRF = 5cps Vp-p = 200 VOhj LY &5
I l\‘ S
I
Transmitting Sub-system { r
L el et B b ) B v Sk e T R |
|
|
|
i 3\
| :
Data i O
Proczssing v !
‘ ]
Sub-system | Tektronix
| 535A
|
| .
| Receiving
| Sub-system

-~ — o e e—— e e

Block Diagram of the Electronic System
Figure III.7

i.v_,.___...._. s T o s s (RSP |




51

Principle Components of the Electronic System
Figure III. 8

Piston Transducers
Figure III, 9
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power averaged over the ensemble of surfaces generated by the rotating
target as each pulsg i__g the time series is energy which has been scattex‘"ed
frorp a part of the rough surface sensibly differeﬁt from the remainder.

The calculation of 1the average of the time series of RF signals in
this way is achieved through a conversion of the series to & continuous
waveform from which the time average of the power is obtained. The
series of signals and the waveform to which they are converted are shown
in figure III. 12 {note the effect of beam width llmltatlon)

The conversion process begins by detecting the RF signal and then .
sampling each detected pulse during its steady state portion, thereby
determining the voltage samples from which the average power is computed.
The time of sampling is determined by the arrival of a gate pulse generated
in the oscilloscope to intensify the screen during the chosen portion of the-
wa~veform. The portion chosen here is from that part of the signal wﬁich is in
the s.teady state. The series of voltage samples is converted to a series of
dc voltage levels with each voltage level being equal to that of the
corresponding sample from which it is derived:; This series of dc levels
is then made the input to the analogue computer which computes the time

average power of the waveform

l*r‘l

L (yad
- Tjoxﬁ*t

which is equivalent to computing the arithmetic average of the power of
each of the voltage .samples of dc levels.

The practical application of this scheme of calculation was made
difficult by the fact that the data was taken at a point physically removed
from the analogue compﬁter by approximately one mile. This separation
made it necessary to telemeter.the series of dc voltage levels to the
analogue computer and then telemeter back the resulting answer. The
information was sent over the telephone lines by means of a telemetry
system designed for the general transmission of analogue data.

The calculation of the average power was done on a relative basis
as the system was normalized with respect to a calibration power level.
This calibration power was the power received by the receiving transducer

upon transmission of a given power level by the transmitting transducer
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one meter away. The procedure used in taking data was to read all
calculations of average power from fading (scattered) signals relative

to the average power obtained with the ncn-fading, calibrating received
signal as the input. By following this procedure, the gains of the
transducers and the transmitted power level were eliminated from the
calkculation of Ty and eq. {II.4) was usc—;d directly with r, = 1 because
it is <Pn(qso, ¢1: 6o )> that was measured.

The measurement of the average received power is clearly a
complicated process and therefore one in which the likelihood of experi-
mental error is high. The error occwring in the measurement process can
be put into two independent categories: those generated by the electronic
system and those which have their origin in the mechanical system. The
experimental error due to the electronic system is believed to be negligible
because of the many precautionary measures that were taken. Before
and after each measurement run the receiving and data processing equip-
ment were calibrated on the power level of the power oscillator which
was monitored throughout the experiment. If any change in calibration
occurred, the data was discarded. The accuracy of the data processing
equipment was checked several times by recording the fading signal on
film and performing a manual calculation of the average power from which
to make a comparison check. In each instance the agreement was good.
The greatest source of experimental error is believed to be the mechanical
system, and this was due to transducer pointing error. It is necessary
that the transducers "look" at the same area on the mean surface (for
the way aperture effect is evaluated) and this requirement is difficult to
fulfill because of the small beamwidths, The transducer mounts were
optically aligned, and the alignment was checked before and after each
measurement run. The post-experiment alignment was frequently found-
to be poor with always some minor deviation which had an eifect which
is difficult to evaluate.

To insure the quality of the experimental data, runs were repeated
until agreement within a db between two runs was obtained. It was,
however, not possible to do this for the data on which the results of figures
III. 23 and III. 25 of Section III E are based because the experimental
surface became badly cracked and unusable. These results are, therefore,
possibly in error. Other results for this surface shown in figure III, 21

are, however, based on repeated data and presumably good.



57

III. D Description of the Rough Surfaces

The characteristics of the re-radiation of waves from surfaces is
determined, in general, by the properties of two random processes. These
processes are the variation of surface heights and the variation of material
parameters, For most surfaces, natural and artificial, these processes
are of such complexity they can be described in only a very approximate
way if at all. The problem of description is complicated by the lack of
statistical independence between these two processes and their non-
stationarity in space. A further complication is infroduced by the possibility
of a variation in time. Consider, for example, the problem of describing
farmland on a large scale., Here the lack of statistical independence is
shown by the fact that vegetation growing in valleys differs from that on
the crowns of hills, The non-stationarity of both processes in space is
evident from the variety of farm crops with different surface textures and
material properties and the variation in time is caused by the changing
weather conditions. Because little.is known about the nature of spatial
non-stationarities, the effects of the weathér, and the dependence of
vegetation growth upon surface structure, it would not be possible 1o
obtain a description of the terrain even if there were a way to treat the
statistical features of vegetation.

There are, however, naturéll surfaces that are more amenable to-
mathematical description. The surface of the ocean has received much
attention [ Pierson, 1960] and progress has been made to the point that a
prediction of radar return is now possible which takes into account, to a
degree, the statistical features of the ocean's surface*., This case is
much less difficult because of the simpler structure of the surface and
also because the material variation is caused, primarily, by foam on the
surface which is probably negligible for many problems. However, the
spatial non-stationarity and the variation in time exist, and these are
the phenomena which are of great interest to oceanographers, Therefore,
even in the simpler cases, there is great difficully in obtaining a description

of the surface which has some degree of completeness.

* Work now in progress at the Remote Sensing Laboratory of the
Center for Research, Inc.
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The surfaces used in the experiments were chosen not to have
the general complexity of a surface generated by two random processes
and the materizal variation was eliminated by using homogeneous materials.
The goal was io construct stationary surfaces of roughnesses that could
be described mathematically and also be smooth enough so that, at the
frequency used, the locally flat approximation would be valid. To an
acceptable degree, this was achieved, ‘

Two surfaces of different roughnesses and different reflectivities
were constructed. One of these was made by striking mild steel sheet
{of the kind used to repair automobile bodies) randomly with the ball {of
approximately 3/4 inches) of a ball pean hammer and then gluing this to
an aluminum sheet using a dense paste to eliminate air-pockets. The
other surface was made by flowing grout over a sand surface which had
been smoothed by coating it heavily with fiberglass. The sand surface
was made by gluing sand particles to an aluminum sheet. The presence
of the sand destroys, to a degree, the homogeneity of the surface
material, The reflectivities of the surfaces were not measured, and
because the targets were not infinitely deep, the reflectivities near
normal incidence are difficult to predict. In fact, because of the type
construction used in making the targets, the problem is not unlike the
layered media problem with the surface layer being rough.

The differences in the materials used to make the targets appear
as differences in the critical angles for the two surfaces. The critical
angle is the angle beyond which all energy is reflected and none refracted.
At this angle the quantity

e:\/ .Kl\c’, — |
swnée

in eq. (II.5) becomes zero and with a further increase in © becomes imaginary

causing [ _[?" to become unity. Estimates of the critical angles for the

two surfaces.were made by estimating the value of the phase velocities of
the shear waves, vp. '/p ', in the materials by using representative values
of the phase velocities of the longitudinal waves, v (1) +2p ' , and
assuming the Poisson relation, p'= (A ')' , to hold. P' The representative
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values for the phase velocities of the longitudinal waves were taken from
the Handbook of Physics and Chemistry [1960-19611 and are 5000

meters per second for steel and 4000 meters per second for the rock-

like grout. Using a phase velocity of 1500 meters per second for

water, the critical angles are ec = 30° (measured from the vertical) for
the steel and Gc = 40° for the grout.

The properties of the surface roughnesses of the two targets were
investigated by making estimates of the probability distribution function
of surface heights, the autocorrelation function of surface heights as a
function of lateral distance, and the stationarity of the processes, These
estimates were computed from series of sampled height measurements
that were taken along profiles of each target., The measurements were
made using a depth gauge mounted on a machined surface and driven by
a lead screw mechanism which allowed the samgling interval to be

varied. This apparatus is shown mounted over a target surface in figure
111,13,

Apparatus for Making a Profile of a Rough Surface
Figure III, 13



The sampled height measurements were made along several

profiles of each target. The profiles were separated a distance sufficient
(several correlation distances) to insure independence of the data points
of separate measurement runs. The probability distribution function and
autocorrelation function were computed for each of these runs as well as
the mean, m, and standard derivation of heights, ¢. Similarity of the
computed results from different parts of the same surface then gives an
indication of the stationarity of the process over the surface. A serious
difficulty encountered in making an estimate of the stationarity and the
other functions as well was caused by the presence of large scale irregular-
ities created in the construction of the targets. These irregularities, which
created what are called "regional slopes, " were of a lateral extent large
relative to the variations of the surface and had the effect of causing the
deformation of the mean plane into some other unknown surface. The
"regional slopes" were not great enough to cause serious error in the
measurement of the scattering cross section but did prevent, for some
discarded profiles, an accurate determination of the small scale structure
superposed on them.

The estimate of the correlation function was calculated using the

statistical estimator (the overbar indicates sample function)

N-R
N_-_-L:Q_ Z(hg)—’vﬁ)(h&x-m)

A= |

l ! i
L D (hi-m
A

height in the series of N points,

F{iox)=

L. 5

where: hi is the ith

1 is the lag.

A x is the sampling interval.

N
i s —1112 h,  is the sample mean.
i=1
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The denominator of eq. (III.5) is the sample variance, o 2, or the square
of the sample standard deviation. The maximum lag used in the calculation
of r , as recommended by Blackman and Tukey [1958] , was N/10 where
N was made sufficiently large for the particular sampling interval used
to adequately define r . The criterion for the selection of the sampling
interval, according to the sampling theorem [Bendat, 1958], is that it
must not exceed half the period of the highest frequency present in the
record of the profile. For the surfaces used in the experiment, the valué
of Ax= 0.01 inches amply satisfied this criterion. The number of points
taken in the measurement of both surfaces was 1000 which corresponds to
a record length of ten inches. This provided a maximum lag of one inch
which is sufficient to adequately define the falls of the sample autocorrelation
coefficients. The one exception to this was a measurement made over the
steel surface with a lag of 0.1 inches and a record length of 17 inches.
This measurement was made to investigate the behavior of the autocorrelation
coefficient at longer lag distances. The sample autocorrelation coefficients
computed (by machine calculation) are shown together with the sample
variances for each of the surfaces in figures III. 14 and III. 15,

The behaviors of the sample autocorrelation coefficients indicate
by the smooth falls and following rises that the surfaces are gently
undulating and, to a degree, periodic. The rises could not be thoroughly
investigated in the case of the steel surface because of the regional
slopes difficulty., The periodicity is evidence of the artificiality of the
surfaces as the estimated period of the low frequency components was
approximately the spacing between the surface variations. This estimate
was very gross for the steel target but easily made for the grout surface.
The presence of the periodicity indicates that the sample autocorrelation
coefficients are probably not well described by any simple function[ Pierson,
1960) . However, since this low frequency behavior is dominated strongly
by the falls of the autocorrelation coefficients from the origin it is this
region of the curves near the origin that was investigated. It was found
that near the origin the sample autocorrelation coefficients are closely

approximated by the function 3,
5t PN &
rzexp-(2)4

although this is not shown in the figures. However, away from the origin,
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all the curves but one fall off more rapidly than this and a better overall

approximation is the Gaussian function

= exp {— (%)3}

The probability distribution functions of the sampled heights were
determined for each of the profiles for which a sample autocorrelation
function was calculated. However, no calculation was done for the
profile of the steel target made with the larger sampling interval. These
results are shown in figures III. 16 through III, 19 together with plots

of the Gaussian distribution function

o (520

obtained using for m and s’ valuss of the sample mean, m , and the
sample variance, _52 . Comparison of the experimental curves to those
calculated shows the near-Gaussian nature of the random height process
as sampled from the four profiles.

The estimates made of the autocorrelation function and probability
distribution function are very similar from profile to profile for both of the ex-
perimental surfaces and the processes are considered to be, for practiclal pur-
poses, stationary. Therefore, because of the Gaussian behavior of the sample
distribution functions, the joint probability density function is, for
both surfaces, approximately [Middleton, 1960]

B [hixyy); halayya)| = '

A O~
Q'WO-I G‘Q\Jt_r\a_

[(h‘ - h&m’) '(‘m')h"’ A

where, because of stationarity, m

y=My=m, 0,=0,=0 and r depends
only upon the relative distance between (x1 S yl) and (XZ' yz). The values
of ¢, m, and r used in this expression are averages of the values obtained

from the measurements of each profile,
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Since the random height processes for the two surfaces are, for
dh
ol
where 1 is the distance along a profile of the surface, are, according

the purposes at hand, Gaussian and stationary, the surface slopes,

to Middleton[1960] , normally distributed with mean zero and variance

o o‘g'_clal“

°-
d R T

For a Gaussian autocorrelation function, the variance is

R
L=

Although, the sample autocorrelation coefficients are clearly not fit
well by the Gaussian function, especially near the origin, the variance
of slopes can be estimated by using the values of sample variance and
the calculated L's, as given on figures III. 14 and III.15. For the steel
surface, the values of the variance of slopes for the two profiles made
with the shorter sampling interval are estimated to be

3 3

4.89 x 10 3. 72% 10"

with the average of these being 4. 30 x 10_3. For the grout surface

this estimate is more difficult to make because one of the curves is

closely fit by the three halves power function. The problem is circumvented

by sending a Gaussian function through the point r= 1/e , and using the
corresponding value of L (0. 26 inches) in the calculation of the variance
of slopes. Doing this and proceeding as above for the other experimental

curve gives the results

3 3

12181l 6.84 x 10

with the average being 9.5 x 10_3. Therefore, on the average, the grout
surface is approximately twice as rough as the steel surface using the

variance of slopes as a criterion.
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III. E The Experimental Results and Comparison with Theory

The experiment to determine the average differential scattering
cross section as a function of the angles (qso, [0 1 ¢ 2) was performed in
a way designed to show the characteristics of two distinct features of
rough surface scattering. One of these is the nature of the scattering
when the transmitter and receiver depression angles are held equal
throughout their variation (¢1 = ¢ 2). This includes scatter in the specular
direction (¢O = 0° ) and also backscatter (¢O = 180°). The measurement
of scatter in the specular direction as a function of depression angle is
important because the differences in surface properties, both material
and roughness, are so strongly evident there. Backscatter is, of couirse,
important for practical reasons and also because of the large amount of
accumulated data with which comparison can be made. The other feature
of omnidirectional scattering which influenced design of the experiments
is the nature of the scattering for one transducer held fixed in angular
position (¢ , = constant) and the other variable. The behavior in the plane
of incidence (¢o = 0°) under this condition is of interest because a
comparison can be made between the results of La Casce and Tamarkin
(1956] for scattering from regularly rough surfaces and those obtained here
for randomly rough surfaces.

The results of the measurements made with the receiver and
transmitter depression angles equal are shown in figure III. 20 for the
steel surface and figure III. 21 for the grout surface. These are curves
with o, plotted against ¢O with qSl =@ 9 varying parametrically., Comparison
of the results for the two surfaces shows, at least on an intuitive basis,
that the grout surface is rougher than the steel. This is seen from the
smaller values of Oy measured in the specular direction and also from the
slower decrease of o5 with depression angle for angles away from the
specular direction, although this is not as evident. The values in the
specular direction for both surfaces are seen to be nearly constant with
no discernible pattern to the small (on the db scale) changes. The results
for the steel surface have an anomaly that is not present in the grout
surface results. This is the crossing of the curves for angles d’l = ¢ g

50° , 60° by the curves for lower depression angle ¢, = ¢, = 30°, 40°.
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This is not believed to be the result of an experimental error because the
experiments were repeated several times to observe this phenomenom.

The experimental results for ¢, held constant at 40° and ¢ 2
variable are shown in figures III. 22 and III. 23 for the steel and grout
surfaces, respectively. For these curves, g is again plotted against
¢ o With ¢, as the parameter. To show some features of these results
with greater clarity cuts of ‘bo = constant were made in figures III. 22
and III. 23 to obtain plots in which o, 1s plotted against ¢ , with ¢ , as
the parameter. These curves are shown in figure III. 24 for the steel
surface and figure III. 25 for the grout surface. The results given in
figures III. 22 and III. 24 for the steel surface are seen in greater per-
spective in the three dimensional representation of these results shown
photographically in figure III. 26. The three dimensional figure is
formed by the radius vectors emanating from the intersection of the
principal rays of the antennas, which is the origin of the coordinate
system of figure III.1. The length of a radius vector is proportional to
the & in db for the angles of observation (¢0, ¢ 2) in which the vector
is oriented. The principal ray of the transmitting antenna which defines
the angle of incidence ¢1 = 40° relative to the normal of the mean plane
of the rough surface is depicted by the shaft piercing the figure. The
view of figure III. 26a is that seen from the sidescatter position, ¢ e 90°.
The views of III. 26b and III. 26c are those seen from ¢, =45° and
¢o = 135° , respectively. The results for the grout surface are not shown
three dimensionally because of their similarity in form to those for the
steel surface. The principal difference between the results for the two
surfaces is that the peak of T in the specular direction is more pronounced
for the steel surface which indicates that the grout surface is the rougher
of the two. The relative roughness is shown in another way by the
vertical extent of the curves of figures III. 22 through III. 25; for the steel
surface the values of o, vary over a 35 db range while the variation for
the grout is only about 20 db. A peculiar feature which distinguishes the
curves of figure III, 24 from those of figure III. 25 is the behavior far
away from specular (d;o > 60°). For the steel surface there is an increase
and then slight decrease as the depression angle increases while the
grout surface has a general decrease with depression angle with a hint |

of an increase near ¢, = 30° . It is recalled that these results for the
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grout surface are suspect (see Section III C) and perhaps no great amount
of credence should be placed in this peculiar difference in the curves.
However, considering the anomalous behavior of the steel target results
mentioned above it is not unlikely that this is @ similar phenomenom.

The experimental results shown in figures III. 20 through III. 25
were computed using values of re-radiated power that were assumed to
be predominantly scatter. It is recalled that this is, in fact, a condition
for computing a differential scattering cross section. The degree to which
the power was being reflected was not determined and a separation into
scatter and specular components is not possible. However, from Section

II C it is seen that the factor of the specular power density

exp {- Kio**} IIL. 6

can be used to indicate to what degree reflection is occurring. Using
average values of the variances given for the two surfaces in figures
III. 14 and III. 15, the factor III. 6 becomes

exp{— A5 (ws P +eas Cb&?;‘} 1l.7a

for the steel surface and

exp{—_‘f. | (cos P+ cos <(>l)1} L. 7b

for the grout surface, where the conversion ¢, = 6_ ., ¢, = 180" = ©,,
has been made. For the depression angles d’l = ¢ 5 0 it is seen that the
quantities III. 7 are quite small. However, for larger depression angles
they increase in size and at ¢1 = ¢ = 70° (the limit of the range of

angles over which data was taken) become

for the steel surface and

for the grout surface. The factor for the steel surface is still quite small;



http:111s0,II.7a

BEJEI Blo) EXPERIMENTAL AVERAGE DIFFERENTIAL SCATTERING CROSS SECTION FOR THE STEEL SURFACE
o] 0 i o VERSUS AZIMUTHAL ANGLE $0 WITH ¢1=¢,AS THE PARAMETER
x X 14"‘[30 U 5 g g Figure 11, 20
Og@O@ )
@ . OQAOO;+
a ©|20 © 0 g 5 e 0
0] gl i
Q & A
+ Q > @ +
: 04 i [J
- A ®
. 2 0
} ©
©
A
© . O]
A A ’ ©)
P a -0
: A 3
£ h
i A
A A & A 2
©
© ©
© ©
o © ® @ g
=204
© 4 X x X
20 =) 0 [ 70 30 20 50 B0 70 80 % 100 10 120 130
g o
r]’b po in Degrees
f} ¥OLDOUT Fiaus [ e

FOLDOUL Pount )




BOLDOUL Fuame

FOLDOUT FRAMB -
o]

EXPERIMENTAL AVERAGE DIFFERENTIAL SCATTERING CROSS SECTION FOR THE STEEL SURFACE O e 73
VERSUS AZIMUTHAL ANGLE o WITH ¢1=d, AS THE PARAMETER () 20
. e}
= 5] al Figure Ill. 20 : igo
A s00
© [ O 60°
: © o ] e o088
+
O
8]
| o 0 o
FAN
t O]
x
G) O |
A O] ©
2 A
A A A A
A A Ky
3 ©
© &) & ©
© 0 0] ®
+ 4
3 +
5
% x
X
% = s .
. £ £ .
S . L i i i L L L L n " L i I L J
20 30 40 50 60 70 80 100 110 120 130 140 150 160 170 180
#g in Degrees
FOLDOYT FRAMN l‘ B

&




10
EXPERIMENTAL AVERAGE DIFFERENTIAL SCATTERING CROSS SECTION FOR THE GROUT SURFACE
VERSUS AZIMUTHAL ANGLE 6o WITH ¢1=¢2AS THE PARAMETER O
Figure 111, 2| o
+
x
A
O
pfopeer B 8 g
[
@ O x4 ’ N o
® Qopdt é@ o
A + O + [3 B m
s O A O]
O] O xx|* % O 0 =
ke PAN g x X x i D
x
A
© [0
% . x
O +
-0t {0 & ©
A o) A & ©
+ +
o - g - ® 2
O : G A 5% +
0) 0} + +
©
. A 5 x
xX
A x
=201 ] x X x ¢
x
2 © © A A
I -
© A
< o
©
©
r ‘ . .
20 716 0 16 20 i) 20 50 % 76 0 % 00 Tio T 1%

40 in Degrees f
ﬂ FOLDOUT FRAME | AHLDOUT FRARL 6 oot TRAE 3




EXPERIMENTAL AVERAGE DIFFERENTIAL SCATTERING CROSS SECTION FOR THE GROUT SURFACE = 74
VERSUS AZIMUTHAL ANGLE ¢9 WITH $1=¢,AS THE PARAMETER g '?%0
Figure 11l 21 + 30°
% 40°
&0 507
(@ S i
. 70°
O
B
O 4 ] B 8
©
; = o
©
& ©
A 5 O]
T +
G) +
o) O ©
x + e
© + 4
O] x
x
A X 2 X
x
A x - x A FAN
x 5 x
x
: '3 - A 0
@ o A A ©
o ©
. .
~ e L L A * L g " o
20 40 50 60 70 80 ?0 100 1o 120 130 140 150 l\i?'l T 170 180
40 in Degrees T Ol
Bl { FOLDOUT FRAME D @ c

AHIDOUT FRAME 3




10
W e . EXPERIMENTAL AVERAGE DIFFERENTIAL SCATTERING CROSS SECTION FOR THE STEEL SURFACE
VERSUS AZIMUTHAL ANGLE $0 FOR ¢1=40°WITH ¢2 AS THE PARAMETER a 0@
x (L e % Figure Ill. 22 O 20
+ + ! + + ; + 300
+ * 40°
. 0 + A 500
O 6o
; &/SA % . 700
| A
/;\.A
FAY ¥
(©] oPe © +
o o0 Op o &4 6 x
-10
© o
A 0]
© O A
o Gy e 8 o} ® ® g @ ®
‘ - ¥ ad A ! F - %
0-n ¢
o 8 g ol o
o] BIE R O ] !
@ * ; . :
©
E] t
3 © + + /
- O O O
[
=304
]
=
[
-20 Z10 0 6 70 30 20 50 %0 70 80 %0 100 Tio 120 130

40 in Degrees
FOLDOUT FRAME |

TURNOUT FRAME




EXPERIMENTAL AVERAGE DIFFERENTIAL SCATTERING CROSS SECTION FOR THE STEEL SURFACE

&

VERSUS AZIMUTHAL ANGLE ¢0 FOR ¢1=40° WITH 2 AS THE PARAMETER 0o 1o°
Figure 111, 22 Gy 20
+ 300
% 40° -
A 500
/4 600
' . 700
o]
A -
O
A
2
a FAN
3 o ® ® o ® R Q R
L . ; ‘ = - % §
< .
B ) o) x o
a + : # i
& e
(O] + + &
o} th + ;
o ©
B
0]
| o B o @
i 30 T % 75 W % 100 Mo 720 T30 40 T50 60 70 T80
FOLDOYT | 40 in Degrees

TOLDOUT FRAME )

POLNOUT FRAM ,‘g <




EXPERIMENTAL AVERAGE DIFFERENTIAL SCATTERING CROSS SECTION FOR THE GROUT SURFACE

VERSUS AZIMUTHAL ANGLE #0 FOR $1=40° WITH 2 AS THE PARAMETER a e
Figure Ill. 23 C,,) ;g:
x 400
£ 0.500
o &0
0 . 70°
T b
+ +
x ; * + 4
1 +
A
- X -10P A A X
+ b 10 A AA 7
' A%@ @@ A x
© & [0}
© 6 EBGDEQ O
B Bt
8] BQD e & % g o] B
A
o} - © a
C) . . . *. [:I B
Bt el : ® 5 o] :
= ~ é 3 x @ (D : ®
=20 . X X ©
8 5
3 X A .
&
o ® o}
20 =7y 0 16 20 30 0 %0 % 76 ) % 100 Tio T20 T30
T ¢y in Degrees T R },-'
PULDOUT FRAME \ l/ | o

DOATE FRAME




76

EXPERIMENTAL AVERAGE DIFFERENTIAL SCATTERING CROSS SECTION FOR THE GROUT SURFACE
0
VERSUS AZIMUTHAL ANGLE ¢o FOR #1=40° WITH %2 AS THE PARAMETER 8 '?000
Figure |11, 23 t 30°
X 400
A 500
) 607
. 70°
% @ [ al
o @
1 X
o) o] o i L o
+ + X
& x o ®
. x ® @ © g ©
. £ L
8 e A
- & - > Dl
© Py A o 0o
o ©
20 % ) % 70 %0 % 00 I 750 T30 40 %0 T60 770 T80
FOLDOUT PRAME \ B #g in Degrees = i 1 c FOLDOUT FiAMs

FOLDOUT FRAME

AL




OO

10°
20°
30°
40°
500
70°

M®.p>x+0O0O0@

1o°

On®
+
0O ®

2
£
T

[>x
DD ©®

s A a
A ;
-30 L
joo 20° 30° 40° 50° 60° 70°

¢2 in Degrees
EXPERIMENTAL AVERAGE DIFFERENTIAL SCATTERING CROSS SECTION FOR THE STEEL SURFACE

VERSUS POLAR ANGLE ¢2 FOR%1=40°WITH¢0/AS THE PARAMETER
Figure II1, 24



[0S
e o
. ] I8
Figure Ill. 25 O 20°
TV - 1 ¢
A 529
. 68°
B lo°
0 L
e
g 0
=10}
“ 8
O]
B e
B
@ © + -
3 +
s +
£ o e
() E§ A % B
e A
ol = 8 : s 5 ©
& +
A
A
H A
& 5 8
8
16 360 300 200 500 200 760
in Degrees

$2
EXPERIMENTAL AVERAGE DIFFERENTIAL SCATTE

VERSUS POLAR ANGLE | ¢, FOR|$1=40° WITH|¢o/AS THE PARAMETER

78

RING CROSS SECTION FOR THE GROUT SURFACE



Figure III. 26a

Figure III. 26b

Figure III. 26¢C

Three Dimensional Representation of Omnidirectional Scattering
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cro 18 erp {219 o w0 1}
“exp (-C2 forrcast -0

1i. 8

From this it is seen that the range of bracketing must extend from the
origin where r=1 to a point where r is small enough to make the
quantity negligible. The values of ¢ used in II. 8 in the determination
of the range of r and those calculated for III. 6. Substituting these
gives

éxp {_Q.S(ws¢,+wsé{)g,)9‘(( -~ r\)} IiL.9a

for the steel surface and

exp {—_— 3.1 (wsc,éﬁ s ?53__)?‘-(( —r\)}

for the grout, Ii is seen that the range of bracketing depends upon the

II1.9b

angles of incidence and observation. To insure bracketing over the range
of angles for which there is experimental data, the angles for the steel
surface are chosen to be ¢ 1= ) 9 = 70°, and III. 9a becomes

exp {~4. 23(1—r)} IiL. 10a

A similar choice cannot be made for the grout surface because the
factor of (1-r) becomes too small {from earlier, it is 1.44) for evenr = 0
to make the exponential negligible, as required. It is this inability of
the exponential to become negligible that leads to the appreciable specular
component at these angles, as discussed earlier in this section and in
Section II D, A marginal choice for the grout surface is ¢ 1= 69 =060°;

for this set of angles III. 9b then becomes

exp {-—3.1(1-r}} - IIT. 10b
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For the exponents of II1.10, the range of bracketing is chosen to be from
=1 tor= 1/e; this choice is motivated in part by the fact that the

Gaussian functions of figures III. 14 and III. 15 pass through these points,
Therefore, the correlation distances for both the exponential and Ga_ussian
function are those lag distances corresponding to the points r = 1/e on
the curves of sample autocorrelation function; for the two profiles made for
each surface, these values are )

L=20.26, 0.23 inches
for the grout surface and

L=0.55, 0.70 inches
for the steel.

_ The other difficulty encountered in applying the theory is that
the reflection coefficient is unknown near normal incidence, as mentioned
above. Away from the vertical, past the critical angle, the reflection
coefficient approaches unity and as it does so the surface becomes
perfectly rigid., Because of this, the results of Chapter II are used under
the condition that the surface is perfectly reflecting, and comparison is
made between theory and experiment for angles past the critical,

The expressions used in the comparison are eq.'s {II.28) and (iI.29)

after specialization to the condition of a perfectly rigid surface, This

specialization is made through the a's which become for [® =1

a; = 2k cos ebz
a,= -2k coseox

a3-_--—-2k coseOy

Substituting these values and the expressions for the K's which are

K, = k(coseox - coselk)
Ky = k(ccasecjy - cosely)
K, = k(ccnseOZ - coselz)

into eq. 's (1. 28) and (II. 29) and manipulating gives the results
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for the Gaussian autocorrelation coefficient and
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for the exponential autocorrelation coefficient. The conversion from the

e, _,06 O... €

direction cosines of the directional angles (& . p
oy 0z 1x

ox’ 1 z)

to the spherical system (¢0, ¢y QSZ) is given by

ly

cosO,, = 0 cos0 = Ccos¢,
cos@ly = ging 1 coseoy_z cosd;o sinqs2
cos®, = ~Cos¢, cosO = sing , sing,

The values for the variance of slopes used in the expressions for o5 for
the Gaussian autocorrelation function are those average values determined
in Section III D for the two surfaces. The o, for the exponential auto-

correlation function depends upon the quantity
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L 1

(7

The values of this quantity used in eq. III. 12 are averages obtained using
the variances for each surface given in figures II1.14 and III. 15 and the

correlation distances given above. These average values are

2.54 % 103

for the grout surface and,

1.872 x 10°

for the steel surface,

The theoretical results for the exponential correlation function are
shown, together with the experimental curves, in figure III. 27 for the
steel surface and figure III. 28 for the grout surface for the angles d