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FOREWORD 

In February 1960, the Jet Propulsion Laboratory of the California 

Institute of Technology sponsored a Seminar on "Tracking Programs 

and Orbit Determination," the purposes of which were to pool infor

mation, to stimulate discussion, and to unify notation related to these 

rapidly evolving are::.s. Attendance at the seminar (see Addendum A) 

was limited to individuals representing organizations actively wor1c.ing 

in the tracking field, and seminar subject material was precisely defined 

in advance. It was hoped thus to foster pertinent discussion, to avoid 

excursions into other technical areas (such as trajectory computation). 

and to obviate the presentation of background material. 

The seminar program was divided into two main parts : deep-space

probe tracking aYld satellite tracking. This <iivision was natural since 

the organizations involved have, for the most part, specialized in one 

of these two areas and since tracking and orbit determination proce

dures .vary con~iderably hetween the two. For example, in satellite 

tracking it is often mnvenient to use computing methods based on the 

perturbal;on schemes of classical celestial mechanics, with data com

prising small samples from many passes over the observation station. 

-In contrast, deep-space tracking can effectively use less sophisticated 

integrliticn methods, with data comprising large samples (except for 

the irH' \) phase) taken during passes that la., many hours. 

These Proceedings comprise all but a few of the papers presented 
at the seminar. (Titles and authors of papers not available for pub
lication are given in Addendum B.) Because of printing schedule 
requirements, many authors did not have an opportunity to review 
their material following seminar presentation and prior to publication 
herein. However, the intention of the co-chairmen has been to m' in
tain the various papers in their original form and to minimize changes 
and modifications. It is hoped that technical errors or inaccuracies 
have not crept in during the publication process. 

III 
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, IV 

In addition to the papers presented, two husiness items of general 

interest were brought before the meeting: (1) the standardization of 

ephemeris t~pes (of the Moo,n and planets) for use in computer pro

grams, and ' (2) the standardization of coordinate systems for use in 

tracking. Proposals made concerning item (1) have been acted upon, 
and results are presented in Addendum C. Material relating to item 
(2) is presently being integrated. 

Much of the credit for the success of the seminar belongs to the 

, session chairme.'l: J. W. Siry (NASA), S. D. Conte (STL), S. Herriclc 

(Aeronutronic), C. A. Lundquist (ABMA), J. V. Breakwel1 (LlcJc· 

heed), and M. Eimer (JPL). 

J. Loren 
F. Yagi 
Co-chairmen 
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Methods for Nonlinear least Squ<?res Problems 

and Convergence Proofs' 

DAVID ' D. MORRISON 

Space Technology Laboratorlet. Inc., Los .""iteles, Calif. 

ABSTRACT 

Tne STL tracki'1g programs are designed to compute by least squares 
the most probable tra!ectory of a missile, from observed radar or 
optical data. These data can be any combination of range, azimuth, 
devaUon, range rate, hl)ur angle and declination, or direction cosines, 
with respect to a given locaticn. 

A differential correction method is used, starting from an initial ' 
estimate, and the iteration continues until the residuals (observed minus 
computed values, weighted according to the relative accuracies of the 
types of data) are either all within specified limits, or until there is 

no further improvement; Errors above a certain absolute value are 
automatically eliminated. . 

One program has been prepared primarily for lunar and interplane
tary flights. In this, Cowell's method of trajectory comput2.tion is used. 
The partial derivatives used in the least squares solution are found by 
solving the related vruiational equations. Here the trajectory elements, 
to which the ('orrections are applied, are the components of position 
and velocity of the missile at a particular point in the trajectory 
(expressed iri spherical . coordinates). 

For Earth satellite tracking, the elliptical elements of the osculating 
ellipse are used to specify the trajectory. Herrick's "variation of ele
ments" method is used to compute the trajectory, and the partial 
derivatives are computed analytically. 

For these two programs a special least squares subroutine has been 
prepared in whil:h convergence can be assured by limiting the amount 
any variable can change in one iteration. The standard deviation of 
each variable is printed out. After a trajectory has been Stted to a 
certain set of data, additional data can be added without the necessity 
of reprocessing the original set, a feature which is especially valuable 
in regard to computing time. 

'Thi' paper presents one phase of t.ne worle involved In the STL traeldng programs. Oth..r STL 
papen presel)ted at the seminar are not avail.ble for publication. 

, 
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MORRISON 

I. ,NTi"ODUCTION 

The present report is a study of technique:; for solving 
nonlinear least squarcs problems of the sort which arise 
in orbit determination. Since the results nre not limited 
to the orbit determination problem. they are discussed in 
a general framcwork. 

The first section gives a ~"'neral description of some 
methods which have been used or su~gested. The last 
method described in the sC<'tion is belicved to be new 
and has been used with good results for a number of 

orbit· determination problems. The sC<'ond section is more 
rigorous; it contains theorems which provide sufficient 
conditions so that each itcration of a method produces an 
imp·ovent'nt. i.e .• d ecreases the ~um of squares. The final 
section deals with a connC<'tion between the orbit deter
mination prohlem and the two point boundary value 
problem of differential equations. This connection sug
gests some mteresting ncw techniques for solving the 
orbit drtf'rmination problcm. The techniques have not 
yet Ix-en investi~ated. 

II. METHODS 

Consider the problem of minimizing 

F (a) = II I (a) II' 
where f (a) is a nonlinear vector function of the vector L 

Let ... be an approximate solution. 

For the methods under conside:-ation. the first step is 
to .replace F (a> by a quadratic form which approximates 
F (a) in the neighborhood of .... To this end. we expand 
f (a> in a Taylor series and ignore terms which are higher 
than second order: -. . 

I(a);;d( ... } + Ax +!E 

Here x = a - .... A is the matrix 

A=(~) 
aaJ 

and E is a vector with ccmpontmts 

E. = (B. x. x) 

where B. is the matrix 

2 

We now compute the approximation to F (a): 

- F (n)::: II I. + Ax + ! Ell' 
== (A· Ax. x) + (10 , E) + 2 (A· f •• x) + II f.II' 

again ignoring terms higher than second order. Letting 

B = If. (-.) B, 
we have 

F (a) ::: [(A· A + B) x. xl + 2 (A· f o• s) + 11 '011' 

Now it is customary to ignore the matrix B. 'nle reason 
is that if the sec<"''1d derivatives of the components of f 
are small. or if the components of f (an) are small (which 
usually means that ao is a good approximation) then B 
will hf' small. Since it is also hard to compute, it is 
usually omitted. 

In any case. if Ro + x is -near- n •• then F is approxi. · 
mated by a quadratic form 

FI(Ro + x) = F: (x) = (Cx. x) + 2 (d. x) + F. 

where 

C = A· A + B (or C = A* A). d = A* I", Fo = F (Ro) = II 10 II' 
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Next we wish to choose x so that a. + x is a better 
approximation to the minimum of F; the criterion for a 
'Oetter" approximation is that F (au + x) < F (a,,). 

One possibility is to choose x so as to minimize the 
approximate quadratic form FI (au + x). It is p.asy to show 
that the minimum of FI (&.., + x) is attained when x 
satisfies the system of equations 

Cx = -d (I) 

and so, if C is nonsingular, x can be found by solving" 
system of linear equations. 

Now this method, when it works, usually works very 
well. It does. however, 'Olow up· in some problems. The 
basic trouble is that the solution x to (I) may be very 
large. This mal.es FI (a., + x) a poor approximation to 
F (an + x), and while FI (a" + x) may be small, F (a.. + x) 
can be very large. 

A heuristic description of ~cient conditions for the 
method to work is the following. If· the prohlem is wdl 
represented by a quadratic form over a large range, then 
a fairly large value of x can ~ tolerated. On the other 
hand. if a.. is a good approx.imation to the minimum 
(d = ~'V F is small) and C is ~well C<'ncitioned: then x 
will tend to be small. A :-mall x means thai FI (a., + x) is a 
good approximation to F (a v + x). Since FI (a" + x) < F ( ... ) 
it is reasonable to hope tha t F (a.. + x) < F (a..). The 
three requirements that the method should work are then 
that (a) F is nearly quadratic, (b) C is well conditioned, 
and (c) 8 0 is a good approximation to the solution. 

If, however, the above conditions are not met, ~he new 
approximation a.. + x might be worse than 1. This sug
gests that we modify the method by. talcing the value of 11 

which minimizes FI (a,. + x) under the constraint that 
a.. + x lies in a given neighborhood of .... The neighbor
hood is chosen so that F I is a good approximation to F 
in the neighborhood. 

Now, depending on the size and shape of the neighbor
hood choser, we get a number of methods. For example, 
it is reasonable to require that ]{ lie inside of a given 
ellipse; .. ..: .• that 

Now it is possible to rescale the problem so that this 
ellipse is the unH circle. [Let xl = k(:CJlkJ).J We assume 
that this has been done, so that the prcblem is to mini
mize F, (x) under the constraint that IIx/l ' < 1. 

Before describing a means of solving this problem, we 
need two theorems. ' 

A 

Theorem 1. Let .\ > 0 be al'hitrary, and let x., satisfy the 
equation 

(C + AI)s., = - d (2) 

Tht'n Xu minimizes F, (x) on the circle /1 1: 1/2 == /l x.,il '; i.e., 
jf IIxll ' = 1! x. .Jj ' tli",n F,(x) > F. (x.,). 

Proof. Let II xll ' = II x" I ' , and let '1 = x - x". Then 
1I x.. + '1 11 ' = 1I x.-II' , whence 2(x.., ,\) = -11'1 11 2

• Also, 

F:{x) == FAx.. + '1) 
= (C x. .. x.,) + 2 (d. x..) -+- r" 

2 (Cx. .. '1) + 2·(d. '1 ) + (e'1, '1 ) 

= F: (x..) - 2 A (x. .. '1) + (C'l, '1) 
::: F.l1..) + A 11 '1 11 : + (C'I,'1) 

.> F: (x..) . 

This completes the proof. 

We dcfine x (A) to be tht' solution of (2) for an}' value 
of A. TIICn we have tht' foll()win~: 

Theorem 2. (a) I' x (.\) I' : is a continlh)US d(.·(:reasin~ fum1ion 
of A. As A .... :>0, 'X(A)i:: ...... O. 

(b) F: r x (.\ ) 1 is an in{'rt'asill~ fundion of A. 

Proof. \Ve may aSSlIml' that C is a Ji :\~onal matrix with 
diagonal elements C , > o. l1lis involvl's no loss of geneT
ality sioC't' it i.s always possible to transform the problem 
via an ortho~onal (i .e., norm pres~'rving) transformation 
so that C is; dia~()nal . The t'x;tc1 ddails of the tramfonna
tion w!l\ lx> ~i\'en lah>r. Then the solution to (2) is given by 

. () - tl, 
x, A = (C , + .>. ) 

whence 

which is clearly a decrt'asing function of .>. (for A ;;;. 0). 
It is also clear that l! x(A) I'= h continuous and that 
Ilx ("-)Ji' -+ 0 as ,\ -+ 00 . Also, 

F, [x (A)J == ~ C,-'1 + 2l: 4,.1', + FH 

= };a'r[(.>. f~, ), -.>.: C,] + Fft 

It is decidedly verified by differentiation that the temu 
inside the bracket are a monotone increasing function of 
A (for A >0), whence F, is an increasulg function of .\, 
and the proof is complete. 

Now we return to the problem of minimizing F, with 
the side condition IIxll ' < 1. To solve this, we first find 
x(O). If /lx(O)/I' < 1. we are done, for x{O) gives the 

·3 
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absolute minimum of F: and hence the solution to the 
(.'Onstrained minimum problem. 

Suppose that II x (0) 11 : > 1. We then find a value Ao for 
which Il x (Au) II ' = 1. The exact technique used to find Ao 
need not concern us here. The main point is that it can 
be done because II x(A )// ' is a continuous decreasing func
tion which is greater than one at A = 0 and tends to zero 
as A tends to infinity. To prove that Il x(Ao)1I 1 is the solu
tion to the problem. let I/ xl/ l < 1. We must show that 
F,(x) ;> F. [X(Ao)] . By Theorem 2a. since I! xl/ : < II x(Ao) II ', 
it is possible to Snd a value >.\ :;. >'0 such that II x(>",) II ' 
= I/xll '. By Thcor<:m 2b. we have FI[x(>,o)] < F,[X(A,)]. 
By Theorem 1. we have F,[x(A,)] < F(x). Combining 
these inequalities we have F[x(~n < F(x). " 

We now summarize the method just described. From 
previous knowledge of how linear the functions involved 
are. one prescribes a set of constantskJ so that it is we 
to assume that F,(x ) is a good approximation to FC .. + x) 
provided that " 

(3) 

W~ evaluate C and d; this involves the evaluation of first 
and. possibly. sec-ond derivatives of the functior.s f. These 
derivative evaluations may be done analytically or by 
differences. depending on the problem. We next scale 
the problem by setting r = K-' x, where K i! a diagonal 
matrix with d iagonal d ements kJlk. Then C and d are 
scaled: C' -= K-'CK-', d' = K-'d. Now F,Cx) becomes 

Fa (x) = (ex, x) + 2 (d, x) + F. 

= (e'r. r) + 2 (d'. r j + F. 

and (3) becomes IIr U' < 1. Next the system 

(C' + AI) r = d' (-4) 

-:s solved for .\ = O. If the resulting solution reO) satis5~ 
II x'(Ojll' < 1. we let>... = O. Otherwise .\ is systematically 
changed until a value>... is found with .~.e property that 
the solution r(~) of (4) sati~Ses 111'('\'0)11' = 1. Finally. 
having found r == 1'(>"'). we rescale (ll. = l<x') and let 
... + x be the new approximation. 

We have used. with good results. the following variant 
of the method just described. As in the proof of Thoo-

rem 2. suppose the problem has been transformed so that 
C is diagonal. We now replace the constraint II xll' <' 1 by 
the constraints IXII <; 1. f = 1 .. .. . n. and seelc a solu
tion under the new mnstraints. (We have simply replaced 
the requirement that x lie in a sphere by the requiremeut 
that x lie inside a hypercube." Since the main idea is just 
to lceep the solution small. the shape of the region used 
is not particularly " important.) Using a previous formula 
for F I .we have 

To minimize F, under the new constraints. we may clearly 
look at each term of the sum individually. We thw seek 
a minimum of 

e,xt + 24,xde, > 0) 

under the constraint that \:-" ~ < ~. The solution is -simply 

~ 
-!!!. 

C, 
x.= 

- sgnJ. 

if I~:I< 1 

if I~:I> 1 

(In case C, = 0, we should take %1 = 0.) 

(6) 

We now summarize this method. keeping track of the 
transformations involved. We rereale IlJ before, getting 
C' = K-'CK-', d' = K-'d. We next find the eigenvalues 
AI and orthonormalized eigenvectors UI of the matrix C. 
Then " 

where V is the matrix whose columns are UI and C" is 
a djagonal matrix with diagonal elements A,. We let 
11:" = Vr, d" = V·d'. Then, since frV = I, 

F,(x) = (e'r.~) + 2 (d', x') + F. 

= (U"C"Ur.r) + 2(d'.lrx'1 + F. 

= (C"1I:". 11:") + 2 (cfH. x'1 + F. 

Since the matrix C" is now diagonal. we may miniinlze 
F, under the constraint !%'/I <; 1. The result is (6) with 
~'. C~' and cr.' replacing %1, \-:~ and ~. We then get 
r by computing r = V'x" and get x by computing 
x = l<x'. Then -Ilo -+ x is the new approximation. 

t 

I 
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III. MONOTONICITY THEOREMS 

A proposed method for 1'olving iteratively the prohlem 
of minimizing F(a) should hav~ the property that, if a.. 
is the current value of the parameter and x is the ~rrec
tion added at this iteration, then F (a., + x) < F (ao). If 
the method has this property, the iterative method will 
produce a sequence of approximations a .. a,,···, sl.ch 
that F(a,) > F(a,) > .. ' . We cal! such a method 
Mmonotone." We will investigate in this section the con
ditions that a method be monotone. 

A. General Theorem 

We shall give in tl'lis section a proof of 2 Cleorem from 
which we roay derive monotonicity theorems for partic
ular methods. According to the mean value theorem we 
may write 

f (a + x) = f (a) + Ax + ~E 

where E is a vector with components 

Elf = ~ a'b (ll") XIXI 

'.1 . a...a"'l 

Here the points 'll" lie in a region determined by the 
points a and x. The euct shape of this region does not 
concern w . For brevity we let 

b - alft ({11~ 
II - a..la"'l 

Then, using the Scbwar- inequality, 

Now letting 

we have 

El ::: q: x, f b,tx/}' 

< ~ xl q~ b'JXJ)' 

< ~ xl {tbl/} q: xj} 

= !lxII' ~xf {f btl} 

< IIxll'rn:-x t hi l 

< II ~ II ' rmx ~ rmx (~)I 
. I I • a.. I a"'l 

or 

IIEII < IIxll ' M 

It is convenient to introduce ( = !E/llxll i
• Then . I' 

I~II<!M 
Now the line~approximation to f(a? is denoted by 7(a): I 

f (a) = f (a..) + A (a - a..) . 

and ..... the corresponding approximation to F(a) is denoted j 
~FW: . " 

F(a) = 1I1(a)II ' 
Note that F(~) = F(a..). 
The solution ... + x is better than x if F( ... + x) < F(a..). ] 

Theorem. The method is monotone if 

F ( ... ) - F(a.. + :I) > IIxl/ 2 M [2 VFTaJ + iM I/xll '] (1) i 

Proof. We compute F(a...+ x): 

F (a.. + x) = liT( ... + x) + « I/xlllll' 
= F(z.,) - [F(&,,) - r(~ +:1)] 

+ I:xli ' {2 [1(~ + x), ,] + lI' il ' Ilxl!'} 
Now under the hypothesis of the theo:-em 

or 1:7(a.. + x) 1I < VFTiJ 

IIxl/ ' {2 (T(a.. + x), e) + liell ' nxl/ '} 
-.J 

< !IxII' [2 ·llf (a.. + x) III!' 1I + 1I' lI l lIxll '] 
< IIxlll M [2 'fFT&;J + iMI IIxll' ] 
< F(a..) - F( .. + x) 

agaio using the hypotbem. 

Then 

- [F(a..)- F(a.. + x)) + IIxll' 
. {2 [E(a.. + x). 'J + 11 ' 1/1 IIxlll} < 0 

whence 

F(~ + x) < F( .. ) 

which completes the proof. 

8. The Method of Gaul. 
nus method consists of choosing x so as to minimize 

the expression 
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This is a linear least squares probJem, nnd the minimum 
is four,d by solving the systems of :incar e<:j:Jations 

A' Ax ... A'f. = 0 

[We let f., = f (au).] A'A is assumed to be nonsingular for 
convenience. 

To test the inequality (1), we first compute the left
hand side - -F(Ilo) - F(ao + x) = -2 (Ax, f.) - Ii Ax li ' 

= - 2 (x, A'En) - (x, A' Ax) 

= - 2 (x, A'fo) + (x, A'fo) 

= - (x, A'fo) 

(2) 

To evaluate this more exactly, we consider the (poritive) 
eigenvaJu~ AJ and the corresponding nonnalized eigen
v~tors u, of A'A. We assume that A, < >'2 <, ... , < A.,. 

Both :\. and A'r .. may be expre~ed in terms of the eigen
vectors U J: 

• 
II = ~ 1;'.J, r:, 

• 
A'f. = ~ JII!; 1· , 

Then '!nce A'Ax + A'fo = 0, w t: ~ve 

Now 

- (x, ~'fo) = -(~ '/U/' ~ ' /U,) 

= -~'IJ, 

= _~J} 
AI 

>..!..};J} 
.\,. 

= ~ IIA'f.I!· 

Next IIxll ' is bounded by noting that 

i1x/l 1 = ~ ,' 

= ~~ >., 
1 

<; >' i ~J} 

= ;: /l A'fo ll ' 

(3) 

(4) 

Thus we b~/e a :(jwer bound for the right-hand side of 
(1) and an upiJer bound for the left-hand side. Using 
Th~rem I, we thus have the result that this method wi!! 
result in improvement at each iteration provided 

or. 

Af > M (2 'Orr: + M llA'q~) 
A. ' '. Af 

This inequality demonstrates some facts about the 
method which are well known from experience. If the 
matrix A' A is sufficiently well conditioned (>"riA. is large), 
the problem is not too nonlinear (M is small), and the 
starting guess is good enough (Fo is small), then the 
method of Gauss WJll work. 

We assumed that IWfoi/ ' =1= O. If this is not true then 
x = O. Since VF(a.) = 2..4'f •• this means that the method 
of Gauss will fail if 8.0 is at a maximum or saddle point · 
of F. 

C_ Modified GaulS Method 
This method starts by solving A'A Xv + f. = '0, and t..l)en 

Ie-oS x = px... where p is some sc'llar. If p = I, this reduces 
to the prC\;ous method. We assume that p < 2-

As before, we compute 

F(&o) -1(&0 + x) = -(2p - p2) (A1001lo) 

> + (2p - p') !lA'f. II '/A. 

Uxll' = p' 11 -.. 11 ' 
<; (p2/ Ai) IIA1.I/ ' 

Hence the requi~ment for improvement at each itera
tion is 

or 

2.. > (2M yr; + 2..) + f. M' IIA'f 11 ' 
.\ P .\: .\ .\4 • • ,. 1 . 

By chOOSing p sufficiently .,all, the right-hand side can 
be made arbitrarily small and the method will worle. 
We have again assumed only the existence of the bound 
M, the nonvanishing of A'f •• and the nonsingularity of 
A' A. The last assumption could be easily dropped. 

The same sort of analysis can be carried out for other 
methods, including those described in Section I. TIle · 
details are omitted here. 
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IV. CONNECTIONS WITH BOUNDARY VALUE PROBLEMS 

The object of this section is to de~cribe a connection 
between the orbit determination problem and the two
point boundary value problem of ordinary differential 
equations. 

\Ve shall show that if the data are given continuously, 
the orbit determination problem· is a two-point boundary 
value differential equations problem. If the data are given 
at discrete times then the orbit determination problem is 
a two-point boundary value differential-difference equa
tions problem. 

We will also show tlult the Causs method usually wed 
to solve tho orbit detennination problem is exactly the 
same as a favorite method for solvi"q; wundary value 
problems. The method is called an "initial value technique 
for a boundary value problem" or a "shooting" technique. 
The basic inea is to vary the solution at one end point 
until the condjtions at the other end are met. Now this is 
Dot the only way of solving a two-point boundary value 
problem-there are other techniques in which one starts 
with an approximate function which satisfies the bound
ary conditions and varies this function until it satisfies the 
rufferer.tial ('QuatioD. Ths suggests that one might tTy 
such a techn 'que to solve the orbit determination problem. 

Thw the connection between the two problems sug
gests a class of new methods for the orbit detennination 
prob!eJtlS. These methods may be p_omising since Lhey 
involve solving for an entire traj~ory at once, rather 
than solving for the initial conditions; one therehy avoid! 
some of the problems which arise from the fact that, 
because of numerical d ifficulties, the mitia! conditions 
may not detr rmine the trajectory with sufficient accuracy. 

We will not propose in this note any particularly new 
methods. We will only give the details of the connec
tion between the two problems both for its independent 
mathematic " interest end in the hope that it may furnish 
a foundation for future developments of new methods. 

Consider a space vehkle in free fli,ht with equations 
of motion given by 

Here x = x (t) is the vector which gives the po!ition and 
velocity of tht" vehicle at time t . 

Now suppose th~t the vehicle is being observed by N 
radar stations. At any given time t, and for any given 
vehicle position :md velocity J:, the Doise-free radar obser
vations from the tth station can be computed and are 

denoted. by R, (x, t), A, (x, t), E, (x, I) and It , (x,t). (R, A, 
E, and R stand for range, azimuth, elevation and range 
rate.) The actual observations re~rted by the ith station 
at time t are d enoted by R. (t), Ai (I), r, (I), and R, (t). 
If there are no radar observations reported from ~hc Ith 
station at time t, we set il, (I ) = A, (I) = £. (t~ = Hi (t) = O. 
Then the vC(.1ors r (x, t) and ~ (t) are defined by .. 

R. (x, I) R. (I) ,. 
A. (x., I) A. (I) .. 
E. (x., I) £. (I) 

R. (x., I) R. (I) 
r(x., I) = r (I) = 

R.If (x., I) 

A diagonal matrix W et ) is also assumed to be given : 

W.,M 0 
If A. (I). 

W(/) == • 

o 
Here W_

I 
(I), for example, is the weight assigned to the 

radar observation RI at time t. If the noise in R, has 
standard deviation a_I (t ) we would set W -I (I) = 1/ •• 1 ~t). 
If the data RI is gi,'en only for a ruscrete set of points 
tit .. '. tIC, we would set 

W. (I) = IC a (I - 1 d 
I ~ fT. (II) J . I I 

where a (I) is the Dirac delta function. 

The problem i: then to minimize the integral 

1= /.. [r(x.,/) -r(t»)'W(/)[r(x./) ~r(/»)JI (2) 

under the constraint that x = );[(t) satisfies the equations 
of motion (1). (The integrall is simply the usual weighted 
sur,) of squares of the radar errors.) Here t = a and t = b 
are the times of the first and last radar observations. 

A vector A(I) of Lagrange multipliers is now introduced 
and we then seelc: a minimum of 

!.
~ [ .. 

II = • (r - r)' W (r - r) al - 2 A' (/)[i - f (x») JI 

I (3) 

7 
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Now let F denote the matrix (ol do%l) of partial deriva
tives of the components of f with respect to the compo
nents of x, and let A den:>te the matrix (ardoxJ) with 
respect to the components of x. Thcn the flr~t variation 
of I. is 

3/1 = 2 it (r -~, W A hal - 2[' ~, (I) [~ (h) - F3x ]al 

/.

' A' , = 2. [(r - r)' W A +~, + ~/F] hal - [2~' (I) h]. 

Now ~II mwt vanish for all continuously differentiable 
vaJiations 81 if II is to be extremized. By considering 
functions h such that h(a) = 1 and such that h drops 
off arbitrarily fast to zero and remains zero for the rest of 
the interval (4, b) we see that >"(0) = O. Similarly, >..(b) = o. 
Also, in the usual way, we have 

• A 
~, + ~'F + (r - r) W.If = 0 

This gives rise to the following boundary value problem: 
• A 

I
~ JrF?. c -A'W (r - r) 

i: = E (x) 

~(.) = ~(.):: 0 

(") 

This is Ii system of twelve nm-order differential equations 
with twelve functions (six components each of ~ and x) 
and twelve boundary conditioru (six on each end). !De 
Mforcing runctionsM - (A W)' (r - r) will contain delta 
functions if the dau a.re given at discrete times. (Those 
who object to delt2 functions could convert the differen
tial equations for>" into diHerence equatioru if the data 
are given at discrete times.) 

Now define the 6 X 6 matrix U as the solution of the 
-variational equatioo!" . 

U=FU 

and the 6 X 6 matrix V as the solution of the -adjoint 
equatioos- . 

V= -VF 

Then it is quickly verified that (VU)" = 0, whenc~ 
Vet) = U-I(t). If ex = x(O), then U is the matrix of -partial 
derivatives of the components of x(t) with respect to the 
components of ex. It follows that 

B=AV (~) 

is the matrix of partial derivatives of the components of 
r (t) with respect to ex. 

a 

We now multiply the first equation of (4) on the Jeft 
by U': . ~ 

V' ~ + V'F?. = - V' A'1l'7 (r - r) 

U?. + ir~ = -B'W (r -:) 

tI A 
al (U?.) = - 8'W (r - r) 

Integrating, -and using the fact that ~(a) = O. 

/.. .. 
V' (b) ~ (II) = - • B'W (r - r) al (6) 

We will now show that the same equation results from 
considering the orbit determination problem from another 
(more common) approach. In this approach, lis regard'.ld 
as a function of the six initial -conditions ex = It (a). TIle 
matrix B is simply the matrix of partial derivatives of the 
components of x with respect to the components of ex. 
It follows that a rolall perturhation !a in ex will result in 
a perturbation 81 in I given by 

31 = 2 J.' (r ~ r)' WB8cxJI 

= 2 [I t

(r - r) 'WBJf]3a 

Since we wish to minimize I, we wish to have 31 = 0 for 
all 3ex; it follows that . 

/.' (r - ~) W BJI = 0 

But this is jwt the transpose of Eq. (S). 

Thw we have arrived at the same equation by starting 
with the boundary value problem (4) and by starting with 
the problem of minimizing 1 considered as II function of ex. 
Now the idea is that it may _ be better to consider tech
niques for solving (4) directly rather than by solving (S) . 
B)" applying various boundary value techniques to ilie 
solution of (4), one arrives at a whole class of possto1e 
techniques for determining the trajectory. 

We will next show that one popular technique for solv
ing the boundary value problem (4) is exactly the same 
as the usual method for solving the orbit determination 
problem. 

Let Xo,~ be an approximate solution to the boundary 
value problem (4) in the sense that everything is satisBed 
except ~(b) = O. Thw we assu~ that 

1

>-0 + F?.., = - A'W [r (Xo) -;) 

io = f(So) 

. ~(.)=o -· 

(8) 
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We now wish to perturb the solution (xu,A.,,) by an amount 
(v,l-1) so that the perturbed soiution satisfies the differen
tial eqlil'.tions and also the end condItion at t = b. Ignor
ing second-order effects, a perturbation v in x" resulu in 
a perturbation Av in r(x) and Fv in f (x). Thus 

:1 (A." + 1') + P().." -+- 1') = -1f'W [r (x,,) + Ifv - ';-] 

J 
til (x" + v) = f (Xo) + Fv 

).." (,,) + I' (,,) = 0 

).." (b) + ... (b) = 0 

whence the perturbations satisfy 

~
~. + F'~ = -A'WAv 

v= Fv 

... (,,) = 0 

It(b) = -)..,,(b) 

(9) 

Now the general solution of v = Fv iJ v = UVo, where 
'·0:'= V (a). We will choose Vo so as to satisfy the other 
equation. Multiplying the first equation on the right by 
U' ar:i integrating as before yields 

V' (b) I' (b) = - /.. U' (I) If (I) W (I) If (I) v (I) til 

= - (f.. u' AW AUJI) v. (10) 

= - (!.. B'WBtil)V. 

---~----

Multiplying the last equation of (9) Ly V' (b) and then 
using (6) and (10) yields . 

U' (b) I' (b) = U' (h».." (b) 

[/.. B'WBtil] Vo = -I· B'W (r -~) til (11) 

The method now involves solving (11) for Yo. Then the 
perturbation v defined by v = UVo and the perturbation ... 
defined by the equations ~ + F'1-1 = -A'WAv, I'(b) = 0 
will be such that x.. + v and A.., + .1' will satisfy the 
boundary value problem (4) (ignoring second-order 
effects). 

We next show that (11) can be derived also from the 
other &pproach. We begin with a set of initial conditions 
CXo = x (to) and try to perturb ex.. by an amount Vo so as 
to satisfy (7). !f ex., is perturbed by v", then r is perturbed 
by Bvo• We thu.i wish to satisfy 

1· B'W (r + Bv. -'}) JI = 0 

which gives Eq. (11) again. 

The situation may be summarized as follows. 10e usual 
method involves considering 1 as a function of the initial 
position a. A s'Jfficient condition for the minimization of 1 
is that the "nonlinear normal equations· (6) are satisfied. 
The usual method for solving this problem is to solve the 
iinearized normal equation~· (11) for a small perturba
tion Vo in a . We have seen that equation (6) may be 
derived also from the boundary value problem (-4) and 
that one method of solving (4 ) iJ to solve (6) for: small 
perturbation Vo in .a. However, one may start with the 
boundary value problem (4) and consider other methods 
for solving it; this could give rise to some interestine; new 

. technique for solving the problem. 

I 

. \ 
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Tracking and Orbit Determination Program 

of the Jet: Propulsion laboratory 

RUSSeU E. CARR AND R. HENRY HUDSON 

Jet Propulsion Laboratory. Pasadena, CaUl . . 

ABSTRACT 

The lunar-probe tracking program at the Jet Propulsion Laboratory 
has two prime objectives: (1) provide real-time predictions of the 
direction of the probe from various observation stations; (2) establish 
a reliable trajectory corresponding to the actual flight path of th.e 
probe. The tracking program, although developed for use with lunar 
probes, can be used for interplanetary probes if certain modifications 
are made. 

The program, as developed for the IBM 704 digital computer, has 
two distinct phases. First, the equations of motion and the variational 
equations are integrated to each observation time where the elements 
of the equation Au = b are computed. The second pbase is concerned 
with the solution of a specified subset of Au = b. 

Flexibility and ease of operation have been major objectives in 
writing the 704 program. The number of data points and trac1dng 
stations that may be used is limited only by computing time and core 
storage. I.nput fonnats and operating instructions are presented for 
utilizing the various computational options available in the program. 

I. INTRODUCnON 

The lunar-probe tracking program of the Jet Propulsion 
Laboratory (JPL) has been developed using the maximum 
likelihood approach for correction of estimated values of 
the parameters defining the coasting trajectory. The cor-

antennas may acquire the si~als being transmitted; (2) 
establish a reliable trajectory corresponding to the actuaT 
flight path of the probe. 

The tracking program currently available at the IBM 
704 digjtal-computer installation at ]PL was developed 
for use with lunar probes. Although this tracking program 
can be used for interplanetary probes, certain modifica-· 
tions should be made to account for approximations 
which, though appropriate for flight paths of short dura
tion, are unsuitable for interplanetary £lights. 

. rection of the estimate is obtained by correlating pre
dicted values of certain quantities with the corresponding 
observed values. 

The tracking program has two prime objectives : 
(1) provide real-time predictions of the direction of the 
probe from various observation. stations in order that the 

10 
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II. THEORnlCAL BASIS FOR THE PROGRAM 

Tne tracking program is assumed to be effective dur
ing the coasting portion of the flight. The parameters 
l'hosen to define the calculated trajectory are the injection 
condition. 

at time to, wheTe 

R - distance from center of Earth, meters 

q, .... geocentric lati tude (positive north) 

9 II!E longitude from Greenwich (measured east) 

(1) 

" .. magrojtude of velocity relative to Earth, m/ sec 

y - elevation angle of velocity relative to Earth 
(positive up from the local geocentric 
horizontal) 

11 - azimuth angle of velocity relative to Earth 
(measured clockwise from north in local 
geocentric horizontal u viewed looking 
to'Ward the center of the Earth) . 

at Creenwich Mean Time (GMT) t. (The time is actually 
measured in secondJ from some reference time tret .) 

It is assumed tbat the following quantities can be 
observed from the ith observation station: 

-,- - -a- -r, , , ,J, ,". , , ,-. 

( )- .. the effect of station aberrations have been 
included 

' •• distance from ith station to probe 

I. - doppler ~gnal from probe at ith rtatioo 

y, • local elevation angle of probe relative to 
ith station (geocentric horizontal) 

11, - local azimuth angle of probe relative to 
ith station (geocentric horizontal) 

(2) 

3, - local declination of probe relative to ith station 

CI, - local hour angle of probe relative to ith station 

It is convenient to introduce the notation FU to designate 
the kth type of observation from the ith observation 
statioo: 

ph_r:
F"-/:
F'·-.,.:-

Fh_,,:
Fla_a.
Flt._:-

i 

Tne quantity of the kth type which is actually observed \ 
from the ith observation station at time tl will be denoted 
by F :t which will differ from the .rue value of the 
observable F~- by the observational error e;t; therefore. 

PJt = FJt + ,}' (3) 

It u assumed that the observational error ronsuts of two 
parts, 

where E it is a constant, referred to as a bias, and r~' is a 
random error from a normal distribution with mean zero 
and standard deviation "~'. Thus, 

,.. -
F~' = F'l + .}' (~) 

where 

Identity (6) might be written more completely as 
.... 
FJl (~IO '/h .. . ,'I" Eli) - F}· ('110 'I., ... ,'1.) .+ E" (7) 

where 

fl-R. 
'/.- .. 
'1.- '. 
'1'-". 
f.-Y. 

'1.- ft. 

From·identity (7), it is evident that 

forl = 1,2, .. ·,6. 

(8) 

lf q(i) (I = 1,2, . . . ,6) represents the rth estimate of the 
injection conditions (I), and if Elh represents the rth 
estimate of the bias Ell, then 

(9) 

11 
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where 
,., -Fjt' -FJ-[q~·',q:", ... ,q~",Ell,] 

iJF1·' iJFI.\ 
iJql - ~ "·f"·', ··, ,f,·f.'·' 

3ql" - q, - fl" 
3Ell, .. EI' - Ell, 

The assumptions made thus far on I 'I· imply the fre
quency function 

1 [1 (Fit - Flk)'J V 2., ,jl exp - 2' ,)t (10) 

In setting up the likelihood function for the set of 
. random observational err.ors {lin associated with a set of 

observations {F'n. two additional assumptions have been 
made: 

1. The errors flft are independent with regard to time 
as weU as to observational type and observation 
station. 

2. The standard deviations tI ~· are not known, but for 
fixed i and k, the ratio of any two of the till is 
bown; therefore . 

tlU ".,=-
, fV~' 

(11) 

where Wi: is known, may be written. 

With these assumptions, the likelihood function ass0-

ciated with a set of observations {Fi·} has the form 

H{[(~r"](~~)} 
exp { - ~ ~[ 1( fV~l Fi';' "',. F~' YJ} (12) 

where the products and the summations on f are under
stood to take place only on values of f corresponding to 
times t l at which obscrvatioru of the kth type have been 

12 

made from the lth station. The number N'l is the n Jmber 
of observations of the kth type from the lth observation 
station. 

In addition, it is assumed that there Is a frequency 
function, associated with the injection conditions and with 
the biases E", of the form 

(13) 

where cr" and cr~ ,. are a priori estimates, based on engle · 
neering knowledge, of the standard deviations of q, and 
E'· from their nominal vwes. 

The resulting likelihood function L is merely the prod
uct of functions (12 and (13). nle maximization of L with 
respect to the differences, 3q\" and 3E'·' leads to a set 
of nonlinear equations in these differences, The numerical 
solution of the nonlinear system is obtained by linearizing. 
replacing q, - q'," and Ell - E'" by qf;+U - q~') and 
E'~I"" - E"', respectively, and itl!fllting until the linear 
system coverages. The inclusion of the function (13) as a 
factor improves the conditionin~ of the linear system and. 
thus, at-celerates convergence. The a priori estimates of 
the standard devi .. tions enter in as reciprocal squares; 
therefore, setting the reciproc.>.l squares to zero in the 
linear system corresponds to deletion of factor (13). 

The tacit assumptions in any application using the 
procedure of iterating on the linear system to solve the 
nonlinear system are: 

1. The initial estimate of the injection condition. and 
biases must be sufficiently . close to the maximum 
likelihood estimate of the injection conditioru and 
biases. 

2. Sufficient data to determine the solutions must be 
Used. 

." . .... 
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III. THE SYSTEM OF EQUATIONS 

The system of equations resulting from linearization of 
the maximum likelihood equations may be written in the 
matrix form 

(14) 

where the column matrix is partitioned 

M=(~) (1') 

/ = 1,2,···,6 

J = 7,8,9,···. 

The sequence 00 , represents some well ordering of the 
hiases Ei". The elements of u, then, are 

(16) 

The corresponding elements of the column matrix b are 

b = ~ Lr_l - ~ (Wi,,)1 oFt (Fit - E'''>] 
I ft (17'1.)' ~ J Of' I I 

(17) 

and the elements of the symmetric matrix A are given by 

~ { 1 ~ [( )1 apt. OF"'] } II 
A, .. = ~ (a itr )1 ~ wj" . ~it· + {::-;jl 

A - [_1 ~(W,,,)I ~ _1 ] 
., - 3" (a ih)! ~ I (a .... )' (18) 

where 3~ is Kronecker's delta. and 

/, m = 1,2, ···.6 

J, I = 7,8,9,···. 

The quantity q i"r i$ the rth estimate of a'" and is given by 

«T.tr)1 = ~." ~(w~t Y (F'l - F'~r y (19) 

In addit-;on to (T 'tr, it is also desirable to have the quan
tity (To,,,,, defined by 

«T""')I = ~ik ~(w~" y 
X [(Fi" - F~") - (4=a~;:' forf' + forE'''))' (20) 

where 

w = (for'll) 
~ 

(ZI) 

is the solution to the matrix equation 

Bw= c (22) 

with the elements of the 7 X 7 symmetric matrix B given 
by 

( 23) 

and the elements o! c given by 

(, = ~ ( w~t y a:)~r (F~" _ Fj") 

(24) 

The quantity (To,,, serves as a measure of the noise on the 
data of the corresponding type. 

13 
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IV. THE . ITERATIVE PROCEDURE 

At the beginning of the determination of the (r + l)st 
estimate of the injection condition~ q,(l = 1.2. ···.6) and 
the biases Eok it is necessary to have the set of observa
tions {F;k} and the rth estimate of q, and E'l. 

As corrections may not he made to the estimates of aU 
injection conditions or estimates of biases, those which 
are to be corrected must be specified in order that the 
(·lements of c(1lumn matrices (15) and (21) corresponding 
to those injection conditions and biase~ not being cor
fl'rted may be set equal to zero, and the order of the 
matrix equations (Eqs. 14 and 22) may be correspondingly 
reduced. In the remainder of this section; it is assumed 
that the reduced systems are being used when any ref
erenee is made to Eqs. (14) and (2:2). It should be added 
t~at, for simplification of the machine programming, 
biases a.re corrected for only one observation station at a 
time. Thus, the system of Eq. (14) is, at most, of 12th 
order. 

The following step!: indicate the iterative procedure. 
although they do not describe the sequence actually pro
~rammed for the computer. 

1. Calculate the set of F~tr. 
2. Calculate a,kr from Eq. (19). 

3. Calculate the set of cF~tr/cq,· 

4. Form the coefficients of Au = b. 

5. Solve Au = b for q~r. II - q;r, and E itl r. II - E 'l,. 
where any difference not explicitly solved for is 
a.~sumed to be zero. 

6. Calculate 

) (25) 

for 11 = 1.2., ··· 

14 

7. Form the coefficients of Bw = c. 

8. Solve Bw = c for ~rq, and ArEll. where any quan
tity not explicitly solved for is assumed to be zero. 

9. Calculate a"okr from Eq. (20). 

10. Replace q:r, and E'ler with q:'.ll and E il'H". 
respectively. and repeat the procedure. 

One of the options available at the end of each itera
tion is that of pre<Ji.'ting the value of one of the observ
abIes at some later time tIl' The ple<iiction is accomplished 
by calculating 

F't .... ' e1,t [(0,,·\1 o,r.I' •• , 0 1,.1\ E",,·11 '1 
I' ,,7" 7 ': · • 7 &' , , 

(26) 

as well as the quantity 

+ ,. D Irt [ ~P't I r. II ] 2}' 
. il'l. • 

(27) 

(referred to as the Mstandard deviation of the prediction1 
where p indicates the particular member of (25) corre
sponding to the choire of i and k. 

Another of the available options is that of putting the 
F:t ohs('rvati ,ms to the test of a rejec-oon procedure; the 
ubst'rvation is rejectt'd if A _ 

I u " nF~t - F ',t' •• U] I~K 
V i A; 

(2S) 

where the dt'nominator is inserted as an external constant 
for t'ach data type. and K is a prescribed constant. Adm
tional observations may be addt'd to the original set of F~l 
in conjunction with this procedure. 

The method of calculating Fil r and rF ~lr (Oq , is dis
cussed in the following section. 
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v. CALCULATED VALUES OF VHE OBSERVABLES AND PARTIALS 

The quantities 1;h and the partial derivatives of:·' (Oq, 
are obtained numerically as a result of integrating a sys
tem of differential equations. This system may be divided 
into two parts: il) an independent system which leadJ to 
the quantities F:t.. and (2) a system dependent on the 
solution of the independent system and i~:!!ng to the 
partial derivatives aF:t. (Oq,. Both systems are integrated 
numerically relative to a rectangular coordinate system; 
transformations from the rth estimate of injection oondi
tions (1) to the injection conditions 

XC:' _Z~·' 
X'.GI _ X~.' 

XCGI _ YC" • • 
X':' -Z~·, 

The aforementioned independent system of differential 
equations may then be written 

JX 7t = I, (X •• X •• .. .• X •• I) (H) 

X C" Y' " ZI" X· 1', y' (" Z· C., .' .. .' .. .' . (29) with initial conditions 

are made by wing the follOwing equations at time t.: 

x=Rcos~cos' 

,= Rc~",in' 
% = R sin .. 

x = .' sin y cos q. cos 8 - "COS Y sin 8 sin" - "COS Y ~in ~ 
cos 8 cos , 

, = II sin y cos q. sin f! + "COS Y cos 8 sin (f - "cos.,. sin 9 
. sin' cos , 

+ "COS y cos'. COl , 

(~O) 

fOr p = I, 2. ... ,8. 

The dependent system of differential equations then 
may be written . 

J [2&J - · ~ r ax. J 
Jt ax~·' - ."i':. ax ... L ax~" 

with initial conditions 

. [~]=a at/-'. aXIl) ,. , 
e= [8 + GHA O(/)]mod2Y (H) for p, q = 1,2, ' .. , 6, where 'A is Kronecker', delta. 

"""here GHA 0 (t) is the Creenwich Hou;- Angle of the lint 
point of Aries (i.e., vernal equinox) at time t, 

X = R (OS • cos e 
y = ·R cos • sin e 
z-% 
X = (x - _,) cos [GHA 0 (I)] - (j + ..x) sin [GHA 0 (I)] 

Y = (x - _,) sin [GHA 0 (I)] + (j + ..x) cos [GHA a (I») . . 

z - % (32) 

where _ is tht- angular rate of the Earth's rotatioo. 

It is convenient to introduce the notation 

XI-X 

X.-Y 

X.-Z · X.-X · X.-y · x.-z 
XI:'-X1') . 

X':) _y~r' 

It is noted that the U!'lKnowns being :oolved for in 
Eq. (35) are the partial derivatives [aX,fOx~'l. 

The functions f, are given expUcitly in the prior ter
minology by . '1- X 

1.- Y . 
I. - Z 

_~ _ ~ [X":'Xlal XI.,] 
I. = R' II ~ K. r! + ~ 

I. - K Y ~ [Y - Yla' Y'.'] 
- ~R' II - L...J /(. ~ + os . . ". 

I. := 
_ ~ _ ~ [z. -Zial Z'.'] 

R' I. . ~ K. r! + R! 

where 

is 
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where 

'. = {(X - XI.)]' + (Y - YI.,]' + [Z - ZI.,]')' 

R. = {[X(·I]' + (y("I]' + [Z(a)]')1 

o is the Earth's equatorial radius; / and D are the Earth's 
coupling constants; KII is the product of the univer-

gravitational constant and the mass of the Earth, 
Kit = l ;M It; K. is the product of the universal gravita
tional , "lnstant and the mass of the nth body whose 
pott!ntial is being ·taken into aC<.'Ount, K. = GM.; and 
X'·I, Y'·', Z'·J are the rectangular coordinates of the nth 
body a t time t. 

For the s}'$tem of Eq. (35), it is assumed that the tenns 
associa ted with J and D may be omitted, and that the 
explicit formulas used for the partial def. vatives of the f, 
are obtained by setting ~, = g. = 1 in Eq. (36) l!.nd per
forming the respoctive d ifferentiations with r.espect to 
X, Y, Z, X, Y, Z. TIle follOwing examples are typical of 
the twelve formulas whkh do not yield zero: 

~ 
. 

, L I 
a 

(The re maining eight non vanishing formulas are permu
tations of these four.) 

The values used for ilF~" fOq I are obtained from 

It is assumed that, so far as the partial derivatives 
ilF~"loq, are concerned, one can use the calculated values 
of the partial derivatives of the functions FJk which are 
not corrected for station aberrations or atmosphere. With 
this assumption, analytical fonnulas can be given for 
aFiti ax, and for ax:.!' 1 jOq,. These fonnulas are given I 

18 

explicitly {n App. A. The middle factor In each term of 
the right side of Eq. (38) is given by the numerical solu
tion of system (35) at time t). 

The transformations from the numerical solution of 
system (34) at time t ) to Flh are m'lde as follows: 

The location of the ith obst!rvation station is given by 

(~9) 

Then, 

x. = R. cos 4> . cos 9. 

,. = R. cos 4>. sin 8. 

%. = R, sin 4>. ("0) 

' . = [(x - x,)' + (,- ,.)' + (z - %.)IJI6 .(.41) 

r. = ex - X i ) X + (y - 11); + (% - %1)% 

" (-42) 

x.x + y.) + I .I - R", sin v, 
y, = 

R,,.; cosy, (<<) 

TIle value of '" is given by 

'" =,,~ if [ - (x - XI) ~in 8, + (1- ,,) cos 8.] ~ ° 
-= 2>r - ": if l- (x - "I) sin 8, + (J - J.)cos8iJ < 0 

(4~) 

" 'here, using principal values in the range 0 ~ CI'~ L 11', 

(46) 

Also, 

(47) 

3. = arcsin Hz - %,)/,.,) (48) 

3. = (i - ;. sin 3,)/,. cos I . (49) 

o. = (8. - 8,) mod 211' (~O) 
where, using values from the range 0 L;, < 2", 

6; = arctan [(,- , ,)/ (x - x.)] (~l) 
(Ambiguities are resolved ·by observing the signs of 
numerator and denominator.) 

~, = (J - ]i) x - (x - x,) i 
(x - x,)' + (1- ,,)' 
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The values of 3, and a, may al~o be computed from 
the values of Y' and <1 , by using the formulas 

II, = - cos y, sin <1, sin 8, - cos y; cos <1, sin 4>, cos 8, 

+siny,cos4>,cosO, ('3) 

II, = cos y, ~in <1 , cos 0, - cos y, cos u, sin 4;, sin 0, 

+ sin y, cos 4;, sin 8, 

". = cos y, cos <1, cos 4>, + sin Y; sin 4;, 

B, = arc sin II. 

(54) 

(") 
('6) 

('7) 

where the elevation angle and azimuth angle of 
the bubble vertical at the ith station (relative to 
the geocentric horizontal) are given by y, and a,. 

The second equation of (60) is obtained by using the 
small angle approximations 

In 

sinYI = 1 

~ 

COSy/ ="2 - y, 

·cos' y, = 0 

~ _ t- [(Sin <1; sin y, cos rj - sin yj sin <1, cos y,) sin y, - cos y; cos <1, cos: y, sin (IF, - ~)] 
, - arc an • • . . • 

cos 0 I cos Y I SIO y, - 510 Y ICOS (1, COS y, 

where, using values from the range 0 L. (t~ < 2... 

a~ = arc tan (II,/II,) {~8} 

(Ambiguities are resolved by observing th~ signs of 
numerator and denominator.) 

The angles r io IF" a .. 3; are subjected to a number of 
corrections : 

1. The following correction is made for refraction: 

y7 = y, + Ay, (y" R) 
=y, + Njcoty, 

~ =., 

ifO~y,~1'de8 } 
if l~ dr.g < Y; ~ 90 deg 

('9) 

The basis for this correction is given in App. B. 
The increment A}' j is a function of Y'. the elevation 
angle, and R, the probe's distance from the center 
of the Earth. The .Iorm suggested for y. :> 15 deg 
is a result of fitting the numerical results. 

The corresponding valUe! of a~ IUld a~ are found 
by.· applying formulas (53) through (58) to y~ 

and .~. 
2. The follOwing correction is made for the bubble 

vertical deviation from the radial vertical: 

y~ = arcsin [sinyrsiny, + cosy;coSy1COS(IF/ -~)] 

[

sin ITj cos y~ - ( ; - Yl sin yj sin (11] 
CJ~ = arc tan .-----~~--+-----

COSIF:COSY~-(; -Y')5iny~COSIF/ . 

(60) 

(the exact formula) . The ambiguity ·in the serorrd equa
tion of (60) is resolved by choosing that value of a~ which 
differs the least from a,. . 

It is assumed that the bubble vertical de\-iation ~ 
only with observations made using a radio teles<Xlpe having 
an azimuth-elevation angle mounting; therefore, no ~
responding changes are made in 3~ and .,. 

Finally, bore-sight corr~ons are made: 

y;- = yr + ~y, 

} .. :- = ~ + Acr, (61) 
a;- = aj + Aa, 
err- = II: + Aa, 

where ~'((. AIF!, ~a!, ~i are simply additive constants 
which must be provided. 

The quantity r." is assumed to be a linear function of 
rl , the coefficients depending on the frequency trans
mitted as well as the manner in which the circWts are 
built for determining the doppler shift in frequency. 

The formula presently being used for r:- has the form 

",here 

fro is the transmitted frequency, cps 

B" C.. F; are reference frequencies fex the ith sta
tion, cps 

17 
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A, is a multiplicative' factor in the circuitry used at 
the ith station 

( is the velocity of light in a vacuum 

Currt·ntly. no correction in h is made for the effects of 
refraction. The coefficient of ,. in the linear function must 
also multiply the partial derivative of r;·· in order to 

obtain the partial derivative of t;··. The range rj is treated 
in a similar manner. 

It is assumed that the time derivatives of >,~... ~7". 
3~". and a:·· are the same as those of "tit 0'1. 3" and a" 
The values of these time de:ivatives are useful in deter
mining trai:king rates required of the observing instru
ments. 

VI. AUXILIARY OUTPUT FROM THE PROGRAM 

A number of .quantities are calculated as auxiliary out
puts of the program. 

. TIle transfonnations for obtaining 

R ••• 8. ", "I.' 
at time I from . . . 

X.Y.Z.X.Y. Z 
are given by 

R = (X' + y. + Z'}10 

• = a~sin (~) 

e = arctan (~) 

(63) 

(64) 

(6~) 

(66) 

(67) 

(Ambiguities are r~ol\'ed by observing the signs of 
numerator and denominator.) 

9=[e-GHAO(f»)~211' (68) 

; = (X + .. Y) cos [GHA 0 (/)J + CY -~) sin [GHAO (I)] 

j = -(X + wY)sin [GHAO(/)J + (Y - .. X)cos [GHAO(/)J 

% = :i (69) 
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(70) 

. (:xx + ri + u ) 
.., = UCSIO RI' (71) 

(1 = ." if (- x sin 8 + j COS 8) ~ 0 

= 2w - ." if ( - x sin 8 + ; cos 8) < 0 (72) 

where. using princip;U values in the range 0 L.., :!f .. 
." = ucros [(-xsin.cos8 - )sin.sin8 + :COS.)/IICOSY) 

(73) 

A number of the auxiliary quantities ca1culated are 
related to the attitude of the probe. The equations of 
motion (Eq. 34) arllose of the center of mass only, and 
their solution gives no information regarding the attitude. 
Although it is conceivable that dynamic equations may 
be added which would account for the -calculation of the 
aititude of the probe at any time. the current assumptioo 
is that the attitude is known in tenns of a unit vector e 
in the direction of the probe axis. 
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The following quantities are also available a1: output 
from the program: 

4- c, R., = arc cos 

where C"C., Cs are the components .,f c in the X. Y.Z 
system ane where 4'- c, R,,. means the angle between c 
and the vector from the ith station to the probe, 

4- c, It,. = It(: COl 

where the time derivative~ on the right are obtained from 
differencing ephemeris data for the nth body, 

IV - V~I = {[X - XC~')2 + [Y - ,yc~))2 + [Z - Ze.)l'}~ 
(78) 

4- (c, V - V.) = arccos 

{
C. (X - Xc.,) + C, (Y - )~c. , ) + C. (Z - i~} 

, IV - VIOl (79) 

where V - V ~ is the velocity of the 'probe relative to the 
nth body 

{ 
(Xc., - X] lX, - X c. , ] + ry'.' - Y] [Y. - yc. ,) + rZ I • 1 - Z] [Z, - ZC.'~ . 

4-R,.,R ... = arccos IR I (80) 
r. ... 

where R~. and R., are, respectively, the vecton from the 
probe to the nth body ;.\nd from the nth body to the Sun. 

; = 
[X - Xc. ,] [X - XI.'] + [Y - YI.'] [l~ - f,· ,] (Z - ZI· 'l(Z - Ze.,] 

• 

where R,.. is the vector from the probe to the nt-lot body 
whose potential is included, 

4- R - [ C,X + C.Y + C;Z ] c, - arccO! R (76) 

where R is the vector from the center of the Earth to the 
probe, 

r. 

(81). 

_ [XI.' X + Y'·' Y + zc., Z] 
4- R". Ra-,. - arc cos R R (82) 

• 
where Rt:. and R",. are the vectors from the center of the 
Earth to the nth body and the probe, respectively, 

where Ri ,. and Ri , are the v6rlors From the ith station to 
the probe and to the Sun, respectively, and 

'. = {(X - xe.')2 + [Y - ye.,)! + [Z - ZI.']'}~ 

(84) 

18 
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VII. THE IBM 704 COMPUTER PROGRAM 

As mechani:u'd for the 704 digital computer, the track
ing program can be considcred as having two distinct 
phases. In the 6rst phase, the equations of 1I."'ion and 
the variationll l equations are integrated to each observa
tion time where the elements of Eq. (14) are computed 
and stored. The second phase is concem,!d with the solu
tion of a SIX'{:ificd subset of Eq. (14). Figures 1 to 3 prf!
sent blOCK diagrams of the procedure. 

The normal modc of operation is the iterative procedure 
wherc Eq . (14) is generated, solved, and the corrections 
are added to the prior estimate of the probe's injection 
coordinates . For increased flexibility, several alternatives 
are under operator control during this sequence of oper
ations. The major options are as follows: 

1. The cOr.1posi tion of Eq. (14 ) may be specified as to 
(a} number of stations and data types to include 

20 
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(h) order of the matrix (c) wei~hting of tne data 
types. 

2. The data can be ignored if they fall 3u '• or more 
outside the pre-.:Jicted value. (a) Data which fail the 
test are I('ft out on subsequent iterations exc('pt that 
(b) all data may be re-examined at any time. 

JPL TRACKING PROGRAM 

3. Pointing predictions for the tracking stations may be 
obtained at specified times using the latest vaiues of 
the probe's injection coordinates. The "standard 
deviations of the predictions" may be computed. 

A _ 

4. During any iteration, the Fl-, F}t and the partial 
derivatives cFjt / cq I may be printed off-line. 

VIII. INTERNAL PROGRAM CONTROL 

The input required by the program during any tracldng 
operation may be divided int~ four groups: 

a. An estimate of the injection coordinates 

b. Data from tracking stations 

c. Internal constants 

d. Internal program control 

Groups a, b, and c are defined by listing all the pertinent 
quantities in See:tion IX on input format. 

The group d input is used primarily to specify the or-der 
and composition of the matri.;( equation (Eq. 14). In form· 
ing this equation, the program must ask the following 
questions: 

a. What data did the ith mtioo' send? 

b . Which data types are to be used? 

c. What subset of Eq. (14) is to be solved? 

The control words to answer these questions are 
tenned format control, data control, and matrix control. 
respectively. 

A. Format Confrol 

The firs~ word on each tracking data card is assumed 
to be the station identification number i. The format 
control must identify the rest of the data 00 the cards. 

It should be noted tJlat these control words are fixed in 
the sense that they are determined solely by the data sent 
from the tracking s'tations. The fomlat control is an octal 
number associated with e.<\cn tracking station of the form 
CCCCCCCOOOON. The C digits specify the type ol 
data and the N specifies the amount. 1be first digit cor· 
responds to the second word on the data card (remeur 
bering that t..~e flIrt word is i ), the second digit corre
sponds to the third word, etc. The amount. N, is the 
number of C digits used. The follOwing tabulation gives 
the possible data types: 

C DATA TYPE 

0 da ta condition 
1 time (tl) 
2 slant range ~h) 
3 frequency ~ .) 
4 elevation ~ ") 
s azimuth ( ,.) ... 
6 declination (Fie) 
7 hour angle (p.t). 

The data condition is a digit on the dllta card indicat· 
ing the quality of the observations. The program accepts 
only data with a zero data condition. The minimum 
iT Irmation that a card may contain is · i, tl, and ODe 

observation. The maximum is i and the eight quantities 
above. 

21 
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8. Dolo Contro' 

The situation ma.y occur In which the operator desires 
to omit a particular data type even though it appeared 
on the data cards. In order to accomplish this, another 
list of control words is kept by the program to specify 
the data types to be used in Eq. (14). 

The data control words are octal numbers having the 
form ABABABABABAB where each pair AB represents 
a station. Six stations may be specified by one word; the 
left pair AB is associated with station 1, the right pair with 
dation 6. 

DIGIT A 

elevation = 1 
·frequency = 2 
slant range = " 

DIGIT • 

hour angle = 1 
ceclination = 2 

azimuth =" 
In order to determine A a:ld B, add the numbers corre

sponding to the data type desired For example, in 
Eq. (14), use only slant range, frequency, hour angle, and 
dcdinati(JO from station 2. The data control word wouJ.d 
be 0063<XXX)00)G, 

C. Matrix Control 

Thus far, only the t}'pe of data has bt-en specified. The 
order of Eq. (14) must also be -:ntered as must the choice 
of weighting factors 1 or 1/ [(O"·)'} . This is accomplished 
by one control·word which is constructed as follows: If 
bit 2 equals 1, set O',t = 1. If the program is to solve for 
a bias from :he 'th station, i must be entered in the 
decrement of the control word. The right-most 12 bits of 
the address are used to specify which quantities are ~o 
be solved for. 

22 

lIT NUMBEI 

24 
2.'S 
26 

SOLVE fOt 
COUECTION TO: 

It. .. 
8. 

liT NUMBEI 

27 
28 
29 
30 
31 
32 
33 
34 
35 

SOLVE FOR 
CORRECTION TO: 

"0 
yo · 
(To 

bias In,. 
bias in f. 
bias in y. 
bias in cr. 
bias in 3. 
bias in «, 

The control word is checked for the two allowable 
cases, 

1. decrem~t =1= 0, one or more of the bits 30-..15 =1= 0 

2. decrement == 0, bit~ 30-35 = 0 

The program will stop on a divide check if it is asked 
to solve for a bias in an F '· which either did not &ppear 
in the trading data or. was omitted by means of the data 
control word. 

D . . Th. RejKfion Sigma. 

A table of ail is kept by the program for the purpose 
of rejecting bad data points. Dur.ng any iteration. the 
observation t,~ will not be ~. by sen.~ switch option, 
if it·,· - Fill ~ Ja'l, In order to conserve storage the 
u· t is packed in a pseudo-floating point form, three per 
word. As a station is allowed six types of observations, 
two words per station are required. The two words are 
dedmal numbel:S of the form E:rxE:rxEu, EuEuExx. 
where each triplet En represents a u,i and the order, left 
to right, is elevation, frequency, slant ra.!lge, hour ang!e, 
declination, and azimuth. The decimal point is assumed 
at the right of nand E is the exponent plus Bve; e.g., 
815 = 15000., 515 = 15., III = .0011. If the rejection 
option is being used and a triplet Eu = 0, it is interpreted 
as an instruction to keep that data type. Hence, rejection 
sigmas need be entered only for the data types which ue 
suspected of containing bad points. 

& 
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IX. GENERAL INPUT 

The input subroutine used by the program is NYINPl, 
whieh will accept data in the standard SAP furm . Each 
ca:-d has a location field, an operation field. and a variable 
field . The location fi eld, if needed, must contain the deci
mal address of the first word of data on the card. The 
operation field must cont l\ in BCD, DEC, OCT, or TRA 
specifying BCD information. decimal data, octal data, or 
a transfer. Fluating point information is recognized by a 
decimal point or the letter E denoting multiplication by 
a power of 0; e.g., 1.88 = .188El = 18.8E - 1. As with 
SAP, if dat .. arc to be tort>d sequentially in core, more 
than one word of data may be put on a card, each word 
being sC'parall.J b~' a comma. A blank in the variable field 
indicates that information to the right of the blank is a 
commC'nt and is not to be used. 

A. Formal 

The following tabulation gives the location and form 
of input data n~cded by the program. All DEC informa
tion is in floating point decimal form unless the identify
ing symbol is followeJ by an asterisk, in which event the 
information is a decimal integer. All storage locations are 
referred to by thei r symbolic locations, though decimal 
addresses must appear on the cards. A decimal symbol 
table is provided with tht' program listing. 

The following dimensional units are used throughout 
the program: 

length. meten; 
velocity. m/ scci 
angles, deg; 

angular rates. deg!hr; 
frequency, cps. 

COLUMNS LOCAnON OPERATION VAllAlLE 

CROUP 1 

CROUP 2 

CROUP 3 

FIELD 
1-6 

Rl 
III + 1 
III +2 
Rl +3 
III +" 
III +5 
III I CS 
111+7 
III +8 

(none) 

RJ- • 
PHIl- • 
THETAl- • 
Cl- • 
51- • 
IlBIA3 -. 
FBIAS -. 
DIG-' 
DIS -. 
DID-j 
DIA ·-' 
ASUB1- • 
BSUBI - i 

CSUBI-' 
FSUBI-' 

FielD 

'-11 
DEC 
DEC 
DEC 
DEC 
DEC 
DEC 
DEC 
DEC 
DEC 

DEC 

DEC 
DEC 
DEC 
DEC 
DEC 
DEC 
DEC 
DEC 
.DEC 
DEC 
DEC 

. DEC 
DEC 
DEC 
DEC 

FIELD 
12-72 

R. 
c. .. 
I. 

". 
•• 
y ... .... 
t" 

r, o-.~. r •• f .. YIt.1t -It I. 

II, . 

•• I. 
",1 
.,1 

M.-E" 
.:1f.-E·· 
~yj_EiI 

~CI'j- E'· 
Aa,_EiI 

~,-E" 
A, 
B, 
C. 
F, 

1 
1 

2 

2 
3 
3 
3 
3 
3 
3 

" .. 
" " 
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COLUMNS LOCATION OPERATION VAIIAILI 
FIELD 
1-6 

HOLLI - i 

HOLLZ- ( 
FCOO 
NOS 

GROUP 4 CODEWD - i 

DTYPE 
HE1S1G + 2 (I - 1) 

In the pr~ing tabulation, the numbered input is not 
neerled .under the (ollowing assumptioru: 

1. Spin axis orientation is immaterial. 

2. No station misalignment (nomina] values y/ = 90., 
fT/ = 0 5hould be entered). 

3. There are no constant b iares to be subtracted (rom 
the data. 

4. The frequency computation is immaterial. 

5. The rejectianoption is not used. 

In group I, to is a lO-digit decimal number giving GMT 
of injection. 1be word in pain of digits is month, day, 
hour, minutes and seconds; e.g., 0113051648 .is January 
13, 5h, 16m, 48s. In group 2. D is the data condition and 
t is the GMT cf the observation; t is a 6-<Ugit number 
giving hoo." minutes, a.,d seconds. In order to specify 
the day of the year, the /lumber o( days since 0 hr Jan
uary I, 1959 must he punched in columns 70 through 72 
on the lint card of each day's data. As it reads the track
ing data, NYINPI is modj£ie-d in order thit this number 
is nat interpreted as a comment. It should be recalled that 
by means of the fonnat control the amOunt of data fol
lowing the ~ on each group 2 card is Bcx\ble and the data 
may he in any order. In group 3, the two BCD words are 
the first and last 6 letters of the station name, and m is the 
number of stabODl. 

I. rlt. 'nput Oed 
All input from groups 1 lind 4 (and group 3, if it was 

not written on the program tape) is stacked together and 
followed by the card TRA 3, 4. This card iJ followed by 
all the group 2 data. . 

Although the program sorts the group 2 data. with 
respect to time, in groups of 15 cards, the operator should 

FIELD FIELD 
1-11 12-72 

BCD lunn 
BCD lX%.ttU 
DEC fr-. 
DEC m· 

OCT CCCCCCCOOOON 
OCT ABABABABABAB 
DEC EuEuEu·, EuErxErx'" 5 

take cue that the data cards are not seriously out of time 
sequence. The group 2 cards SU'e written on tape 2 u 
soon as they have been read. These .cards are read only 
once, unless the operator decides to merge additic'~'lal data 
wit!! previowly read cards. In this event, the" operator will 
have to merge the cards and start over. Othn than con-
5idcrativns of computing time, there is no limit on the 
number of group 2 cards that many be entered. 

The group 2 input procedure is illustrated in Fig. • . 

US( THE ST"TI~ 'OEHTIf"'CATION ...... aot 
c:.I nE CAI'IOS A#«) T}4f FOII ..... T ~mo.. 
WOfIOS TO OCTERfoI IN( _T II/f"OfNATlON 

APP£AM W>1£A£ a.. THE CAl'IO 

~ TM[ OATA ntOIII EAOI CAMIlli 
THE ORO(J' ' ,. "t 1', '.1 •• / •• , 

I F AN'( CARO COHT AlNS A TlIII! SMAU..Dt 
T M.Ui THE lAST n 101£ ON THE: OATA 

TIoP( 00 HOT uSE T~ OAU 

SORT THE DolTA WITH M:SP£CT TO TIle 

WIll TE THE Dol TA A£C£IVED ON CAItOS ON 
THE: Dol TA TAp[ 

Fig. 4. Trcn,crlptlon of data card to data tap. 
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x. M!SCELLAN~OUS INFORMATION 

A. The Prediction Opflon 

It sense switch 6 is down, the program will integrate 
past the last group 2 time and print the normal output at 
intervals specified by the operator. The prediction times 
may be specified in one of two way.: 

PREDT DEC 1', Ill, n or PREDT DEC 1", Ill, n 

where t', 6.t, n are Boating point numbe:-s, and t" is a 
decimal integer. 

In the first case, t' is the number of seconds beyond the 
last group 2 card, ~t is the print interval in seconds, and 
n is the number of prediction points. In the second case, 
I " is the C~T (If the first prediction with the same form 
as to in the group I cards; 6.t and n mean the samt' as in 
the first case. Nominal values of 900.,1.,1. are .CUITently 
assembled. This instructs the program to make one pre
diction 15 min after the bst group 2 card. If sense switch 2 
is down along with sense switch 6, Eq. (27) is evaluated 
and printed out at each prediction time. 

B. The Use 0' th. Sense Switches 
In the follOwing tabulation, sense switch 2 f:s addition

ally iested as the program is I()''lded in core f~ on-line 
(down) or off-line output. Output is usually talcen on-line 
as the operator must make decisions such as which data 
to use, when to reject bad poines, and whether or not 
convergence has occurred. 

SENSE U .. DOW'"' SWITCH 

1 no operation a. select card reader to read 
data while program is 
running 

b . if put down at LSI + 2 
stop, program returns to 
LSI + 2 after solution of 
Eq. (1.) 

2 stop to enter a. if matrix control 
matrix control word "* O. do Dot stop 
word b. if SSW6 down. do stand-

ard deviations of the 
predictions. .. -3 no operation print Fjk, F jt , and aF j· /aq/ 

on tape. 

SENSE U .. DOWN 
SWITCH 

4 no operation do 3all rejectioTa 

S all data on more tracking data in card 
tape 2 reader 

6 no operation predict 

Sense switch I is tested at each integration step and 
merely selects the · card reader, which is used to read in 
constants or control words which the operator may wish 
to change. Sense switches 3 and 4 are tested at each 
observation time. Sense switches 2, .5, and 6 are tested 
.ilter the final observation is read from the data tape. 
Senre switch 5 should be up if there is no tracking data 
in the card reader. 

c. Program Holts and Errodndlcotion. 

I. Enor Stops (should not occur). 

LOCATJON DE~C.'''TJON 

INP + 60. 

INP + 376, 

INP + 657. 

BSTP - 5 

WOKD-IO. 

LOOKD-I 

D2+7 

START + 2 

2. Error Indications. 

Illegal operation in data card. 

Out of range decimal data. . 

Illegal punch in data card. 

Check sum error 011 tape 5 after 
3 tries. 

Time out of range of ephemerides, 
check input. 

Time out of range of ephemerides. 
check input 

Cned, sum error on tape I, rewrite 
program tape. 

EOF return for card reader, input 
error if in : -aclcing mode. 

If a S-digit number appears on-line in columns 1 to 5. 
the octal location of an e:-ror r~tum is indicated. These' 
usually occur in the output transformations and do not 
affect the program; e.g., if y = 90 deg, fT is not defined 
and will give an error return. If there it a check sum 

. error in reading the data tape, CHECK SUM ERROR 
ON DATA TAPE will be printed on-line. 
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3. Nonnal Stop&. 

LOC::ATION 

START - 3 

LSI + 2 

TS4 

D. Restcrt Featur. 

CESCRIPTION 

Occurs after program deck or tape 
is loaded. If t.·acking, hit Start . If 
running single trajectory enter S, 
1,2 in MQ, hit Start . 

Enter matrix control word in MQ. 
If SSW I is down, program will 
return to this location to solve a 

. different matrix. 1£ the control 
word is zero or illegal, the program 
wiIJ remaiN at this stop. 

~gram stops here after a pre
diction. If further iteration Is 
desired, put SSW 6 up and hit 
Start. 

If the matrix A is iII-conditioned, the solution may be 
meaningless. The initial conditions from the previous 
iteration are .saved; thus. if meaningl{;~ corrections are 
added to the injection conditions, they may be removed 
by hitting Reset, then Start. 10e program win ~tum to 
the previous initial conditions am3 the opcntor can solve 
for a lower order matrix at the LSI + 2 stop. 

E. Sing'. Tra/edOlI" 
It is possible to run the tracking program to obtain 

·single" trajectories. The variational equations are not 
integrated IUld computations pertinent only to tracldng 
are ignored. The input consists of groups I and 3 followed 
by carru which specify the amount of printing to be done. 
1bese cards have the form 

TSTOP + 6 DEC II . A/I .t , t~ 1, • .. ,I,. O. 0 

TRA 3,<4 

This instructs the program to begin printing at t \ w:th a 
print interval of Atl seconds. At t~ s"itch to At! seconds 
for the print interval, etc. As many as 18 time triplets 
may be entered. TI,e triplet ',. O. 0 instructs the program 
to sele<..'t the card reader for another case at time f,. TIle 
t's are GMT and have the same fonnat as t. in group 1. 
whereas the At's are entered as floating point numbers. 
As many cases as desired may be stacked together, sep
arated by TRA 3. 4 cards. Only those parameten which 
change need be input on succeeding cases. After the pro
gram tape is loaded, enter bits S. 1. 2 in the MQ at the 

I 
L--.._ 

stop in location START - 3. Put the input deck in the 
card reader and hit Start. Output will be off-line on tape 3. 

F. ThQ Program Tape 

Clear and load the binary deck. After the final card is 
read, the program will be written on tape 1. The operator 
may. at this time, write the group 3 data on the program 
tape. At the program halt in START - 3, put the group 3 
data in the card reader, followed by the card TRA 
DUMP. and hit Start. The group 3 data willbt- written 
on the program tape. This may be d one with any of the 
data but that of group 2. However. groups 1 md 4 are 
usually entered each time on carru as they are likely 
to change. 

G. Atmospheric Re'ractlon 

In the present program a correction is added to the 
elevation angle to account for refraction efJects. A tw(; 
parameter table look'lIp is made to determine this cor· 
rection. As the current table in the 'program is for • 
transmitter fre-quency of 960 me. the user may want to 
remove the atmospheric refractions correction. ThIs may 
be done by putting the instruction TRA STR in location 
SXD +1. 

Fig. S. Th_ .. 3~lt rel_ctlon ... t 

--I 
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H. Reiwion logic 
The program lceeps a table of ikl binary bits corre

sponding to each observation Fjk. If an observed value 
is rejected, the Ikith bit is set to 1 to indicate a bad d .. ta 
point. On subsequent iterations, instead of re-examining 
the data, this table is scanned to determine whether or 
not to use the P;k in the least-squares fit. Each time the 
sense switch option to reject bad points is used, the table 
is cleared and all data are re-exnmined for 3a'l< rejection 
(see Fig. 5). 

I. Storage Allocation 
The current ]PL program has been written for a 704 

computer with an 8K core, an 8K drum, and S tape units. 
Memory is distributed as follows: The program, tracking 
data, and Sun-Moon ephemerides are kept on separate 
tapes, leaving two units for off-line output. The ik noroW 
matrixes and the ikj rejection bits are stored on the mllg-

JPL TR~CKING PROGR~M 

netic drums. All other data are kept in core memory. 
Although coded for AI tracking stations, the current 8K 
core restricts the program to a maximum of five stations. 
A maximum un the order of 50 stations is anticipated for 
a 32K core with no magnetic drums. 

UNIT fUNCTION 

tape 1 program 

tape 2 tracking data 

tape 3 if SSW2; output 

tape 4 '" -if SSW3; Fjk, F;k and of'jtjCq, 

tape S . Sun-Moon ephemerides 

drum 1 ik normal matrixes 

drum 4 ilcf rejf"ction bits 

XI. NUMERICAL METHODS 

A fourth-order Runge-Kutta method is wed to inte
grate the equations .of motion. This method was chosen 
primarily for the convenience of using a variable inte
gration step which, as the tracking data may come in at 
.ny interval, is an importar.t feature. 

The matrix equations which appear in the least-squares 
method are often ilJ-condilioned, a situation which ~ 
cause seriow loss of £ignificant digits in the process of 
solving the equations. The program reduces this source 

. of error as much as possible by using a Caws-Jordan 
reduction method which interch.mges rows and columns 
in order to obtain the largest pivotal element while devel
oping the inverse matrix. 

The current program wes a tape which contains the 
Cartesian coordinates of the Moon and Sun at May 
intervals cor the years 1959 through 1002. A fourth-order 
interpolating polynomial is used to find positions at any 
GMT. Eff('rts are currently under way to include an 
ephemeris of all the planets for the years 1900 through 
1970. 

$4 L. 

As set up lor tracking satellites and lunlU' probes, the 
program wes the following criteria for chOOSing integra
tion step .size: 

R = min (R, R.) 

o~ ~ < 16000 Itm 

16000 ~ R < 86400 

86400~ ~ 

}60 

1800 

These values have been determined empirically in order 
to ensure a small tr,mcation error while, at the same time, 
giving relatively small computing times. A 35-br trajec
tory to the Moon requires about 3 min computing time 
with a truncation error of less than 5 km ul the Moon. 

The computing time is · severely increased wbeD the 
program is in the tracking mode. The 36 vari~tiooal 
equations mwt now be integrated and matrix computa
tion must be made at each observation time. Further, the 
program is usually re~tricted from talcing an optimum 
step size by the group 2 data rate. In the h'aclcing mode, 
the computing time is on the order of 2 sec per observa
tion time. 

27 
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APPENDIX A 
Analytical Formulas for Partial. 

ax~ 
aRn :::;: co~ </>0 cos eo 

... h~r~ 

~x.. D ' 
-" - = - .", sIn </>0 cos eo 
<J</>. 

. ax. R . e 
- atJ o' :::;: - 0 cos 4>. san • 

ax" = 0 
a,· .. . . 
~x. ·= 0 
"Yft 

ilY.. . 0. 

~R., = cos </>.:ian '<7. 

ay n ::: _ D sin -" sin e a4;. no .,.. • 

ay .. = 0 
aYe 

ay .. =0 
~. 

az.. ' . 
- = san. 
?R. 

az 
_ft = It,c",,, 
~ .. 
az. ~ 0 
M. 

az. = 0 
ii" .. 

. 
ax .. 
~" :::;: - "" cos y .. cos </>0 cos fin cos eo 

- "" sin Yn sin 4>,. cos en -+ ... It. sin </>" sin 6 n 
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(A.I) 

(A.2) 

(A·3) 

(A-4) 

{A.5} 

(A.6) 

(A.7) 

(A.b) 

(A·9) 

(A-IO) 

(A-1l) 

(A-12) 

(A-B) 

(A-I . ) 

(A.15) 

(A-I6) 

(A-17) 

(A-18) 

(A-19) 

{A-20} 

a~..l!. __ , ' " . an - ' .. cos "1 .. sIn a" CO!i 0" + '" cos "1" 510 </>" COS fI" san A" 
" 

- "" sin "1" cos t/> .. sin A" - ",R" cos </>" ces An (A.21) 

· ax. _ . . , . 
-" - - - COS Yo 510 lTo san 6 . - cos Yo Sin 4>0 cos a o cos eo 
""0 + sin Yo cos 4>ocw e. (A.22) 

· axo .... .. 
-3- = "0 SIO Yo 510 lTo 510 eo + "0510 y. s:n </>0 cos fl. cos e, 

h . 

+ "0 cos Yo cos 4>0 cos e, (A.23) 

· ax. . .. 
0... :::;: - "0 cos Yo cos a. 510 6 0 + "0 cos Yo lln 4>. san fl. cos e. 

• 
(A.24) 

· aY" aRe = .. cos </>. cos e. (A.2') 

ilY ft . 
34>. = - "0 cos Yo cos </>0 cos flo $In e. 

- "0 sin Yo sin 4>. sin An - ... It, sin 4>. cos e. (A·26) 

aY.. . . . . ' 
ctJ :::;: - "0 cos "1. san a. sIn (3. - "r cos Yo 510 4>. cos fI, cos e. 

• + f 'o sin Yo cos cf>. cos 6 " - -R.. cos 4>. sin a, (A. 27) 

· ~Y.. . .. -a- = cos Yo sin fl. cos 6. - cos y. san </>. cos fl. $In e. 
f '. 

+ sin y. (0:14>. sin e. (A.28) 

ilYp __ ." ," • 
., - , " 510 'Y. 510 a. cos 6 " + 'n 510 y. sIn 4>. (OS fI, sIn e, 
°Y. 

+ ,'. cos Yn cos 4>. sin e. . (A-29) 

· ilY . c.: :::;: f '" cos y .. cos fI .. cos A. + f 'o cos y. sin </>. sin fI .. sin e" 

· a7.. 
---0 
aRc, 

air · . 
3tI>o = '" san Y. cos 4>. - ", cos Yo san.o cos". 

ai,.., 0 
~. 

ai, . . ., = san Yo san </>. + cos Y. cOS.o cos fl. 
"". 
aiD . . 
-" - :::;: flo cos Yo SIO 4> .. - "0 5In Y. cos </>0 cos fI, 
"Yo · az. . 
Ocr

o 
=:= - "0 cos Yo. cos •• lin". 

ar, _ x - R, cos 4> , cose t 
ax - " 

(A-30) 

(A-31) 

(A-32) 

(A·33; 

(A.~ 

(A·37) 

-- 1 

I 

. ~ 



€', = [11 , + GHA Cl (I)] mod 2". 

~= Y-RJ cos~~ 
ay " 
~ = Z - R, sint, 
al rJ 

a" ax-=O 

a" nCO 
a;, 1 (~' . 1 (. a,,) ax = ;; A. + ",R, cos 4>,510 a,) -;; " ax 

al I \ . 1 (. a, ) 
ay = -(Y - .. R,cost!>,cosa,) - - "1-' 

", " elY 

3" = ..!..(z _ . a",) 
al" " al 
a;, a" 
~ =ax 

a;, a" n=az 
ay, 1 ( . ilr,) 
ax = cos t!>, cos e, - 510)" ~x 

. " cos)" 1/ 

~ 1 ( . ' . a,,) 
ay =: -- cos t!>1 sin e, - SIO)" -Y 

" , cos)" a 
.!!i. _ 1 ( _ . a,,) 
ill - " cos )" 510 t!>, - Sin)" az 

:~ 20 

-iT- 0 

!1 = 0 

(A-38) 

(A-39) 

(A-40) 

(A-41) 

(A-42) 

(A-'H) 

(A-44) 

(A-45) 

(A-46) 

(A-47) 

(A48) 

(A-49) 

(A-50) 

(A-51) 

(A-52) 

(A.H) 

(A-54) 

JPL SEMINAR PROCEEDINGS 
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au, 1 ( . . If. . ) (A-55) -= Sin CI', Jln ,COS 8, ..,... cos CI', sin e, ax " cos 'Y, 

aCl', 1 ( . . . aY = -- 510 CI', 510 If., Sin e, + cos CI', (OSe,) 
'1 cos 11 

(A-56) 

aCl', 1 { . (A-57) .. -= - 510 CI', cos 4>,) - \ al " cosy, 

'aCl', = '0 
ax (A-58) 

rl! = 0 (A-59) 

-tr =0 (A-60) 

a., _ 1 [a" ~ ] ax - r, cos I, ax al (A-6I) 

as, _ 1 car, a,,] 
TY - r,cosa, aY az (A-62) 

~= 1 [1 (a" r ] (A-63) al ", cos,, ilZ 

a" 0 ax= (.-\-64) 

.a', 
af~O (A-65) 

aI, 0 
aT= (A-66) 

aa, 
1 , [sin (e, - a,) ] (A-67) -=+ ax "'cos , 

aa, =_ 1 [cos (e, - cr,) ] (A-68) aY " cos,, 
acr, 

(A-69) -=0 aZ 

ilcr, =0 ax (A-70) 

ilcr , :: 0 
aY (A-71) 

acr , = 0 
az (A-72) 
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APPENDIX 8 
Bosls for Correctloru for Refradlon 

Consider an electromagnetic signal of given frequency 
St'nt from a probe to a receiving station fixed on the sur
face of the Earth. Assume an index of refraction 

" = l1(h) (B·1 ) 

where h = R - R .. Suppose that the position of the 
probe (in the azimuth plane) at time t. relative to the 
ohservation station. is given by R(t). )'. (t ). where R(t ) is 
the distance to the probe from the center of the Earth 
and y.U) is the elevation angle relative to the station 
(see f ig. B-1). 

Becaus(' of an ind(>x of refraction which varies with 
in(Tf'asin~ h. the path taken by the signal will not. in 
~f'nt'ral. be a strai~ht line but rather some curve such 
as C. The path C can be determined by using fermat's 
principle and appl)"ing the C'dlculus of variations. 

Suppose one considers a variety of paths between the 
probe and the observation station. Fermat's principle 
stBtt'S that t!lt· path tak~n will be that path C for which 

a t 41 = 0 (B-2) 

~fuJtipl);ng by the veloc'ity of light in vacuum.c. replac
ing cit by ds le' wht're c' is the velocity of light in the 
medium. and using the definition 

" = ~/t' (B-3) 

Fig. 1-1. Path of electromagnetic signal 

· 30 

the relation (B-2) is replaced by 

a £t1(JJ=O (B-4) 

Using the metric 

4J':: fh2 + (R .. + h)" (Jor·)' (B-~) 

where or· is the central angle (see Fig. B-2), (B-5) becomes 

Jh = 0 (8-6) 

Flg. 1·2. Apparent elevation anile 

Applying the calculus of variations to (B~). the result is 

Substituting 

y. (h) = IIC cot [ (R. + h)~ ] (8-8) 

the result is 

(8-9) 

Ii 
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or 

(B.I0) 

If the variable ,= R,,." is introduced. Eq. (B·9) is 
replaced by 

til" _ R, " 
dh - R, + h cot y (h) (B. 11 ) 

where 

"(h)-~ R, "(") cos y - n(h) R, + b cos y v 

If there were no atmosphere. n{h) would always equal 1. 
and in this case. omitting the asterisk, 

dl R 
dh = R,: h coty(h) (B.l:l) 

where 

cos y(h) = Rj~ h cos y(O) 

Since at time t, 

(8-13) 

the determination of the QPparent elevation angle Y,'(t} 
from given R(t) and y,{ t) coruists of finding the initial 
condition y'(O) which is necdec' in order that the inte
gration of (B·ll) gives a valve ,Jl 

f.all,.a. R· 
t: = • R, ; b cot 'Y"(h) db (8-14) 

equal to the value obtained by integration of (B.12). 

f..",... R 
l, = • R, ~ b coty(h)Jb (B·l) 

wherein the injtial condition y(O) = Yl(t) is ~ 

In terms of the variables , and l. it is evident from 
Fig. B·I and B-2 that the above determination is equiv. 
alent to requiring 

(8-16) 

a condition which must hold if C intersects the straight 
line path to the probe at the probe. 

The numerical accomplishment of the determination 
can be done in the following manner: 

A sequence of angles 

(8-17) 

q 

is built up by using 

'Y"CO (0) = y,(/). in degrees 

y"I2' (0) = ( l.5 + 8~~ y,(I)). in degrees 
(B.18) 

Integrals of type (B-14) are obtained with each of these 
initial conditiom, giving. respectively. 

and 

Using the integral (B·15), the differences 

l, - t;Cl' ~ 0 

and 

are formed. 

(B.19) 

(B.20) 

(B-21) 

(8-22) 

If l~ - f;n , = l~ - (;t: ' = o. y:{t) = y,{t) = 90 deg. 
Otherwise, with k = 3. use 

' It, 0 _ ll~-(;Ully· .. '(O)+lt,-t;'IIIY·tU(O) . 
Y () - It, - (;'111 + It, ·· (;"'1 . 

(8 ·23) 

Evaluate the integral of type (B-14) with initial condition 
y"t,(O). to obtain "t I. If 

Ie, - t;' tll > , (8 -24) 

where , is some preassigned small noo-nt'gati\'e number 
(in practice, is usually oot chosen equal to zero). then. 
on the rig}-~ side of (R-23), substitute the differenc.-e 
t~ - t;,t, for ~he pre\iou~ difference ha\ing the same sign 
and substitute yO lt '(O) for the corresponding angle. On 
the left side of (8-23), increase k by one, and rept'.1t the 
process until a value of t; ,tl is obtained such that 

Il, - (;(tll ~ , (B.2~) 

The corresponding value of y· '·'{O) is then used as y7{t). 
It is e\ident that the value of n{h) rr:ust be provided. 

Fw. the current program, the assumption has been made 
that n(h} is of the form 

n(h) = 1 + 10" G. ,. ... 

where, if h is measured in statute miles. 

Ii = 0 .22 

(B-26) 

. 
and C . epresents the surface refractivity for the ith 
observation station. 
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APPENDIX C 
Output Format 

Tht' output is composed of threc groups; the formats 
are givcn in this apP<·ndix. Croup 1 is the normal trajec
tory output; grollp 2 is the output obtained from the least
square's fit; group 3 is the off-line Olltput obtained from 
the st'nse-switeh 3 option. In group 1, the last line of out
put is obtained only if the option to c'Ompute the wstand-

ard dt'viations of the predictions" is used (see quantity 27). 
In group 2, A-I is printed as a 6 X 6 matrix if the right
most 6 bits of the matrix control word are zero. Other
wise, A-I is printed as a 12 X 12 matrix with eaeh two 
lines of printing representing one row of matrix. 

GROUP 1 

GMT GMT-tu 

R " 4> 
"ft' (1. hc, R 
X X X 

Y Y y 

· Z Z Z 

Name of Nth iody 

X. X. 
· y •. y. 
· Z. Z. 

Name of Ith Stall on . 

~c,R" 

. Nome ·of Ith Statfon 

D. 

Normalization with Sigma 

Nome ef Ith 
Stotion Sigme 1 Slima 2 110_ H 

R crll (10 It ~'" Nit 

F (112 (1011 AI, N'I 

EL crla (10" ~71 Nil 

AZ "(1" ~ .. AfT, N i t 

DEC vii VO" ~3, N i:. 

HA (111 (10" Aa , N" 
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GHAO(/) 

x , 
% 

IV-V.I 

. , 
(1, 

4>, 

D. 

GROUP 2 

Y 

'8 

x 
; 
i 

4r.~ 

h(r,V-V.) 

YI . 
Y, 

I. 

D, . 

Nol.e Moment Matrix 

.1-' 

Correctll)"_ to Initial Condition, 

.\ II. II. ". 
"r II. II. II,. 
D; . D. D1 · D, 
Dr D ... D. D lo 

, -

II, 

"II 
D, 

Veor 

v 

~R,.., R •• 

V. 
o 

, . . 
r. 

r • 

D. 

II. 

II .. 

D. 
Di, . D •• 
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Gltour 3 

GMT 
A A,..,,,.,.,, 

Wi" Fi" pi" - Fi" pik aF"/ oRo 

aFU'j34>o api~ / 300 api"/ a"0 3pi";oyo aFik/ 3a" 

03 MAR 05 15 25 O\J 00 00 

7 659009 5 106401 2 281818 
-6 543389 3 360000 2 900000 

7-560743 4-499837 1 780841 
1 151645 4- 9 64115 1-211161 
1 311231 3 489722 1-434127 

MOON 

8-255926 4 103~74 9 315142 
9-35502:' 3-101661 2-184081 
9-118463 2-124912 2· 261~40 

SUN 

12 140862 4 975523 12 148210 
11-422834 5 260537 1-710677 
11-183364 5 112990 3 104195 

HAWAII 3 227999 1 771193 
3-129698 2-2C Y660 
3 100264 ~12~348 

JOORELL BAi~K 3 110121 3 341444 
3-335187 2-337d59 
3 129223 3 135691 

CANAVERAL 3 284134 1 786064 
3-470765 3-292280 
2 924111 3 109543 

GOLDSTONE 3 256661 3 352092 
3-158956 2 951101 
3 110494 3 116101 

PUERTO RICO 3 111951 2 556110 
3 151360 4 1350,5 
2 371607 2 881721 

For each GMT and each t, these three lines will be 
repeated K times, where K is the number of data types 
from the ith station. Samples of the output are presented 
in Fig. C. 

1959 

3 285714 2 120342 2 934874 
3 239093 3 164867 5 110540 

7 157913 5 106086 455894 
1-559010 3 654199 -123290 
1 311231 3 489122 881453 

9 371229 3 101052 3 104880 
4-936332 2 955417 4 104tt38 
5 114698 3 107990 000000 

12 14B216 2 689367 000000 
4 244244 3 101011 5 300271 
5 402912 3 158872 000000 

2 650915 2-357255 9 960020 
2-5665t!B 3-121810 4 943169 
2 188235 3 204315 7 780166 

3 2744~4 2-261660 9 960065 
3-2996tl4 3 174695 4-456593 
2 530510 3 351694 7 6.20343 

2 896566 2 161304 5 104550 
2 478928 3-548468 5 104892 
2 2829~4 3 219420 6 669041 

2 888032 2-154199 '·5_ 105S07 
3-113104 2-160349 4 999798 
2 352070 3 243152 1 408132 

3 328410 1 329563 5 122655 
4 1230~9 3 ~b10b5 4-561316 
2 180650 3 29<l911 7 131761 

Fig. e-l. Sample. of forma t 
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CARR 

NORMALIZATION WITH SIGMA 

PUERTO RICO SIGMAI SIGMA2 alAS N 

R . vOOO .0000 .0000 

F . 0000 .0000 .6000 

EL 2.1686 .0248 .0000 30 

AZ .s 713 . 0211 . 0000 30 

DEC . 0000 .0000 .0000 

HA .0000 .01.100 .vOOO 

GOLDSTONE SIG"1Al SIGMA2 BlAS N 

R . 0000 .0000 . 0000 

F .0000 .ocoo . 0000 

EL .0000 .0000 .0000 

AZ .0000 .ouoo .0000 

DEC 4.2864 .0041 .0000 10 

HA 6.3258 • .0055 . 0000 10 

NOISE 1'40~ENT MATRIX 

9 453242 4 146721 · 3-8258e4 6 696876 5-148040 3-922859 

4 146721 -1 217607 -2-792041 1 804916 -1-653040 -1 308419 

3-825884 -2-792041 -2 683842 1-597993 -1 454~46 -2 168771 

6 696816 1 804976 1-591993 4 687693 2-348524 1-215197 

5-148040 -1-653040 -1 454346 2-348524 634947 -1 571974 

3-922859 -1 308419 -2 160711 1-215197 -1 571914 · 145895 

CORRECTIONS TO INIT.I AL CONDITIONS 

0 126241 3-121620 555182 -101311 1-431624 1 12318~ 

0 0000u 000000 OOJOOO 000000 000000 000000 

:; 212895 £ 029272 14751~ -1 826947 796836 381963 

...10000 ...' 0 001,.'00 OvuOOO 000000 000000 000000 

Fig. e-l . Sampl •• of format Iconrdl 

3. 



___________________________ JPL SEMINAR PROCEEDINGS 

JPL TRACKING PROGRAM 

03 "'1AR 05 17 11 
1 1 1000e 5 11435000 3 I:)O~OUOO 5 !1204500 -~ 74873738 
3-323E36463 3 d01750tl3 1 12 017831 2 2'702:'449 3-10357997 

03 MAR 05 11 11 
1 1 10000 2 19 :'JOO OOv 1 12094400 2 16290:>60 -.. 44734961 
1-25922729 ,,, 81205436 -2 15734382 03152147 42405450 

. U3 MAR 05 17 11 
1 1 10000 2 i750dOOO -d43 99700 2 Id:;~1997 -5-81731311 
1-15683623 1 52092538 -2 48278849 -44148571 21275023 

03 MAR 05 17 21 
1 1 10000 5 11355000 3 15025000 5 11204750 -3 4025625~ 
3-36546930 3 72706720 1 12{)20384 2 1~458219 ' 2-86128892 

03 "'1AR 05 17 21 
1 1 10DUO 2 20252000 84741807 2 19404582 -4 43198870 
1-255b!;)8n 1- 10296101 -2 14982958 8860d335 45780827 

03 MAR 05 17 21 
1 1 10000 l. 22324000 -1:!:, 9620d4 2 ~31t!3021 -:'-84777583 
1-20039277 1 4 9 1 94936 -2 49916649 - 4739:>046 31075049 

03 MAR 05 17 31 
1 1 10000 :; 11282000 3 14850000 5 11133500 -3 11683992 
3-3902n 1 7 :; 6:'036476 1 12974494 2 10769599 2-70157784 

03 MAR 05 17 31 
1 1 100CO 2 20816000 51687098 2 207 Q 9129 -4 416155.10 
1-24781614 1-12205844 -2 "14011162 93448831 48221737 

03 MAR 05 17 31 
1 1 10000 2 269080CO -82308936 2 21731089 -5-86320892 
1-236479y9 1 4588.2606 -2 50647464 -49873461 40717286 

03 MAR Os 17 41 
1 1 10000 5 11217000 3 14575000 5 11071250 -3-10820597 
3-40096569 3 57591097 1 13135474 1 31410656 2-~6113612 

03 MAR 05 17 41 
1 1 10000 2 21204000 21026969 2 20993730 -4 40030438 
1-23693790 1-13801022 -2 12944934 97697~03 49789397 

03 MAR 05 11 41 
1 1 10000 2 31196000 -77 243t!0~ 2 3196c43S -5-86572025 
1-26501107 1 42358952 -2 ~0603247 -51623899 50020243 

Fig. C-l. Sample. of forrr.at (cont'cf) 
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Evaluation of Pioneer IV Orbit-Determination 
Program' 

M. EIMER AND Y. HIROSHIGE 
N69-754 

Jet Propulsion Laboratory. Puadena, CallE. 

ABSTRACT 

The orbit-detennination computing program is evaluated in tenns of 
its effectiveness on the Pioneer N shot. The tracking net used for 
Pioneers III and IV, including details of the Goldstone antenna, is 
descrihed briefly. Then the real time operation of the system is analyzed 
with regard to the time and effort required to produce predictions and 
the accuracy thereof. Causes of trouble (particularly biases in the 
antenna alignment equipm~nt) are diagnosed and · remedies are 
proposed. 

I. INTRODUCnON 

In December of 1958 and again in March of 1959, NASA 
employed the Juno 11 rocket system for the third and 
fourth attempts on the part of the U.S. to place a scientific 
payload on an escape trajectory in the vicinity of the 
Moon. The missile used in the December firing failed to 
achieve escape velocity, and the payload, Pioneer 111, 

achieved a maximum distance from the center of the 
Earth of a little over 100,000 Ian. The cosmi.c-ray data 
from Pioneer 111 revealed the existence of a second Van 
Allen radiation belt at a higher altitude than that discov
ered by the satellite Erplorer I . 

The later attempt, the following March. was more suc
cessful. The payload Pioneer N passed the Moon at a 
distance of approximately 60,000· lcrn and continued on 
to an interplanetary orbit with a period around the Sun 
of 395 days. 

'This papn prr'St'nts the rt'Sulu of one phase of research carried 
Ollt at U;e Jet Prop'JIsion Laboratory, California Institute of Tech
nology, under Contract No. NASw..{l, sponsored by the National 
Aeronautics and SpaCe Administration. 
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During the 80 hr of its battery life. this payload trans
mitted to Earth new information on the extent and nIlture 
of cosmic radiation in space, indicating variations on 
both the extent and intensity of the high-altitude Van 
Allen radiation belt. Data were .feceived to a -range of 
650.000 lem. 

Information on the position and speed of the probe and 
the telemetercd scientinc data were received and proc
essed hy a tracking and data handling network. The major 
requirements placed upon this network were: 

1. To provide continuous reception of telemetering 
data to approximately 100,000 km from the Earth 
in order to receive cosmic-ray data from the outer 

. radiation bands. 

2. To provide at least intermittent reception of tele
metering information to di~tances beyond the Moon. 

JPL SEMINAR PROCEEDINGS 
EVALUATION OF PIONEER IV PROGPAM 

3. To make precision angular measurements rt'quired 
for accurate dt:'terminaticn of the Right paths of the 
probes. 

In addition, the concepts and the basic hardware of the 
system could be utilized in the futurt' evoiution of a deep
space networx which would meet the trae·king, data han
dling, and computational requirements of more sophisti
cated deep-space experimt>nt •. 

The deep-space tracking network being developed by 
the Jet Propulsion Lahor~tory (JPL) for the National Aero
nautics and SPilce Administration (NASA) in cooperation 
with other countries around the world will maJ.:e use of 
installations similar to those described in this paper. This 
network and the elements of which it is composed are 
being designed for the primary purpose of obtaining 
radioed data on position and tdcmctered measurements 
from lunar. interplanetary. and planetary Rights. 

II. NETWORK (ONFIGURATION 

The primary data-acquisition and trOldcing network COD

sh1ed of a set of receiving stations. which were connected 
to a data-processing center by tele~ and voice com-
munications, and a number of cooperating tracking sta
tions and computing centers. The primary net was estab
lished by JPL and utilized (Fig. I}: 

l. Tracking stations at the launch site at Cape Canav
eral, Florida, at Mayaguez, Puerto Rico. and at Gold
stone La1ce. California. 

2. A data· processing and computing center at Pasa. 
dena. California. 

3. Message centers at Pasadena and Cape Canaveral 

The function of the launch-site station was to check out 
the payload radio equipment prior to launch and to pro
vide telemetry reception and one-way doppler during the 
first 10 to 15 min of Bight. This station utilized a narrow
band phase-locked receiver with a rrumualJy directed rela
tively broad-beam antenna. For the Pioneer N trajectory, 
the vehicle disappeared below the horizon 10 to 15 min . 
after launching. Shortly before the time of loss at the 

SUTIOH CAPABILITIES 

. nATooeo _ tAHoItury 'UIfC'TIOOOI 

"0lIl '00_ 
LAUNQo Ir/ ... TIUIII( TIn, ~ 

I'VlItTO llteO I. ' • td'.. TtUItllTII'!. _III 

AHQU;. 0.1-" ACeUII ACT 

5OLO'TOtOl I.' .111.. Tl:LIIH: Til'!. -.rll 

."Gl..U.oI- I ~AtY 

Fig. 1. Ba.le tracking netwon: for ~/on .. ,. III ancilV 
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FI;. 2. Puerto Ilco downrange tracking station 

launch sitt', approximately 6 min afler liftoff. the vehide 
appeared on the northwcst horiwn at the Puerto Rico 
station and that station acquired the signa:. 

The Puerto Rico station has Ii narrow-band phase-Joclced 
r('("('iver which is used in conjunction with a 100ft-diameter 
automatic tracking antenna mOIAnted on a modiSed Ni1ce 
az.el antenna pedcstul (Fig. 2 ). Data provided by the 
station include vehicle coordinatt'"S (az-el), one-way dop
pler, and telemetry. 

After approxima.tel)' 6.11 hr of tracking by the Puerto 
Rico station, the vehi~le' appeared on the southeast horf
wn at Coldstone Lake and that station acquired the signal 
(Fig. 3). At that time, the prohe was approximately 80,000 
km from the Earth. still hi~h in -the sky at Puerto Rico, 
and providing a signal considerably above the threshold 
of the Puerto Rico station receiver. 

The Coldstone station. which wiIJ be described in some 
detail. has a phase-locked receiver used in conj~nction 
with an 85-ft-diameter polar-mounted tracking antenna. 
Basic data provided by the Goldstone installation are the 
same as provided by Puerto Rico: angular position, ooe
way doppler. and telemetry. The Goldstone station tracked 
the Pioneer probe from horiwn to horiwn, a period of 

38 

about 9 hr. After the probe set in the west at Goldstone. 
it was not visible to that station for about 15 hr, . after 
which time it wa~ again acquired and tracked for another 

. 9-hr period. This sequence was repeated for the life of 
the probe transmitter. 

Fig. 3. Goldstone Lake tracking station 
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The tracking station coverage is shown pictorially in 
Fi~ . 4. Coverage hy one of the major cooperating stations, 
the 250-ft-diamelcr Jodrcll Bank radio telescope of the 
University of Manchester, in En~land, Is indicated on 
this drawing. A I('ss artistic hut more technically factual 
representation of the covera~e by the network is shown 
in Fig.S. 

The doppler data from all stations and the angular 
information from the Puerto Rico and Goldstone stations, 
tagged with the exact Gr~nwich Mean Time, were auto
"1atica lly encodNl into standard teletype format and 
transmitted to the Computing Center in California (Fig. 6). 
Automatic teletype to IBM-card converters were usoo to 
put the received data into the proper machine input 
format. 

GIlT, fir 

Fig. 5. 'Plot of elevation angle ¥, 
time for "0" .. ' IV 

. Fig. 6. Computing canter for "0" .. ,. III and IV 
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A sample of a data message received at the Computing 
Center from the Goldstone station is shown in Fig. 7. 
\\'ith machines adjusted for a transmission rate of 60 
words/ min. a single teletype line of data was transmitted 
in 7 set:. To f;).cilitate thl.! statistical evaluation of station 
performance aft er the completion of tracKing. t!IC rom
parat ively high data-sampling rate of 6 samples/ min was 
used throughout the Pioneer IV operation. 

The Computing Center in . Pasadena utilized primarily 
an IBM 704 computer. The computer results were moni-

GMT 

tOf('<i with several independent procedures using smaller 
electronic computers. desk calculators. and precomputed 
charts. The IB~1 704 computer at the Rand Corporation 
in Santa ~onica. California. served as backup. In the 
Computing Center the data wl're analyzed to provide 
rapid and precise acquisition pointing information for the 
tracking stations and accurate dett'lmin~tion of thc vehicle 
paths. TIle rest;lts of theso computations were provided 
on lB~f carus which wt.'re fed into a card-to-tape con· 
verter and transmitted to the appropriate tracking stations 
by teletype (Fig. 8). 

GOLDSTONE GOLDSTONE 
STATION COUNTED DOPPLER DATA CONDITION hr, min HOUR ANGLE DECLINATION ANGLE 

IOENTlflCATION fRE~UENCY, ~ I.e d'9 X 10" de9 xl(f' 

2 • 1'1401 33'.4176 336~. 11317 

2 • 1514111 3355e! 3365:a 11336 

2 • 151Ul 335'56 336'2. 11336 

2 • 151.31 3356U 33"2. 11337 

2 • 1'1"1 335736 33652. 1133. 

2 , 1'1.4151 33512. 33652. 11336 

2 • 151"1 3351 .. 33652. 11337 

Fii . 7. Sam-pl. of Gold.'"n. data m •• sog. 

Fig.'. Data handling fadllty 
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nle standard acquisition message provides data in 1· 
min intervals. For long-range predictions less frequent 
Jntervals were used. 

- Figm<.! 9 shows a sample of a standard message sent 
from the Computing Cent '!r to the Goldstone tracKing 
station. TIle first four columns represe:lt time, local hour 
angle, local declination angle, and counted doppler fre
quency in the same format and in the same coordinate 
system (including refraction corrections, etc.) as the 
f>xpected data message. The remaining three columns 
represent local hour angle and local declination an&le 
rates in thousandths of degrees per hour and range in 
kilometers. 

The Bow of data into and out of the Computing Center 
was regulated from a communications lIet control center 
located In the computer area which directed the switch· 

-ing of cOmmunications lines actually carried out by the 
two message centers located on the east and west coast$ 
of the United States. 

TIle primary traCKing networK was thus an almost com· 
pletely automatic system which, when receiving a probe 
signal. would automatically count, encode, transmit, and 
convert tracking data, and then compute, convert, trans
mit, and display acquisition data. The only nonautomatic 
function in the system was the carrying of data cards the 
25 ft between converters and machine input and output. 

GMT GOLDSTONE GOI.DST~NE COUNTED DOPPLER GOLDSTONE GOLDSTONE 
HOUR ANGLE OECLINA TiON ANGLE HOUR ANG!..E DECLINATION ANGLE RANGE,. kill hr, m.n f"REQUENCY, cpt 

,Ie Cleo )( 10'· deO XIO·· RATE,cH9)C IOYtw RATE, deo x IO'Ytw 

131~"1 3~44776 336sg7 11329 el'102 -e00U .-928" 

131301 ~05027 336506 11329 11"12 -e0ha .-92"_ 

13H01 3e5277 3365"'_ 11~9 '1'1~3 -e",ellS .-93ise 

131601 30"" 3365{11 1,~9 '''lU -,e9U U32Aa2 

131 ;01 306029 336~1J 11329 '''11' -se"u U333S 

131Ul 3e628~ 336_98 1132' .1'1., -'151_7 U3U5 

131$81 306531 336U7 1132' 1151" -eeh7 fa93"l 

Fig. 9. So,.,.,pl. of Goldstone ocqloll.ltion melloge 

--
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III. GOlDSTONE TRACKING STATION 

A description of the Goldstone facility will illustrate the. 
degree of complexity of the stations in the Pioncer 111 and 
Pioneer IV network. · Except for the larger antenna size 
and the greater permanency of the Goldstone station, the 
Puerto Rico and Goldstone installations are very similar. 
In particular, identical electronic equipment was installed 
at the two stations whenever feasible. 

The Goldstone tracking antenna is 85 ft in diameter and 
is equatorialIy mounted. Significant parameters of the 
structure are: 

1. Maximum tracking rate, 1 deg/ scc in both axes. 

2. Maximum acceleration, 5 degj~. 

3. Accuracy of stf1Jcture (constancy of axes alignment, 
etc.), on the order of 1 min of arc. 

The drive system has two speeds of operation: a high 
speed of 1 deg/sec for satellite tracking and a low speed 
capable of tracking the rang(' which might be encoun
tered with a space vehicle-O.I to 0.005 deg/sec. 

The feed for the 85-ft-diameter antennll was a simul
taneous-Iobing typo, using four circularly p('larized tum
stile radiators located in front ef a ground plane. The 
outputs of the individual radiators :ue combined in coaxial 
hybrids to derive the hour·angle and declination error 
patterns and the reference channel pattern. The electrical 
performance of the antenna is as follows: 

1. Gam,·U db above Iin~ly polarized isotrope. 

2. Half-power beam width of reference <'hannel, 0.9 to 
1.3 deg. 

The radio receiver utilized with the OOO-mc traclclng sys· 
tem is a narrow-band phase-coherent double-conversfon 
superheterodyne. It has three separate channels: a refer
ence channel for detection of the carrier and telemetry 
signals and derivation of the coherent automatic gain 
control (AGC) and two similar error channels for the 
hour-angle and declination error lignals from the simul· 
taneous-iobing anter-na. Par&meters of the receiving sys. 
tems c~n be adjusted to provide best perfonnance for a 
particular mission . For the Pioneer N tracking mission 
the significant characteristics of the receiver were: 

I. Noise bandwidth at UHF, 20 !=PI. 
2. Noise temperature of recelyer, 1330°)" 

3. Approximate receiver threshold, -154 dbm = " X 
l(}-lt watts. 

For the above parameters, the maximum range for the 
Pioneer N transmitter of 200-mw tranmtitted power was 
approximately 1.6 X 1<:>- Jon feY. a unity SiN on the car
rier signal and about 2O-db ·S/ N in the angle track and 
AGe loops. During the last phase of the Pioneer N trans
mission, as the radiated power of the vehicle transmitter 
feU off- because of depletion of the batteries, the band
width of the receiver was changed to a l(kps value 
which incrused the receiver sensitivity to about -157 
dbm. This is equivalent to a range capability of 2.2 X 1<:>
J,an for a 200-mw transmitted power. 

IV. DATA TRANSMISSION NETWORK 

A communications system made up of voice and tele
type facilities was established early in November 1958 to 
provide a reliable, rapid, and flexible mearu of transmis
sion of digital data, technical information, and adminis
trative mes~ges between the variow tracking statiOOl, 
computing centers, and communications centeno This 
network provided full·ti.-ne voice and OO-word/min tele
type communication between stations at ]PL, the Cold· 
stone We tracking st.. jon, and the Atlantic Missile 
Range by means of trunlc: tielines with existing adminis-

trative exchanges at these areas. The Mayaguez tracking 
station was linked to the net through the submarine cable 
which extends from Cape Canaveral to the southeastern 
range statiOIlJ. 

The overall network, illustrated in Fig. 10, provided for 
at least two haII-duplex teletype circuits and two voice cir
cuits between all points, with switching capabilities at the 
two message centers to provide for -any malceup from a 
single point-to-point connection to a fun party line. 
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v. ANALYSIS OF THE TRACKING PROGRAM 

The computing program was first constructed at JPL 
for the tracking of Pioneer 111. Although the De(..~mber 
1958 PIoneer 111 firing date was only 2 months ~fter the 
ae<'eptance at the Laboratory of an IBM 704 computer, 
the program used contained most of the essential 
principles. Durin~ the pt'riod between the firings of 
Pioneer 111 and Pioneer IV (less than 3 months), the 
method of comhining data from the various sourCM and 
the methods of I'elative weighting of the data were 
significantly altered. The recently complett"<i program, 
d escribed in the preceding paper (Carr-Hudson), is the 
result of major reorgan ization of the computing proce
dure a nd incorporation of extensiuns in tM t)"pes and 

quantity of data to be handled. 

During the £light of Pioneer N , t~ tracking program 
gave excellent results. The first 15 min of data aftc.r last
stage burnout were used to make pointing predictions for 
the Puerto Rit'O st .. tion for a time 1 hr later than the last 
data point used. These predictions and all later predic
tiems for Puerto Rit:o were ~-ubseque;)tly found to agree 
with the observations to within less than 0.2 deg. The 
initial conditions. obtained With 15 min of data, differ 
from the present best estimate by 12 km in injection alti
tude and 30 m/ sec in velocity. 

With 3' z hours of data from Puerto Rico, an acquisition 
predict ion was transmitted to the Goldstone station which 
agreed with subsequent observations to within 0.1 deg. 
The initial conditions obtained at that time differ hom 
the present best estimates by 2 nn in altitude. 0,05 deg in 
latitude and longitude, 5 m/ sec in velocity, and 0.1 deg 
in the velOCity angles. All predictions made after the first 
day of tracking., for periodJ 1 day later, were (ound to 
agree with the observations to within 0.05 deg. At the 
distance of the Moon, the accuracy of the probe position 
a.s dete1lTlinro by the tracking and computation network 
was estimated to be 100 km. 

The fundamental cusumptions made in the design c:i 
the traclcing program relate to the statistical properties 
of the errors in the data. It was assumed that 'I) the 
t:. rors in the data are normally distributed, (2) U.e errors 
are not correlated in time, (3) the errors in the two angular 
coordinates at a station are not correlated. and (4) bias 
is a constant over any sampling interval 

F igures 11 and 12 ~how the errors in actual samples of 
data with respect to the compu~ed trajectory for the flight 
of Pior:eer N at ranges of 100,000 and 500,000 lcm, respec
tively. At close tracking ranges several characteristics of 

the tracking system are discernible (see Fig. , 11). TIle 
dec·lination-angle error graph clearly shows the sawtooth 
form with slopes proportional to the angular rates which 
are caused hy roundoff in the digital encoding system. 
The hour-angle graph (Fig. 11) shows a sinusoidal form 
with a period of 25 min which, it was subsequently 
found, was caused hy an out-of-round component in the 
angulur readout system. At the !arger ranges, the domi- ' 
nant feature of the error graphs is the indication of • 
substantial increase tn noise in the system (see Fig. 12). 
It is evident that not all the fundamental assumptions u 
to the statistical nature of the tracking data were 
(.'ompJetely justified. 

A. Methods of Analysis 

An anal)'sis of angular tracking data from the Goldstone 
station consisted of (1) separating noise from bias, (2) 
computing the root -mean'$(Juare error, (3) determining 
the noise autocorrelation functions, (4) computing the 
power spectral densities, (5) determining the form of the 
error-<iishibutioo function, and (6) determining the cor
relation between the errors in the declination and the 
hour angles. 

Items (1) through (5) were computed for the declina
tion angle using the IB~f.704 co ..... puter routine developed 
by R. ~fosher and R. Southworth' assuming that the data 
were stationary over 2-hr periods for the entire duration 
of the tracking period. The data were then analyzed in 
groups of 2-hr periods. 

The one-dimensional distribution function is computed 
in the usual manner by counting the number of samples 
in each of the preselected intervals of width ~ '" where w 

is the standard deviation from the mean. or 

(1) 

where 

A3 1 ::. residuals, or ' the difference between 'the 
observed declination angle and that obtained 
from the fitted trajectory. (The fitted trajec
tory is the best fit through all the data points 
in the least-mean-squares sense.) , 

'Auto-COrTe/at1cn and Pou,'f:f' Spectrum AnalVN. NYCP2, 704 
Program Library, SBe NY Data Processin, CentM (IBM), April 
25, 19.57. 
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E (~"I) = average of the residuals. where 

N = number of samples. Ai = number of lags. 

The autocorrelation function R, is computed from the The power spectrum, L~I is computed from 
follOwing equation: 

1 ,,- , 
Rp= N-b ~ [~31-E(~"I)][~3i.,-E(~31)] 

r I _ I 

2 ( . - 1 -rrbh ) 
~. = ,~ Ro + 2 '~I R,cos Ai + R., cos wh 

P = 0.1 • ... • M (2) h == O. 1 • . ~ .• M (3) 
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The cross-correlation functioru were computed for the 
residuals in the declination and the hour angles using the 
following equatiODJ: 

p = 0.1 • ... • M 

(4) 

where 
~al = residual in the local hour angle: 

A3 j = residual in the declination angle. 
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The number of samples N were takf'n over time periods 
greater than 5 hr. 

A linear relationship between the residuals may be 
obtained by passing a straight line through the Aa - ~3 

scatter diagram in the ieast-mean-square sense. Such a 
line is termed the Mmean-~quare linear-regression line.M In 
terms of normalized variables af, '1,), the regression line is 

'I , = Pl, (6) 

where ' 

~3, - E(M,) 
'I, = {E (~3f) - E (~3,)']" (7) 

'~cr , - E (~cr,) 
t, = [E (~ .. !) _ E (~"j)1]" (8) 

E (~3, ~a,) - E (.13,) E (l1a,) 

and E( ) denotf'S average of the quantity in parentheses. 
'The numerical value of the correlation coefficient p is a 
measure of coherence between the two residuals of the 
angles and lies in the rllflge 

For monotooically related umples, the coefficient of cor
. relation generally gives a good measure of correlation. 

8. Rfuul,. 0' Analysis 

1. The plot of average values of the residuals over each 
of the Z-hr intervals (see Fig. 13) shows that, over an 
entite day, the slope Is nearly conshmt, and from 
day to day the slopes are nearly equal. The plot 
further shows that the curves are translated up or 
down in a random fashion from day to day. 

2. The root-mean·square values of the errors over each 
of . the 2-hr in~ervals computed from Eq. (1) are 
plotted in Fig. 14 as a function of time. 

3. The power. spectral-density plots computed from Eq. 
(3) snow. that about one-half of the noise power is 
concentrated in the frequency range of from ~tI to '2 
cpm for the first 1\2 days, and from ~ to ~ cpm.for .· · 
the remainder' of the record. A typical plot is pre
sented in Fig. 15. 

4. The autocorrelation function further reveals a har
monic component having a period of approximately 
25 min. If it is assumed that this component can be 
taken out, the autocorrelation function can be 
represented approximately by an exp~>oeDtial func-
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Fig. 15. Goldstone ~I normalized power .p~tTol denllty 

tion having a tim:l constant of 50 sec. Figure 16 
shows a typical plot. 

S. TAble 1 is a summary of the correlation coefficient ,.. 
which is computed from Eq. (9), for the 3 days of 
tracking. It is noted that the linear correlation 
between the residuals of the declination and the hour 
angles is less than 1()$. A typical plot of the cross
corre3ation function is presented in Fig. 17. 

distribution over each of the 2-hr intervals, 01 

1 
pC]) = [(211y IMI]" '-~·-" (10) 

fie' 

~ 

~ 
~ 

5 
~ g 

~ 

6. A study of the one-dimensional distribution func
tions (see Fig. 18 for a typical plot) and autocorrela
tion functions Teveals that the errors in the angular 
data may be represented by a multivariate Caussian 
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01 
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Fig. 11. Croll-correlation between .1a and ~3 "o"~e, rv data from Gold.ton. 

and M == moment matrix of the error which is obtained 
from the au~ocorrelation function. 

. For example. M may have the following fonn Eor the 
first two hours of tracking from the second day: 

I 
1 0 .4 0.2 0.1 0" '0 

0." 1 0." , , . , 
M = 104 0.2 0 ." 1 , , , 

0.1 , , , , , 
0 , , , , , 
• 

0 , , , , 1 

(J2) 

C. Conclusion. 

From the analysis just described, it can be concluded 
that none of the four basic assumptions made with respect 
to the statistical nature IJf the data is completely justified. 
Although the errors appear to be normally. distributed fIX 
data representing relatively short periexlJ of tirn~. a 
corollary to that assumption is that the data can be made 
homost::edastic by a proper selection of weighting factors. 

The weighting factors which were used for Pioneer IV 
were rhost' determined a priori from calibrated charac
teristics of the tracking stations. It is evident, however. 
that the deterioration in data expected from preflight 
calibrations did not correspond exactly to that observed 
in Pioneer IV. The weighting factors used were expressed 
as polynomials in range and elevation angle from the 
stations in question. The coefficients in the polynomial 
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f-

were, however. unfortunately diHerent in Bight than had 
been predicted. 

Although it is evident that d3ta sampled I4t the rate of 
one every 10 sec are correlated in time. during the flight 
of Pioneer· IV the least-squcu-esJitting routines were 
applied to samples generally of not more than l-nilll fre
quency. Thw, for the relatively slow data rates actually 
used. time correlation was apparently not a major prob
lem. 

Table 1 shows that a correlation actually did e1ist 
between the errors in declination angles and hour angles. 
However. the relatively small correlation factor of ODe 

tenth apparently did not alIect the assumptions made. 

The assumption of constancy of bias appea.rs to have 
~n violated in two major ways. On anyone of the track-

• 
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Tabl .. 1. Cor,.Iatlon coefficients and expected value. 

Doy IIAtt,' 11.1~, , 11.1<), • ~~,I' 11.1<) ,'" IIA~,'JI , 
I -0.00117 -0.0103 

J -0.00112 o.~. 

3 - 0.0021 -0.0093 

ing days, the bias appears to be representable by a 
constant plu5 a term which varies approx.imately linearly 
with hour angle. Preflight calibration of the Goldstone 
antenna, made by observing stars at various dt"Clinations 
through the boresight telescope, also shows angular errors 
which vary with local hour angle. As the biares must, in 
part, be the result of deflections in the dish structure, 
errors in the biases with respect to prt:fiight calibrations 
may be the result of relative deflections between the RF 
and optical axes. The RF and opti('8l axes are aligned 
using a collimation tower approximately 1 mil~ from the 
Goldstone dish. A further calibration of the RFaxis is 
accomplished by trac1cing a helicopter-borne RF and 
optical target by means of the primary antenna and a 
precision . optical theodolite. 

The hour-angle dependent bias appears to be the 
result, in part, of dimensional discrepancies in the e;,oOO
ing system which will be removed by a:J improved posi
tion pic1coff system. The depecdent bill! appears to be 
. • peatable from day to day and amenable to preflight 
calibration. 

The reason tor the day-to-day variation of the numeri
cilly much larger constant-bias term is not presently 
known. The unc-ertainty in the determination of th~ 
magnituce of the constant bias using the trailing-program 
during the flight of Pioneer N is estimated to have been 
of the order oE 1 min 01 arc. 

In order to improve the reduction to homoscedasticity 
and facilitate the handling of ever greater quantities of 
tracking data, special data-handling techniques are 
presently being programmed for the computer. It is 
hoped that, in the future, all trac1cing data transmitted 
from the stations will be stored directly in the computer; 
that is. be independent of tape-to-card co[wersion. 

In the simplest method of data compres~ion presently 
being programmed, speci£ed subsets of the total data 
stored can be selected and insert.oo into the trac1cing 
program. A second data-rompression method; which 
utilizes least-mean-square polynomi~1 fits to the raw data 
over predetermined time intervals, is used to insert one 
smoothed point per interval, as we)) as the standard 
deviation over that interval, into the orbit-determination 

0.00$1 0.0086 0.0 140 0.016 
- ' 

0.00.0 0 .0117 O.OUf . . - 0.012 

0 .0069 0.0170 0.0170 0.061' 

program. The degr'!e of the polynomials used and the 
intervals taken are determined. prim' to Ai~ht, by match
ing the standard trajecto/y. The lon-'er bound on length 
of time interval used is determined by the lowest expected 
noise frequency. For examp)e, for Pioneer N, • second
or third-degree polynomial would require time lntervau 
greater than 11 or 22 min. respectively. as the lowest 
und~ired frequency component was ~ cpm. 

The third and most complex method of data compres
sion presently being programmed also ma1ces use of 
least-squares-fit polynomiaJs to st'ctions of the raw data. 
However, in this case. the polynomials used are deter
mined by first fitting to the current best estimate of the 
Bight trajectory. and then determining the constant of 
translation of this polynomial necessary to optimize the 
fit with respect to the raw data. 

It is evident that in the first of the three methods of 
data compression a maximum amount of information it 
disC<U"ded for a specified r te of data insntion into the 
standard trac1cing program. Although the third method 
extracts a relatively large amount of information from the 
data rect'ived, it represt'nts a significant complication in 
the machine computing program. It is not yet dear which 
method of data compression will yield the best results EOI' 
a specified machine computing time. 

The standard devistions obtained by polynomial fitting 
data-rompression routines ' can be used to produce an 
essentially homoscedastic srt . The standard deviation 
requirt'<i to give the prop<'rt)' l'Orrt'ct -relative weighting 
between data of various types and from various sources 
can be obtained in two ways: (1) It is assumed that the 
quality of a set of data is invl'rsl'ly related to its noise 
content. (2) It is assumed that the quality of the data is 
inversely related to the dt'\'lution of a set of points of 
one type from one sfatlon (rom thl' mf'an of aU types 01 
data from all stations. 

It should be noted that. for rlorleN' 111, the noise 
standard deviation W<l~ lIs('(1 for tIlt' raw data weighting, 
and for Pioneer N tht' standard d('via tlon from the mean 
was used as a relative wl'i!(htin~. It is evident that 
occasions may arise wlll'n nt'itlwr of these standard 
deviations should be used. In the first method, if the data 
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is smooth but biased, it is weighted too heavily. 111e 
second mf'~h()d represents the majority rule, which is not 
always right. 

In order to minimize the expected difficulties with the 
relative weighting method used for Pioneer IV, a special 
subroutine was provided which, on command by ' means 
I)f a sense switch, would change all relative weightings to 
unity. Thus, if during the tracking procedure one data 
type is erroneously completely misfi tted such that its 
standard deviation from the mean is much larger than all 
the other data types, the least-squarcs-5tting routine will 
only ~)owly converge to include the misfitted data type. 
In order to aC('{'lerate this convergence, the reduction of 
the relative weighting to unity is used for one ('J' two 
iterations and then removed to complete the convergence 
using the proper relative weighting. It should be noted 
that close agrc-!.'ment between the standdrd deviations 
from the mean and the noise standard-df'viations obtained 
by fitting separately to each data type is a good indication 
of convergence p! the iteration process. 

The most serious unresolvoo problem in the tracking 
program IS a proper determination of th~ degree cf 
degeneracy of the matrix involved in the solution for the 
changcs in initial ccnditions. Such degeneracy occurs 
'either because of inadequacies in the calculation of the 
partial derivativcs or a partial or (·omplete degeneracy 
in the tTadcing geomt'try. It is evident that both of these 
sources oi jifficulties are related in the sense that it is 
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more difficult to compute partial derivatives when the 
tracking geometry becomes weak or degenerate. For 
example, with the probe far from the c'enter of the Earth, 
angle data alone cannot be usoo to compute distance 
from the station. Similarly, range rate or range data can
not be used to compute the angular position. 

For Pioneer N, difficulties with degenerate matrices 
were avoided primarily by applying the experience 
gained during preB.ight practice runs on the computer 
using simulated tracking d!\ta. In the procedure evolved . 
during these pl-actice runs, the order of the matrix used 
varied from 3 to 8 as a function of quality and quantity 
of data. During the r..arJy part of the Bight, when the data 
were primarily from Puerto Rico, the maximum Dumber I' 

of initial conditiuns solved for at anyone time WaJ three. 
The particular set of coordinatcs used WaJ alternated II 

cssentia.lly between the position and vclocitycoordinates. . 
During the later portions of the fiight. when substantiaJ 
quantities of ('"oldstone data were available, the changes 
in all six of the initial conditions could be solved for in 
addition to two of the bi&SeS. 

With the increasingly complex geometries and the 
incrt:aSing quantities of data to be expected in future 
Bights, analytical procedures must be made available for 
detennining the size of the largest nondegenerate matrix. 
It is in this area that the present traclcing program has .its 
'greatest weakness and would most benefit from improve
ment of the program. 
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Satellite Orbit Determination and Prediction Utilizing JPL 

Goldstone 85-ft Antenna and the JPl Tracking Program l 

DUANE MUHLEMAN 

Jt!t Propulsion Laboratory, P'lsadl"n.a, Calif. 

ABSTRACT 

Three successive passes of the satellite 1958 f3 2 over Goldstone, 
California, were angle-tracked with the ]PL Goldstone 85-ft antenna 

at lOB mc/s. Local hour angle and declination angle data were then 

used to compute injection conditions arbitrarily ~hosen to be 'at the 
time of the first horizon crossing on the first pass, The injection condi
tions were computed utilizing the first pass only, then utilizing the data 
from the first and second passes, and, finally, utilizing the data from all 
three passes. The three sets of injection conditions were then used to 
predict the hour angle and declination at severa) points during t.he third 
pass. These predictions were compared to the definitive orbit supplied 
by the Goddard Space Flight Center. Agreement to 0.1 to 0.2 deg was 
found for the predictions generated from the two- and three-pass orbit, 

A time slippage was observed in the predictions from the one-pass orbit. 

Osculating orbital elements'were also computed . from the injection 
conditions and compared with the elements from the definitive orbit. 
The agreement was very satisfactory for the two- and three-pass orbits, 
The improvement in the orbit detennination with one pass was sys
tematically studied by combining velocity and range data generated 
from the known orbit with the angle data in the tracking program, 

I. INTRODUCTION 

As a part of the research and development effort in the 
area of tracking and communications. l08-mc tracking 
equipment was designed and built for the Goldstone 85-

'This paper presenb the resulb of one phase of research carried 
out at the Jet Propulsion Laboratory, California Institute of Tech
nology, under Contract No. NASw~, sponsored by the National 
Aeronautics and Space Administration. 

ft parabolic antenna. This system has bPen utilized to 
track several satellites. The satellite 1958 fJ 2 has heen 
tracked many times, since it served as an excellent refer
en~ for the determination of systematic errors in the 
antenna system, e.g., servo errors and boresight erron, 
In each case, prediction information was supplied by the 
Goddard Space Flight Center, Washington, D.C. Defini
tive orbital information was also supplied by that agency 
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for purposes of comparison. This work has been extended 
to the computation of the orbit itself, utilizing the JPL 
lunar tracking program. 

It should be emphasized that the Goldstone antenna 
was designed for operation at frequencies much higher 
than 108 me. The beamwidth at this frequ ency is 8 deg. 
A theoretical rms angle error greater than 0.1 deg should 
be expected at the signal !evels available from 1958 fJ 2. 

The orbit determination and prediction procedures 
should be considered as an integral part of the radio 
tracking system. This tracking program was described in 
detail in tne previous paper (Eimer-Hiroshige). It is of 
interest to compute the orbit for the following reasons: 

1. To determine the fea!:ibility of orbit determination 
from one station \I.'ith one pass, two successive 
passes, and three successive passes. 

2. To study the effects of correlated errors in .the angle 
information due to antenna deformation, wind, etc ., 
on orbit determination and to acquire some insight 
into the removal of such errors. 

3. To study the application of the JPL lunar tracking 
program to the satellite orbit determination problem. 

.. . To study thf" probl~m of orbit detemlination in rea' 
time on a p:1 s-to-pass basil. 

5. To determine the accuracy with which predictions 
can be computed from an orbit so determined. 

6. To study the effect of combining angle observation. 
with doppler velOCity observations and with range 
observations. 

7. To study the combination of angle data and velocity 
or range data in the orbit program and to determine 
the required accuracy of doppler and range meas
urement systems. 

8. To compare the results of satellite orbit computa
tions to the results of lunar trncking experiments 
such as Pklneer TV so as to bet1er determine the over
all specifications and design changes of the tracldng 
neL 

9. To add to the general understanding of the JPL 
tracking program. 

The JPL tracking progrcUTl is essentially a least squares 
fitting of observations to the equatiohs of motion. At • 
speciSed time, injection coordinates, which include posi. 
tion of the probe and magnitude and direction of the 
velocity vector, are computed from the observations. The 
Cowell's integration was used to predict the station 
coordinates at any future time. The program was able to 
use angle, range, and range rate observatioru from 
several stations. The refraction coTTC\.."tions are made 
utilizing a standard atmosphere. Known systematic errors 
are removed with appropriate biasing. etc. 
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II. ORBIT DETERMINATION FROM ANGLE OBSERVATIONS ONLY 

'Onee successive passes of 1958 P 2 were tracked at 
Goldstone on April 24, 1959. These observations were 
selected for orbit computation. The portions of the orbit 
covered by each successive pas~ are indicated in Fig. 1. 
The wide bar indicates the first pass; the medium-si7.e bar 
indicates the coverage for the second pass; and the small
est bar indicates the coverage for the third pass. It can be 
seen from this that about a fourth of toe orbit was 
covered with the three passes. The local hour angle and 
the declination angle of the satellite wp.re mcasu.rcd from 
horizon to hodron for each pass. A time at the beginning 

PASS ,----1 

CENTER OF EARTH 

of the first pass over Goldstone was selected as the injec
tion epoch for all th(' computations. The injection condI
tions determined for each case were integratP.d for abol.lt 
4 hr; this corresponded to approximately 2 complete 
revolutions of the satellite about the Earth. The local 
hour angle and declination angle were computoo from 
this integration at selected times when the satellite was 
visible over Goldstone, I.e., times during the third pass. 
Th~ "OOrdinates were compared with true coordinates 
supplH.od by the Goddard Space Flight Center from the 
orbit determined (rom the Minitrack System; This refer-

Fig. 1. Orbit of 1951 fJ 2 

-
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ence orbit was considered to be aecurate to about 1 min 
of arc for the 1958 p 2. 

An orbit was determined with the first pass observa
tions only (414 points). The resulting orbit St the data with 
an rms error in hour angle of 0.268 deg and 0.160 deg .in 
declination angle. These numbers are due mainly to the 
noise on the raw data. The orbit so determined was poor, 
and the comparison with the reference orbit indicated 
that the probe's position had slipped abou t 12 min by the 
time of the third pass. This orbit would be nearly useless 
for pre-liction purposes. As will be shown below, the poor 
orbit is primarily due to the geometry of the problem and 
the use of angle observationJ alone and not to noise on 
the data; 

The orbit was then determined by combining the first
and second-pass angular data (about 700 points). The 
injection conditions so computed were then used to pre
dict points during the th ird pass. The true hour angle 
and declination angle from tht' definitive orbit are pre
sented in Fig. 2. Deviations of the predictions in local 
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trv. orbit of 1951 P 2 
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hour angle from the true trajectory are presented in Fig. 
3 along with the predictions generated with all three 
passes of angular observations (above 1000 points). The 
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Fig. 3. ',..dlctfon'~ In hour angle; angl. data .nl, 

deviations of the prE'dictionJ in declination angle are 
presented in Fig. 4. These fig>JTes indica te that the pre
diction is accurate to about 0.1 deg or better at the 
hoown. It can be seen from these curves that excellent 
predictions can be nude on a relatively short time bv.is 
from just two passes. The improvemeot in going to three 
passes is not remarkably signilicant. The shape of the 
curve is due to the Complex geometry of the problem. 
The errors are considerably larger at the middle of the 
pass because of the angular rates; Le., the error in the 
orbits is primarily a time slippage (error in period) of the 
probe along the ,orbital path. For these orbits, a slippage 
of about 1 sec would explain most of the uror. The mll 

deviations of the data for the two-pass orbits are flpproxi
mately 0.Z7 deg in local hour angle and 0.35 deg in 
declination angle. For the third pass, the rrns errors are 
0.18 deg in local hour angle and 0.29 deg in dedinatioo 
angle. These results seem to indicate that, within reason
able limits, the primary factor in the orbit determinatioo 
is the geometry and not the noise on the data. The pre
diction error in slant range for the two cases is presented 
in Fig. 5 for completeness. 

It can be roncluded from the above analysis that highly 
accurate predictions can be generated from the orbit 



I 

1 
\ 

1 
I 

I 
l 

_______ • __________ ~ _________ JPL SEMINAR PROCEEDINGS 

SATELLITE ORBIT DETERMINATION 

0.8 r---.,..---.....---~--_._--__._--__. 

0.6 ~--+_--+---_+_--+--_+--__l 

o 8T - 8e 2-PASS ORBIT 

0.41-----+---0 8T - 8e 3-PASS ORBIT -

~ 0.21---+----+---+----+---+-----i ... 

-0.2 t---+--

-O'6~~-~--~ __ -~ __ -~--~--__ ~ 
I 08 I 10 I 12 I 14 I 16 I 18 I 20 

GMT, tit min 
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angl. data only 

detennined with two successive passes over the 'me 
station with angle data alone. It further shows that a poor 
orbit is found with one pass of angle data alone, and 
experience with these computations indicates that this is 
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Fig. 5. ,,.dlct!~" .• lTor In .Ionl rant., 
angl. data onl, 

quite unrelated to the rms noise on the observ~tions. It 
should be pointed out that bias errors or other systematic 
f'rr.:>fS in the observations would have a very serious efr~ 
on an orbit detennined with one pass. 
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III. ORBIT DETERMINATION FROM ANGLE OBSERVATIONS COMBINED 
WITH RANGE OR DOPPlE OBSERVATIONS 

The first-pass observations were selected to study 
systematically the improve:nent in one-pass, one-station 
orbit determination by combining slant range or slant
range rates with angle data. Velocity data accurate to 
0.01 m/ sec was artificially generated with the three-pass 
orbit injt'ction conditions and added to the angle data. 
The orbit determined this way probably represents the 
limit using this particular set of angle data. Orbits were 
also computed using velocity ae<.-urate to 1 m/ sec and 
accurate to 10 m/ sec combined with the angular observa
tions. The results are presented in Fig. 6-8. Fi~re 6 shows 
the error in hour-angle prediclions foc the three cases. 
Figure 7 shows the prediction error in the declination 
angle for the three cases. The prediction error in slant 
range for two of the three cases is presented in Fig. 8. 
The data 'indicate that velocity observations accmate to 

'" lit , ... 
" 

,zr-----r-----~----,_----------------_, o Vr -Oooz mIMe 

a Vr - OZ88 mIlK 

11 0 l iZ 114 IIi 118 

GMT, hr mill 

Flg.6. Prediction error In hour angle; orbit 
determined with flrst-f)all and 

computed velocity data 

120 

1 m/ sec or better combined with the particular angular 
data available gave predictions for this pass better than 
1 deg at the beginning of the pass. This is not an unreason
able angle to search for acquisition purposes. However, 
the probe must be acquired near the horizon or the errors 
get very lilige. 

A similar analysis was done with the slant-range data 
good- to the nearest 100 meters and to the nearest 1000 
meters. These results are presented in FiS' 9-11. Figure 9 
presp.nts the error in the hour angle prediction for the 
two cares. Figure 10 shows the declination angle predi~ 
tion error for the two cases. It can be seen that for the 
'errors pn:sent in the angle 'observations there is DO 

significant difference in the two ca5es. They both serve to 
give a much improved orbit over that determined by 
angular observations alone. :\pparently, for this particular 
case. range data accurat~ to 1 hn are nearly equivalent 
to velocity data accurate to 0.01 m/ sec. This graphically 
indicates the importance of range-measuring systems in 
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orbit determination. Prediction error in the slant range 
for the two cases is presented in Fig. 11 for compJetenea. 

In summary, the above analysis indicates that rather' 
ex<.:ellent predictions over several hours ern be computed 
with angular data for one pass as bad as 0.2 deg mu when 
combined with velocity data better than 1 m/sec or range 
data better than 1 km. 
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IV. ORBITAL ELEMENTS 

It is very useful in studying the results reported above 
to consider the orbital elements of the osculating ellipse 
at a specific epoch. It was convenient c<>mputationally to 
select an epoch at the beginning of the third pass. First 
of all. it was necessary to compute the orbital elements of 
the reference orbit at this epoch. It was necessary to use 
the tracking program and the data from Fig. 2. Range 
information to the nearest kilometer was al~o available. 
This combination of data r~ulted in an crbit with an 
rms error of 0.021 deg in hour angle, 0.005 deg in declina
tion angle, and 260 meters nm in range. This is II.D 

excellent fit. but the rem arb above concerning orbit 
determination from one pass certainly apply to thU case. 
Therefore, the orbit so determined cannot be considered 
as a "true" orbit. 1bis was apparently the best set of 
orbital elements available to the author. 

The orbital elements for the orbits detennined from 
angular observations alone are presented in Tabk 1. In 
the first row are the elements computed from the reference 
orbit. Computations of the probable error for these 
elements were made from th~ r.ns deviation, reported 
above. TIle orbital elements computed for the orbit from 
two passes and from three passes are in exceUent agree-

ment with the reference ·orbit. However, it should be 
noted that the elements from the two-pass orbit and the 
three-pass orbit are in much closer agreement with each 
other than with the reference itself. This suggests to me 
that the computed orbital elements are better than the 
true elements, as I have defined them. It should be noted 
that the period computed for the one-pass orbit iJ bigh 
by about 6 min, which essentially explains the time slip
page in the prediction data for this case reported above. 
Aho included in the last two columns of this table are the 
nos deviations of the angular observations flOm the 5t. It 
can be seen from these that the quality of the orbits is 
apparently unrelated to the relative tires of th~ devia
tions. This is probably because the rms deviations £rom 
the true orbit 'lJ'e basically noise. 

Table 2 presents the elements for the one-pass orbits 
computed from angle plus velocity accurate to 0.01. 1. 
and 10 m/ sec. The three-pass orhit was selected as the 
reference orbit in this case becawe the velocity informa
tion was geuelated from the three-pass orbit injection 
conditions. Table 3 presents the elements for the one-pass 
range data orbit. These orb:tal elements are in excellent 
agreement with the reference orbital elements, reiterating 

Table 1. O.culatin, orbital element. fM the satellite 1951 ft 2 

Epoch: 24 Apr, 1 01 00 GMT 

s.._ .4 __ • • / .. D M , •• " 
GSPC ""I,,1I1Ye 1.360~ 0.190766 )4.2lOC 106.021 "~ -2l..»4 1)4.120 0.0206 ~ 

'''el. • • 1>4 ....... ±O.OOOll ±0.OOO269 ±O.ooool ±o.oU ±o.oU ·±O.ol. 
O........,Ieft •• _ ~ 1..401&7 0.1062&7 )4.2775 100.4161 17.4UO -"f.(lOT4 1~4l CU6lO 0.1.0. 
0 .......... ,1Oft ..... ~_ 1.l6061 0. 1 904lt )4.2633 104.1061 17.l606 -2U062 . 1.)4.1»& 0,,)521 o.UU 

Obt ...... ;... .. tlo ... ~ 1.l6066 0.190$02 )4.2%72 I06.IfOS 17.Uts -1,..011" 1')4.1042 CUf2J o.~US 

.. 
Table 2. O.culatln, orbital e!emen .. from one-pan ansle observations and compu~d ·~oppl'; data 

Epoch: 24 Apr, 1 01 00 GMT . • 

s.._ ..... • • I .. a M , •• " 
, 

........ ,," ... a.tl .... 1.36066 0 .190S02 )4.2212 104.1905 17.VI -UAOI' 1)4.1043 O.~U 0.1145 -,,., .... 
; OCCllnlle I. 11-' 1.36041 0.190435 )4 .21~ 106.201 17.2M -22.42'" 1)4.061 0 .2662 0.1600 0.002 

0.01 _/Iee 
; oC(\Irale to _ .. ,I 1.0 1.3$990 0.19021S "'-2311 106.262 17.290 -U.OIO 1lJ.9tU 0.2654 0.1641 0.2 .. 

_ / MC 

; occu",'e to ........ , 10.0 l.l5lU 0.190170 )4.2l71 106.6$l 17.Ul -21.015 1l3.743.1 0.2634 0. '642 0.260 
_/MC 

eso 

~I 
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Table 3. Osculating orbltol elements from one-pall ongle observatIon. and computed .Iank'll",e data 

Epoch.: 24 A .. ~, 1 03 00 GMT 

kurt. ef ..... • • , 
'" 

•• f.r.~<. orbl' 3 ,.. .... l.l6066 0.190$02 )4.2272 106.190' 
o~gle dote 

, 10 ~_ •• , 100 .... , .... 1.l60413 0.190436 34.2334 100.ro. 

, to "eor." 1000 .... , ... 1.360«1 0 ,190954 34.2216 106.333 

the 'value of the range information to the orbit-determinlJ· 
tion problem. 

The above study has been limited to one orbit, of 
course; and, in particular, all the comparisons were 

0 M , '. •• ~, 

11.21'5 -22.6011 134.1043 O.HU O.IUS -
11.294 -U.42' 134.0619 0.2652 0 .1642 llA 
11.2et -22.~9t 134.013 0.24--54 0.164' 21U 

limited to one pass of this one orbit. Future study is 
required to learn the effects of going to orbits of different 
oc'Cetltricities and semi major axes. This study will be 
considered as a' foundation on which a theoretical study 
may be based. 

v. CONCLUSIONS 

n le satellite tracldng and orbil'-determinatioo experi
ments have yielded the following results: 

1. Analysis shows that highly accurate predictions can 
be ger.erated from the orbit determined with two 
successive passes over one st~tion with angular data 
alone. It shows that a poor orbit is found with C".le 

pass of angular data alone. which is due more to the 
geometry im'Olved thaD to tM rms e:rr!lr en the data. 

2. Analyru indicates that excellent predictions can be 
computed with angular data from one pass as bad 
as 0.2 deg nos when combined with velocity data 
better than 1 m/sec or range data better than 1 Jan 
for this particular orbit. . 

3. Further study is required to detennine the design 
specifications for future doppler and range measure-
ment systems. . 

.c. ExperienC"! with the computations indicates that 
sufficiently accurate predictions can be gmerated 
for acquisition purposes for satellites, with one pass 
from one station in real lime if an independent meu
urement of doppler velocity or range is available. 

5. The effects of correlated erron due to the deforma
tions of tl .. ..e antenna structure, etc., 'were found to be 
negligibl~ in the orbit determination. 

6. The orbit for 1958 fJ 2 was essentially determined . 
with three panes. 

NOMENCLATURI 

CJ semfnajor axis in Emh radii 

e eccentridty 

• inclination, deg 

• argument of perigee, deg 

o longitude of the node, deg 

M mean anomaly at epoch. deg 

P period, min 

•• standard deviation of hour angle frorr. the fit, deg 

fT, standard deviation of declination angle from the 
fit, deg 

fT, standard deviation of doppler velocity from St, 
m/ t«: 

fT. standard deviation of slant range from fit, meters 

8 1 
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Eariy Orbit Determination Scheme 
for the Juno Space Vehicle 

FlETCHER KURTZ and FRIDTJOF SPEER 

Flight Evaluation .Branch. AeroballlstJCt Laborttory, 
Atmy Ballatlc Missile Ait-ncy. Huntsville. AlL' 

ABSTRACT 

'I1le present status (1959-00) of the ABMA early orbit determina
tion scheme for the Juno space vehiCle is described. 

The d( :.ign of the scheme was essentially influenced by three factors: 
its origin centered around postflight vehicle analysis, the flexibHity 
required for ac.:epting varied kinds of data, and the potential of high
speed computers concentrated in ABMA's Computation Laboratory. 

The scheme is outlined, the tracking stations participating are shortly 
described, and the physical layout and computational equipment are 
briefly mentioned. The evaluati.J I techniques used for the various steps 
of the orbit determination are discussed in detail. Appendices describe 
briefly the principal coordinate systems used and characteristics of the 
digital ('Omputer programs. 

'The material ronWnt'd In thil document Is for W (lm\lItion and possible use by other CoYem
ment activities, It nprcsents the results of work ~.rfom>ed at the Army Ballistic Missile ~ 
and record. a significant mm of achkYt-ment of the 0fianizatlon Of lndividual whoee name 
ap~an hereon. Issuance of this document II not intended to lndicate that the material hal 
been fully evabatt'd , testt'd .00 aettpted by this Agency Of the de~ to which It has heeD or 
may ~ uaed in accomplishment of the Agency missions. 
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It is the purpose of this report to d~scribe the Army 
Ballistic Missile Agency orbit determination 'scheme in its 
pre$cnt state of development. Although varying payload 
missions, modified tracking instrumentation, and 
improved techniques are continually changing some fea
ture of the overall scheme, it appears worthwhile to 
present the basic philosophy and de5cribe the scheme in 
its present .tIlte. 

While a number of good and precise methods are 
available for the orbit determination of artificial satellites 
and space probes (reference is made especially to the 
highly advanced but specialized Jet Propulsion Labora
tory program, Ref. I), the ABMA orbit determination has 
some distinct features which reflect the missions for which 
it was designed and the facilities directly available to 
ABMA. 

First, this method wu primarily intended to analyze 
the vehicle performance and.. therefore, concentrated 
essentially on the power fught up to and including injec
tion into orbit. Secondly, because ABMA Jacked substan
tial orbital traclcing instrumentation, it was mandatory to 
maintain an emCTne degree of Bexibility and versatility 
as to lcind an.d format of traclcing dolta to be accepted 
from other agencies. A third factor influencing the scheme 
was the unusual potential of advanced electronic com
puters and pert~ining equipment available in the ABMA 
Computation Laboratory. 

Since for several good reasons it is desirable to bow 
abcut the vehicle pertortrul.nce approximately in real time, 
a distinction began to develop between the "quiclc look" 
and the precision determination of the injection point. It 
was realized that the -quiclc look" fulfills all requirements 
of an early orbit determination scheme, providing infor
mation which rould be offered to other agencies as the 
initial point for long-term tracking and orbit determina
tioo. 

The present state of the scheme is characterized by the 
£.rst genention of satellites with payloads between 20 and 
100 lb. A single miniaturized radio transmitter is aD that 
can be afforded to make these Bights worthwhile sdenti& 
experiments. 'The laclc of high-quality traclcing has to be 
compensated for by masses of lower-quality data, which 
preSent a problem even to the fastest and most advanred 
electronic computers. 

Most of the incoming tracking data still consist of range 
rates (one-way doppler frequencies), which have a low 
specific information content and require a very high 
transmitter fre-quency stability. 

In all Bight tests the programmed flight path is lmo .... ,o 

to a high degree of accuracy. All deviations from this 
standard flight are due exclusively to unpredictable dis
tmbances. Excluding major failures, these deviations are 
small enough to pennit the application of linear pertur
bation theory to every step d the orbit determination 
scheme. 

The ~cheme, consisting of two maior phase~. the injec
tion phase and the orbital phsc.', has been. successfully 
applied to five satellite and· two lunar probe Bights. Four 
of th~ Bights succeedf'd in their essential mission •. 

~ responsibilities and efforts in tradcing the luoo 
space vehicle were varied. In the ~inning. the luoo I 
(Erplorer) early orbit determination was carried out as • 
joint operation of JPL and ABMA, with the former 
agency primarily responsible. ABMA efforts were directed 
to postflight analysis oE the vehicle performance, in par
ticular that of the duster (Ref. 2). The early phase of thr. 
Juno 11 orbit determination was characterized by the 
successful operation of the Coldstone traclcing station and 
the JPL mechanized traOOng program. 

Beginning with Juno 11-18. howt:Ver, the orbit deter
minanon ta.slc: was transferred to ABMA. This necessitated 
the modification of the postflight analysts scheme into. 
real time orbit determination. 1be basic philosophy 0( the 
ABMA orbit detCTmination scheme may be stated briefly 
in four points: 

1. Utilize traclcing during the power Bight and the 
injection phase to the highest possible exteoL 

2. Accept all available kinds of data from III many 
sbltions III pouible. 

3. SuMhide the data processing and the correction 
procedure to best utilize all ABMA high-speed 
computers. 

... Complete the initial orbit determination within 
approximately two orbits and discontinue the opera
tion when sufficiently precise initial conditions are 
obtained. 
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The entire orbit determination scheme has been viewed 
as a continuous process designed to obtain accurate 
orbital elements and injection conditions at the .-arliest 
possible moment. Succeeding phases in the scheme are 
planned to improve previous results, while remaining as 
independent as possible of the success or failure of pre
ceding steps. 

All steps are designed to yield as much IJlformation as 
possible. whether partial or complete with respect to the 

orbital elements, as an aid to the interpretation of later 
data on the following· correction phases. 

It is convenient to distir.guish the following six time 
periods which are more or It's5 dictated by the launching 
sequence of the satellite-carrying vehicle: countdown, 
booster flight, coasting period, cluster Bight, early free 
Bight, first orbit. These will be discussed in connection 
with the orbit determination scheme which is shown 
graphically in Table 1. 

Table 1. A8MA earfy orbit determination UllftO In 

,.,.. .... 
s..,_"llIf~ ~ ... 1,,'_11 ... -.1" ..... .. ... Ih "lelftM Iry T1_etotalM4 

fllo'" A~ A.I ...... (eft.. lIn.H1 

Orbi' I • .... 0.4 ... ect ..... 
C ... ", ..... lo~"chi,,' ope<ViiGfl. AAU liHoff 'i_ li'ooH .,,4 ,.-.cole ..... ' ... 5 al. 

Irctje<te<y 

AIN.A In'erl ........ AAU 

100 .... {AAU Iooo"'~_ ..... , .... 1. • ...., bel ...... C_tl COf'4f i' ..... 
flight Cope Kott_ ("*ity. 4Iftil~ 

fn..l ........ AAU 

C_.II"C fn-16 ........ ofMII Orbil 2. ~ DOl octwII 
AJAa Slo~ II ~"ilioft .-eIi',- III_it:... II ofMII ... ~ 15 a" roi,,,, 1114·709 t .... ~,;,.. 

du .... n~ ... 

AAU .......... 
·Cope",,"-

Orbit ' • .... 0.4 ... ectvoI ~,....toal. 0 ...... 
111,10' 

",",crolock .Ioti_ 0a-.. ... CI ... , .. ,10", _Io< ity I .. " ••• " .. 1 .. ;.01- COftdi'iofo ...... 

ft. Mou,-", c! ...... --'-';,.. (d~.4i ..... "'" 

·V ......... 

A~_ 

NotftIMw04 
Orbi' 4, ..... 0.4 .. Ap,.,.. to .1. 

"'III ...... Hili ro4or W .. If .... d.Ma~ Payloo4 potl,*, lINn ...... Hill ro4et 
fatl, .... .0 ........ ,;0 ... (d~"di", DO cIoteJ 
fl i t'"~ 

Sov"'''-fMII 

Mlcrolock .Ioti .... Co",lft.fttol U.s. Tl_·of clo ••• t opptOOdo 
a.n. ... Orl»i' s ......... DO perlo4 

'i,.IOtbil ",", .. ilrock .1ot10N ScftOI~ T1 ... 01 .... Id ioft <reo.i., CO<Te<1i .... froa Ii ... ~",..21w 
.0 ......... ,.. .. 

pen. 1101 .......... (...,...011"' ... -'>I" 
Gold ... ". lS· ft 4i." Gold ... ". "'ytO<!d 'rocki"l1 oftl/I .... "d cIoppl .. 0 ... i'6 ......... 00I .. 

ob.......nioft •• f fi n' -'>II ApjN"O&'1w 
"'iII,lo ... Hill rodor W .. W .... Payload potlll_ 

o Molt" •• '0'10 .... ,.... .. ,,' Iocolio •• ,1-. 

1 
. I 



To clarify the six time periods, a brief description of the 
basic vehicles may be useful (Fig 1). The first stage is a 
modified Redstone or Jupiter missile for Juno 1 and 
Ju no 11, respectively. Both booster vehicles are length
ened from their tactical configurations to per.:1it longer 
burning times. On top of the booster is an instrumented 

JPL SEMINAR PROCEEDINGS 
ORBIT DETERMINATION FOR JUNO 

conical section which houses the flight control equipment, 
the spatial attitude control and t~\e spin motors for the 
c1ustcred upper stages. This sfc!ion separates after 
booster engine cutoff and coasts co the programmed igni
tion point of the second ~tage. It constitutes the attitude
controlled launching platform of the upper stages. The 

Fig. 1. Juno I an~ Juno" vehlclH 
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fljght mech!lnical eVt'nts are diagrammed further in Figs. 
2 and 3. 

The upper stages for both Juno 1 and Juno 11 type 
vehicles are assemblies of scaled down (%) solid-

BOOSTER SEPARATION 

SHROUD SEPARATION 

SECOND STAGE ACTIVATED 

propellant Sergeant rockets grouped Into a spinning 
cluster. This cluster contains eleven rockets for stage II, 
three rockets for stage III, and one rocket for stage· IV. 
The burning time (or each ~tage is about 6 sec, with short 
coast periods between the stages. 

THIRD STAGE IGNITION 

FOURTH STAGE IGNITION 

FOURTH S"fAGE SEPARATlOH 

C' 

.\l 

Fig. 2. Sequence Juno U .pace probe launch 

ee 

.. 



I 

\ . 

___________________________ JPL SEMINAR PROCEEDINGS 

ORBIT DETERMINATION FOR JUNO 

600 

01 STANCE ALONG EARTH'S SURFACE,lIm 

~i 
COAST FLIGHT 
iii I 

10 

CLUSTER FLIGHT 
iii I i"T"---r--- ORBIT 

o ANGLE SUBTENDED AT EARTH'S CENTER, de; 

20 ~ 

Fig, 3, Vehicle powe, flight 

A. Countdown 
Duriog the 'countdown ...II necessary communication 

lines are opened. It is desirable to have one tel<,type line 
to each of the Jeey stations. Additional telephone connec
tioru are opened temporarily :u emergMlCY linn in case 
of teletype failure. The tracking frequency of the payload 
transmitter is obtained from Missile Firing Laooratory, 
ABMA. and given to all staticOJ £t X - 60 and X - 15 
min .. ~U stations within this networJe have previously 
received specific trackiog instructions based on the pre
dicted Bight path. A MicrolocJe station, for instance, is 
given elevation. azimuth, and frequency increment as a 
function of time after lihoff. As the liftoff event u com
mU!ucated to all stations, a first orbit is calculated entirely 
on ~he basis of the precalculated Bight path. This orbit 
number one, printed with actual times, is cvn .. :~kut for 
tracking predictions to the stations in tl~ event of a near
standard Bight, and is important as a basis for search 
patterns in case no further information is obtained from 
the satellite. 

a. Joost., Fllglt, 
The booster serves as the launching platform for the 

spin-stabilized upper stages. All the guidance elements 
arc part of this 6.rst stage. Regardless of poSsible per
formance variations or meteorological influences, the 
position, velocity, and attitude of the vehicle at the instant 
of second-stage ignition must be very near the precalcu
lated cooditioos. 

For th.i! reason a real time record of the booster Hight 
performance is important. The 6.rst stage is (:onventionaJly 
tracked by FPS-16 (C-band) radar (beacon or skin). The 

. , 

rlldar output is fed dirt·ctly into the IBM 700 computer as 
part of the routine Atlantic Missile Range launch opera
tions. Originally designed for impact prediction, thiJ 
setup is also capable of computing position and velocity 
at any time-point after cutoff. 

A substantial numbeT of in· Bight measurements are 
telemetered from the instrument . compartment 01 the 
booster to ground receiving stations at Cape Canaveral. 
Redstone, and other required locations. 

10e ground stations have a real time display (brush 
records) for a d07..en or more of the most important telem
etry channels. A quicJe analysis gives answen to the 
following questions: Did the booster achieVe the pre
dicted velocity? Wl1.~ the booster performance normal? 
Did reparation and other vital mechanical functions occur 
properly? Was the attitude properly controlled? Did the 
second stage ignite at the right time? 

Knowledge of these facb has no . immediate dIed CG 

orbit ~1C'Ulation other than to give an indication of 
whether or not booster errors are present. However. it is 
of great value for the interpretation of later tracking 
results. 

In addition to the AMR radar tracking. there is, foe 
flight safety purposes, an interferometer-type tracking 
system using both the dovap beacon (74 me/ s) and the 
telemeter carrier frequency of the booster. The doppler 
slant velocity and two angles are compared with the pre
dicted quantities in real time. Should the AMR radar fail, 
these tracking results are used for first-order corrections 
of the standard flight to yield approximate conditiOns at 
ignition of stage II. 
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C. CoaMing Fer/od 

Since the spin-stabilized upper stages arc Bred into one 
space-Bxed direction, the reslllting orbital perigee can 
never be much higher than the altitude at ignition of 
stage II. The booster cutoff altitude is much too low to be 
acceptable as initial perigee. Therefore, a substantial 
coast period is programmed between booster cutoff and 
ignition of stage II (Fig. 3). 

Shortly after cutoff the instrumented part of the boos1er 
is separated from the empty thf1lst unit (Fig. 2). Essen
tiaHy. it follows a vacuum ballistic flight and. by means of 
smaH control nozz1eli. maintains the proper attitude of th'! 
rotating cluster until ignition of stage II. The length of 
the coasting period depcndson the desired or.bital shape 
and trajectory layout. 

The mort important part of the FPS-IB radar trac1cing 
occun early after cutoH. In most cases. less than 1 min of 
tracking is sufficient to establish reliable initial conditions 
for the free f1ig:,t. From these initial conditions. the AMR 
computer calculates the entire ballistic trajectory of the 
vehicle until impact. Position coordinates lUld velocity 
components may be printed at l&Jl}. desired time. 

In mCiSt cases, ignition of rtage 11 is given by a preset 
timer. Conscqu~ntly, the AMR computer can print igni
tion conditions shortly after cutoH, even before the igni
t.ion event occun. In cases where ignition time iJ not 
kno~ll beforehand, it has to be evaluated from the real 
time telemeter display and transmitted to the AMR 
computer_ 

As soon as ignition conditions are known and found 
compatible with the te1emetered information received, a 
cluster trajectory and a second orbit (number two) are 
computed in the Evaluation Center. In these calculations 
a · standard cluster flight is tied to actuaJ ignition '-'Otldi
t.ions and actual ignition time. Orbit number two is very 

. valuable in conjunction with the cluster analysis which 
follows. If the observed velocity increments of the ciuner 
flight are close to t.he calculated values, orbit number two 
is a good approximation of the actual flight and is 
obtained in a minimum of time. Depending on the avail
ability of ignition conditions, this orbit is complete about 
20 min after launch. 

A last important C'.h~1c during this phase concerns the 
attitude of the entire vehicle immediately prior to ignition 
of stage II. Noticeable deviotions in either pitch or yaw 
have to be taken into account in the next evaluation 
phase, the cluster Bight 
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D. Cluster Fllghf 

The cluster Bight is the crucial phase of the entire 
launch operation. A very sub!'tantial velocity contribution 
is imparted to the payload within a very short time, 
necessitating high load factors. There is only the open 
loop control of spin stabilization, and very little an-board 
instrumentation to monitor the behavior of the clwter 
stages. Therefore, special efforts have been made to 
develop a tracking system especially suited for this short 
but important £light phase. At present, there art" seven 
special Microlock tracking stations available, three of 
which are mobile. The four permanent stations are 
located at Cape Canaveral, Florida; Huntsville, Alabama; 
Fort Monmouth, New Jersey; and Aberdeen, MaryLand 
(Fig. 4). 

Fig .... Tracking ItGtlon, 

The basic tracking principle i!: spherical velocity track
ing (one-way doppler). Main disadvantages are the 
limited stability of the transmitter frequency and data 
reduction difficulties; main advantages are simplicity and 
good tracking geometry (long base lines). 

Since the Redstone station is physicaIJy close to th,· 
Evaluation Center, a real time Iludio signal reflecting the 
doppler shilt can be displayed within the Evaluation 
Center from this station. This is the first qualitative infor
mation received about the general functioning of the 
upper stages. Any large deviations from standard flight 
will be evident on this early record, e.g., failure of one 
stage to fire. 

A corresponding arrangement may be made with some 
other Microloclc tracking station which is closest to the 
predicted injection point. Her and in Redstone the 
phase-modulated telemeter signals are displayed in real 
time to permit immediate conclusions concerning certain 
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payload functions, e.g .. separation and spin rffllldlon. 
This information is immediately communicated to the 
Evaluation Center. 

The doppler frequencies are received at the Evaluation 
Center by teletype in I-sec steps and are automatically 
plotted in 'Jrner to Gnd qualitative irregularities, e.g., 
failure of ignition and gross errors ..... fter determining and 
defining ignition and injection times, respectively, the 
frequency difference between these two time points u 
evaluat<.-d and fed into an IBM 704 computer. Tl' e com
puter performs a number of differential correction steps, 
comparing the predicted frequency increments with those 
measured and modifying the computed trajectury to min
imize the residuals. Since the trac1ting situation is often 
marginal with respect to signal strength and elevation 
angle, the possibility of gross errors exists. As excessive 
errors would considerably damage the least square solu
tion, an automatic sorting process has been designed 
which eliminates such gross errors. 

The Bnal result of the cluster Bight analysis is :>rinted 
by the IBM 704 in tenns of both cluster performance and 
injection conditions. The latter conditions are immedi
ately utilized for ru!lning orbit number three, the first 
orbit completely based on actual data. 

At thU point the first major step of the early orbit 
determination is completed. The results should be avail
able approximately 50 min after launch. About 30 min 
of thU time is required t.o receive aU Microlock data. 

E. Early F,... Fl1g'" 

During the early orbit phase after injection, additional 
Mic:olock data are obtained by the east coast stations 
tracking the sstellite until loss of signal. This information 
generally has been insufficient to permit an independent 
orbit determination. However, large deviations in flight 
path may be detected and the functioning of the payload 
telemetry can be monitored during this period. 

A truly independent and powerful source of orbibU 
informati!>O is the Millstone Hill Radar operated by MIT · 
(described in Section IIIG). This large radar dish posses
ses the power and receiver sensitivity necessary to skin 
track even the relatively small target presented by the 
Juno II payloads. Millstone is capable of tlv.! accuracy 
necessary to permit determination of complete injection 
conditions from a short time period of data, the possible 
tracking period after injection being normally from 5 to 
15 min, depending on the particular mission. The problem 
of acquisition of the satellite by the radar is a serious one. 
however, in view of the separation of . the missile into 
several pieces shortly before injection (Fig. 2), the smal-

lest and most rapidly moving piece always being the one 
desired. For this reason acquisition and tracking predic
tions are supplied to Millstone before each Bight. 

The result of the Millstone Hill tracking. orbit number ' 
(our. should be available approximately 20 min after 
reception of the complett! data message. Therefore, the 
cluster evaluation and the Millstone Hill determination 
are processed Simultaneously on separate IBM 704 com
puters. Both resul ts should be available for comparison at 
approximately the same time, 50 min after liftoH. 

If no gros~ errors are present and the two orbitJ, num
bers three and four, are of comparabl(' quality, t~ deci
sion as to which one is preferable is postponed until after 
first-pass data become available. 

F. Reacquisition 

About 1 hr elapses between completion of the injection 
phase evaluation and the first appearance of low a.ltitude, 
low eccentricity orbit satellites over the west coast. 
Within this time path predictions are prepared and com
municated to the stations. 

The final adjustment of the initial conditions is done in 
two steps. which may be called the period correction and 
full correction, respectively. 'Ibere are several reasons for 
this peculiarity. The period correction requires only one 
exact timing of a closest approach or a median crossing. 
preferaUy near completion of one orbital revolution. This 
time is a fairly accurate measure of the total velocity 
amount and is comparatively insensitive to position erron 
and velocity angle deviations. An early time obtained by 
a west coast station can be received and utilized in • 
special correction process within a very short time, while 
the satellite is still passing over the continent 

.Alro. this simple adjustment provides a better basis for 
the subsequent full correction . than the earlier approx
imation. If. for example, doppler ·frequencies as a function 
of time are used for the corrections, it is important to have 
predicted and observed inflection points as close together 
as possible. 

Finally, from the standpoint of computer efficiency, it 
is advantageous to run the period correction 6nt. It 
requires only one additional variational orbit calculation 
to generate the partial derivative with respect to the total 
velOCity. Omitting this step would necessitate one to three 
more iterative steps for the full correction, with at least 
three additional variational orbit calculations for . each 
iteration. 

Thus, the period correction is considered important 
because it saves valuable time, it improves the linearity 
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of partial derivatives with respect to doppler frequencies, 
and it offers a superior computational efficiency. 111e 
actual inputs for this special program are the observed 
times of dosest approach or of meridian crossinB fN any 
number of stations. The result is a correction coefficient 
common to all three velocity components at injection 
(leaving the angles Invariable), which is automatically 
used in a new orbit ('omputation, orbit number five. 

At this time sufficient information usually is available 
to justify an official statement abou t success or failure of 
the mission. The main orbital parameters are known 
within comparatively narrow limit!. Good pn:dictions for 
the follOwing passes can be made to tracking stations all 
over the world. 

The remaining problem is now a more precise deter
mination of injcction conditions not only for orbit deter-' 
minaHon, but for asscssmt.'nt of vehicle performance in 
terms of deviations from the prC'dictC'd. This is particu
larlY 'interesting for the performance analy~is of the upper 
stagC'S. The comparatively crude velOCity tracking by the 
Microlock stations can be impro\'cd considerably if start 
and end points of the cluster flight are precisely mown 
from other sources. 

From a computational standpoint the full correction ~ 
the most crucial evaluation phase for the following 
reasons : extreme flexibility in accepting data of all kinds, 
in cvery format, and with different weights is required; 
large amounts of data must be at-ccpted; the highest pos
siole accuracy is rt.'quired; computational speed is still 
a!l important factor. 

The full rorrection normally used at this stage is a 
diuCTential rorr<'ction process applied to the velocity and 
the two velocity angles at injection. The necessary partial 
derivativ('S of the actual observations available for the 
rorrection process are obtained by variational orbit calcu
lations for each of the three initial parameters. 

The magnitude of the variations which generate the 
partial derivatives is optimized (or each particular flight 
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mIssIon. The choice of correction parameters (velocity 
amount and two angles) represents at least a relative 
optimum for the correction process. It is superior to the 
mdhod of correcting Cartesian velocity components in 
an arbitrary coordinate system. 

The restriction to three unknowns was made after it" 
was found in several actual evaluations that the injection 
pOltition presen tly is determined better by the AMR range 

. instrumentation than by orbital observations. Of course, 
this is to be understood only as a general rule. Exceptions 
are clearly indicated if C-band rada.r should fail or if very 
good power flight tracking from Millstope Hill should be 
available. 

The following types of data are used as input for the 
correction deck: 

Range (radar) 

Rate of range (Microlock-doppler')" 

Azimuth and elevation (Millstcue Hill) 

Hour angle and declination (Goldstone) 

Time of dopplet' inflection ~Microlock) 

~faximum doppler slope (MicroJock) 

Time of meridian crossing (Minitrack) 

The whole correction process includes the computation 
of a standard I)rbit and tJu-ee variational orbits, the diHer
encing of actual and ·standard- observations, the least 
sqlJares soluticn, and the printout Jf the new orbit with 
all ceslred orbital parameters. 10e total time required for 
this process is 20 min (300 observations). 

Provided enough d ata are available and the previous 
evaluation steps have at least partially succeeded, only 
one full correction is needed for the purpo~ mentioned. 
To check the accuracy a second correction step is added· 
as a matter of routine. In such a case new partials are 
always calculated for accwacy, although there is the 
option to ret'se the previously established partials. 
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III. TRACKING STATIONS 

The main tracking systems used for the Juno early orbit 
determination are listed in Table 2. 

Tobie 2. Juno early orbit determination tracking .y.tem. 

100.,." fli ght "S·16 rodor 
~. (Iv.'., flighl Mie,olock-40ppler 

forly .... IM' Mill .. o". rod." 
Mluolock40pplor 

Mift lrrock 

loocq.,lollI ... Microlock-40ppler 

Gold.,o". I,oeklftg ~ i .h 

Miftllro<k 

The five different traclcing systems are briefly described 
in the following sections. The locations of all stations 
nonnally transmitting data to AB~iA are shown in Fig .... 

A. FPS-J6 Radar 

Thi3 radar dish is becoming increasingly important for 
all AMR operations. The main advantage is an extremely 
lightweight (9 Ib) beacon and the fact that it suffices for 
Bight safety purposes. Within the Juno 1 and Juno II pro
grams the FPS-16 is only used for tracking until ignition 
of the second stage. 

The frequency ranges from S400 to 5900 mc/ s; the peak 
power amounts to three mw at pulse ral~ between 341 
and 1707 cps. Design accuracy is quoted at 5 yards in 
range and 0.1 mils for angle meamremen ts. Beacon and 
slcin trade may be accomplished by automatic or manual 
operation. Maximum traclcing rates are 8000 yd/ sec in 
range, 40 deg/ sec in azimutt>, and 30 degjsec in elevation. 
(The dishes CT"t.; azimuth mounted.) 

The output is directly fed into the IBM-709 computer 
for real time impact prediction or computation of any 

djectOry parameter desired. 

,8. Mlcrolod 

This tracking and communication system was devel
oped by ]PL with the goal of minimizing transmitter 
power and weight (Ref. 3). 

The transmitter consists at the present time of a lOB 
or 960 mc/ s radio frequency oscillator which u phase
mooulated by subcarriers. The primary unit of the ground 
station is a phase-locked receiver which is designed to 
detect the beacon signal and to provide automatic track

.ing of the doppler shift as the satellite passes the station. 

Fre<IIll'nCY and timt' standards are obtained from N B5 
, radio station WWV and WWVH. 

In the phase-Ioclwd loop of the receiver (Fig. 5) the 
local estimate of the transmitted signal is gent'rated by a 
voltage-rontrollt'd oscillator (VCO). A phase detector pro
vidf's a dc output voltage which is proportional to the 
phase difference bt'twt't'n the incoming signal and the 
local estimate gent'rated by the VCO. 

SIGNAL AMPLITUDE 

Fig. 5. Mlcrolodc receive, dlograM 

The de error voltage is $eparated from noise by t~ 
low-pass Slter to provide a 'control voltage to the VCO. 
In this way the phase-locked loop iJ an electronic sen'O
mechanism which accomplishes signal detection using 
only linear mixing. 

The original design provided for a circtl!arly polarized 
helical type of antenna in order to insure against loss of 
signal from polarization eHects. 

The main disadvantages of this tracking system are 
twofold: the strong dependence on transmitter frequency 
stability, and the low infonnation content of a single sta
tion measurement. These shortcomings are overcome by 
reducing t~ tracking periodJ to short times with rela
tively large doppler effects and by combining several 
stations to a network. 

There are now at least ten stations regularly participat
ing in Juno space tracking systems; three of them are 
mobile ($), and the remair.ing seven are permanently 
installed. 

Cape Canaveral, Florida 

Redstone Arsenal, A!a'bama 
Cape Hatteras, North Carolinao 

. Aberdeen, Maryland 
Fort Monmouth, New Jersey 
Bennudae 
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Van Buren, Maine

Goldstone, California 

White Sands, New Mexko 

Forrest City, Arkansas 

The mobile stutions are placed according to optimization 
studies performed for each individual Right mission (see 
Section VA 7). The Cape Canaveral, Redstone Arseual, 
and Bermuda stations are shown in Fig. 6. 

Doppler accuracy depends on t"e fn.'quency stability 
of the t:-ansmitter within die pa) .J as well as on the 
stability of the ground receivers. This stability is defined 
over the length of the observation period. For short time 
periods such as the 3O-sec duster burn ing, the overall 
frequency accuracy observed has been surprisingly good. 
of the order I.)f I f of the veloci ty increment. 

In 27 frequency comparisons between observed dop
pler result and calculated freq uency shift from the final 
trajectory, onl), thr<?C cases exct'eded a 3-sigma de • .r iation. 

The standard deviation of the remaining 24 samplet 
was 24 m/ s or the equivalent of nine cps (based on 108 
IOC/ S). This means a stability of at least 10-', which is 
better than laboratory predictions. Over longer time peri
ods, such as for pass ob~er"ations, the ex-pected freq uency 
drift naturally increases as a function of time. 

C. Millstone Hill Rod,,, 
This 84-{t 'parabolic radar dish (Fig. 7) in Westford. 

Massachusetts, was built and is operated by the Lincoln 
Laboratory of the Massachusetts Institute of Technology 
(Ref. 4). 

At the operating frequcncy of 440 mc/ s, the half-power 
beam width is 2 deg. Dual receiving and remotely adjust
able tr.msmitting polarizations are availabl('. 1be antetlRa 
fet"d is rotated to provide a l'Onically scanned beam which 
has automatic tracking capabiuty. 

The antenna gain is 37 db, the nominal peak rarliated 
power 333 Jew, and the pulse -length 2 millisec. The Dom
inal pulse repetition rate amounts to 30 per sec. 

The digitized informatioll describing a single received 
echo is simultaneo1lsly recorded and fed into a computer. 
The information contains time, azimuth, elevation. range, 
and doppler. Complete tracking results after appucation 
of smoothing are CI'ltomatically fed into the teletype com
munication net and obtained in 6-St'C steps. The estimated 
accuracies quoted are ±O.2 deg for angle detennination, 
±8 km in range, and a doppler error of ±Z7 m/ s. 
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.'~"! -.! ~ E HILL 
RADAR 

GOLOSTONf: 
as-FOOT DISH 

Fig. 7. MIII.tone Hili radar; Gold.toM dl.h 

D. Mlnltrodr 

Minitrack, a radio system for tracking an Earth satellite, 
has been developed at the Naval Research Laboratory as 
a part of Project Vanguard. It is a radio phasc-comparison 

system empl()yin~ a low-power, lightweight, lOB-mc/ s 
transmitter in the satell ite to illuminate n total of eight 
anlenna~ arranged in nve pairs along two orthogonal 
baselines. 

From the five phase comparisons made with these 
antenna pairs, two direction cosines of the line connect
ing the center of the antenna system (Fig. 8) and the 
satellite are determined as a function of time as the sat
ellite passes through the pattern of the receiving atltennas. 
The five phase compari sons made to determine the two 
direction cosines are: north-south fine, north-south 
medium, north-south coarse, cast-west fine, and east
west medium. The actual measurements are made from 
the fine baselines; the medium and coarse baselines are 
used for ambiguity resolution. A single result which is 
sometimes of importanL"C for the orbital corrt"ction process 
and which may be obtained quite simply and fast is the 
time of meridian crossing (north-south dinx·tion cosine 
equals one). Important stations are located at Cape 
Canaveral, Florida, and San Diego, wlifomia. 

NORTH FiNE 
c::::J 

~H MEDIUM AND 

~nNE A;E=~ 
COMMON,· ~ EAST MEDIUM 

SOUTH MmU~ . 

I:::::l 
SOUTH FINE 

Ag. e. Minitrack antenno IYlte", 

E. Goldston. Trading f)l,It 
The Goldstone 85-ft-diameter dish (Fig. 7) was devel

oped by )PL for long-range tracking of lunar and inter
planetary space vehicles, in particular the two moon 
probes Pioneer III and Pioneer N (Ref. 5). 

For this purpose the station was operated on a fre
quency of 000.05 mc/ s. The antenna gain on this 
frequency is 4J.l db, the beam width 0.8 deg. TIle 
receiver noise is as low as 7 db, while the threshold 
lies at - 149 db. 

The an tenna feed is simultaneous-Iobing. The auto
matic tracking is achieved by a servomechanism in con
nection with a rohe'rent angle error detection system. 
The mechanical angle accuracy, amounts to 2 mils UTlder 
normal weather conditions. 
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The dish is equatorially mounted. Output data are 
local hour angle, declination, and doppler frequency. The 
maximum angular tracking rate amounts to 1.7 X 10-1 

rad/ sec. 

Goldstone was rL'cently modified to successfully track 
Explurer V11 on the 108 mc/s frequency. 

The absolute angle accuracies obtained are in the order 
of 0.01 and 0.1 dcg for 960 mc/ s and 108 mc/ s, respec
tively. The accuracy of angle tracking has the general 
advantage of not depending on transmitter frequency 
shi(·~ . although refraction errors have to be considered 
for .vw frequencies and low elevation angles. 

F. Summary 01 Trarlcing Resul,. 

1. FPS-I6 Radar 

Table 3 details participation of FPS-16 radar in luno 
1 and 11 llights. 

Tabl_ 3. FPS-16 radar tracking relultl 

Te.t 

J __ 
I....,. '" r.oI tI_ 1_"' . ..... ",,1"_11_ 

,.0111_ Veledty 
(I" ... 1 .. /aI 

c-« I - - 'oil'" .. trock 
C.4.7 I 2 " AM· II II I J:1 
AM-I. II .3 ~ ( ... "'ioll, ' i ..... _ 

AM· I9I II I • 
AM·I'. II I , 

2. Millstone HiD Radar 

MHR participated only in Juno 11 flight 19B. 'The 
vehicle was suCCt"Ssfully tracked through ignition of 

stage II. Excessiv,~ deviations of the payload from the 
predicted Right path occurred. HHR reacquired the first 
stage but not the payload. 

3. Minitrack 

The Minitrack station:; attacht'd to Goddard Space 
Flight Center attempted to participate in two Juno 11 
Rights, 19B and 19A. Flight 19B experienced exces:rive 
flight deviations and did not orbit. Flight 19A was not 
acquired during initial reacquisition phase. Only merid
ian crossing times are used in real time from this tracJcing 
network. 

..c. Goldstone 85-ft Dish 

The Goldstone 85-ft dish has proved a reliable and 
precise tracking instrument. The data obtained on rests 
AM-ll and AM-14 (Pioneer, 111 an~ IV) on a 960-mc/. 
frequency were of excellEnt quality (Ref. 1, 5, and 6). 

A more recent use of the dish on test AM·19A 
(Explorer VII ) was also successful. Operating at 108 me/I, 
an accuracy in the vicinity of 0.1 deg was obtained 00 

several favorable orbital passes. The use of the dish is 
somewhat handicappro for low-altitude orbits by the 
low elevation angies and short duration of all but over
head passes. The polar mount of the dish iJi,poses • 
further disadvantage for passes which cross north of the 
dish, since a region of positive elevation angle in this 
area is beyond the mechanical limits of the mount. 

S. MicroJock 

Table 4 details participation · of Microlock tracking in 
Juno 1 and II flights. ' 

'See abo Table 5. 

Table ... Mlcrolock tracking relults 
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IV. LAYOUT AND EQUIPMENT OF EVALUATION COMPLEX 

The large C'Jmputation and reduction facilities of the 
Computation Laboratory, ABMA, as already available 
have been one of the determining factors of this entin, 
scht'me. TIle facilities are not the result of optimized 
requirements for an orbit determinatio'l, and the physi
cal evaluation layout has had to compromise between the 
short-term needs of the early orbit determination and 
the rontinuous operation of the Computation Laboratory 
for other urgent missions. The physical spare is rather 
limHed and could not be increased for the early orbit 
determination. 

There are three main areas in the physical layout: the 
Evaluation Center or headqu:.rters of the operation, the 
Computt'r Room, where all digital computation and r'lan
ual data processing is performed, and the Automatk Data 
Reduction Room (Fig. 9). 

COMPUTER ROOM 

. An average operation includes appTOximately 35 
persons. 

A. Evaluation Cent., 
The Evaluation Center is located in a 36 by 16·ft room, 

divided into two parts by a folding partition. One end of 
the Center serves as headquarters for the operation 
and contains all external telephone communications. Ten 
tdephon'!s are available for external or internal use. 
The headquarters room is manned during a typical oper
ation by eight persons of the Flight Evaluation Branch 
of Aeroballistic Laboratory, including the di .. t"C'tor of the 
operation. 

The sero!ld half of the Evaluation Center, isolated by 
folding doors, contains the teletype facilities used during 
the operation (~ion IV D). 

< .. • 
• ~ .J ~. 

AUTOMATIC DATA 
REDUCTION ROOM 

KEY-PU~H 
ROOM 

EVALUATION 
CENTER 

X TELEPHONE 
T TELETYPE 

fig. 9. Evah"atlon layoYl . 
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B. Computer Room 

The main computation facilitit's utilized are located 
immediately across the hall from the Evaluation Center. 
TI\(, computer room contains !wo IB~1 70-4's and one 709 
(Fi~. 10). 111(.' 704 di~ita l computers are each equipped 
with 8,192-word core stora~e, 8.19'2-word drum storage, 
seven magnetic tape units, an on-line printer, and a card 
punch. The 709 has a 32.7B8-word core storage, ten tape 
units. an on-line printer and card punches. Two 5OO-line
per-min and two lOOO-line-pcr-min off-line printers are 
available for printing from magnetic tape. 

One card punch is located in the Computer Room for 
rapid access. Additional card pUOl'hes, interpr~ters, 
-reproducers, and other f>{'ripheral equipment are located 
in rooms immediately adjacent to the Computer Room. 

Programming and operating personnel for the evalua
tion prow-ams gcneral\y are three to four members of the 
Trajedory Studies l nit, General Electric Computer 
Group. Computation Laboratory. Two key-punch oper
ators and two computer op<'rators from the normal com
puter opera tions force are also used. 

The Hand Reduction Group, which perfonns all man
ual handling and analy~is of data required, is also located 
in the Computer Room. TIlis group comprises (our per
sons from the Flight Evaluation Bram:h, Aeroballistics 
Laboratory. 

C_ Automatic Data Reduction Room 
In anotlH'T wing of the building the Automatic Data 

Reduction Room is locat<'<i (Fig.lO). In -this room all aut~ 
matic handling of data is performed. including translation 
of paper teldypc tape to punched cards for dinoct input 
to the romputers and for automatic plGtting of data trans
lation (If punched cards (rom the computM" to teletype 
tape for fast transmission of station predictions. automatic 

plotting of data, and reduction o( doppler frequency 
S-curves for rough inflcction time and slope. The person
nel s~affing this room also proccss the doppler data (con
verted from paper tape to cards) on the 704 computers 
for-determination of exact inflection time and slope. The 
automatic d::ta reduction is performed by four to six 
persons of the Tracking Section, Data Reduction Branch, 
Computation Laboratory. 

TIle primary equipment used in the automatic data 
handling is descrihed below. 

1. Two IRM 47 tape-to-(.'ard printing punches are used 
for the conversion of five-channel teletype tape to 
standard lB~f {'ards_ Operating rate is -nonnalI"y 
eighteen characters per sec. Format control is 
obtainro through a plug-wired control panel: 

2. One I B\t 63 card-controlled tape punch is used to . 
convert standard lB~f carris to perforated five
channel paper tape for telt·tYpe transmission. Oper- _ 
ating rate is ten character5 p<'r sec, and fonnat is 
controlled by a wired control panel. 

3. Two IB\f 3033-."-2 data plotters perform the aut~ 
matic platting o( digital infonnation frorn punched 
cards_ A 30 by 3O-in. plotting surface is available; 
plotting rate is roughly 1 point per sec. 

4. One Burroughs E-1Ol digital computer is used for 
the determination of rough in8ection time of dop
plM" frequency data. An externally programmed 
desk-size cDmputer, the E-1Ol has. a memory of 220 
twd\'e-digi t numbers. 

Adjacent to the Automatic Data Rrouction Room are 
facilities (or the reduction and display of missile and 
payload telemetry data. These facilities are sometimes 
used in the Mquick look" operation for an early check of 
payload telemetry and pcrfonnance and (or real-time 
analog displays of data received by ~he Redstone Arsenal 
trac1ctng station. 

Fig. 10. IBM 709 compvter: data re dvctlon room 
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D. Communications 

Primary communications between the Evaluation Cen
ter and external sources consist of ten telephones and 
eight to ten teletypes. Telephone communications are 
held to a minimum, and primary reliance, especially for 
all data transmission, is placed on teletype. Teletype is 
the more reliable transmission medium as it eliminates 
misunderstanding, particu larly of numerical data, and 
provides firmer control and recording of both incoming 
and outgoing messages. All teletypes are equipped with 
paper tape readers and punches. 

The available teletype facilities are normally utilized 
as follows. Direct, single-use lines are maintained to MFL, 
to the NASA Spaee Control Center, and to the Central 
ABMA Communications Center. Remaining lines are 
allocated to trackir.g stations. more than one station being 
placed on a line if necessary and if not detrimental to 
the success of the mission. 

FORREST CITY 

FT. 
MONMOUTH 

GOLDSTONE 

NASA 
HEADQUARTERS 

WHITE SANDS 

SPACE 
ceNTROl 
CENTER' 

(MINITRACK) 

REDSTONE 
ARSENAL 

CAPE 
CANAVERAL 

MPl 

Available telephones are used in the following way. 
Two lines are opened to a special contact in Hangar D at 
AMR for close .contact with the countdown, the real time 
telemetry display, and postfiring infonnation. One of the 
two lines serves as a backup against fa ilure of the other. 
Other special lines are allocated as required for the par
ticular mission, e.g., to NASA, the blockhouse at AMR, 
or to JPL. 

Remaining phone lines are opened to tracking stations 
en the follo~ing bases: the need for backup to the tele
type connections, the transmission of information not 
easily relayed over teletype, the need for instantaneous 
transmission of information, etc. A sample C<lmmunica
tions plan is shown in Fig. 11. 

The teletype facility IS maintained and operated by 
the Anny Signal Corps; personnel required during an 
operation generally are one operator per teletype and 
one supervisor. 

CAPE 
HATTERAS 

ABMA 
COMMUNICATION 

CENTER 

BERMUDA 
VAN 

BUREN 

---- .BACK-UP LINES 
PRIMARY LINES 

-0- TELETYPE 
--:-0-- TELEPHONE 

fig. 11. Communication. plan 
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v. EVALUATION TECHNIQUES 

The basic evaluation scheme has been outlined in Sec
tion II. In this section the techniques utilized in the 
scheme will he e"amin~-d in greater detail. The compu
tation and data handling scht'me and its division between 
manual and machine operations are shown in Fig. 12. 

A. Powered Phose--8ooster and Cluster Flight 

1. Method of Tracking 

The evaluation steps performed during power and 
coast flight of the booster are des<'Tibed in Sf;'Ctions lIB 
and lIe. In this phase the Evaluation Center serves pri
marilyas the recipient of reduced and interpreted results. 
The informatinn is important to the orbit scheme, but iJ 
not a prodt:ct of the scheme. 

The primary function of the Evaluation Center begiru 
with ignition of the upper stages. The short cluster flight 
produces a large change in the velocity vector but a rela
tively small dlange in position (de<.Teasing the value of 
angle measurements). It is traclced by utilization of the 
doppler shift observed in the signal broadcast by the 
payload transmitter. 

2. Cluster DoppJer Data 

The doppler effect is an apparen~ shift in the frequency 
of a signal due to the relative motion between the'! 
observer and the source. For all practical purposes the 
freq'lency shift j,f measured by an observer is 

(1) 

where 

/ r is the absolute frequency received by an observer 

/" is the frequency transmitted by the source 
( is the propagation .velocity oC electromagnetic waves 

j is the relative velOCity between observer and source 

(small compared with c) 

The quantity 3 may be called the slant velocity, the rate 
of change of the patl) of the radio signal between observer 
and source. This path would be a straight line were it 
not for refraction and reflection phenomena. 

In the simplest picture, for a transmitter moving with 
an instantaneous velocity v (Fig. 13); a given receiver 
measures by the doppler shift only a certain component 
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of v, the component along the line of sight between 
observer and transmitter. 

A schematic plot of received frequency VI time during 
cluster burning for a typical station is shown in Fig. 1-4. 
This plot is typical of the one-way doppler data ob~ined 
during cluster flight. The most significant features of these 
data are the three steps seen. At the ignition time of stage 
II, the relatively Bat frequency !unction rises stooply' as 
the stage accelerates. The function Battens again during 
the coast period between burnout of stage II and ignition 
of stage III, forming the first step. Stage III forms a 
second step, and stage IV a third step. 

3. Data Reduction 

In addition to simple qualitative information concern
ing firi ng of the three stages (Section lID), a rrore 
detailed analysis utilizjng the magnitude of the steps in 
the doppler shift permitJ a solution for the coordir.:..e 
and velocity vectors of the payload at burnout of stage 
IV. For this purpose, tht' doppler shift is measured by 
the \--ar1OUS tracking stations aM recorded digitally as a 
function of time. normally at I-sec intervals. This digital 
information is transmitted via teletype to the Evaluatioo 
Center. 

At the Center, ' the doppler shift ""f from ignition ci 
stage II until burnout of stage IV is extracted from the 
data. lOis extraction is presently performed by band 
because of difficulties · involving data quality and trans
mission problems. About 30 min are nonnany · required 
for the reduction of aU data received. It is antidpated 
that this problem will be handled on the IBM 700 in the 
near future. Redudion time should then be Jess than 5 
min. 

The problerru to be solved for ml1chine reduction are 
severe. The rapid, irregular change in the doppler fre
quency during cluster burning, combined with low ele
vation angles and signal levels, often causes traclcing 
stations to lose signal lock momentarily, creating gaps or 
bad points in the data . Special !:moothing and extrapola
tion techniques must be developed to fill in such gaps 
and compensate for variatior.s in data arising from oscilla
tions of the transmitter frequency, shifts in the transmitter 
frequency, erroneous points, and the nonnal CITOrs oi 
data transmission. 

Further. the doppler increments must be taken between 
physically corresponding points. Therefore, the ignition 
point must be determined individually for each stati~ 
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Fig. 13. Oopple, veloclty diagram 
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Fig. 14. Oust.r doppl.r data 
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from the doppler data. since each station measures time 
increments very accurately, but errors of up to several 
seconds arise in the digitally coded absolute time. 

For detailed postflight analysis of upper stage perfann
ance, the doppler increment during burning of each stage 
is extracted and utilized. However, for the early orbit 
determination it is only necessary to measure the total 
increment ohserved during burning of three stages. The 
reason for thi~ and the principle of the injet.1ion point 
detennination f,,!low. 

Neglecting refraction, the doppler shift 1 observed by 
a given station at ignition of stage II is: 

80 

I 

(2) 1 

wher~ 

and r". is the line-of-sight vector between the station and 
transmitter at ignition. 

Similarly, the doppler shift f at injection is 

(~) 

and the doppler increment during burning of the upper 
stages is 

(<4) 

It is seen that 

(~) 

where all other parameters may be considered JcnOWD. 

However. since the position and velocity o(the missile at 
ignition of stage 11 are known (rom range instrumenta· 
tion. in terms of unknowrol the function 31 reduces to 

3/ = F (r,.,. i ,.,) (6) 

Since r" l and f ,., are each three-mmponent vectors, the 
function F is kno"n. and the quantity 3/ is measured, 
there are six unmo"ns in Eq. (6). Given accurate af. 
observed by six stations. it would be possible to solve foc 
r,., and i'.I' 

However, . an additional restraint is present since the 
injection conditions are rela~ed to the ignition II condi· 
tions by the laws of motion. Thus 

F (r,.!. i .• ,) = G (r .,.. r,,..I. cr. fJ) (7) 

where 1 is an average drective thrust magnitude, and • 
and fJ are average thrust directions during burning of the 
stages. The injection conditions are relatively insensitive 
to the exact time history of a and fJ. and to s:.'1lalJ devia· 
tions of I from the predicted. Hence only the average 
effective thrust m;;.gnitude and the average thrust direc. 
tions Deed be considt'red unknown. while the Dominal 
time history is used. This is also the reason that only the 
total doppler increments during cluster burniug are 
needed for detennination of injection conditions. rather 
than the stage-by-stage increments required for a more 
exact flight history. 

Thus. Eq. (6) reduces to 

3/ = G (I. cr. fJ ) (8) 
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Since there are now only three unknowns. only three 
ohserved t,fs are required for the solution for 1. a. and fl . 
The injection conditions may then be computed from r" •• 
r" ... I, a. and fl. 

It should be understood that I, a. and 13. while inter
pretable in terms of mean deviation of the thrust per
foml ance of the total cluster stages as an entity. are truly 
only artificial Fnrameters leading to a close estimate of 
the injection conditions. They in no way represent the 
true attitude motion or thrust history of the upper stages. 

4. Method of Solution 

The method utilized for the solution for injoction cor.
ditions is the ml;'thod of'linear differential corrections. 
used in connection with a simplified trajectory computa
tion program. Thus it is assumed that 

- !i!i . ~ t,1 .... ...... - t,1 .. _, .. , + 3a 3a + af3 t,fJ of 31 31 (9) 

where t,f nom ,..J is the value of 3t predicted from a 
nominal trajectory. and 3a. t,P. and 31 are correctio[b' to 
be npplied to the nominal trajectory values 1, a, and fJ to 
produce 3t observed. 

The partials required are obtained by the method of 
successive perturbations; that is, 31 nominal is calculated 
£rom Eq. (8): 

3/ ...... 1 ... , = G (1 .. « ... P.) 
Then, a perturbed valtle 3f~u' is computed as 

3f~ = ~ (lOt d", fJ. + ~fJ) 
The desired partial is then taken as 

1L 2 3'8 - 3/._ 
ap ~p 

(to) 

Partiah are computed similarly for I and a . Thus, Eq. (9) 
requires the computation of four trajectories, O!Ie nominal 
and three having perturbations in I, «. and p. 

The perturbation sizes .1a. llfJ. and fl.1 (or computation 
of the partials are optimized to obtain the most accurate 
partials. They are normally made as small as possible 
without encountering numerical errors. The perturbation 
sizes in present use are 0.1 deg (or ~. 0.1 deg for llfJ. 
and 0.5 S of the nominal thrust for AI. 

Because the method of differential corrections is based 
upon the solution o( linear equations. and because the 
doppler increment functions being solved are only linear 
for small deviations, an iterative process must be used. 
That is, the solution for 1 .. a .. and PI from a set of Eqs, 
(9) are regarded as new 10 • 4 0. and P. for an improved 
trajectory, the partials are recomputed, and the new equa-

tions are solved for r •. a " and p,. This process is repeated 
until 1 •. tt •• P. are sufficiently close to 1 .. _ .. a .. _ ... 8._1 , 

I! is ohserved that three observations producing equa
tions of the (orm o( (9) are required to solve for injection 
conditions. If, in addition, the assumption of a nominal 
effective impulse 1 of the upper stages (31 = 0) is accepta
ble, only two observations are needed. This is possible 
if the actual specific impulse of the cluster rockets is nom
inal and any preccssiondl motion of the cluster is small. 
It should be noted that even though the actual speciBc 
impulse o( the upper stage rockets is exactly nominal, the 
artificial impulse 1 need not be nominal. This is due to 
the assumption that r (and a and p) are parameters of • 
three-~tage cluster Rjght having no change in thrust direc
tion within or between stages. In actual Right. deviations 
arise generally from prect>ssional motion of the spin
stabilized cluster, causir.g the true thrust direction to be 
a complex function o( time. This results in a· loss of effec
tive thrust. or a change in the quantity I when mean 
thrust directions a and p are considered .Therefore. as a 
rule three stations are required. 

Although three equations are mathematically sufficient. 
it ie more reliable .anJ accurate to utilize as mau}' v~· 
vations as are available. solving the equations simulta
neousl by the method of least squat'eS. At the present 
time. five or six sets of data Me genenllly available. 

5. Elimination of CI'OSJ Erron 

One major problem is encountered. however, in this 
application. The method of least squares 'assumes a nor
mal error distribution and wor1cs best for large quantities 
of d ata where the normal distribution may perhaps be 
expected. Even with numerous data points, however, a 
few gross errors. of perhaps 10 Or IS-sigma level. wiD 
destroy the least square solution. In the caY! of the cluster 
doppler increments where less than 10 observations are 
available. any large error is sufficient to spoil the solution. 

Of the five June 1 and 11 missiles to which the method 
has been fully applied. in all cases a serious error was 
present in the real time data of at least one station, for 
reasons not always fully understood. Therefore. it is neces
sary to provide a fast and simple means of detecting gross 
errors. The probability of such errors also emphasizes the 
need for a sufficient redundancy of tracldng stations to 
insure enough good observations for a solution. 

The detection of gross errors has been achieved in the 
following way. All data obtained from n stations are 
are obtained. The solutions are compared and arranged 
in groups of solutions which agree within specified lim· 
used, and all possible (;) sets of 3-observation solutiQDS 
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good observations give the same answer within pennis
sible limits. different combin?tions using a grossly wrong 
observation usually yield quite different solutions. Thus. 
the largest group of consistent solutions wi\!. nonnaUy 
contain !he good data, while the solutions containing bad 
data fall in small or single-member groups. A least square' 
solution obtained with all stations appearing in the larg
est group then has a fair degree of reliability. 

Because 3-station solutions are normally required. at 
least 4 good observations must be available for the group
ing process to worle. The method has been found to 
require no restrictive time expenditure for up to 10 sets 
of data. 

Another method commonly used ' for elimination of 
gross errors is the rejection of all data whose St to a least 
square solution exceros a certain sigma level. This method 
was found to be less etficient and reliable than the group
ing procedure when less than 10 observations were avail-
8ble. 

6. ExPerimental Results 

The method of cluster Right analysis described above 
has proved quite effective in an extended form for the 
detailed evaluation which follows each space Bight. but 
has experienced certain. difficulties as a fast real time 
method. Howe·/er. the method is the sole means of track
ing the Juno upper stages. 

The principal- difficulties experienced thus far have 
been : the reliability and quality of d:lta received, par-

tially due to lack of sufficient tracking stations; instability 
of the satellite transmitter; and data transmission and 
reduction difficulties. Sufficient tracking stations are now 
in operation; the stability of the transmitter has been a 
really serious problem in vnly one flight, where large fre
quency shifts were present; rapid data transmi~sion and 
reduction remain the principal problem. 

The prohlem of data quality may be seen in Table 5 
summarizing the final (not real time) d:lta errors experi~ 
enced on past Juno vehicles beginning with the Juno I 
vehicle C-29 (E~lorC1' I). The real time ~ethod was Brst 
applied to CM (Erplorer IV). 

7. Optimization of Station Locations . 

Three Microlock stations are mobile and can be placed 
C<.!r best efficiency according to individual Bight missions. 
The location of tracking stations used in relation to a par
ticular trajectory exhibits strong influence on the results 
(Ref. 7). Possible station locations are limited by consid
eration of the altitude and range of the cluster flight with 
r~-pcct to the station. An adequate elevation angle is 
required to insure acquisition of the payload signal and 
to minimize refraction effects. New sites for the mobile 
stations are also limited to existing traddng installations 
for reasons of support and communication. 

'\Vithin the restrictions mentioned, however, a wide 
range of geometrical situations exist which strongly aHect 
the accuracy of the solution. A geometric quality factor 

Table 5. Clult.r trackln, relults 

~ I .... I" ... ...-..4 " ........ edty I~ .1. 
c-n C-26 C-24 C-44 (-47 AM-II· AM-14 AM-191 AM-l.A 

AIM",- ~ It +40 + 42 c c c -11 c 

Co,. CaftO\'efOl -~ +61 -46 -5 -2 -36 +. -22 4 

PottMofl.ovtt. ~ It -2 -33 - 62 1 ~ It + 1 c 

.. cit ..... ","!MIl It It - 29 + 31 -3 c - 223 +" II 

MoIoIlelM It It It c c It It -, c 

MoIoIIe 2 It It It It It - 54 (Mj + 21 (G) + 14 (I) c 

MoItIl. , It It It It It -72 If) + 300 If) -1210 c 

Locatio" Id."Iillcol;O" ( ), ' . le'IIIudo, C. Capo Ho"."", f . fort SI.wort, G. Gnlnd aoho",o 1.lo"d, M. Mia",;, V. Va" ........ 

~ .. ' ..... ,,'_.,.. '60~.( ~(Y •• ,.tI._ ect".Hy __ , .. --.4 ... 1,1/11.t IfIHIl, .... ~ref' . ' St .. I ... loll ..... ..-. 

" .. 11 ... ..... .- ....,. ..... CIIhtc .. ,..... i4M"tI_. 
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may be df'fined in the foll,)wing manner ' N simultaneous 
equations of the form of Eq . (9) can be made to yield 
solutions of the form 

31 = I 'f/.,. 3/.,. 
A' 

3a = I 'fa.\'3/~· (11) ,. 
3{3 = ~ 'f~ ." 3/.,. 

.' 
where 3/,· is the observed frequency increment for the 
Nth station, and the y's are computed coefficients. 

The coefficients 'f will be functions such as 

That is, t"ach coefficient is a function of the upper stage 
traj~or/, defined by the ignition and thrust conditions, 
and of the ('()Ordinates of the N stations, r ... r •• , ... ,r.". 

For a particular traj("Ctory and particular stations, the 
error" in the c-alculatffi quantity 3; is 

(13) 

where '/\, is the error in the observed frequency incre
ment for the Nth station. If the errors "A' are normally 
distributed with a mean square error a ,Of, the mean square 
error a, in 3, may be talcen as 

(14) 

Similar expressions apply for the errors in a and {3. 

It is seen, then, that for any given error all. in the 
observed frequency increments, the errors in the desired 
qu .. n tities I, a, and {3 are directly dependent upon the 
coefficients y and hence upon the trajectory parameters 
and station coordinates. Since satellite trajectories are 
normally determined by stronger factors than improve
ment of trading, the trajectory parameters for a given 
Bight must be considered as fixed. However, traclOng 
aCC'Uracy may be improved hy proper location of stations. 

The quantities rio r., and r~ may then be talcen as 
geometrical error factors to be minimized by proper selec
tion of station locations. In practice, r, is found to be 
rl. :dtively smaller in physical effect than r. and r~ by 
several orders of magnitude, so for convenience an over
all error factor r may be considered where 

(D) 

It is also found that r is little affected by the number 
of ~tations N considered in the solution, being determined 
essentially by the best 3-station subgroup for N greater 
than 3. Hence it is necessary only to minimize r for all 
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possible 3·station groups. The consideration of 3-station 
combinations is further desirable becallse of the limited 
number of stations and the possibility of gross errors in 
the observations. ,vhich make the 3- or 4·station solution 
the most probahle in the actual event. 

The effect of station geometry may be seen in Table 6, 
where the relative error factor r is given for various sta
tion combinati0ns for the trajectory of the Juno II vehicle 
AM-lB. The station locations arc shown in Fig. 4. It may 
be seen that by the !nclusion of tale Bermuda station, the 
error factor possible is reduced by a factor of roughly 3. 
This means that with a given observational error, the 
results obtained with a Bermuda station may be 3 times 
as aex.'urate as without; or, to achieve a given accuracy, 
the observational .error may be 3 times as large with • 
Bermuda station as without. 

Table 6 . Clulter station optlmbatlon for Exp/o,.., VII 

SIetI_.· ,- St.tI_ r 
Vl-ts·lfl I I CH·IS-Iti .. 
v"m-6U 12 AMI· 1$.'''' 100 

AMI·V"UI, 15 AMI·tS-Ill 101 

AMI·''''·UI ~ AMI·IS·1aI, 129 

I$.''''·lfl 52 AMI.cH-1S U7 

MlI·'IL·IlI S4 CH·Vl-UI. i.o 
C)I ·'M-Ifl 51 eM·IIL·'''' , .. 
IS-ilL· Il Ii 75 AMI·IIl·'''' llf 

CH .. IL·IlI 14 VI-IS-Iti m 
CH·IS-'''' II Vl-11t·'''' ~ 

.~, All_ric MI .. 1Ie ~I • . ; IU, a..-de, Ill , ~. ~. , eN, 
Co". H_. N.C., rM, -.... NJ., IS, ... _ ........... tUa., 
VI, v_ tw-. Me . 

• ,.. . apI_'- oA l' _ ~. ,IS). 

No attempt has been made to optimize statiOll locations 
in the absolute sense; the approach has been rather to 
choose the best available locations within the limits of 
other considerations IU 'mentioned previously. 

8. O,bital Phase 

1. Basic Metbod 

The basic method utilized throughout the orbital 
analysis is that of differential correction of the orbital 
parameters (Ref. 8). Beginning with the best orbital char~ 
acteristics available after the power Bight analysis, suc
cessive corrections yielding improved parameters are 
applied, based on the increasing sum of available traclcing 
data. 
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The corrections are computed as folluws ; an orbital 
computation is assumed available which penriits the 
;lccurate predktion of the value of any desired observa
tion (e.~ _ , range or elevation angle at some time) to some 
required accurat'y, given the parameters of the orbit XJ' 
The observation a, is then a function of the orbital paramo 
eters XJ• 

(16) 

Assuming approxima te orbital parameters X~, an 
observed quantity aO

" is assumed related to the pre
dicted value a'/ ' where 

01' = a, (X1) 

by the Taylor eXP<lnsion 

a-:.' = ~' + ~ :xa ,. ] aXJ 
J r I .I, 

(17) 

where ax/ are the ('orre<iions to he applied to the X· to 
yield improvt'd parameters X; of the true orbit. and hi~her 
order tt'rms are ne-glected. 

Because Eq. (17) assumes that the observable function 
a is linear in each X" which is not true, the XI are 
improve-;i but not completely conect parameters, and the 
correction process must- be iterated. The XI are wed to 
compute new a'/ and new oaij?Xl , and new aXI are 
obtained. This process is repeated until the correctioos 
converge (i.e., aXl -+0), the Snal parameters obtained 
being 

Xi = Xj + I~X , (18) 

The corredion process does converge for most practical 
ca!ies, assuming observations of sufficient accuracy and 
infonnation content, and initial paramt'ters of reasonable 
nearness to the actual parameters. 

The minimum number of observations required to solve 
for the X~ is of course f..an the number of X,. Becr.use of 
the quality and type of data normally obtained, over
detennination becomes a necessity, and the number of 
observations i..., use<l is much larger than f..,. The over
determined set of linear equations of the form (17) is 
solved by the methoo of least squares. 

The partials caJloX, are computed by the method of 
successive perturbations. That is, in addition to the pre
d icted value 

01' = a, (X ,.) 

;~ perturbed values n,' are computed for each a " 

~/ = .. ,(X .. Xl> ... ,X, + tV(" ... ,X, .. .,) 

The partials are then approximated as 

aa, ] ~ a'r - ~' 
aXJ X,. 1lX/ 

(19) 

The size of the perturbations t.XJ must be chosen care
fully to obtain accurate partials. They are nomlally made 
as small as possible without encountering numerical 
difficulties. 

The pt'rturbation siZ('s must be optimized according to 
the parameters chost'n for ('orr~ction and the data used 
for the correction. As an example, Fig. 15 shows the 
relative magnitude of the partial derivative of various 
observations with respect to the azimuth . angle II of the 
injection velocity vector of an orbit similar to that of 
-Explorer VII . For larger perturbation · sizes the partials 
change value rapidly due to the invaUdity of Eq. (19). 
For very small perturbation- si:z<..'S the partials again 
change value due to roundoff in the numerical calcula
tions . The optimum perturbation size is chosen as 0.<Y>..5 
deg in the vicinity of which the partials are each almost 
comtant and yield the best approximation- to the instan
tancow slope of the observation funcnon. The observa
tion curves a,·e not idl'Otified in Fig. 15, since they are 
only a representative few of the many that must be 
considered.. 

. '10 
~ 
i .'10 ..... 
! 

~ 
... +to 
~ ... 
c 

------+-- ~ 
~ -k/' 

...... 
fig. 15. Relative magnitude of partial derivative. 

An alternative method is to obtain approximate ana
lytic expressions for the partials as a function of the time 
of observation and initial parameters. The method of suc
cessive perturbations, while in some r.ases more time
consuming than the use of analytic expressions (since it 
requires the computation of ;.-r + 1 orbits), was dlOsen 
because of its Bexibility in accepting varied data types 
and relative simplicity in development and programming. 
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2. Orbital Parameters 

The orhital parameters chosen for t'Orrection are the 
coordinates and velocity of the satellite at some time 
after completion of all thrust. defined as the orbital injec
tiOll point. The reason for this choice lies in the connec
tion of the orbital determination with the power Right 
analysis and in the mission of evaluation of vehicle 
perfonnance. The system chosen may be immedlately 
interpreted in terms of missile performance, and this inter
pretation in tum permits a physical feeling for the reality 
of results indicated by the orbital rorrection scheme. 

Also, in aIt cases except ~he early orbit correction 'with 
radar data (Section VEJ) it has been found advantageous 
to solve for only the velocity vector, the injection coordi
nates being more accurately determined from the power 
Right analysis than from orbital data. This point is cov
ered more thoroughly in Section VB5, concerning the 
final orbital pMse. 

The specific injection quantities chosen are the Car
tesian coordinates of the satellite at injtX'tion in an Earth-
fixed system with origin at the center of the Earth, the 
magnitude of the Earth·fixed velocity at injection, and 
the elevation and azimuth angles of this velocity vector. 
This system of coordinates is denoted as the perturbation 
system. An error in velocity elevation r corresponds 
roughly in missile terminology to an error in the local 
pitch velocity angle, and an error in the velocity azimuth 
angle a to the missile yaw velocity angle. 

While the above system of coordinates has not been 
optimized, it has proven convenient, satisfactory, and at 
least a relative optimum in comparison to some other 
systems. For instance, if the same correction utilizing 
doppler data from five stations during one revolution of a 
satellite in an Erplorcr VII type orbit is made in the per
turbation system just described and in a completely 
Cartesian system (space-fixed ephemeris system), the fol
lowing results are obtained (Table 1): 

The magnitudes of the initial errors to be rorrected 
were 2.8 m/s in V, 1 deg.in a , and 1 deg in «. 

Table 7. Compari.on of correction convervence 
(elTOr remaining after one atep of 

correction program) 

eon.cti .... I" COfTKfI ... I" ..... Itt I ................ 
1M"" riNotlon • ~flxed .p ........ ;1 .y ...... '"'" ... ...,.., .. .y.- .y.- ~""rt.otI ... 'Y'"'''' 
V 0 .1 .. 1. i 10.' .. I , V 2.6.1, 

a 0.03 d.g r 20.3./1 a 0.22 d.g 
~ 0 .00 deg i 16.04 ",I. I 0 .03 deg 

It may be secn that making the correction In the Pf'r
turbation system aHords a larger initial correction and 
hence more rapid convergence of the correction process. 
Ninety-ninl' percent of the initial injection error is 
removed in one iteration in the perturbation system, while 
two or three iterations are re-quired in the ephemeris sys
tem. 

It should be observed that the final parameter aex.--uracy 
obtained in the two systems is the Same, after proper 
iteration and convergen("(t of the rorrections. However, 
the correction process performs mo.re efficiently (more 
rapid convergence) in the perturbation system. ·The gen
eral conclusion is that the relation betwee:l orbital param
eters and observations is more nearly satisfled by the 
linear equations used if the coordinate system is prop
CTly chosen. Worlc is now in progress for determining an 
absolute optimum coordinate system for given circum-
stances . . 

3. Early Orbit Phast 

During the early orbit phase the doppler data acquired 
are generally insufficient for a complete orbit determina
tion. When used, the doppler data are trcatOO by th~ proc
esses described in Section VB.3. The data obtained by 
Millstone Hill Radar. if the acquisition problem is solved, 
are given special treatment, howevt"T. The data are sup
pliOO in the form of range, azimuth, and elevation. 11le 
data are smoothed by Millstone ooOJe transmission to the 
Ev .. luation Center, and have an t"Stimatl-cl residual error 
of 8 km in range and 0.2 deg in the angles. From 5 to 
15 min of data are usually possible after injection for the 
44-<leg firing azimuth. 

Once the payload is acquired the data processing and 
transmission via teletype are actomatic. The data mes.~ag~ 
u to be expected about 15 min aftM' loss of sJcin !rack. .*tt 
ABMA, the perforated., telt>type tape is fed into a tape to 
IBM card converter. The cards are usOO as input for the 
orbit correction deck, \Ising orbit number two as an initial 
estimate. All six parameters of .the injection point (posi
tion and velocity components) are corrected simulta
neously. This is preferable because the complete angle 
and range data obtained immediately after injection 
determine both position and velocity. For a typical satel
Hte such as Erplorer VII, 5.5 min of Millstone data begin
ning at the injection point will determine the injection 
point within 2 km in coordinates, 10 m/ s in velocity mag
nitude, and 0.15 deg in the direction of the velocity vector. 

After loss of signal by the tracJcing stations on the 
western edge of the Atlantic, normally no further infor
mation is available to the Evaluation Center until the 
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satellit!' again approaches the United States at the com
pletion of its first orbit. The silent period has a duration 
of approximately 60 to 90 min. 

Predictions are computed for the first orbital pass for 
all stations in the form needed, based on the most accu
rate and reliable parameters then available from the 
evaluation ~cheme. Predictions to Microlock stations 
equipped with omnidirectional antennas consist of pre
dicted crossover time only and are sellt manually. Predic
tions to stations requiring more deta iled infurmation, as, 
for instance, antenna pointing angles as a function of 
time, are sent through a mechanized scheme. The 704 
Cf)r:1puter punches the predicted data required (e.g., time, 
hour angle, and dedination for the Goldstone dish) into 
I BM cards, which are then converted to punched tele
type tape and automatically transmi!ted. 

4. Rcacquisition Phase 

The end of the silent phase occun when the signal of 
the satellite is received by the westernmost station tied 
i!lto tht' tracking net, gen('rally located in southern Cali
fornia. This initial reacquisition confirms tnat the satellite 
is in orbit and that the transmitter is still functioning 
properly. The first station to reacquire is followed rapidly 
by other stations locatt'd in the southwestern United · 
Statt'S. 

In addition to simple venfication of orbit, a refineml!1lt 
of orbital pa.ramt'tcn may OC'C'Ur immroiately during the 
reacquisition phase. Comparison of actual signal acquUi
tion times with those predicted from the launch and early 
orbit trading reveals the accuracy of earlier information. 
Should early results be in crror, considerable improve
ment may l>f' obtained without awaiting the transmission 
of complete tracking data. This improvement is obtained 
by use of the inRection time of the doppler curve recorded 
by the fint \ficrolod:: stations, or the time of meridian 
crossing in the case of Minitrack stations, to determine 
the injectior. velocity ma~itude. The inBection and merid
ian crossing timN are quar.titiN which may be obtained 
quickly and simply with fa ir accuracy at the traclcing sta
tions. They require the transmission of one number only, 
a time, rather than a mass of data. The time lapse between 
injection into orbit and the .inBection time or meridian 
(Tossing f~r a given station is primarily a measure of the 
injection velocity magnitude, being relatively insensitive 
to small velocity angle erron. 

Thus, for the Explorer VII orbit, an error of 3.6 m / s' 
in velOCity magnitude would cause a shift of 10 sec in 
the inRection time fu, the Goldstone station, wh!~e ' an 

a8 

error of 6.7 deg in velocity pitch angle or 1.3 deg in yaw 
angle would be requi red for the same shift. 

The correction for the velocity magnitude (called, for 
historic reasons, a period correction) is accomplished by 
the differential correction procedure described previously, 
solving for the one ur.lcnown with one or more observed 
times, inRection or meridian crossings, or a combination 

. of both . The method of averages is usf'd whereby the . 
velocities indicated by each observation are averaged. 
and the average taken as the r.esult. The methods of aver. 
ages and of least squares are essentially equivalent in this 
part:cular case of few observations and near-jdenticaJ 
partials, and the method of averages was chosen only 
fo~ computational simplicity. 

The accuracy of the rough, quickly available observed 
times varies greatly according to individual circum
stances. If, however, one inflection time is used with an 
accuracy of perhaps 5 sec and the injection velocity angle 
deviations are small « 1.0 deg), the vdocity magnitude 
may m-ually be determined 'within 5 mi l . 

5. Final Orbital Phase 

As the orbiting satellite crosses the continental United 
States, the major portion of the data available for early 
orbit determination is acquired. One or two revolutioru 
across the United StaIN normally >;eld sufficient data 
for an orbit for vehicle evaluation and tracking acquUi- . 
tion purposes, independent of results of the early evalua
tion phases. 

In (l.e final orbital phase, all data available are used 
. in a full differential correction of injection conditions. 

The parameters corre(:ted are normally chosen as the 
magnitude and direction of the injl"Ction , rclocity vector. 
Again, the injection coordinates are not corrected because 
they are nearly always determined more accurately from 
the power Bight analpis. The velocity vector is less well 
detcrmined in the power Bight analysis, and its determi· 
nation is more sensitive than that of the coordinates to 
partial failure of the early phases of the evaluation proc
ess. Further, the orbital data obtainecl two or more 
hours after injection, particularly the dopp!er data. are 
relativel), insensitive to variations of injection positiC'll of 
the magnitude of a few lcilometers. 

Thus, utilizing doppler frequency data from five sta
tiom on the first pass, and assuming a standard deviation 
of 10 cps in the data, the average standard .deviation in 
the resulting injection coordinates is about 10 lan. 'IDe 
estimated average error for the injection coordinates 
from the power flight analysis is only 5 km. 
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Two practical advantages are also gained by restricting 
the correction to the velocity vector alone. One is com
putation time saved by elimination of the calculation of 
the three orbital trajectories necessary for the partial 
derivatives in the method of successive perturhations .. The 
second advantage is increased stahil.ity and more rapid 
convergence of the correction due to elimination of tbe 
less sensitive parameters. 

The majority of the data rt'Ceived in . the orbital phase 
is doppler frequency, although angle data from Goldstone 

. are now available on 108 and 960 mc/ s, and radar data 
(angles and range) are available from Mill~tone Hill if 
uCGuisition is achieved. The techniques used with the 
doppler data will be treated first. 

a. Orbital doppler data. The doppler data received by 
a tracking station during the passage of an orbiting satel
lite is commonly . known as an S-curve, from the chara~
teristic shape the frc'qllency fllnction takes. Figure 16 
shows a plot of a typical set of orbital doppler data . 

Two basic approaches exist for utilization of dopplcr 
orbital pass data. The first consists of smoothing the dop
pler S-curve and extracting a few characteristic quanti
ties, usually taken as the inflection time and inRection 
(maximum) slope of the curve, which are then Ilsed in the 
differential correction process. The second and prefe-rred 
approach uses the raw doppler frequ ency as a function of 
time, smoothed or un smoothed, directly in the cc:rrt'Ctilln 
program. 
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Fig. 16. Orbita l doppler data 

b. In flection time and slope. The firs t approul'h, extrac
tioll of inflf'ction time and slope, has a dl'ddccl advantage 
fo r usc in the period correction as dest'ril}('d previously 
(Scction VB4). For fu ll l'orrt,t:tion purp<)s('s, the advan
tages of the IIS{, of time and slope lie in part in the 
convenience of dealing with only two data points per 
crossing, rather than a lar~{'r nnmh('r of frequencies . Also 
advantageolls is the 'stron~ ('fft'dive smoothing reslllting 
from the extraNion of only two quantities from the entire 
pass, enahling the uS<.' of poor data. The disadvantages 
arc the loss of some of the information content of the com
plete S-CUNC (discussed below), the lellgth of time 
required to ohtain highly accuratE time-s and slopes, and 
the requirement of having doppler data both before and 
after the inflection time in order to achieve accuracy. 

The simplest manncr of obtaining the inAt'ction time 
and slope from a doppler curve consists of plotting the 
first differences of the doppler frequency points (Fig. 17). 
The first differences, of rourst', reach a maximum at the 
inRC'ction timC', The inflection slope may then be read as 
the ordina te of the maximum of the Srst-differcnce curve. 

The difficulty cncountered in this method is also seen 
in Fig. 17. If the doppler frt'<}uC'ncics have much disper
si;m, the maximum of the .(jrst-di!ft'rence curve bc-=omes 
difficult to as<'ertain .by inspection, on both the ordinate 
and abscissa. Also as th~' sharpness of the first-difference 
}X'ak is largely a function of the magnitude of the inflec
tion slope, which in tum i5 larg{'ly a measure of the close
approach distance from satellite to tracking station, the 
inRt'Ction time may be read accurately only on data from 
fairly close ~ . . 

TIn.> above difficultie-s limit the al'C'tlracy of this method, 
particularly und~r real-time opcratin~ conditions; how-
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Fig. 17. FI ~t d ifference of orbita l doppler data 
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ever, its simplicity and relative speed are advantages. 
This method is used for evalwl tion of the first passe~ 

received at initial reacquisition (Section V84) for period 
correction purposes, for ('valuation of early resuIts, and 
as it first step for the more ('xact determination. The 
accuracy attained under normal comlitions is ± 5 sec for 
inAt'dion time and ± 2 cps I s for inflection slope. The time 
rt>q'Ji red for manually prcx'essing OTIC S-curve by the first
differ(,nce method is approximately 5 Olin for a two-man 
team; a similar rough reduction performed hy two men 
utili zing a small E-IOI digital computer (Section IVD) is 
slightly faster. 

Oth.or simple methods, ('.g., utili zin~ the approximately 
sh'\v-symmetric properties of most S-curves to find the 
symmetry point. ha\'(' Jx.cn investigated. but found I('ss 
reliablt' and generally I(,ss a ccurate than the first· 
d ifference' approach. 

F or accurat(' early orhit determination with inflcction 
tim('s and slopes. ",her(' only a limitt'd number of S-{'urves 
are availahlt'. it is n('('('ssary to l'xtra(1 mor(' exact data 
from the curves. This is achienod by fitting a least squares 
polynolT'inal to th(' raw doppler da ta, and ohtaining the 
inflcction timt' and sloj>C' of the polynominal. 

The procedure f(·IInwt'd for th(' polynominal fitting 
begins ,,; th the manual d (>termination of rough inRection 
time as described above. Simultant'Ously with the rough 
determination the punched telf'type tape rontainir.g the 
doppler data is COllwrted to puncht'd cards for input to 
the 704 computer, one time point to the card. Data cards 
covering a time period of he~'('('n 90 and 180 sec cen
tEred about the rough inflection time arc selected, rapidly 
!icanncd for ~oss transmission nnd punching e~rs, and 
fed to the 704 computer. The computer fits an n-degree 
(usually third-d('~r("(' ) pclynominal to tht' input data in 
the sense of l('ast squar('s, yicldin~ as output the smooth(eocl 
frt>qu('ncy valuM, the inficction time and slope of the 
fitted polynominal. and the standard devl.1tion of the raw 
data from the polynominal. If the standard deviation of 
the data exceeds a ~pccified input value, raw data points 
are re moved from each end of the S-curve (rf'ducing the 
length of time coverage). The Stting process is then 
repeated until the standard deviation of the £It falls below 
the specified limit, or until the total number of data points 
being Stted is reduct'd to a specified minimum. Normally 
a standard deviation of 15 cps and n minimum of 30 sec 
of data are required. 

The reduction of the number of data points being fitted 
is desirable for two reasons, one inherent in the m(>thod, 
the other a pro<hict of observational inaccuracy. The first 
and· primary ':'eason is brought about by the normal use of 
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a third-degree polynominal. 11lis polynominal has been 
determined to hest approximate the center portion of 
typical S-curvl's; hO\wvcr, the total amount of the curve 
that can he slIccessfully fitted by a third-degree poly
nominal d('pends (primarily) upon the · steepness or max
imum slope; thus for stet'p curves (close passes) , only the 
central region of the cur\'(' can be fitted, while for more 
moderate slopes, a wider region can be successfully 
covered. To insure maximum accuracy, the Intent is to 
fit the maximum amount of raw d ata compatible with the 
required d egree of the polynominal and a required pre
cision of fit. 

The sC<.'Ondary reason for the reduction in points fitted 
is to eliminate points of large dispersion, which normally 
occur primarily on the outer limbs of the curve. 

Through the least squares fitting process, an accuracy 
of 1 sec in inflection time ~d ± 0.3 cps/ s in inBectioo 
slope may be obtained for average data. Five passes OD 
one crossing of the United States, reduced to this accu· 
racy, are sufficient for an injection point determination of 
1 m/ s in velocity and 0.3 deg in direction, for an orbit 1i3te 
tha t of Explorer Vll. 

Although accuracy is gained by the least 5quare fitting 
process, it is at considerable f'l(pense of time as well as 
loss of information. Since only the central portion of the 
S<tlfve is fitted, and only two quantities extracted £rom 

. this St, any further information content of the total 
S-<urve is discarded. 

The possibility of usin~ the third characteristic of the 
polynominal (second derivative of the frequencies) was 
discarded because it would involve an impractical amount 
of computation. 

c. Direct we of doppln fn~. TIle second 
approach to th~ use of doppler S-curves requires the use 
of the raw frequency differences (as defined below) as a 
fu nction of time directly in the differential correction pro
cedure, and affords a considerable gain in efficiency and 
accuracy. 

Thus the same five passes on one c."'OSSing of the United 
States used as an example above yield an accuracy of 
0.2 m j s in velocity magnitude and 0.06 deg in velocity 
direction when the direct use of frequency is made. 
assuming a standard deviation of ± 10 cp< in all <Lata. 
This accuracy is 5 times better than that obtained from 
the same data with inflection times and slopes. 

Two difficulties are encountered iD the direct use of 
raw doppler data. Many Microlodc stations are not 
equipped to determine accurately and quickly the true fre
quency they are receiving, but obtain easily only the 
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so-called veo or "beat" frequency (Section II1B). This 
frequency exhibits the same shifts as a function of time as 
the true received frequency (assuming no local equipment 
shifts), and differs from the received frequency only by 
some constant additive factor, a function of the reference 
os cilIa tor frequencies of the station. 

. While some stations are equipped to accurately deter
mine this factor, little is gained for tracking purposes by 
doing so because of the following difficulty. The instabil
ity of most Juno satellite transmitters is such that during 
injection of the satellite into orbit, when various acceler
ations and changes in temperature aHect the transmitter, 
the transmitted frequency may exhibit substantial drifts 
and shifts. These drifts are usually negligible over a short 
length of time, but the cumulative eHect over an orbit is 

quite Significant. 

Thus, the absolute frequency f. received by a traclc.ing 
station is 

1.(/) = Ie + t./(t) + (l.! + :1(1») i(/) + I. (I) (20) 

where 

,0 = nomuia) transmitter frequency (measw;.ed before 
flight). 

t.1 (I) = any drifts occurring in the transmitter frequency 
since the measurement f .. 

( = velocity of ligbL 

I. (I) = any refraction and other effects, expressed for 
simplicity as additive term. 

j = radial velocity of satellite from station. 

Since t.f(t) is an unlcnown function, this frequency must 
be compared for the correction process against a com
puted frequency Ie 

Ie (I) = 10 + ( ~. ) ie (I) + Ie. (I) (21) 

Here fa is a computed refraction eff~, and ie is the 
calculated radial velocity. 

Thus, the direct use of fn even if measured by a track
ing station, is of little value unless some account is made 
of the drift term t1f(t), which is not negligible. 

The above two difficulties are largely eliminated in the 
following manner. Rather than comparing f.(t) and feet) 
in the correction process, the quantities t.f. and t.fe are 
used, where 

t.1. (I) = I. (I) - f. (I') 

= [t.1 (I) - t.f (1')] + [ t.1 (I) i (I) ~ t.t (I') j (I') ] 

+ b [j(/) - i(I')] + [f. (I) -I. (I')] (22) 
( 

~fr(/) = ~[ir(/) - ir(I')] + [f .. {/) -1 .. (1')] 
( 

(2~) 

The first bracket on the right of Eq. (22) is negligible if 
t' is sufficiently close to t [ !l/(t) - ~f{t') -+ 0]. The second 
bracket on the right of (22) is usually negligible in com
parison to the third bracket on the right. Negleding these 
two bradeets in (22), t.1. and ~/. are seen to be directly 
comparable. 

. Practically, the procedure above amounts to perform
ing the correction not with the true dopplM' frequency, 
but with the change in doppler frequency OC(;~rring after 
some arbitrary reference time. In this manner the effect of 
all drifts in transmitter frequency occurring before the 
reference time is minimized, and only the veo frequency 
need be measured by traclc.ing stations. 

.One restriction must be plaL't'd upon the use of frequen
cies in this manner. The function of t.1. is nearly constant 
for times more than 1 min before or after the in8ectioo 
time of the S-curve, since the S-curve becomes nearly Bat 
on the outer limbs. The frequency data used are of course 
centered abot;t the observed inflection time. If the 
observed and calculated (based on the approximate 
parameten being corrected) inBection times differ by 
more than 1 min, the ~/, function, calculated at the 
observed times, i.~ almost constant, and the partial deriva
tives of til, with respect to the parameters are almost zero. 
The correction process converges slowly and poorly. 

This problem is eliminated through use of the period 
correction, which insures that observed and calculated 
inflection times a&ree Within a few seconds. Under thi~ 
condition the observed and calculated S-curves have • 

. close overlap, and the correction process perform. 
efficiently. 

Utilizing the above principll!S, the frequency correction 
data are utilized in the follOWing manner. From each avail
able S<urve, frequency points are chosen centered about 
the observed inBection time and covering a total time 
span of , about ±OO sec. The exact time span used is 
chosen according to characteristics of the satellite pass 
over the station, primarily in consideration of refraction 
effects as discussed in the next paragraph. The data sam
pling rate during the time span is roughly 1 frequency 
every.8 to 10 sec, leading to a total number of about 15 
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fn'qllt'nl'it's per S-{'urv('. l1ws(' fr('quC'ncies are then usoo 
as input to tht' (,OTH,(:tion d('ck, where the first time point 
of ('ach S-curVt' is regarded as the rd('ren('e point for the 
curve amI tht' dwngt' in frt'<"l'H'ncy from this time point is 
utilized for tht' ('orrt'Ction, 

The rdraction corr('ction fr .. shown for simplicity as an 
additive tC'lm in Eq. (21), is not at prescnt included in the 
(urrt'ction pnK"css. By using only data rt'Ccivc<i at eleva
tion angles greater than 10 deg, rdraction effects are 
gt'nC'rally small, and arc neglected. 11lC time span of the 
data used from a given S-curve is chosen, then·fore, to 
enforce the ('Ondition that the elevation angle at rec<'ption 
of all time points used be gt'eatt'r than 10 deg. Depending 
upon the relative geometry of station and orbit, this cri
terion results in the use of data from 1 to 2 min on either 
side of tht' infif'Ction point. No mOre than 2 min is 
normally ust-d even if the elevation angle is satisfactory, 
Tht, time span, which mar usually be determined in a 
~('I1('ral manner and \\;thin sufficient limits for a given 
station fro m the predicted I)rbit, imposes no large demand 
on the data handling scheme. 

Work is now und('r way (contract with Aeronutronic 
Systems, Inc.) on a prf'Cise ('valuation of r('fraction dfects 
im various satdlite data typ<>s. and formulation of efficient 
schemes for correction when required. 

Th(' majority of the dllrpledrc-quen~'Y data f't'<'t'ived at 
the Evalllation (A'nter IS not transmitted by automatic 
electronic- readout. hut manually hy tclC'type tljJCrators. 
B<-<:ause of the resulting variations in data and format, 
automatic data handling t"qllipmt'nt is at present used 
onlr partially in pn><."t'Ssing the data. Automatic conver
sion from felt·type tape to punched ("ards is performed 
where possih)(' in the C1u'\'I'-fitting pnK-edure for inflec
tion tim(' and slope. sin('(' a mass of fre-qut'ncy data must 
be fed to tht' computer for fittin~ . For direct correction 
with raw frc-qurncy data. the desin-d samplNl frequency 
points (about 15 to an S-curve) are ('xtracted manually 

from the print -d teletype mt'ssagt's, i1n:.l key punched for 
input to tht" computer. Since relatively few points are 
taken from each set of data. little time is lust by this 
methlx:) in comparison to the time required to extract the 
desired sampled cards from the mass of cards obtained 
after complete conversion of the teletype tape. 

d. Angle and range data. In the present stage of track
in~. experi('nt"C has shown that angle and range data, 
",hen available, are mueh more powerful than one-way 
doppler fr equency for the purposes of orbit determina
tion. Howevt'r. the present sourC<.'S of! ufficiently accurate 
angle ( excluding interferometric angles) and range data 
are limited particularly in real time and at the commo'o 
satellite frequencies and sizes. For this reason no exten
sive data schf'mc is at presen t in use for these data types. 
The pro('('dures used are as follows: 

Angle and range data are usually received from auto
matic trammission equipmt'nt and heJl{'C have uniform 
format and a minimum of transmission' data erron. Thus, 
the punchC'd teletype tape is converted to punched cards, 
and tht' cards used for input to the correction program. 
11le conversion p:-oct.'S~ is monitored for removal of obvi
ous errors. Before usc as input, the data cards are sampled 
at a rate chosen from consideration of the total data avail
ahlt', the total time period covered, the quantity of other 
data available, and the capacity of the correction pro
gram. The minimum of data judged necessary to obtain 
rt'prf'Sentati\'e data samples is used in order to reduce thi: 
burden of computation. 

Refraction corrections are not made, but the data used 
are limited to data obtained at elevation angl~ above 10 
deg. Corrections .... -ill be added to the program where 
r<"quired in accordance with the refraction study men
tioned above. Any lmown observational hiasei may be 
removed ..... here significant by input to the correction 
program. 
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APPENDIX A 
Coordinate Systems 

Six coordinate systems are at present in the orbit 
det ermination scheme. These systems werc chosen 
because of their convenience in computation and inter
pretation, and, in some cases, for compatibility with other 
organi7.ations. Each system is used for th,~ pt.rposes to 
which it is best adapted. A master transformation deck 
coded for the IB~f-i04 and Datatron 205 computers ha.$ 
been found quite useful; this d('ck accepts input in any 
one of the six systems and produces output in the other 
five systems. 

J. Earth-Find Plumbline System (EFP} 

The Earth-Fixed Plllmbline System was originated for 
its convenience in calculation and interpretation of 
boo'ster trajectories. It is used to provide connection 
between the orbital and main power Bight calculations. 

This system is a right-handed Cartesian system "ith 
origin at some point upon the surface of the Earth 
(usually the launch pad). The Y-axis points along the local 
geodetic vertical (plumbline), making the X-Z plane tan
gent to the Earth ellipsoid (Clarke ellipsoid of 1886 
presently used). The X-axis points· in some azimuth d irec
tion, usually the vehicle launch azimuth. In this case the 
X-Y plane is the plane of flight. 

2. Space-Fixed Ephemeris System (SFE} 

The Space-Fixed Ephemeris System is an often used 
inertial system. convenient (or the numerical integration 
of satellite orhits. It is a right-handed Cartesian system 
with origin at the center of the Earth. The Z-axis points 
along the axis of rotation of the Earth at some time origin, 
and thf' X-axis in some other specified direction at the 
time origin. The time origin is often taken as the instant 
of the vernal equinox, defint'd as the crossing of the 
celestial equator by the Sun. The X-axis is chosen to point 
toward the SUD at this instant. 

Another. convenient time origin for orbit calculation 
during a launch operation (where Sun and Moon effects 
are neglected) is midnight of the day of launch. TIle 
X-axis is chosen to point through the Greenwich meridian 
at that time. 

3. Earth-Fixed Ephemeris Sys'e~ (EFE} 

The Earth-Fixed Ephemeris System is convenient for 
the calculation of Earth-fixed quantities, e.g., tracking 

ohservations. The n:lm{' of tIl(' svstem is obvious from its 
comparison to the Space-Fixed Ephemeris System. i 

I 
The EFE system, like the SFE, is a right -handed Car- : 

If~sian system with origin at the ('enter of the Earth. TIle I 
Z-axis points along the inst~mtanl'olls rotational axis of : 

I 
the Earth. TIlt' X-axis passes through tIle Greenwich 
meridian. I 

I 

For llpplil'ation in the early orbit scheme the dIed of 
the pr(,('eSsion of the Earth's rotational axis upon the I 
EFE system has thlls far hc-cn neglcc1cd. The Z-axes 
of the EFE and SFE systems have lx'en assumed to 
coincide. The transformation lx-twC'l'n the two systems 
is then a simple rotation in the X-l' «('(Iuator:al) plane. 
This angle of rotation is for ('onwnience taken as ...t + e, . 
where ... is the rotational \'('Iocity of !he Earth, t is Uni
versal T ime after some midnight, and e is the residual 
rotational a~gle ix>tw('('n the Gret·n .... ich meridian at that ' 
midnight and the X-axis of the SFE system. For a vemaJ 
equinox time origin. (J beromf'S the sidert'al time o( the 
midnight. The rotation may be made ;>5 accurate as 
desired by proper choice of .. and 8. 

4. Jet Propulsion Laboratory System lJPU 

The Jet Propulsion Laboratory System was first used 
by AB~1A for convenience in communication with that 
Laboratory. It has been found convcn~nt for other pur
poses as well 

The JPL system is Earth-fixed. Po .. itioo is described 
by the magnitude R of II position vector from the cen!er 
of the Earth, and by the geocentric latitude; and longi
tude A of this vector acc-ording to the usual definitions. 
The Earth-fixed velocity vector is gjven by its magni
tude V and two angles, a and r. The elevation angle r 
is the lillgle bet-Neen the velocity vector and the Jocal 
geocentric horizontal plane. The a:timuth angle a is the 
angle between the projection of the Earth-fixed velocity 
vector in the horizontal plane and the north direction in 
that plane. ' 

5. Perturbation System (P"'; 
The Perturbation System was selected (or the purpose 

of orbital differential corrections, and is a hybrid of the 
EFE and }PL systems. Position is given as in the EFE 
system, and velocity is given as in the JPL system. n ... 
has proved at least a relative optimum system for cor-
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rection purposes in the early orbit determination, from 
the standpoints of computational efficiency and inter-
pretation of correction results. . 

6. Orbital Element System (OEJ 

The Orbital Element System is used primarily for 
commllnication with other parties and for physical inter
pretation of results. The instantaneous elements of a 
simpl-:l Keplerian ellipse are taken as 

Semimajor axis, a 

Eccentricity, e 

Inclination to equator, i 

Longitude of ascending node, 0 

Argument of perigee, • 

True anomaly of injection point, v 

Time of injection, T 

APPENDIX B 
Computational Programs 

This report is not intended to give a detailed descrip
tion of the computation and coding procedures used in 
the orbit determination scheme. However, a brief descrip
tion of the general chara{'teristics of the major programs 
may be of value. All of the programs described below are 
coded for the IBM 704 and, to an .increasing t'xtent, 
the 709. 

It should be noted that most of the programs are 

designed and used both for the early orbit determination 
and for more detailedevalulltions and advanced studies. 
The resulting flexibility of the programs is desirable in 
view of the varied missions to be performed, but may 
cause the program to be less than optimum in a specific 
case. 

The gradual development of the early orbit scheme 
from the first mission of vehicle evaluation, as well as the 
flexibility required of the programs, is responsible for 
the coding of the scheme as an integrated library of 
subprograms for specific purposes rather than one omni
bus master program. The system of subprograms also 
makes more efficient use of the multiple computers avail
able in the Computation Laboratory. 

J .,Transformatlon Program 

The Transformation Program accepts as input any of 
the six coordinate systems described in Appendix A. 
Output is provided in all six, plus related values, e .g., 
excess circular velocity for orbital Oights. The program 
also optionally punches binary input cards in the input 
system of the orbit and cluster calculation decks. 1be 
ded is coded. in single precision Boating point arithmetic. 

2. Cluster Correction Program 

The Cluster Correction Program accepts as primary 
input the actual coordinates and velocity at ignition of 
stage II of the fUM vehicle, the predicted direction (two 
angles) and magnitude of thrust during the upper stage 
Bight, and the doppler frequency increments observed 
by as many as ten tracking stations. Using the method of 
diHerential corrections described in Section V A4, COI'

rected effective thrust parameters are computed on the 
basis of any desired doppler increments. These param
eters are used to compute an effective upper stage tra
jectory which ends with position and velocity at last 
burnout (injection). 



TIle deck operates in both a manual and automatic 
mode. In the automatic mode all possible three-station 
combinations of the input observed doppler increments 
are obtained, and the solutions gmu ped , as dt'scribcd in 
Section VAS. On the basis of thl:' grouping, the operator 
detects any questionable observed increments and selects 
thos£; which seem in agrrement. Operating the deck then 
in the manual mode, least square solutions may be 
obtained with the observations selected as good. The 
desired observations are selected by console entry to the 
computer. 

The trajectory computation used is a closed solution of 
the vacuum rocket equation. 'Ine brief (30 sec) flight 
of the upper stages is divided into alternating thrust and 
coast periods. The assumption is made that during each 
of these periods the gravity acceleration is equal to that 
at the first of the period. Assumption of linear mass 
change during anyone period is maoe. Comparison of 
this simplified trajcc'tory cakulation with a more exact 
numerical integration of the motion reveals nC'gligible 
error for trajectory steps of less than 10 sec in length and 
less than several minute'S total time coverage. 

Input to the deck is in the EFP system. Calculation of 
. station values (doppler incr('ments) is in the EFE system. 
Trajectory cak11iation is in the SFE system. All com
putation is in Boating point. 

A moruSed fonn of this deck pennits more detailed 
output, such as azimuth, elevation, and range of the 
vehicle from all tracking stations, and is used as a simpli
fied general trajectory computation. 

3, SQtellit. Predidlon Program 

The Satellite Prediction Prowam consist!: of a numeri
cal integration of the equation of satellite motion, plus 
the computation of numerous quantities pertinent to 
tracking stations. The single-precision deck is coded in 
fixed-point for increased speed and accuracy. 

The equations of motion are integrated by Milne 
numerical integration in the SFE system. Runge-Kutta 
is used to start the integration. The effects of atmospheric 
drag and of the first two harmonics of the Earth's oblate
ness are included. Sun and Moon effects are now being 
added. The integration step is optimized at 2-' hr for 
precision work and used as large as 2-8 hr when more 
speed and less accuracy are desired. One minute of 
integration time on the 704 computer per revolution is 
r~uired at the 2-t step; 7.5 sec is required at 2-4_ 

A Runge-Kutta integration was found to require twice 
as much integration time when maintaining the same 
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accuracy as the Milne method. The Cunningham satellite 
program requires only 20 sec of integration time per 
revolution at an optimized integration step of 2-' hr, and 
achieves an increase in accuracy of at least an order of 
magnitude with that step in comparison to the Milne at 
its optimiz.."(\ step. The Cunningham program uses a 
central-difference method of integration (Ref. 9) and is 

. carefully designed a:ld coded for speed and the main
tenance of all possible numerical accuracy. Generation 
of a difference table req .lires 20 sec before starting the 
integration, however, and the Cunningham pr('gram was 
felt to present certain disadvantages with respe-..nt to fled- . 
bility and complexity for application ik'l regard to station 
predictions. The Cunningham scheme nevertheless has 
great advantages in accuracy and speed for integration 
of orbits over a longer period of time than that considered 
in the early orbit detennination. 

Apogee, perigee, and nodal crossings are obtained in 
the trajectory integration by interpolation for R = 0 and 
Z = 0 in the SFE system, where R is the distance from 
the center of the Earth. 

The calculation of quantities with respe<.1 to tracking 
stations is performed in the EFE system. As lrumy as 
twenty Microlock and five ~Hnitradc: stations rruly be 
accommodated in the program at one time. Input of sta
tion coordinates is in geodetic latitude and longitude. 

The follOWing values may be calculated for any station 
at any time interval or any speci1ied time: 

Azimuth angle of satellite relative to station. . 
Elevation angle of satellite with respect to geometric 

horizon. 
Local houT angle of satellite. 
Local declination of satellite. 
Range of station from satellite. 
Doppler frequency shift of signal from satellite. 
Rate of change of· doppler frequency shih of signal 

from satellite. 

In addjtion, tIle program interpolates for the inflection 
time of the doppler frequency shift of all Microlock sta
tions and prints the above values for the proper station at 
its inflection time. It also interpolates for the time of 
north-south meridian crossing for all Minitrack stations. 
The inflection time is found by interpolation for the maxi
mum of the rate of change of the doppler freq\iency 
function. The meridian crossing time is found by inter
polation for the longitude of the subsatellite point match
ing the longitude of a Minitrack station. 

The calculation of station values at certain times fOr 
certain stations (at the inBe<.tion tim~ for MicroJock 
stations and at the meridian crossing times for Mini-
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track stations) is independently optional on sense switch 
control. 

A modified form of the satellite rr· -diction deck also 
prints and punches BCD cards for a gIven station when
ever its elevation angle is greater than a specified mini
mum. The BCD cards contain the prediction infonnation 
required by stations and may be teletyped to the stations. 

4. Satellite Corredion Program 

The Satellite Correction Program performs the differ
ential correction of orbit"l parameters described in Sec
tion VBl. It is coded as a sequence of three connected 
decks. 

Data Editing Deck 

'The Data Editing Deck accepts as input the observed 
orbital data. These may presently consist of azimuth, 
elevation, local hour angle, declination angles, range, 
doppier freqw'ncy, doppler inflection time, meridian 
crossing times, .. nd maximum doppler slope. A maximu 
of (572 data points is penn i tted. The data input is by 
cards, ei ther key-punched or converted from teletype 
tape. Key-punched cards contain a three-letter station 
code, two-letter data type code, time in hours, minutes, 
and seronds, and the observed data. The cards converted 
from telet)?C ~ape contain only a station code, time, and 
the observed data. the program having been prt>Viously 
infonned as to what the data will be from a given station. 

The data are checlced for {onnat and punching errors 
as they are read in, and erroneous data rejected. Rejected 
data points are printed. At this stage all accepted data are 
also processed for any desired corrections such as COD

version of units, rorrection of refraction errors, removal 
of kno'Wn bias :md local station errors and smoothing 
and sampling. 

The accepted and processed data are next sorted into 
time sequence and numbered. AIl data are then printed, 
grouped by station and data t}'pe. and time sequenced 
within each group. If desired, a ~puIl" card is simulta
neously punched for each data point for later use in 
selection of data for the least square solution. The time
sequenced data are written on a master binary tape for 
further use. 

Partial Generation Deck 

The Partial Generation Deck at present uses the method 
of successive variations to compute the required partial 
derivatives for each data .point (Section VBI). The orbit 
calculation is the same as that described for the safellite 
prediction program, except that observables are calcu
lated only at times and for stations corresponding to the 
actual observations on the master d~ta tape (from data 
editing deck). 

Input to the deck is in SFE injection coordinates 
obtained from the transfonnation deck. The calculated 
values from n + 1 orbit \ . ulations (n is the number of 
variables to he solved for) are written on the master data 
tape, with the observed quantities. The calculated and 
observed values for each data point now fonn a data 
equation. 

Least Square Solution Declt 

l1ie Least Square Solution Ded selects from the mast~ 
data tape the oL.servation equations desired for solution. 
This selection may be made on the basis of individual 
data points, by use of the pull cards punched by the data 
editing deck, or on the basis of all observations between 
given time limits. for given stations , and for given data 
types . The observation equations may be weighted arbi
trarily according to precomputed weights. The complete 
data equation~ may be optionaUy printed. 

The selected data equations are solved by the method 
of least squares through matrix algebra. The solution 
yields the corrections to be applied to the initial param
eten;, the standard deviations of the corrections, and the 
predicted standard deviation of the observations when 
compared against the corrected trajectory. The corrections 
are also punched into a binary card, which may be used 
as input to the transfonnatit)n deck to produce corrected 
initial conditions for an orbital prediction run or an itera
tion of the correction program. If it is desired to reuse 
the previously computoo partials in the iteration, only a 
standard case is run in the partial generation declc: and 
used to compute revised observational residuals. 

lbe least square solution deck . solves simultaneously 
up to 500 equations for as many as six unknowns. It is 
coded in single precision Boating point arithmetic. 

I 
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Orbital and Rotational Motion 
of a Rigid Satellite 

CHARLES A. LUNDQUIST and ROBERT J. NAUMANN 

Research Proj .. ds Laboratory, Anny BalUstlc Mlulle Agency 
Huntsville, Ala. 

ABSTRACT 

The equations of motion of a rigid body in an orbit around the 
Earth are usually separated into one set determining the motion of 
the ('enter of mass of the body and a second set specifying the motion 
of the body around its center of mass. However, the two sets are 
i:1tricately coupled. 

Computer programs have been develoJX'Cl at ABMA' to ,study the 
motion about the center of mass, as well a.; the orbital problem. The 
coupling between the two sets of equations has been explored with 
these programs. Particular emphasis has been given to the motions of 
1958 £, Explorer IV. 

I. DYNAMICAL PRELIMINARIES 

The form of Lagrange'~ equations appropriate for non
conservative systems is 

,,(aT) aT 
", afl - afl = QI (1) 

If an artificial satellite is assumed to be a rigid body, 
it possesses six mechanical degret'S of freedom. Six gen
eralized coordinates are therefore required to specify its 
configuration in Splice. The quantities used as generalized 
coordinates may be selected in a variety of ways. The 
usual choice employs three coordinates to specify the 
location of the center of mass in an inertial system, and 
three coordinates to specify the orientation of the rigid 
body about the center of mass. 

where q" i = 1, 2; 3 are the generalized coordinates, T 
the kinetic energy, and QI the generalized forces corre
sponding to the generalized coordinates. General tbeo-
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rems of dynamics prove that the kinetic energy of the 
system may be expressed as the sum of two parts, one 
depending only upon the coordinates of the center of 
mass and their derivatives, the other depending only on 
the coordinates specifying the orientation and their deriv
atives (see Ref. 1. Section 63). Therefore, the left sides of 
three of the equations of set (1) depend only on the 
coordinates of the center of mass, and the left sides of 
the other three dep<md only on the orientation coordi
nates. However, in general, each generalized force Qj is a 

funLdon of all six of the coo;dinates. Thus, the set (1) doe. 
not separate into two sets, one depending upon coordI
nates of the center of mass and the other upon the orien
tation coordinates. 

An approximation is often made wherein the orienta
tion dependence of the Q,'s corresponding to the coordi
nates of the center of ma~s is neglected. This gives a set 
of three approximate second-order differential equations 
for the motion of the center of mass in Its orbit. 

II. ·MOTIVATION 

The orbital equations, in various approximations. have 
obviowly been the subject of many studies by numerous 
gTOUPS. These have many facets. The form of the gen
eralized forces and their relative importance have been 
studied. Analytical and numerical solutions of the equa
tions have been employed. Methods for utilizing observa
tional data to determine orbits of satellites have been 
developed and applied. 

The c;:orresponding problems with respect to the orien
tation of a satellite have received much less attention, 
even though they are part of the same complete problem. 
With the launching of more sophisticated satellites, the 
need for 1mowledge of the orientation as a function of 
time has become almost as great as the requirements 
for orbital positions. Erplorer N (1958 1:) had radiation 
instrumentation with directional sensitivity (Ref. 2). Thus, 
orientation as well as positional infonnation is required 
for the r.1l1 utilization of data from this satellite. A forth
coming Juno ll-launched satellite may have an even 
stronger requirement for orientation information than for 
a lcnowledge of ib position in orbit. 

Further. the state has been reached where a more 
detailed treatment is needed than the approximation 
neglecting the orientation dependence of the generalized 
forces corresponding to coordinates of the center of mass. 

4 e 

Clearly, for example. the .ttmospheric drag of • DOD

spherical satellite mwt depend upon the orientation with 
which it passes through perigee. 

These considerations have motivated a re-examination 
at the Anny Ballistic Missile Agency of the full sil[-degree
of-freedom problem. and particularly the orientation 
lUpects of the full problem. The re-examination is by no 
means completed. The material to be presented represents 
the first. perhaps faltering. steps taken so far. 

The two principal areas of activity are discussed in 
chronolOgical order rather than in what might appear to 
be logjcal order. The first concerns the methods which 
have been applied to determine the orientation of 
satellites from observational data and the methods being 
developed for future use. The second part of the discus
sion is concerned with the formulation of the full problem 
in a form convenient for machine calculation. 

A still more difficult problem than the m-degree-of
freedom problem cannot be ignored. although it will not 
be discussed here. Experience has shown that even satel
lites without obviously nonrigid components such .. 
flexible antennas may by no means be treated as ideal 
rigi~ bodies. The full implication of this observation may 
not yet be appreciated. 

97 

· I 



-----_ . . - .-.~~---------- -------

JPL SEMINAR PROCEEDINGS ___ _ _ ____________ ________ _ 

L U NDQUIS T 

III. METHODS OF ORIENTATION DETERMINATION 

The methods used to determine the orientation of a 
satellite depend primarily upon what provision is made 
for such determination on l"l.'rd the satellite. On the 
early Explorer". weight Iimit.lhons precluded the we of 
special attitude-sensing instmments on the satellite. In 
these cases indirect methods had to be applied. Explorer 
VII (1959 ,) carried a photocell to facilitate determination 
of the attitude of the satellite relative to the Sun. 

The 6rst satellite on which such a study was carried 
out at ABMA wa.s Explorer IV. A feature in the antenna 
patterns made it possible to m:tlce a l-TUde estimat~ of the 
viewing angle, or the angle the line of sight from the 
station to the satellite makes with the angular momentum 
vector (Ref. 3). 

Erplorer N was cigar-shaped and initially spun about 
the axis of least moment of inertia. After several days the 
satt'llite had undergone a transition to the minimum 
energy state or rotation about an axis having a malCimum 
moment of inertia. Angular momentum was conserved . 
during this transition. In this state the motion is propeller
like, with the symmetry axis rotating in a plane normal to 
the angular momentum vector. 

The IOB.03-mc transmitter Wa!l fed across an antenna 
gap separating the instrument comrartrnent from the last 
stage casing. forming an electric dipole. This dipole has 
a cosine radiation pattern with nulls a!ong the body axis 
in' the direction of the nose and tail. If the satellite is 
viewed by a receiving antenna that is insensitive to 
polarization. a steady siF,nal will be seen if the llne of 
sight is along the angular momentum vector. As the loolc 
angle increases. the voltage output from the receiving 
antenna fluctuates witla twice the tumbJe frequency of 
the satellite and with an amplitude ratio roughly rqual 
to the cosine of the loolc angle. 

Having found the look angle. tht- determination of the 
space-6xed angular momentum vector is a simple matter. 
Let R.,m be the radius vector of the satellite in a space
orientation-fixed system determined from the epherrneris 
of the satellite. The radius vector of the observer U~ • .rA 

is known in Earth-6xed coordinates. If the transformation 
A (t) is the time-dependent rotation matrix that transforms 
U~ .. ,. to U.,.." the line-of-sight vector S.,. .. from the 
tracking station to the satellite is given by: 

(2) 

If S is normalized and the look angle '" is determined 
from field strength records, the orientation vector n, 

defined as a unit vector along the angull1T mOr.lentum 
vector, may be found from 

s·n = cost/! (~ ) 

Since there are two independent components of n, two 
observations of '" must be wed with the corresponding 
values (or S. The resulting equations may be solved for 
the valut' of the componenu of Q . 

Some practical difficulties arose when the attempt was 
made to usc this method on Erplol .. ., IV. Most tracking 
stations did not use steerable circular ly polari zed 
antennas. The Johnston Island station did use the proper 
antenna, but did not record Geld strength. ·Some data 
were salvaged. however. by examining the telemetered 
data for periodic fadl's. The absence of these fades 
indicated that the lOOK angle was less than about 45 <leg. 
By plotting the S vector in celestial coordinates and noting 
the points where fading was abst:nt, the region in space 
containing the angular momentum vector was defined. 

It was assumed that fading would be observed for f 
greater than some critical "'r and not be ob~ed for '" less 
than "'r. The locus of lines making angle ,,< with n iJ • 
right circular cone. Three ... alues "f S where, = ,< were 
fDund from the times indicated on the telemetry where 
fading either ceast.-cl or commenced; Q was then found by: 

(S, - S.) X (5. - S.) = :: an (4) 

where cr is sorr~ constant. 

In the actual analysis. S was calculated each lilinute 
from the Smithsonian t'phemcris zero results using the 
IBM 704 (Ref. 4. 5). The ephemeris zero had already 
been run and the satellite position in latitude. longitude. 
altitude. and universal time had been recorded on mag
netic tapes. These tapes were reread and the observer 
position vector was subtracted from the satellite vector 
which had been calculated from the latitude, longitude, 
and altitude. The resultant S was transformed into the 
space-orientation-fixed system and normalized. A condi
tion that S be printed only when S -U > 0 gave values ()( S 
only when the satellite was above the radio horizon for a 
particular station. The I-min interval was chosen because 
the ephemeris zero output availab le was in I-min 
intervals. Interpolation . could have been wed for finer 
intervals. but was not deemed necessary because the 
times that fading ceased or commenced could only be 
ascertained to the nearest minute. Because of this. the 
accuracy of the attitude determination is probably not 
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better than about ± 20 deg. However. even with this 
accuracy. it could definitely be established that the 
directi,1n of the satellite angular momentum vector was 
changing with an average rate of the order of 10 deg per 
day. This. required a torque on the order of 100 dyne-cm 
to be continually acting on the satellite (Ref. S). 

The nature of these torques is still not completely clear. 
It appears unlikely that either aerodynamic or magnetic 
torques could account for the observed precession. Even 
though the body is slightly asymmetrical, the rapid 
tumbling (7-sec period) appears to prevent any apprecia
ble net aerodynamic torque. Any magnetic torque which 
could cause precession should also have a damping com
ponent of the same order of magnitude which would 
increase the tumble period. Such damping was not 
observed in two months of transmitter Hfetime. Gravita
tional torques should be carefully examined to see if they 
can account for the observed precession. 

Additional evidence of this motion of the angular 
momentum vector is seen in the temperature and drag 
measurements. The solar aspect anglE': determines the 
average area presented to the Sun. A change in this pro
jfX'ted area alters the solar heat input to the satellite and 
results in a marked change in the equilibrium tempera
ture. The temperature of Explorer IV Wa5 observed to 
vary between the maximum and minimum theoretical 
limits set by the extremes of projected area. When the 

orientation of the angular momentum vector had been 
established, the solar aspect angle and the resulting pro
jected area were calculated. Good agreement of this 
calculated projected area with the area demanded by 
temperature measurement was obtained. 

Variations in the accelerations due to atmospheric drag 
were observed by Lautman (Ref. 5) . .using the satelli te 
orientation previously obtained, the effective drag area at 
perigee was calculated. Reasonable correlations were 
obtained between the calculated areas and Lautman', 
observed variations. 

Erplorer VII contains an on-board solar aspect photo
cell. Using the telemetered results of this sensor along 
with field strength measurements, the orientation history 
of the spin vector of this satellite may be ascertained. 
This worle is currently in progress. 

In future satellites where it is desirable to have com
plete on-board attitude-sensing equipment, a system used 
successfully by Kupperian (Ref. 7) in sounding rockets 
may be employed. This system uses photocells to sense 
the Earth and Sun. The amplitude of the solar signal, the 
phase angle between the solar and Earth signili, and the 
satellite position are the principal inputs for this analysis. 
If the orientation is not rapidly varying. successive 
observations may be u5{.d to greatly enhance the accuracy 
of the orientation measurements. 
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IV. FORMULATION OF THE FULL PROBLEM 

The interesting results from the study of tbe orientation 
of ExplCY.er IV emphasi:led the need for a detailed and 
accurate tht'oretical development. Such a development 
was undertalcen. 

TI,e first step in fonnulating the equations of motion 
of a rigid body in space is the selection of convenient 
generalized coordinates. The center of mass of the satel
lite may be specified by three Cartesian coordinates or 
many other sets of three generalized coordinates. 
Cru1esian coordinates were selected because they yield 
equations of a nearly symmeLrical fonn with respect to 
these coordinates. For the Specification of the orientation. 
two systems are strong competitors. Euler angies and 
Euler paramett'rs (Ref. 1. Chap. I) . TI,e three Euler angles 
have disadvantages in that the resulting equations of 
motion laclc symmetry with respect to the coordinates. 
and trigonometric functions occur in the fonnulation. 
The four Euler parameters have the disadvantage that 
they exceed by one the number of degrees of freedom. 
They have the advantage that they yield -symmetrical 
equations without any trigonometric functions being 
involv~. The latter ndvantage seemed paramount. and 
Euler parameters were selected. 

The use of-more coordinates thaD. degrees of freedom 
suggests the use of a Lagrange undetennined multiplier. 
The equations of motion similar to the set (1) in this case 
are 

(~) 

where .\ is the undetermined multiplier and A, are the 
coefficients of the differential expression 

(6) 

which relates the four dependent Euler parameters. To 
the equations of motion must be appended th~ differen
tial equations 

(7) 

thus giving a set of eight equations in eight dependent 
va.';abl<!S-seven coordinates and the undetermined multi
plier. From the relation satisfied by the Euler parameters 

€' + '1' + C' + x: = 1 

if follows that if q , = ~ . . . -. q~ = x. then 

Al = l.A, == '1. A• = C.A, = X 

100 

(8) 

The Eult'r parameters specify the orientation of a body
fixed set of Cartesian axes relative to a similar set whose 
orientation is fixed in space through the transfonnatioD 
exhibited in Ref. 1 (Section 9). The body-fixed axes mai' 
be chosen as the principal axes through the center of man. 

If the coordinates of the center of mass are represented 
by 

q. = X~.q, = Y t>t{1 = Z~ 
then the kinetic energy talces the simple form 

T = ! M (X~ + y~ + in + F,": + !1 .... : + ! .. : (9) 

where AI is the total mass of the body. 1 the moment oE 
inertia about the x-axis of the body-fixed system and 
Similarly for I. and I •• and ... , is the the componE.nt of the 
angular velOCity along the body-fixed x-axis. 10e .. , ..... ... 
are given in terms of Euler parameters. 

-, = 2 {xi + {; - '1i -lx) 

... = 2 ( - {j + xi + ~t - '1X) (10) 

-. = 2 ('Ii - l;, + xc· - Cx) 
Substituting into Eqs. (5) the equa-tions of motion are 

easily obtained. These are not yet in a convenient form, 
since the Jeft sides of the equations involve combinatiODI 
of derivatives of the coordinates. Combining the l. ". C. X 
equations and (7) appropri.tely. a fonn of Euler's equa
tions may be obtained 

11", - "r"'. (/, -- I.) = ! {xQf of {Q, - '1Qc -lQ.) 
I~ ... - .. ,.. (I. - I,) = ! (-CQf + xQ, + lQc - '1Q.) (11) 

I ... - .. ,....(11 -I.) = H'IQf - ~Q, + xQ, - CQ.) 

From thCle and basic definitions. an alternative form 
may be obtained in terms of the components (L,. 4. L.) 
along space-orientation-fixed axes of-the angular momen
tum about the center of mass. 

i, = ! (xQ, - {Q, + '1Qc - «?) 

i, = ! (CQ, + xQ, - fQ, - '1Q.) 

i. = H-'1Qf + -fQ, + xQ, - CQ.) 

(12) 

D jfferential equations may be obtained for i. ;. t. j. 
To these must be added the orbital equations for 
Xr• Yr. Ze in a convenient fonn. for example 

PZt = Qzc' etc. 
• 1 . 

Xc = M Pz~, etc. 
(13) 
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Certain advantages of this formulation may be men
tioned, leaving di ,~cussion of the Q's until latt'r. None of 
the equations involve variables in the denominator which 
may approach zero, produCing computational problems. 

The right sides of the equations involve only additions 
and subtractions and, in particular, involve nn trigo
nometric functions. 

The significant generalized forces arise from three 
sources: gravitation, aerodynamic effects. and magnetic 
effects. Only the first two contribute appreciably to Qx" 
Qrr' Qz, . Depending upon the satellite orbit, all three 
sources may contribute apprt'Ciably to Qt, Q." Qc, Q •. In 
the case of E."Cpiorer IV, for example, the contribution 
due to gravitational effeds seems most important. 

v. GRAVITATIONAL FORCES ' 

In order to explain in detail the orientation ohserva
tions, the first source of forces considered was gravitation. 
TIlls question has been discussed by various authors 
(Doolin, Ref. 8, and Roberson and Tatistcheff, Ref. 9). 
The objective here is to obtain the Q. of gravitational 
origin in the generalized coordinate system of the previous 
section. Doolin shn"'P<! that the gravitational effects may 
be separated into ~1) a contribution to Qx" QI'" Qr, from 
the leading term in the Earth's potential, (2) a contribu
tion to Q.l,. Q,." Qr, from the Earth's oblateness, (3) a 
contribution to Qt. ,.c.' from the leading term in the 
Earth'lI potential. illld (4) a contribution to Ql., .c.a 
from the Earth's oblateness. Contribution (4) has been 
neglected here. If the satellite orientation dependence of 
(2) is also neglected. (2) corresponds to the usual terms 
used to specify the effect of oblateness on the motion of 
the center of mass. 

With these simplifications. the problem remaining is the 
derivation of L~e Q j. in the coordinate system selected, 
for a rigid body in tho': principal (l/r) contribution to the 
Earth's gravitational potential.. The potential energy of 
the rigid body is thus 

, Jtlm 
V = - m..i: -,- (14) 

~./ •• '.I"!. 
where r = radius from the center of the Earth to the 
element of mass dm. Transforming the integral to a space.. 
orientation-fixed coordinate system X. Y. Z , with 'origin 

at the center of mass. expanding f (r) = l / r in a Taylor's 
series about the center of mass, and 'neglecting terms of 
the thjrd and higher orders, the potential V becomes 

V = - m, fl,: _ m,l; ~ at!(R.,) f X IX} tI", (1-,> ' 
R.~ 2 L...J ax,,, aXrj 

where 

'.J ..... / .. ,,1111. 

AI = toblaws of the 5atellite 

X" ,= Xn X,. = Y co 14. = Zr 

Xl = X.X. = Y.X. = Z 

!(Rc) = (X~I + ~. + ~.)~ 

The t..'OOrdinatcs X .. X ... X. and a set oi principal body~ 
flxoo coordinates X.. x:, XI 'are related by the Euler 
paramcten through 

( ::) (16) 
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or 

Define 
BI/ :: J X i XJdm = ~a i.aJ.I • 

• 
where 

I. = J X.X.dm 

(17) 

is a constant depending on the geometry of the body. 
simply related to principal moments of inertia. The 
Bil are functions uf t. 'I. C. X only. 

Define 

(18) 

The D' J are functions of X'I ' :" only. Thus 

V = - m,J; [M/ R, + !~DiJBiJ] (19) 
II 

In this form. the Q. are easily calculated 

av QI = -. (20) 
(I'l l 

Note that these quantities are not particularly involved, 
since thr: ail are 'simple quadratic functions of the Euler 

102 

parameters. Again. it is worth noting that no trigonometric 
functions occur. A further saving in algebraic manipula
tion occurs if the linear combinations of th~ Qi required 
in Eqs. (12) are romputed directly. These operations yield 
the final set of equations: 

where 

and 

·and 

where 

i = 3 m,k: [XrJ E _ X rk E ] 
I R; R, k R.. J 

i. i. k arc cyclic 

i= XGI- {G,+"G. 

;=CGI+XG,-€G. 

t= -'1 G,+ €G, +"G. 

i= -€GI-"G,":'{G. 

(21) 
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Survey of Space Flight Decks Used at ABMA 

HANS J. SPERLING 

Anny Ballistic Missile Agency, 

Huntsville, Ala .. 

ABSTRACT 

1 b 

.The method of the varicenter is-in the fonn it is used here-a gen
eralization of the method of Encke, and it is developed to overcome 
certain dL~cu]ties of Encke's method which arise when the space vehicle 
does not remain in the neighborhood of one body, i.e., in a prevailing 
central field . It can be used for all types of space trajectories (orbits 
of Earth sat~llites, Moon £light trajectories, and interplanetary £lights), 

I. INTRODUCTION 

The objectives of this paper are (I) to give a short 
survey of the methods of computation that are used or 
are being developed at ABMA for space flight calcu
lations, and (2) to explain in detail the concepts of a newly 

developed method, which at ABMA is called the ·vari
centric method." All decks discussed deal only with the 
Newtonian force of attraction; othel forces such as drag · 
and thrust are not included. 
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.11. MATHfMATICAL CLASSIFICATION OF THE AVAILABLE METHODS 

The differentlal equations of celestial mechanics are 
not solvable by known functions except In the case cf 
two bodies, and, for very special conSgurations, in the 
case of more than two bodies. Therefore, we are gen
erally rest:icted to two methods of solution: 

1. Closed analytical approximations are obtainable 
which represent the solution to a certain degree of 
accuracy within a certain time interval. 

2. The equation~ can be solved by numerical integra
tion. 

Here we will consider only methods which include 
numerical integration. In use are mainly the following 
three methods: 

A. Th. M~thod of Cowell 

nus is the ~traightforward numerical integration of 
the differential equations of motion. An)' numerical solu
tion involving solely £.lUmrncal integration will be referred 

to as the NMethod of Cowell," regardless of t-he particular 
numerical integration method · employed (Runge-Kutta, 
Nystrom, difference methods, etc.). 

B. The Mothod of Enclce 

Here one uses a "pre-integration" of the function of 
motion r (t). In the differential equa:ion r = f (r, t) the 
radius vector r is replat'fXl by r = r" + ~; r" is the pre
intei"7al, a known funr.tion of time that approximates the 
solution of the differential equation. Usually r· is the solu
tiun of the two body problem, i.e., it represents a conic sec
tion. The new differential equation .li = -r· + r (.11, t) 
is numerically integrated for the small quantity Ar. 

In some wC\)'s the varicentric metll(>d will be a general
iudion of Endce's method. 

C. The Method 0' Vorlation of 'aramef.,.. 

This method will not be considered in this paper. 

III. SPACE fliGHT DECKS AT ABMA 

The follOwing discussion presents a brief survey of the 
decks we use for s:pace trajectory computations; they are 
refcrroo to as M-decb. All M-docb are coded for 704 
and 700 IBM computers. 

The first two are used to a large extent for the compu
tation of moon Bight trajectories. 

The M-I 'deck is coded in fixed po;nt single precision. 
It is applicable to Earth satellites and lunar probes and 
ta1ces into account the influences of the Moon and the 
Sun and the oblateness of the Earth. The coordinates of 

- - ,-- -- -----

Moon and Sun are fed in from the tables of the Ephe
merides or are taken from ~nalytica1 formulae. The 
numerical integration is performed by the method of 
Runge-Kutta. 

The M-2 deck is coded in Boating point single pre
cision. Its celestial model is that of the generalized 
restricted problem of three bodies. This system is pri
marily provided to make survey studies of Earth satellites 
and lunar Bights. The differential equations are integrated 
by the method of Runge-Kutta. 

lOS 



JPL SEMINAR PROCEEDINGS ____ ______________________ _ 

SPERLING 

While these two decks follow Cowell's method of 
straightforward integration of ~he equations, the follow
ing two systems (the M-3 and M-4 decks) utilize the 
varicentric method for pre-integration, 

The M-3 deck is identical to the ~f-4 deck except that 
it is restricted to a simplified (.·elestial model (that of 
the M-2 deck). 

The M-4 deck is coded in double precision floating 
point. It is applicahle to all kinds :Jf space trajectories. 
The positions of the celestial hodies are taken from the 
tables of the Ephemerides or from analytic formulae. 
The numerical integration is done hy a method stemming 
from Nystrom. 

The M-5 d('('k is coded in double precISIon floa ting 
point. It is applicable to Earth satellites and lunar: flights 
alld takes into account the influences of Moon and Sun 
and the oblatencss of the Earth. The straightforward 
numerical integration (Cowell's method) is done by 
Nystriim's method', The main purpose of this deck is 
the comparison of Cowell's method with the methods 
employed in M-4 .md M-6 regarding !ipeed and accuracy. 

111e M-B deck is coded in double precision floatine; 
point. It is applicable to Earth satellites; the differential 
equations are the same as in the M~ deck, but in this 
deck Ench"s method is usro 'for pre-integration. 'nle 
numerical inte~ation is performed by Nystrom's method. 

IV. THE VARICENTRIC METHOD 

The varicentric method is, in the fQrni we use it. 
a generalization of Encke's method, at least in some 
respects. It is intendro to overcome some difficulties 
which arise in using Enc1,e', method for space Bight 
trajectories. 

In Encke's method the true orbit is approximated for 
a certain interval of time '. - 'n by the osc-ulating conic 
section for '0 with respect- to the main attracting body, 
and the difference from the approximating conic section 
to the true orbit is numericaily inte~ated. At the time '. , 
when the approximating conic section differs too much 
from the true orbit, a new osculating conic st'ction is 
computed, etc. The -main attracting body· is the celestial 
body whose attraction prevails in the considered interval. 
This approximation is good only if the gravitational field 
in the neighborhood of the considered orbit is practically 
given by the central field of the main body, ~ that the 
other celestial bodies only yield small perturbations of 
that central field. Examples 'n which Encke's method 
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can be applied successfully are computations of plant'tuy 
orbits and of orbits of comets, since both are usually in 
the field of one prevailing celestial body. 

Difficulties arise if the body whose orbit we want to 
compute moves from one central field to another. In this 
case, for a certain space between the two bodies, the 
gravitational field is not determined by one body but 
equally by both of them; then a conic section computed ' 
with respect to one of the bodies is not a very close 
approximation to the true orbit. Be-sides this, somewhere 
between the two bodies it would be neressary to shift 
from the first body as focus of the reference conic section 
to the second body. The varicentric method. in general
izing the concept of Encke's reference focus, replaces 
the true cele~tial reference body by a fictitious body (the 
-varicenter"). thus generally avoiding any discontinuities. 

Ai in Encke's method, the basic idea is to approrimate 
the true orbit for a certain time interval by a conic sec-

. J 
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tion and to intt'~rate the differences. For th is purpose we 
approximate the gravitational fi eld in the neighborhood 
of the space vehicle by a central field. Any central field 
is completely determined by the geperating mass and its 
location . This means that we must determine a mass m· 
and its location r·. 'Vith respect to this fictitious central 
field. we then compute in the known way, by means of 
the location vector r and the velocity vector r of the space 
ship, the approximating conic section and integrate the 
deviations from the true orbit. . 

Generally mO and r· are functions of the time and of 
the trajectory of the space ship; also the parameters of 
the approximating conic section are functions of time 
and trajectory. 

The application of the idea of the varicentric method 
to numerical computations is similar to Enclce's method: 
For a time tn we dett'rmine m,: and rn· and an approxi
mation for r- (t). and by the procedure known from the 
prnblem of two bodies, we find the approximatin~ conic 
section. Then we replace r b y r = r + M, w~er denotes 
the Jrnown values of the conic section, and intej2rate 
numerically for ~r from t. to t •. During the numerical 
integration from t. to t. the values m· = m,,0 and the 
approximating conic sation are lcept fixed . After the inte
gration we determine at the time t. new values of me, 
r- (t) and a new refermce conic section. 

For the determination of mO and r" we have principally 
several possibilities, since the approximation of an arbi
trary gravitational field by a centrai field is possible in 
many ways. One of the simplest and most straightforward 
ways to determine m· and,. is the following, which is 
used in our first computAtions: 

1. Require that the acceleration a generated by m." 
be equal to the true acceleration r at the location of 
the probe: a (r.) = r (r.) 

2. Require thac the first derivative of the r-rojection 
of a on the straight line given by i .. talcen along this 
line at the point r .... be equal to the first derivative 
of the projection of r on this line, tak.m along this 
line at the same point t. : 

(r.grad(~~i»).. =·(i.grad Ii/) .. 

For the purpose of defining this straight line we 
consider r as the constant vector r (r.) = roo 

~fore generally we could replace r" by any 'con
stan t vector b. for instance by the velOCity vector r. 
of the space ship at the poin t r IO' We would get then 
as the second requirement : 

2·. Require that the first derivative of the projection 
of a on the s.traight line given by rIO, talcen along thi' l 
line a t the point r , .. be equal to the first derivative 
of the projection of r on this line, taken along this 
lint' at the same point ro: 

( ~) -( ~) b grad I b I .. - b grad I b I .. 

In the first models for computations we used barycen
tric coordinates and. for the sal.:e of simplicity, the con
stant value r" (t) = ,. (t .. ) for the position of the vancente!'. 
Thus the approximate conic section was defined with 
respect to a space.fixed varicentcr. The differential equa
tions of motion with the coordinates referred to a celestial 
body, as they are usro ;11 Ene-Ke's method. show that the 
true orbit generally is very well approximated by a conic 
section referred to the cdestial body in the origin or the 
moving coordinate systt'm. This fact and the fir-st numeri
cal results indicated that it would be of advantage to 
take into account the motion of the variccnter. The true 
values of rO (t ) and m· {I) are not Icnown because they 
depend on the future t rajcctory of the space vehicle. 
Therefore, we approximate the future motion of the vari
center; in order to obt.!in simple formulae, we lteep 
m· = m· (to) fixed for the time interval t, - to, and approx
imate the motion of mO (t.) by a uniform motion in the 
following manner: 

For t. we determine m· (to) and ,. (t~); theta we assume 
ivr the time interval t, - to a fictitious uniform motion 
or the space vehicle with the velocity fa and determine 
for the time t, from the fictitious location r. = r. + AI r. 
of the space vehicle a r.f'W location ,./ or the vllricenter 
with the ma.ss m· (to) . Then 

is the approximate velocity of the varicenter. 

In the resulting equations of motion only the positions, 
not the velocities or accelerations of the celestial bodi~, 
appear. 

t07 
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NRtional A..-ronautict and Space Admlnl.stration, 

Washington, D. C. 

ABSTRACT 

Interim definitive orbits for ~atelHtes 1958 a, 1958 'Y, 1958 E, 1959 cr, 

195911, and 1959 t have been determined at the Vanguard Computing 
Center. The sbility of the ma.thematical model to match the observa
tions is indicated by arc length, standard deviations of fit, and the 
continuity of the various arcs constituting the orbit. 

I. GENERAL DISCUSSION 

Interim definitive orbits for satellites 1958 cr (Erplcrer 
I ), 1958 y ·(Erplorer Ill), 1958 r (Erplorer lV), 1959 cr 

(Vanguard II), 1959 '1 (Vanguard 111), and 1959 I (Heavy 
ICY) have been computed at the NASA Compu~ing 

Center. 

necessary to redetermine orbit elements by differential 
correction at a later epoch. How long the theory in use 
(the mathematical model) can be used for prediction is, 
of course, dependent upon its sophistication. In the paper 
I will present entitled -NASA Computing Center Predic
tions," the sophistication of the general oblateness 
r.erturbations program of Drs. Herget and Musen (Ref. I), 
which is used at the NASA Computing Center, win be 
evident. Nevertheless, with certain satellites, e.g., 1958 y 
(Erplorer llI), whose cylindrical shape and low perigee 
produced a pronounced drag effect, it was necessary to 
rectify and differentially correct without having in hand 
all the observations in existence. This was a result of com-

The word -definitive" is used to distinguish these orbits 
from the orbits generated solely for prediction purposes. 
In orbit determination for prediction purposes, one is 
governed by the mathematical model being used and the 
accuracy of prediction required by the observing stations. 
.Specifying accuracy, one can predict only a finite time 
into the future and maintain this accuracy. Then it is 
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municatiom time between the Minitrack station and the 
Space Operations Control and necessary data processing 
by Minitrack personnel. "Definitive" means that all Mini
track observations of the satellite have been utilized in 
the orbit determination. 

The word "interim" is utilized for two reasons : 

1. The orbits have been .determined so)p.)y from Mini
track observations. 

2. · The mathematical model will be changed as a result 
of knowledge obtained from the study of the orbits 
and perhaps some of the orbits will he redetermined. 

The form of the interim dennitive orbits determined at 
the NASA Computing Center follows that set by agree
ment of the parttcipants in the Earth Satellite Program 
of the International Geophysical Year, 1957-58. This 
orbital information consists of th~ following : time, longi
tude, latitude, and height above the surface in kilometers. 

The programs used at the Computing Center in this 
work .. ' re the General Oblateness Perturbations Program 
developed by Drs. Herget and Musen in 1957; the basic 
Eckel1-Brouwer Differential Correction Program (Ref. 2) 
of 1941; a program to obtain satellite position in inertial 
coordinatcs at I -min intervals; and the World Map Pro
gram, which gives the satellitcs' positions, i.e., longitude, 
latitude, and height, for each minute of time. 

One of the problems which ronfronted us in the course 
of the interim definitive worle was the length of arc which 
could be used in the differential correction. By length of 
arc is me.ant the time interval covered by the observa
tions. This of course is a function of the model used and 
the standard devia~ion of fit tolerable. The first satellite 
for which an interim definitive orbit was obtained was 
1958 y (Explorer Ill) , and the arc length ~ WaJ 2 days. 
A longer interval resulted in a standard deviation of fit 
which we C('''~idered too large. 

II. RESULTS 

Table 1 contaIns a summary of position information for 
the interim definitive orbit of 1958 y. Column 1 contains 
the arc number, column 2 contains the time interval 
covered by the particul2T arc, column 3 contains the 
standard deviation of 6t (root-mean-square measure in 
radians of the residuals of the observations which were 
used to detennine the arc).' 

The last four columns of tIle table give information 
about the overlapping of the various arcs. Each arc after 
the first WaJ <:oosen ~ that it overlapped tht" previous 
arc by about 2 hours. Thw, it is possible that some of the 
last observations of arc n were the 6rst observations in 
arc n + 1. 

'Minitrack observations an phaJe clift'~re0ce5 ronverted to direc
tion cosines and an used in the difff"rential correction prognun u 
direction cosines. Since observatioru are taken near the zenJth, one 
has the approximation to radians; thus speakln, of residual in 
radiana is justified. . 

In order to obtain a piecewise continuow orbit. it was 
determined that the time of transfer from one arc to the 
next should be such that the difference in positions for 
the same time in the arcs should be a minimum. This 
time was easily determined from the binary minute vector 
tapes. The information in the last four columns is this 
minimum distance in terrestrial coordinates (i.e., the 
differences in longitude, latitude, and height) and the 
actual Cartesian cocrdinate difference. 

Tables 2, 3, 4, 5, and 6 contain the same information u 
the above for the other satellites. It is to be noted that 
the arc lengths for these satellites are longer than those 
for 1958 y. For 1958 c'I and 1958 £ the arc lengths are .. 
days, and for 1959 a, 1959 '1, and 1959 , the arc lengths 
are 1 week. 

Perhaps I should comment here 00 the omission of the 
satellite 1958 fJ (Vanguard 1) from the list of interim 
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Tabl. 1. Int.rfm d.flnltlve orbIt for tat.III,. 1951., 

s-.-r, .. """;11 ...-I" ... 11I'-"-tI_ 'et ~ •• xM41,.. "-
1745 UT U Me ...... lUI te OU, UT 17 J ... '''1 

S~ Int ....... 
.,...,I*"-

Arc I~' 
UT 

., fIt. 
MlIII ..... 

I 26-11 .. 45 Ie 2"')'57 U 
2 21·2),57 Ie »~ U 
J .' )()'23..Q' Ie 02.ol.oJ U 
4 02.o1.c3 Ie 04.01-00 7.0 

• 04-01..00 Ie 06-00-.S2 4.6 
6 ()6..()()..5 2 Ie 05.0 1·54 4.1 
7 01.0 1-54 Ie I C).C2..$5 IA 
1 lGo02." Ie 11·21·.52 JA , 11·2' "2 Ie 14-C2·U 6.4 

10 14-02·23 Ie 16-02·36 U 
11 16-Q2-36 Ie 11·23-15 4.6 
.12 17·U-l.5 Ie '''21·21 U . 
IJ 1f·21·21 Ie U.oI.()2 1.6 
14 22.0 1.()2 Ie 24.()2-4.5 1.J 
15 24-02-4.5 Ie 26.()().ll U 
t6 2&-OO-ll Ie 2 a.o 1-4f 4.1 
.7 n .. OI-4f Ie »04-.51 J.o 
11 »04-.51 Ie 0244-.51 .u I. 0244-51 Ie ()4.OO..)f ... 
20 Q4.OO.l9 Ie ()6.0 1.0. I.. 
21 ()6.0 1.0 I Ie ()t.()4.g J.7 
It ~ Ie.GoO.· II J..o 
2J IGoOI·1I Ie 1244-39 4.. 
24 1244-39 Ie 14-02·%7 U 
U 14.()2. %7 Ie 16-04-31 6.4 
16 16-04-)1 Ie • ~ 6.1 
%7 I f.05..ll Ie 2().(W..I J 6.7 
21 2044-IJ Ie 22 .... 21 4.0 
2f 22 .... 21 le24-00-S7 4.1 
JO 24-00-.51 Ie 264).20 U 
JI 264).20 Ie 2t.oo-16 U 
U 2~ 16 Ie JO..OO..5J 4.' 
JJ )O.O()..J2 Ie 01.04-~ 6.7 
J4 01-04-15 Ie 0J.00.06 .. , 
U ~Ie~ U ,. OS..()4.S7 Ie aT .01.)1 s.o 

" Cl. 1·38 Ie 0f.01~2 4.J 
Jt ~1.()2 Ie 1I.Q5..42 .. I 

" 11-05-42 Ie • J..04...J I '-. 
40 .J44-JI Ie I J4S.11 6.0 
4. 'S-OS-It Ie 17~" U 

definitive orbits. Such a determination has been made on 
this sateIJite with the resultant better determination of 
the Earth's potential. The model in use at the NASA 
Computing Center has been modified to include the 
effect of the third harmonic of the Earth's potential, and 
it is expected that a rerun of the differential corrections 
using this new model will be made in the near future. 
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Ceet41 ..... lI'Ife_ •• ~ CH'/9If'M41,.. dldMc" ....... 
~nta III edI_11t ....... et _om "-

L.,.., ..... loti ..... NeJ.~. b4W 
...... , ... I. .... _et ... ,...... - 41ateMe. _ 

4.JI O.ot 6.42 U 
4.1$ 0.15 4.JJ U 
UO '76 6." 17.0 
4.69 0.J2 OJ U 
In J.4J 2M ... 
o.n lAO 0.01 1.9 
2.17 J.QS O.JJ '-. 
1.6.5 G.02 .2.os u 
0." 1.71 0.22 U 
1.10 4.1' 1M U 
UI J.V 0. If .,-, 
0.&5 0.11 1.10 U 
0.03 o.n UJ u 
0..5J I.IJ 1.01 1.7 
..... , 1.17 0.6. U 
1.14 1.10 o.os U 
I.IJ 1.12 .M J.7 
• ..u 0J:t1 J.71 U 

4'" 4.,U JA1 7.6 
I.., U1 0.96 U 
n.1I 1.10 0.90 1.1 
J.V 1~ .5.16 ... 
1.17 0.!7 1.16 1.7 
A.". G.Ol 7.,. 7.7 
I.U 1.2.5 uo t.f 
0.77 1..57 174 U 
I..GI I.A.J OM J.o 
0J:t1 OM 1M ,.6 
0.., lAO O.M U ,." t.7.5 1.21 : 14.1 
1.00 1.11 I.M I.. 
~I ,.10 G.1. • .1 
~ 1.12 SAl U 
o.ot t.S7 4.7J .... 
0.'" o.n OM ... 
UI ~..5I I.OJ t.1 
O.A.J 1.2J UO J.7 
4.44 ,.41 J.OI 7.1 

0." cuo cuo 1.A 
J.20 0..2 6.44 7.1 

Work is in progress at the moment to combine the 
various arcs of the interim definitive orbits discussed 
above into a continuous minute vector tape. The observa
tio:lS will then be compared with the computed values 
from this continuous tape and the obsen:ations, computed 
values, and residuals will be published as companion 
volumes to the interim definitive orbiu. 
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Tabl. 2. Int.rlm d.flnltlve orbit for .at.lllt. 195 •• 

Sv-.y .. ..noI .. P"illeft I .............. fw ern .... 1141~ "-' 
OUI UT I ~ .. ,U. UT U M., I'" 

s .... .,... CMnIlnole 1IlH. ....... "'"' ~_ • ..-"' ... dhltHlat "'--
l .... notII1 ..... I.tIeft 

,-11th I .. e4I-ltl kM .......... fw ,,_ . ....., 
UT of fll, LMtl ...... , ~ ..... 

"""I..., ""'., _10..., ..... .,..,. level 

01.03·$1 .. 05-02·22 6.0 - 2l.~ . O.lO 

05-02·22 .. 09.02·1' ... 1'.'2 7.12 
09.02·17 .. IUI.g 2.' " .. , 4Al 
IUI ·51 .. 11.02·21 U 2.U U11 
17.02·21 .. 2I.o$-)I 4A 1.17 0..42 
2 I..()$-lI .. lS-O I." .... 0.29 cun 
lS-O'·19 .. 01~2J U 0.11 O-Ol 
OI-04-lJ .. ~IO 2.1 0-04 cun 
O$-Cl-1 0 .. 09-.0S-~ 5.1 2.11 0.10 
09-0$-13 .. I~' 4.J Ool2 0.12 

I~' .. 17.0647 ~I U2 0." 

"~ .. 21~1 5.0 I.U 0. .. 
21..()$-11 .. 2S-04-5f U I .... UO 
~. Ie 2f.o6-CI7 57 1..56 0.17 
~ .. 02.02..)2 SA 2.26 . CUl 

02.02·32 .. ~ Q 0.00 OAl 
~ .. 1').01-04 U J.02 OM 
10-01-04 .. I~ , .. 0.,0, on 
14.06-02 .. I ~ 11 U 0.00 0.1. 
I~II .. 2J..()$-21 1. 0.1' o.U 
22..()$-21 .. 26 .. $-)2 U 0.11 o.a1 

26-S-H .. »I..)f U 1-01 0-21 
»J..)f .. 4-1-$1 SA 1.11 '-'7 
4-1..sa .. J..s-n SA u • In 
J..s-21 .. 1243-41 s.a I .U o.os 
12.03-41 .. l6-OJ-lO U o..u o.os 
I~ .. JG.O$-I. 5.. I.n OAJ 
20-0$-11 .. 2J..I).Jf U 

Tabl. 3. 1m-rim d.flnJtl .... orbit for 10 .. 111 .. 1951. 
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ABSTRACT 

Predictions obtained from the general oblateness perturbations 
theory used at the NASA Computing Center are compared with obser
vations. Sets of data are used and a plot of standard deviation of Bt 
vs time from . epoch is presented to indicate the mathemat\cal model's 
adequacy for prediction work. 

I. GENERAL DISCUSSION 

The purpose of this paper is to exnibit the ability of the 
mathematical model used at the NASA Computing Center 
to predict accurately a satellite's position. The results 
given here should not be construed as the accuracy ci 
predictions issued in the part by the Computing Center. 
For actual predictiOIU which have been issued, other fac
tors have entered to either improve or detract from the 
model 

The mathematical model referred to in this paper is the 
modified Hansen theory with ~nd and fourth har
monics of the Earth's potential included. Also inc1udeJ is . 

a seventh unlalOwn (pennitting acceleration of the mean 
anomaly) to account for the effect of drag. 

The procedure used was the following: 

1. Elements were obtained by diHerential correction. 
2. Using these elements an orbit of extended dura

tion was generated. 
3. Observations were compared with the computed 

values and residuals were obtained. 

In order to exhibit the model's ability as a function of 
a particular satellite the foregoing procedure was carried 
out for four of the six satellites for which interim defini
tive orbits have been generated and for 1958 p. 
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II. RESULTS 

Table 1 gives the orbit clements of 1958 f3 which wp.re 
used as starting values for an orbit of 6 weeks' dura-

tim; ·(approximately 450 revolutions). Also given are the 
changes from · the previous iteration of the differential 
correction leading to the elements and the standard devi
ation of fit . Tobie 1. Orbit e'ement. of 1951 f3 (.poth 108" 12' 27'") 

Veri. I». Cho" .. . He,., yol~. Figure 1 contains a port ion of the computer output for 
the residuals for satellite 1958 f3. Specifically. it contain. 
the first 6 pairs of Minitradc observations of the 6rst 
wt'ek and the complete residual plots for 1 and m for the 
first week as plotted by the computer (Fig. 2 and 3). 
These are true residuals. 

At - 2.21$0"9,-0' + 1..5166276,+00 

• +1.'714600,-0' + 1.3617170.+00 

• - 5.~eU22.-09 + 1.1971199,-01 

I - 2.16715$2.-06 + 5.9775692. -01 
., + 1..5147153.-08 + 4.2526921, + 00 

n. +2.1122929.-01 + U91 6t9S.+ 00 

H, + 1.0263456.-13 +'.11'971), -09 

S....o.rd cI .. lcrt~ .. fit. +U)62.-04. 

Figure 4 is a plot of mean ' 1 and m residuals fOf' 3-day 
. perioru vs time for the whole 6 weeks. The trend of the I 
residuals is clearly evident. This trend is attributed to 

LlMAPU LONG 282 50 LAT -II 46 HT . 160 58 7 3 21 15 43 
LOBS =-2.7632323,-03 CAL= -2.~603624,-03 RES=-2.0286993,-04 Ma I 
M 08S=-2.9166426,-01 CAL=-2.9192272,-01 RES=+2.5845319,-04 Ma 2 

PANTIG LONG 298 13 LAT 17 8 HT . 16 58 7 3 23 57 53 
L 08S=·1.I022031,-03 CAL=+7.7786590,-04 RES=+32433729,-o4 Ma 3 
M 085=+1.3215673,-01 CAL=+L3253240,-01 RE:S=-3.7566386,-04 M~ 4 

00 ERA LONG 136 46 LAT -31 6 HT 524 58 7 4 I 22 21 
LOBS = +6.5754353,-03 CAL = + 7.2589454,-0 3 RES = -6.8351 0'09,~4 M a 5 
M 08S=-3.3674989,-01 CAL: -3.3712502,-01 RES =+3.751 3300,-0 4 Ma 6 

HAVANA LONG 2n 28 LAT 22 52 HT 141 58 7 4 2 19 47 
L 08S=-1.I542183,-0? CAL=-1.1262495,-02 RES=-2.7968874,-o4 M= 7 
M 08S=+1.6590942,-01. CAL:+1.6587984,-OI RES=+2.958811a,-05 Ma 8 

OOMERA LONG 136 46 LAT -31 6 HT 524 58 7 4 3 44 15 
LOBS =+30099716,-02 CALz+3.036r319,-02 RES: -2.6160245,-04 M: 9 
M 085=-2.6062886,-01 CAL=-2.6094408,·01 RES = .. 3.1 521 91 6,-04 M=IO 

PANTIG LONG 289 1 3 LAT 17 8 HT I 6 . 58 7 4 7 3 I 33 
L 08S = -4.3447727,-03 CAL: -4.69661 80,-03 RES = +35184 5 22,-04 ·M I: II 
M 08S=+2.1481545,-01 CAL=+2.1480171,-01 RES=+1.3748183,-05 Ma l2 

Fig. 1 .... Idual. for 1951 f3 (compute, lamp'. ' 

liS 
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SCALE FACTOR. + 4.2484092,-03 
- 1.0 -.8 -.6 -.4 - .2 "0 •. 2 +.4 +.6 +.8 + .. 0 

·1 • • 1 

• J 

• J 
1 • J • • I 

• I 
J • .1 
I. 
I • I • I • I • J • J 
I • 
I • 

• I 

• J 
J • J • ., • I • I • I • I 
I • • I • I • J • J • J 
I • • I • I 

Fig. 2. Itelldual plot hK I 

the inadequacy in handling drag, which is accounted for 
in the theory being used only by a quadratic term in the 
mean anomaly. The effect is evident primarily in the 
'-residuals (1 being the direction cosine with the east 
axis) because of the low inclination of 1958 p. It should 
be pointed out here tilat the residuals' being negative 
means that the observed satellite is behind the calculated 
satellite position, which is contrary to what would be 
expected from the effect of drag. The explanation is that 
the value of the seventh unknown, i.e., 

l1e 

N. in M = M. + ,,(1 +N,t}l 
as determined by the differential correction, is larger than 
it should be. The values of N. as determined on a weekly . 
basis are 9.11898 X 10-', 6.8988 X 10-', 2.1499 X l~, 
2.1499X 10-', 3.1746X 10-', 1.5332X 10-', and 
1.3950 X 10"--. It is easily seen that carrying the 6nt 
throughout the other five weeks ~ill give rise to the 
residual phenomenon observed. Figures 5 through 8 are 
residual plots for the satellites 1958 y, 1958 r, 1959 "," 
and 1959 ,. 
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at the IBM Space Computing Center 

2 
·A. R. MOWLEM N6.9 ~7 5 ~ 

Intp.mational Business Machines Corp., 
WashJngton, D .C. 

ABSTRACT 

The discussion covers IBM's role in the tracking of Earth satellites 
and lunar probes. A description of the programming system is outlined 
as well as the various techniques used in the computation and pre
diction of satellite orbits and lunar trajectories from observational data. 
Consideration is also given to the data Bow at the IBM Space Comput
ing Center and its processing through the computer instalJed there. 

I. INTRODUCTION 

The purpose of this paper is to describe the program
ming system that has evol""-l at the IBM Space Com
puting Center. The Center has had a unique opportunity 
in working on a number of challenging problems in the 
fields of orbit determination, satellite tracking, etc. When 
the Center was opened, it was named the Vanguard Com
puting Center, since at that time this program was the 
Nation's only effort in the satellite field. IBM was 
interested in Project Vanguard because of its challenging 
aspects, since something of this nature had never been 
attempted previously, and also as a contribution to the 
International Geophysical Year. In June of 1956, IBM 
entered into a contract with the Naval Research Labora
tory to do the computing for all th,. satellites that were to 

be launched during the International Geophysical Year. 
This was a big decision on the part of the NRL and IBM, 
since at that time one could not be sure that satellites 
would behave exactly the way they have or, indeed. 
that computers were suitable for orbital computation. 
It might be said that this effort was a leap into the future. 
As a matter of fact, much of the worle that was done OD 

Project Vanguard had a research characteristic. Since 
that time, we have seen the programming system that was 
developed being used for orbital calculations on the vari
ous satellites thAt have been launched. These range from 
the Sputnik$ to the Vanguards and the Erplorer8, as well 
as the lunar probes, both Russian and American. The only 
satellites for which the Space Computing Center did not 
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make any calculations w('re the Discoverer series, since 
the dat.a for these were of a classified nature and, there
fore, were not obtained at the Center. 

Soon after the contract was signed, a Working Com
mittee on Orbits was formed whkh consisted of many 
eminent astronomers and scier-tists. such as Dr. Pau] 
Herget, Director of the Cincinnati Observatory, Dr. C. 
M. Clemence, Director of the Naval Observatory, and 
Dr. R. L. Duncombe, also of the Naval Observatory, 
together with Dr. Joseph Siry, who lit the time headed 
the Theory and Analysis Branch of the Np.val Research 
Laboratory and. at present, is Chief of the Theory and 
Analysis Staff, Goddard Space F1ight Center, NASA. and 
is chairman of one of the sessions at thiJ Seminar. 11UJ 
committee was responsible for the mathematical formula
tion of the problem which was turned over to IBM; IBM, 
in tum, was to convert the problem into machine lan
guage to be run on the 704 computer and. later. on the 
700 when it was installed. A group of expert mathe
maticians and programmers at IBM WaJ assigned to this 
project and formed 9.0 integral part of the Worldng Croup 
on Orbits. This work resulted in one oE the most com
prehensive and accurate systems of programs that are 
being constantly used in production. To give you an idea 
of the size of the system, IBM has spent something or; the 
order of about 25 man yean on the project and ilbout 
50,000 i.."lStructions have ~ written spoci1ically for the 
7(}4 and 700 computen.. 

Why are satell1tes weful? One reason u that experi
'mental findings are a part of every satellite that has been 
launched. These findings have to do with the pressure 
and temperature of the atmosphere, the radiation around 
the Earth, and so on. However, if we could not determirle 

t20 

the position 'of the satellite precisely in space, then these 
experimental measurements would be of little value 
because they could not be correlated with the satellite in 
space at a particular time. In fact. Dr. Van Allen used the 
calculations that were made at the Vanguard Computing 
Center in mapping out his radiation belts. . 

A second use of satellites is the more accurate dpter
minatiun of the shape of the Earth. Vanguard 1 wu • 
satellite that wa.~ very suitable for this type of work 
because most of its orbit was in the upper regions of space 
and, therefore, little aHected by the drag of the atmos· 
phere. Its perigee was 400 miles and its apogee was 
around 2400 miles. Also, the satellite WaJ sph~cal and 
would remain in orbit for a long period of time, about 
200 -ears. The analysis of the motion of the satellite 
resulted in the determination that the shape of the Earth 
was more lilcf' a pear. Many NASA scientists were in
volved in this determination. In studying the motion of 
the satdlite, Miss Ann 'Eckles noticed that whenever the 
perigee was in the southern hemisphC1'e it was always 
lowC1' than when the perigee WaJ in the northern hemi· 
sphere, which led to the conclusion that thC1'e must be • 
greater land mass at the southern hemisphere exerting 
a greatC1' gravitational attr:lction on the ~teUjte than in 
the northern regions. The calculations for this determina
tion were made at the Center, and the preciseness 01 
these calculations is evident when we consider that the 
difference between the previously conceived shape of the 
Earth and the re<:ently determined pear shape is only • 
matter of about 25 ft at some points and 50 ft at other 
points. Of course, tnC1'e are many other uses of satellites, 
some oE which will he mentioned later, but aD of them 
depend primarily on knowing the position of the satellite 
pred.sely. 
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II. DATA FLOW 

At this point it would be worth while to consider tbe 
Aow of data at the Comp\l.tin~ Center. Let us consider 
the Vanguard Project and the Vanguard satellite as repre
sentative of the satellite field in general. The tracking 
stations that are used are called MinitracK stations. They 
are aljgnEd in a pideet-fen~e fashion along North IUld 
Soath America. There are additional stations in Australia 
and South Africa. The reason for choosing such a picKet 
fence is that one could be sure of obtaining at least cne 
observation for each revolution of the satellite. The Mini
track stations ra'eive rl1dio signais from the satellit.'!. 
These radio signals are then transmitted by radio or by 
teletype to a central collecting a~ency of the Naval 
Research Laboratory call~ the Control Center from 
which they are transmitted to the Space Computing 
Center by teletype. As a result of this teletype transmis
sion, punched paper tape is produced which is then fed 
automatically into the IBM 047 to be converted into punch 

card form . The punch cards then become the observa
tions which are fed into the computer. Theile observa
tions, which are in the form of phase djfferences between 
two antC'nnas separated by a measured baseline, are 
equivalent to direction C0Sines or elevation .an.l!Jes in the 
t'ast-west or north-south directions. These observations 
nre then fed into the 704 computC'r and. under the control 
of a master pro~am, lire processed throu~h a series of 
computin~ cycles to prcOuce predictions of the sub
satellite position In lon.l!itude and Jatitudt" for every 
minute of time for a wed: or ten days in advance. These 
predictions ('an also come out in the (orm of punch cards 
from thc computer. The prediction cards now go through 
a reverse process whert'by they' are converted through the 
IB\f 003 into teletvpe tape and are transmitted bade again 
to the Control Center, from which tht")' are retransmitted 
to the various stations so that they can be alerted to the 
time of satellite passage and obtain good observations. 

III. PROCESSING WITHIN THE COMPUTER 

Observations o( the satellite are made by tbe MinitraCK 
stations for every second of time, so that for a passage of 
the satellite over- a station there may be as many as 30 or 
40 readings. These individual readings are smoothed 
parabolically and adjusted (or various caJibrations and 
corrections to give one reading for the entire pas~age 
over a station. If there are insufficient observations during 
any computing cycle, after the smoothing process the 
message can be split into say th=ee parts to determine 
the ·side lobes- so that there can be more observations 
for any particular passage o( tbe satellite. 

When a satellite is launched. the processing cycle ~n 
start in one of two ways, depending upon whether we 
.have information during the launch phase. If we considcr 
the Vanguard rocket as representative of other rockets, 
we note that it consists of three stages. The first two stages 
are used to power tbe rocKet to an a1tih;de of 140 miles 

and a speed of 11,000 miles per hour. at which time the 
coasting phase begins in order to reach orbital altitude 
and so th <l.t the third stage is aligned parallcl to the sur
face of the Earth. When these conditions are fulfilled, the 
third st:ige powers the satellite into orbit with a final 
burst of speed. At Cape Canaveral the entire launching 
operation is monitored for safety purposes. There is a 709 
impact predictor which is used for this purpose. calculat
ing the impact point at any instant if the power is shut off. 
Radar data are fed into the computer at the rate of 10 per 
sec, and while the missile ascends in its trajectory, the 
computations are done in real-time, producing output at 
the same high-speed rate of 10 per seC. This calcl1lation is 
continued into the coasting phase until the missile is con
sidered to be out of range of populated areas. In additi~n 
to computing the impact point, the Cape Canaveral com
puter also calculates the position and the velocity of the 
rocket at any instant of time. A set of these values during 
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the c()astin~ phasf.' is transmitttod to the Space Compllting 
Center. Durin~ this phase the rcx:led assemhly is actllally 
in fn'(' Ai~ht altholl~h it docs not havf' the n('c('ssary 
Spt't-d to orhit the Earth. 11w:w vailit'S. after lwing con
\'ertN! from the It)(:al to the inertial frame of r('{('H·nce. 
can then 1)(' \IS(·d in a numerical integration program to 
determine tht· position ilnd wlodty at the instant of 
third-stage hurnollt. The integration is carriro out with 
a timf' interval of 1 sc<.: to the nominal time for injection 
of the satellite into orbit. 11lC nominal 'contribution to 
the velocity from third stage is added '1ectorially to the 
\'elocity vector to determine the injection ronditions. As a 
rc·sult. the nllmerit-al integration program can be run 
onC'f' again with these inj(-ction conditions to determine 
if the satellite has a chanC'f' of orhiting. These calculations 
arc made wry suon after launching and in advance of 
r('('eipt of any observations which may talee as long a ~ 
I II h,. to arrive at thc unter. If it is determined that th~ 
satellite will orbit. prt-dictions an' computro for the sta
tions along the launch path. Tht'se calculations are used 
to chC'<'k the ohservation data whC'tl they come in. as well 
itS to soh'e Olny -r('Solution- probl('ms tlut the ~finitrack 
stations may ht· (-nrountt'rin~ (which was the C'.lse with 
the Russian Sp"tniks) . This whole prOttss serves the pur
pose of arriving at a rough determination of r and v Ilt 
injection. From this point on. obSt·n·ations. when received. 
can be used to rdine the r and v and mak .. good predictions. 

Let us ·now consider a satellite for which there is no 
information conct'ming launching or injection conditions, 
such as in thc case of the Sputniks. In this case we must 
use the observations themselves in order to make a rough 
determination of thc r and v at bumout. For this purpose 
we have a circular orbit program ..... hich uses two widely 
spaced obscrvatiuns. an elliptic orbit program which uses 
three observations closely spaced in time, and another 
elliptic orbit program for four obscn 'ations, the fourth 
being a redundant observation for grt'a ter accuracy. It is 
at this point that we could decide to split n Minitrack 
observation into several parts. All of these 'programs are 
based on Gaussian iteration techniques. In the case of 
the elliptic orbit program, three timed . two-dimensional 
observations are necessary for determining the six con
stant's of integrations of the three second-order differen
tial equations that are the equations of motion. The basis 
of the iteration scheme is that for an elliptic orbit the 
radius vector at any time t 1 is ~ome linear combination of 
the radius vectors at times t, and t •. 

Once the position and velocity vectors are known at 
injection we can proceed with the process of predic
tion and differential correction with the use of observa-
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tions. This process is iteratt'd until a refined set of these 
startin~ vt'ctors is obtained. at which time the program
ming cycle is transferred to a second and more accurate 
technique inv~)ving oblatcness perturbations . which will 
be described later. This first prediction process is the 
numerical intc~ration of the equations of motion. The 
method used is sixth-ordcr Cowell's intt'gration, which is 
an aC . .'curate method as comparcd with other numerical 
iptq~rati()n techniques. Its principal disadvantage is the 
time it takes to set up a conv<;rged function table at the 
sta rt of integration . This factor I~. of co~!'~, of minor 
importance when predictions are being made for hOUJ"$ 
and days. The method itself is founded on the calculus 
of finite differences, which requires that over the range of 
the !lrgument conccrncd. the function shall be continu- . 

. ous and shall have continuous derivatives of all orders. 
The funct ion tahll' i' ·...uilt 6 time steps ooc·lcward and 6 
forward around a ref('rence position and velocity. At the 
start of integration the refcrt'oce values for this function 
table are the inj<'<:tion (:onditions, and an iteration . tech
nique is used to produce converg<'Oce of the table. Once 
a conver~ro function table is obtained, ·the process of 
in:egration imTolves a prroictor~rr('(.-tor technique for 
d etermining the position and \'elocity veetOf' at each time 
step. This integration is carried out 3 times (or all 3 com
ptJn('nts in the inertial frame o( reference. 

Having produced a -minute v('(-tor" tape containing 
predicted position vectors (or every minute of time. the 
preJiction cycle continues with a program which converts 
the inertial position \'<'Ctors ~nto a form more universally 
understood. This is called the "World Map macro-opera
tion: which det('rmincs the predicted subsateIlitf' longi
tude and latitude together with the altitude o( the satellite 
for every minute of time for whatever period ·desired. 
Enclosro is a sample report (Fig. I ) which shows the vari
ous quantities in detail. In addition, if the satellite is 
passing o\'er cities or observing stations; an alert is indi
catro with a twilight indication for the optical stations, 
together with the 'zenith angle and the time of meridian 
crossing. 

Once predictions are complete ' and observations are 
received. we are ·in a position to improve the orbit by 
means of a diffcrt'ntial correction program which will tr} 
iterati\'ely to bring predictions into closer agreement with 
the obsenTations by correcting the starting position and 
velocity vt'Ctors. This is a process which develops what is 
called an equation of ~ndition for every observation 
quantity, i.e., two equations, one for l and the other for 
m, or one for each of the direction cosines. On the left 
side of each equation are given the partial coefficients, 
which show the contribution of the deviation between 
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WORLD MAP 
LMIBOA SUB lERO • -2.5~21128~.00 TAU SUB LERO • +~.71~1~~7,-00 

OIlEF • + !ISo. 
X y l 
- 0. 358386) -1.29S"9~2 -0.1&13887 

LONGI TUD E UTITU DE HEIGHT IN 
[lA Y HR MIN OEG .MI. SE . OEG . MI. SE( . KILOMETERS 

18 2 18 - 89 6 , ~ +21 37 .. - 2 H2 .0859 TWILIGHT 
I tH l r.o 0 18 2 18 37.776 -~7 . 01l6 3"?9 . 22b6 N 

18 2 19 - 86 52 ~ 6 - 22 41 31 + Z4 3 3 . 6·871 TWILI"HT 
18 2 20 - 8" 3 ', 5 +23 " 2 .. 7 +2"93.7747 TWILIGHT 

tA I L"N 1. 3 18 2 70 6 . 12 7 - 35 . 6 54" 2878.6721 N 
1(IN( 1 7 18 2 20 3 . 116 1 -46. 98 05 3199.660) N 

18 2 21 - 8 2 2" 5 7 +14 40 5 2 -2552.25"9 TWILIGHT 
CBO I AL 42 IS 2 2 1 48 . 979 -10 . 5105 1629 . 9975 N 
1MIAMI 12 18 2 2 1 59 .11" - 0.7152 2608.3895 N 

1& 2 2 2 - 80 10 30 +25 35 .. 5 +2 609.0398 TWIlIC,HT 
18 2 23 -77 55 .. 1 -16 27 2~ +2 66 ... 0"6' TWILlC.HT 

SPO I "T "9 1& 2 23 2Z . 2 h -36 . 1138 30 9 ... 0698 N 
11/ASHN 10 18 2 23 24. 6 0 7 -H.1820 ~121 .6 781 N 

111 2 2" - 7 5 40 31 +2 7 15 53 +2717.2011 .TIo/ ILlC.HT 
FTMONM 4' 18 2 2 4 43.611 -31.6531 3Z09.73H N 
1NYORIC 8 18 2 2" 44.342 -' 8 . 7777 3240.7071 N 

18 2 H -H 24 51 -28 1 6 ' 2 768."'28 Tb'ILIC.HT 
LINCON .. , 18 2 2~ 50.71) -_1.1192 3369 ... 160 N 

18 2 26 - 71 9 1 +28 H 6 +1 8 17.fo76~ h ILle.HT 
PTRICO U 18 2 27 41.017 +'''.9140 3298.9"61 · N 

18 2 27 - 68 52 4' +29 21 52 +286 ... 8!U 
18 2 28 - 610 310 10 +29 51 25 +2909.96" 
18 2 29 - 64 19 11 +30 29 ~~ +2952.9020 
18 2 30 - 62 2 ) "0 58 ~9 +299)'6)U 
18 ;> 31 - 59 44 .... +)1 2 4 "2 +)O)2.Ull 
1& 2 32 - 51 27 19 +)1 ~1 23 +3068 . .. 99 
18 2 n - 55 ? 5 ) ,)2 6 5) '3102. ' n 
18 2 3" - 52 52 29 +~2 23 12 +)1 n. 766. 
18 7. 35 - 50 35 I" +32 36 23 +3162.922. 
111 2 36 - "8 111 I" +32 46 26 +~189.6700 

18 2 )7 - "6 1 33 +32 Sl 23 +3213.9US 
18 2 38 - "3 45 16 .32 51 16 .3235 .... ,' 
18 2 39 - ~1 29 31 +32 58 6 '3255.2)7' 
18 2 "0 - 39 H 22 +32 5~ 56 +3272.1)9' 

.LSPM2. LOCAL STATION PREDICTION MA(RO-oPERATION 01060H. 

LOCAL STAT ION PREDICTIOHS 

DREF·+206 T SUB 0· - 0 . 0000000,-40 L4MBDA sue 0"3.1927918,'00 
YR.MN. DY. HR.Ml . SE . MI. SE.INTERVAL 

PAN TIe. LONG 298 13 LAT 11 8 HT 16 58 6 14 1 ~1 o ~9 0 , 
SL. RA. AZIMUTH ELEVATION 
KILOMTS.DEC..MI . OEG .M I . 

5~0 189 1~ .. 8 9 ~31 111 .. 31 50 16 527 179 19 52 n 
Sl9 113 22 5 .. 1 513 166 4~ 5~ 29 S10 159 3. 5. ", 
~10 1~2 0 57 1 .. 512 1 .... 17 57 2 .. ~16 136 4 1 57 5 
523 129 28 56 20 532 122 "9 ~~ 13 5 .... 116 ~. 53 .8 
5~1 11127 ~2 11 573 106 "6 SO 26 590 102 39 48 ,. 
609 99 4 .. 6 4~ 630 95 ~5 .... 53 651 93 10 4) • 67 .. 90 ... 41 19 69& sa 35 )9 37 123 86 .1 n 59 
7 .. 9 8 .. 59 36 26 116 83 28 3" 51 803 112 • )) U 
831 80 51 '2 12 

YR.~H.DY.HR.~I.SE.~I.SE.IHTERVAL 
lSPAIN LONG 3~3 .. , LAT 36 21 H1 0 ~8 6 1~ 2 U o 16 0 , 
SL.RA. AZIMUTH ELEVATION 
KILOMTS.DEG.MI .DEG .M I . 

1003 11> 9 30 63 10 1012 145 .. 3 62 2l 1021 1 .. 2 12 61 30 
1032 138 57 60 33 10"3 135 58 59 33 1055 133 U 58 30 
1068 130 ~1 57 25 1082 128 22 56 19 1096 126 1. 5' 11 
1111 12" 16 5 .. .. 1127 122 28 ~2 ~6 1144 120 48 51 .8 
1161 119 16 50 .. 1 1179 117 51 .. 9 3" 1198 116 32 48 28 
1217 115 19 ~7 23 1236 1l" 11 "6 19 1256 113 8 45 16 
1211 112 9 .... I., 12?8 111 1 .. ~, 14 1319 110 23 42 n 
1341 109 34 41 17 1364 108 109 "0 20 1386 108 • '9 2. 
lIt09 107 26 38 30 1432 106 "8 37 37 1456 106 U 36 ... 
1480 10~ 39 3~ 55 1504 105 7 H 6 1~29 104 ,. ,. II 
1553 104 a H 31 1578 ·103 "0 12 45 160) 10' 14 52 1 
162 9 102 49 31 17 165 .. 102 26 30 '4 1680 102 , 29 52 
1706 101 42 29 12 

Fig . 1. Worfd Map macro-or-ration 
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observed and computed values of direction cosin('s 'in 
each of the unknowns. The right-hand side shows the 
total differential or total deviation between observed and 
romputed. The six unKnownJ. in the equations are the 
corrections to the 3 components of position and the 3 
components of velocity vectors. In equation form we 
have, essentially, 

~Jx+~J +~Jz ax a,' az 
al J' '01. J . '01 J' 1 ( + ax x + oj 1 + ai % = 3 = 0 - C) 

am am am am. 
-Jx+-J,+-Jz+-;-Jx+'" = 3m =(O-C) ax a, az ax 

Therefore. for every observation two equations are 
formed which are then solved by the least squares 
method to obtain the corrections dr and dv. It should be 
noted that the partials in the equations have explicit 
relationships. Fo!' the process to converge, deviations 
from computed quantities must not be too large; the very 
basis of the process is that the deviatiolls must be dif
ferential. During the run, observations with large devia
tions can be removed from the solution. The technique of 
using punched carru for observations (which can be 
weighted accenting to how far away they are from the 
zenith) is a good one, since these form unit records and 
they can be easily removed or inserted at will. Fnr con
vergenct!, the method also requires that the observations 
span only a few revolutions of the satellite. This process 
is espe6ally useful shortly after launching. As we ,hall 
see, other means are available for longeI-arc differential 
correction. ' 

The process of d ifferential correction and numerical 
integrahon is repeated until the corrections to the posi
tion and velocity vectors converge tu a minimum. at 
which time the corrected values are used for prediction 
purposes in a Bnal integration: The disadvantage, From 
an operational viewpoint. of the numerical integration 
technique is that when one is interested in the predicted 
quantities corresponding to the time of an observation, 
all the previous steps leading up to this point must be 
calculated. In addition, the step-by-step process is subject 
to cumulative ~lTors due to rounding so that these pre
diction runs cannot be extended too far in time (for more 
than 4 days to a week). In spite of all of these factors, 
integration is very useful soon after launching and also, 
during the last stages 'of a satellite's life, when the drag 
forces become appreciable upon re-entry. However, when 
the orbit is stabilized so that its changes from one revo
lution to the next are only minor, and when we have 
obtainoo a good set of reFerenet! vectors, we are in a 

position to substitute oblateness perturbation techniques 
for the integration and to obtain greater accuracy, longer 
'arc extension. and operational easc, 

The general oblateness perturbation ' (COP) program 
has the advantage that it can be evaluated for any par
titular time in the orbit. given the orbital elements at a 
certain epoch. A~ a result. the proces~ avoids cumulative 
errors. It has an additional operational advantage in that 
none of the intermediate steps, which are necessary in 
integration. are needed in developing the equatior.a of 
condition in the differential correction pnx:ess asso
ciated with th is program. The disturbed mean anomaly 
which corresponds to time is used as the independent 
variable. This leads to simpler expressions and avoids 
the need for expansion into Taylor's series, 

10e whole COP process is based on Hansen's lunar 
theory, which is being described by Dr. Peter Musen at 
this Seminar. Dr. Paul Herget. Director of the Cindnnatti 
Observatory, together- with Dr. Musen developed this 
method for satellite tracking. This method treats tbe fixed 
elliptic reference orbit as a rigid body moving in ine.rtiaJ 
space under the inBueo..'C of perturbing forces due to 
the oblateness of the Earth, and constrained only to have 
its focus at the center of the Earth. The coordinate syJ-

- tem attached to thiJ rigid body has its origin at the focus, 
its departure point at perigee. Any radius vector in this 
ellipse is represented by a two-<limensional vectClr', which 
can be transformed to the inertial (rame of reference by 
a series of rotation matrices which are functions of ,the 
inclination of the orbit plane, the argument of perigee, 
and the longitude of the ascending mode. The-semi
major axis and the eccentricity of this ellipse are fixed. 

The procedure involves the we of Fourier series in the 
development of the perturbations. In Kepler's equatioo 
for the eccentric anomaly, the perturbation is appUed ia 
the form of an additive term to the mean anomaly (AM). 
This additive term is determined iteratively as a Fourier 
series in terms of t.~e eccentric anomaly E and .. (the 
argument of perigee), and evaluated only for the fixed G, 

e, and i (the semimajor axis, the eccentricity, and the 
inclination). In the orbit plane which is considered 6.ted 
in space a perturbation is also applied in the radial direc
tion .. in the determination of the predicted radius vector. 
This perturbation is also determined as a function of E 
and .. and evaluated only for the three elements. The pr0-

gram ends up with nine Fourier series which are func.. 
tions of E and ... For prediction purpores, these series can 
be ev&.!uated for the times desired by determining the 
corresponding values of E, also iteratively through the 
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perhubed Kepler equation. and by inserting the remain
ing orbital element ... Provision Is made for drag by 
including another term in Kepler's equation. which 
becomes an additional unknown to solve for in the dif
ferential rorrection. 

Now that we have developed our series we are in a 
position to go through a differential correction in order to 
bring predictio;1S into dose agreement with observations 
by determining the con-ections to the six classical orbital 
elements (plus an additional one represer:;ting drag). This 
program is similar to the differential correction program 
that is used with numerical integration except that the 
partial ooefficients of the equations of condition are in 
terms of the classical orbital elements. The Fourier series 
perturbations oUe brought in from tape and evaluated for 
the remaining orbital elements and, iteratively, through 
Kepler's equation for the values of E corresponding to 
the observation times. Equations of conditioc are then 
develc·ped with the observed deviations on the right
hand side. 

.!!...1 + 1!.. .1 ' + 1!...1 + ~.IU1 a •. II. ai III a, "' aM .Ift 
al al + ai ,/8 + il. d. ~ 31 = (0 - C) 

Similarly. 

am am. a;". + ~i '" + 
am . 

+ a. tI .. = 3m "" (0 - C) 

The condition equations are solved by the least square 
method to obtain the corrections to the orbital elements.· 
The partials are once agilin explicitly stated and provision 
is made for removing bad ~tiODS. 

The GOP process coupled with its own differential COI"

rection is used iteratively until the corrections to the ele
ments are minimized. Operationally, this- iJ conveniently 
done since the calculations are made only for the obser
vations. The process is much J;nOre rapid, therefore, than 
the one involving integration. With a refined set of eleo 
mentJ we can make refined predictions. The procedure 
app}j~ for long arcs with great accuracy. In fact, this is 
the method that was used in ma1cing a hindsight analysis 
covering the orbit of Vanguard 1. Observations covering 
a perion of 90 days were fed into the system in one orbital 
run on the machine and differential corrections made. 
This analysis would have been impossihle with integra
tion. The study resulted in better determination of the 
oblateness terms including the evalu.ttion of the third 
spherical harmonic, leading to the determination of the 
pear-shaped Earth by the NASA scientists worlcing at 
the Space Center. 

Previously, it was pointed out that in the rough deter
mination of the element! shortly after launching. the dif
ferential correction technique associated with numerical 
integration hall the limitation that the process converges 
for an arc of a few levolutions of the satellite. If dwing 
this arc we do not have sufficient observations to make 
the differential correction run, or if the few ohrervations . 
should span a lor,ger arc ·with the elements still roughly 
determined. we can use a numerical technique to deter
mille corrections to the elements. This process is ullwphis- . 
Heated but useful in that integrations are made with 
starting vectors slightly deviated from the reference let. 
This meailS that ~even integrations are necessary-one for 
the reference set and one in~egration for each .of the six 
deviated components of the position and velocity vectors. 
Only one component at a time is deviated while bolding 

the remainder at the reference values. The basiJ of the 
process iJ that partial deri-"atives are apprOximated by 
differences, i.e., 

al ) tJ) , -") 
ax I, - ~ I, = ~. f, 

Equations of condition are once again developed in 
terms of deviations to the position and velocity vecton 
with differences replacing derivatives as shown in this 
equation: 

(/'~ l)tlX + (/"'A~ ') ",+ ... = 31 

and similarly for 3m. 

( In' ~ In) tlx + ( m" A~ m) "J + . . . = 3", 

The condition equations are solved. as before, by the 
least square method. With this technique, we must bal
ance the need for sufficiently smaU deviations from the 
reference values in order to represent the d~vatives 
accurately agairst the need for sufficiently large devia
tions to maintain computing accuracy in the determina
tion of the differences. 
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Except for the oblateness perturbation programs, many 
of the above techniques have been used for lunar tra
jectories and space probes. The principal programs used 
were the integration and numerical differential correction 
programs with provision being made for th-e Moon and 
SlIn potentials. In the case of tunik 11 the programs veri
fied the Russian announcement of impact with the Moon. 

There is an additional program that is useful in making 
specific predictions for a station. These are in the fprm of 
azimuth, elevation. and slant range for the interval of 
passage over a station. A six-point Lagrangian interpola
tion technique is applied to the -minute vector- tape to 
determine thc-sc values which are puncht.'<l on cards and 
transmitted by teletype through the Control Center and 
to the individual station$ in order to malee their observa
tions. 

The programming system has many Beribilities; for 
Instance, numerical integration can go forward or bac1c
ward, in single or double precision. with . . .• inute or a 
second time step. The \Vorld Map program is equally at 
e<tse with polar and inclined orbits, determining latitude 
and meridian crossings, and "ith satellites launched in 
easterly or westerly dirtX'fions. In the local station pre
d iction program we have the means of applying zenith 
angle tolerances on the predictions and determining 
mutual visibility times among stations. The programs 
are in a constant state of Bux with modifications being 
made to handle special requirements and new uses. For 
instance, the system .is being amplified to handle the spe
cial requirements of Project Echo. 

The desigo of the programming system was such that 
all of the parts were highly subroutinized. This meant 
that the system consisted of relatively small parts which 
could be woven together into large macro-operations as 
needed. As a result, modifications were easy to incorpo
rate since macro-operations as a whole did not need to 
be changed. This method made. it possible for a number 
of programmers to be working on various parts of the 
system relatively independ~tly. It also made the con
version of the 704 programs for n..ce on the 709 a much 
easier task since the t" . ~ ... ntial changes had to do with the 
input-output subroutines. This meant that the changes 
could be localized to these sections without even touch
ing the macro-operations themselves. 

The programming system is tape-operated. A system 
tape is prepared with the various macro-operatioDS 
written as individual records on the tape. These pro
grams are called in by a set of control cards and then 
automatically executed. The first record on this system 
tape contains the control program which reads the con-
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trol cards for the Individual programs and spaces the tape 
to the proper program, loads it into memory, and exe
cutes it. In addition, the 6rst record also contains the 
so-called utility programs consisting of input-output and 
number conversion routines common to all the macro
operations. The tape is arranged according to frequency 
of use and contains a!: maIlY as 00 macro-operations. Other 
macro-operations which do not utilize much machine 
time or are not in fr~uent use are kept as running decks 
in cz.rd form. 

The programming system is generally machine sym
bolic with little FORTRAN used. The reason for this was 
that at the time the project started the FORTRAN system 
was not complete, arid also th.... there was need f~ 
double precision optioru (or which FORTRAN was DOt 

suited at the time. However, increasing use is belng made 
of FORTRAN with new programs, especially for the 
"attitude- programming system for Project Tirol. This is 
a whole new sy~-tem being developed for a meteorological 
satellite that is to be launched in the near future . . The 
purpose of the system is to determine the orientatioo of 
the satellite wHh respect to the surface of the Earth.
This involv~ the DS~ of the orbital tradcing programs. 
and the two systems must ·be wedded ~ogether since the 
position of the satellite in space is necessary in the 
determination of the satellite attitude. 

The conversion to the 700 not only involved changes 
of input-output compatibility but .provision Was aIlO 
made to take advantage of the overlap feature of ' the 
700, whereby reading and writing operatiOOJ can be 
done simultaneously with computing. An effective reduc
tion in machine time was realized in the programs that 
could talee advantage of this featurt-_ 

The oblatenes:s perturbation program with its predic
tion and differential correction procedures involved • 
great many operations on Fourier series. For ' this pur
pose a system of subroutines was devised for handling 
Fourier series operations such as the addition and sub
traction, multiplication and division of Fourier series. In 
addition, operations such as integration and diHerentia
tion, evaluation IUld expansion of Fourier series as func
tions of various arguments were also developed. This set 
of routines probably constitutes the most complete and 
interrelated set of its kind. These routines have actually 
been submitted by IBM to the SHARE organization. The 
system of representation of the series in memory and their 
handling for the various operations was ingeniously 
devised by Dr. George Collins under the direction of Mr. 
D. A. Quarles, Jr., who was Chief Mathematician for IBM 
in the project. 
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While the system is primarily designed for Minitrack 
observations, other types of input can be handled. Cer
tain generalized routines have been written and others 
are in process for handling a variety of data types and 
input formats including radar and doppler. This has 
become especially necessary since we have begun pro
gramming for Project Echo, which will launch a com
munications satellite into space, and for the attitude 
system of Project TirOl. Th~ Space Center has also added 
Project Mercury to its many activities, and this is now 
consuming the major portion of the work being done. 
With this project a new aspect is injeded into the field of 
orbit determination, and this is truly real-time complJtir!g 
for the traclcing of the manned capsule. 

IBM SPACE COMPUTING CENTER PROGRAM 

The scope of this paper does not allow a highly math
emetical presentation of the various techniques described 
but dOM serve the purpose of explaining the program
ming system as a whole. Once again I would like to rec
ognize the efforts of Dr. Paul Herget in the over-aU 
formulation, and of Dr. Peter Musen in the adaptation of 
Hansen's lunar theory. As a member of the Working Com
mittee on Orbits, Dr. Joseph Siry has also been respon
sible to a major degree in the formulation, especialiy 
recently in the case of the Echo and TirOl projects. 
Dr. Siry has had invaluable assistance from Mr. R. W. 
Bryant, head of the Orbit Determination Section, Theory 
and Analysis Branch, National Aeronautics and Space 
Administration. 
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ABSTRACT 

N 

A brief histoI)' of Moonwatch is presented to demonstrate bow an 
evolution in observing techniques led to the establishment of the 
Western Satellite Research Network, a small, unique group of Moon
watch teams. The network's development of advanced techniques and 
instrumentation for optical tracking of artificial Earth satellites is. 

discussed. Use of these developments has helped these teams maintain 
an outstanding Moonwatch record, which is included in this report 
along with the network's functions and plans for the future. 

I. INY ODUCTION 

- l 4 

1De Moonwatch project was organized as an integral 
part of the satellite program of the International Ge0-
physical Year. A world-wide network vf Moonwatch 
teams, designed to visually acquire and track IGY satel-

lites, was established .through the efforts of the Smithson
ian Astrophysical Observatory (SAO). Trained observing 
talent was available within many amai:eur astronomer 
groups throughout the world, and SAO utilized this 
resourre in fonning Moonwatch teams. These tearna 
established operational stations using equipment bor
rowed, donatrd, or constructed by team members. A 
series of ten or more low-power, wide-field telescopes. 
arranged with their overlapping fields positioned along 
the meridian, comprised the typical station's optical 
instrumentatioo. 

"ThiJ report II ~ to prnent the development and aCOJm
pllahmentJ of The Western Satellite Research ~etwork. nu. net
·work of Moonwatch teams was establ!Jhed to obsenoe artilicW Earth 
aatdlites In support of the Smithsonian Astrophysical Ohfervatory'. 
MOOllwstch Program. Netwodt activitiea are coordinated and sup
ported by North American Aviation', Aero-Space Laboratoriea. 
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Initially, Moonwatch observation of artifici"l satellites 
was visualized as a series of routine operations. This thesis 
might have held true if U. S. satellite launchings had pro
ceeded according to schedule. Sputnik 1 ushered in the 
fir!t of a series of major changes in Moonwatch observing 
techniques. Sputnik', 65-deg orbital inclination c;lused it 

WESTERN SATELLITE RESEARCH NETWORK 

to pass over most Moonwatch stations in a near north
south direction, seldom passing through a given Moon
watch team's meridian -fence- of telescopes. Thereafter, 
each new Russian or American satellite created additional 
prublems that necessitated a gradual evolution to new 
and improved methods of satellite observation, 

II. CHANGING MOONWATCH CONCEPT 

'The extreme brightness of Sputnlh 1 and II created 
the illusion that all satellites might be easily observed 
-an illu.sion that lasted only until the first American 
satellite was orbited. ACC\Jrate predictions for the Sput
nih were unnecessary, as these objects could he easily 
observed with the nalced eye or with a low-power optical 
device having a large field of view. If predictions were 
5 or 10 deg in error it made little difference, as the satel
lite was extremely conspic\1oUS and immediately gave 
away its Identity. Actually, the only prediction necessary 
was the approximate transit time of the satellite and the 
genE'.ral area of the sky in which it would appt"af. For a 
large number of teams. making the observation consisted 
of merely recording the ~ and position with respect 
to the brighter stan. Optical instrumentation WaJ not 
necessarily required; as a result, many teams aban
doned efforts to improve obsexving techniques and 
instrumentation. 

With the advent of faint satellites jt became necessary 
to utilize astronomical telescopes. Conventional Moon
watch telescopes, lacking the penetration power necessary 
to view faint satellites, seldom allowed obrervation. 
Teams were forced to we larger and larger telescopes in 
order that satellites fainter than 9th or 10th magnit . 
would not escape observation. 

Unfortunately. gains - resuJting ' from improved pene
trating power were quickly offset by the small fields of 
the high-power telescopes. Small field instruments (less 
than 2-deg field diameter) required the use of very accu
rate predictions. Using the data provided by SAO or 
Space Track, an experienced person would spend ' at 

least an hour calculating each prediction. If the proper 
methods were used, if no calculation errors were made, 
and if the c10uru blew away. the satellite WaJ easily 
-hserved. The entire procedure was essentially repeated 
for each observation. As a result, much of the time of the 
average successful Moonwatch team was, and still is, spent 
maldng tedjow routine calcdations. Only a .small per
centage of time is devoted to act'ually observing satellites. 

Today, the primary objective of Moonwatcb-cbserva
tion of every visible satellite transit-is still unfulfilled by 
the average team. Team members may lack time to make 
necessary calcu1atioru, or they may lose interest u a 
result of spending many hours performing this routine 
taslc. They may also 'be unslci1led in the proper UJe of the 
necessary instruments 1Uld calculation methods. The typ
cal team receives little if any ll1~istance directed toward 
improving its observing shlls. New developmentJ that 
ma.lce satellite observing more and more difficult tend to 
overwhelm and discourage average teams. The resulting 
decline in morale may render useless the efforts of any 
given team. 

However, a checlc of Moonwatch records shows that 
in spite of the above difficulties a few persistent teams 
are still going strong ana are regularly observing faint 
satellites. In particular, a small group of teams comprising 
the Western Satellite , Research Networlc (WSRN) has 
been consistently making over one-half of the nation'. 
Moonwatch observations. In addition, WSRN ,teams have 
made many timely contributions to the Moonwatch prot
ect, including the acquisition of three lost satellites. The 
Ul'Jque success of the WSRN can be attributed to a num
ber of factors that are explained in the following pages. 
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III. WESTERN SATELLITE RESEARCH NETWORK 

'Early in 1958, several California Moonwatch teams 
saw the nN..-d for mutual assistance, inasmuch as they 
were having little or no SUCCt'ss observing tllP' distant, 
sub-n~ked-eye American satellites with their early Moon
watch equipment. It was thought that mutual efforts 
might be the best way to meet this new challenge. The 
teams arrangL'<i informal meetings to exchange ideas and 
devise methods of satellite tracking that would be espe
cially applicable to the faint objects. Immediate effects 
of initial meetin~ we're an increase in morale and inter
est. No longer were these te .. ms on their own. They 'could 
now benefit from the mistakes, knowledge, and er.perience 
of other teams. 

Since standard Moonwatch telescopes lacked the power 
neressary to permit observation of faint satellites, th~ 
teams began experimenting with their own astronomical 
telescopes. Use of astronomical tf'lcscopes having very 
small fields of view necessitated development. of highly 
accurate prediction methods. A.n error of 1 deg or more 
in the predicted position meant that the observer, with • 
field of It'Ss than 2 deg, would miss the satellite entirely . . 
Arthur Leonard, leader of the S lcrameoto Moonwatch 
team, developed a computation !echnique that yielded 
predictions having the n~sary accuracy. However, his . 
technique required at least an hour's computation with 
a desk calculator for each prediction. The teams success
ful in the use of this technique were still limited. 

In July 1958, Cary McCue. leader of the Whittier 
Moonwatch TC<lm. joined North American Aviatioo', 
Aero-Space Laboratories in Downey, Californi2. He was 
assigned to aid the company's r('<;earch programs in the 
field of orbit determination and satellite research. It hap
pens that today's electronic digital computers can be 
readily adapted to solve problems involving routine com
putations such as predicting salo'llite transits. In early 
1959 McCue announced that he had successfully pr0-

grammed North American's IBM 709 computer to make 
individual station satellite predictions using Leonard's 
computation techniques. Precise predictions for eam of 
the cooperating teams resulted. Since then, McCue has 
developed several other prediction programs which have 
proved very useful in such activities as searches for lost 
satellites. These programs will be discussed in some detail 
in this report. 

. On 17 J ..aly, 1959, representatives of the China La1ce, 
Sacramento, San Jose, Wlllnut Creek, and Whittier 
Moonwatch teams held their third conference at Davis, 
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California. The teams agreed to adopt "Western Satellite 
Research Network" as \heir official title. Thou~h not rep
resented at the conference, Albuquerque was to be a 
member of the newly formed network. Since then, the 
network ha~ expanded to illclv.de teams at Spokane, 
Washington, and Rochester, New York. The location of 
WSRN teams is glaphically illustrated by Fig. !. Spokane 
extends WSRN boundaries to 48 deg north latitude, while 
Whittier is the southernmost team. Rochester, the .newest 
addition, serves as the eastern outpost of this ·western" 
network. 

WALNUT CREEK 
SAN JOSE 

fJi. 1. Westem Satelllte ".earch Network 

At the third conference, teams of the newly formed 
WSRN unanimously adopted the following objectives. 
The teams also agreed to participate in a numbe% of 
activities designed to assu.re adequate support of the 
stated objectives. 

Objectives: 

1. Provide the Smithsonian Astrophysical Observatory 
with precision visual observations of artificial Earth 
satellites . 

2. Conduct research pertaif!ing to the mechanics of 
Space vehicles. 
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~'eams participating in nt'twork activities will endeavor 
to at'complish the objectives through the fo\1owing means: 

1. Consolidation of satellite tracking efforts. 

2. ~f:lintenan(.'e of an assured network of observers. 

3. Incorporation of methods of making precision pre
dictioru. 

4. Production and analysis of accurate data. 

5. Assurance of rapid dissemination of observational 
data among network teams. 

6. ~faintenance of a radio communications network. 

7. Interchange of ideas and methods. 

Ncrth American Aviation's Aero-Space Laboratories 
(ASL) in Downey, California, serves as WSRN head
quarters. ASL was establjshed to conduct fundamental 
research in sciences related to flight within and beyond 
the E.1rth's atmosphere. As a natural conseque:lC~ of its 
background and interests, ASL undertook sponsorship of 
WSR~ aC'tivities on a limited basis. ASL coordinates the 
activities of the network and k('('ps tt."ams supplied with 
individual station predictions for most of the visible 
satellites. 

The predictions a re based on current elements received 
from SAO or Space Track or derived by someone in the 
network. WSRN also generates. its own elements for 
;earches and other special proje<.ts. At .-\SL, the elements 
are coded for the computer and run in one of several 
prediction programs. Figure 2 illustrates a typical indi\id
ual station prediction set that is sent to all WSRN tearru. 
Information appearing at the beginning of the prediction 
set includes station and satelli~e identification, coded 
orbital parameters, and program control indicators. In 
Fig. 2., it is noted that the following information is given 
for each satellite transit over a given station: year day, 
transit time, angular altitude above the horiron, azimuth, 
height, slant range, right ascension, declination, height of 
the Earth's shadow, revolutions since epoch, and geocen
tric latitude of the subsatellite point. D epending upon 
the satellite's orbit, a meridian transit program and/ or a 
culmination transit program may be used. These two 
programs compute the poSition of a given satellite as it 
crosses the ohserver's meridian and as it reaches a point 
near greatest angular altitude above the observer's hori
ron, respectively. 

The polar satellites presented an interesting problem 
whose solution illustrated the need for up-to-date predic
tion schemes. It was immediately recognized that these 
high-indination satellites seldom transited through a 
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given station's meridian within view of the station. The 
culmination transit program, thought to be ideal for this 
situation, proved unsatisfactory because these sateHites 
OCC'asicnally come into visibility above the horizon and 
then go into the Earth's shadow before reaching ('\Jlmlna
tion. The solution adoptcd for thi s particular problem iJ a 
special latitude transi t program developed to output a 
satellitc's coordinates as it crosses a designated latitude. 
Thus, if a high-indination sat(' lIitc is known to be enter
ing the shadow at 50 deg north latitude on its north-south 
transits, the program is scheduled to output i:hr. satellite', 
position as it crosses latitude 55 deg north. Thus, the 
teams are able to observe it just before it enters the 
shadow. 

ASL's prediction programs are unique in that they also 
provide differential corrections upon the elemerlts for 
each individual prediction. The two short lines follOWing 
each full line in Fig. 2 have been termed differential cor
rections upon the standard e1emt'nts. They represent the 
position of a satellite in a s!ightly different orbit leading 
or Ja gging the standard by a few minutes. Using these 
predictions, one can construct a graph indicating the 
angular alti tude of thf' orhit's intersection with the merid
ian plane as a function of time. Thus, an observer can 
continuously point his instrumt'nt at the orbit, allOWing 
observation of the satellite whether it is early, on sched
ule, or late. 

In general, the differential rorrections are computed to 
give positions for satellites running 5 minutes early or 
late. If all observer knows that the particular satellite 
is about 5 minuh.'S ahead or the prediction, he set! to the 
corrected position and watches the satellite sail through 
the center of his fidd . TIle corrections can also be inter
polated to cover almost aU satellites not running right on 
the predictions. ThIS method is especially powerful few 
observing a dose satellite for which the Earth', rotatiou 
introduces considerable time-dependent parallax. The 
position of such a satellite's orbit may move several deg 
per minute, so that one observer with a small-field instru
ment wiU see an early or late satellite only if he is able 
to foJlow the orbit's movement in the slcy. 

Differential corrections are particularly useful to WSRN 
because member teams know exactly how the satellites 
are running with respect to predictions and can maJce 
the necessary adjustments . Each week the teams call ASL 
to report their observations and corresponding residuals 
with respect to the current set of predictions. The remd
uals are distributed to WSRN teams in a weekly news
letter that also contains other information pertinent to 
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network operations. Figure 3 is the 28 March 1960 news
letter. It lists the satellite. year and day of observation. 
time residual (R ,). and altitude number. For observations 
made from ASL's predictions. the element numbe.r listed 

in the newsletter is the last three digits of the identiB- . 
cation number foll owing the satellite designation on the 
prediction sheet~ . For example. China Lake's two sight
ings of 1958 f31 (on days 85 and 88) wer~ made from the 

BOTICE '1'0 wsmr '1'EAMS 
28 March 1960 

'ftIIII lIetvon: reported 29 o~rvat101la th11 week. Satellite 4ertatlcma t . 
tbe 8UD pred1ctlona are s 

Satelllte !S: ~ ~ ~ Stat 1 011 !.l.eIIaat 

SSa 84 781 late .30·8 lBO Ch. Lt. OU 
85 86- late .35·8 lBO Ch • LIt. Oll 
66 91' late • 43·8 l80 Cb. Lt. OU 

58~1 85 6.1' ur~ .13·8 lBO Ch. Ut. rm 
88 6.2' ear~ .32·8 l.8o Ch. tk. rm 

59a1 88 5.'5' e.ar~ .23·8 lBO Ch. Ut. SAO 9 Mar. 

59f2- 88 1- late . Sao. 8pacet.rack 1 

59" 85 9.~ earl¥ .29·. l80 s.c. 006 

59 1 1 6) J.OI earl,y .5·. lBO apouz. 009 
84 81 earl¥ .29·. 000 01. Ut. 009 
87 ~. ear~ .3·. 000 Rocbeater 009 

1958 42 - '1'bI ~ tall-1.D t~ &J,utD1lt UI 11 April 2. a.crueato aD! 
A:lbaquerque are .till. llat.n1.nc to 1 ta broadcaat •• It 11 hoped that tbe .. 
tes:a v1ll report 52'. time rea1duall on their ham net ILl other te ... , vbo 
baTe beeQ llatell1Dc u, would lib to kDov how it I. nulJl1.ng. .Art r.0aar4 
1Dd1.ea tea tbat the aatelllte i.I current17 ~ '"1'7 cl.oee to Bpaeetraclt I. 
pred1et1oDa • More al>out th1a later ~ week 1.D • .pee1.al bul.l.et1.D t'roa Mr. 
LeCD&r4. 

*1959 E 2 - '!'be DOrtbern te .. 1.D the Jldvork 0U&bt to M;n .e.. tuD wit.b thU 
ODD. Art LeODArd giTeI u.e tblt toll.ov1.Ds tach: B. baa beeD tol.l.ov1Dc the 
latell1te tor tYO &lid tbl"ee paGNI per night a.nd .xpcta to do .0 tor ...,..r&l 
.ore veeb. 'ftIIII aatelllte llbould %"e1II&1n rtl1ble to ua tor &bout 2 .eathl, aD4 
it'. d1Iappttaring 1.Dto tho .ba4oV at about a.5·! 00 !C3 tranaita. !a alao iD
dieate. that Bpa.eetrack I. node 11 about 0.4" laat at the Mtellite I. act~ 
DocSe. 

0&r7 ran cula1.Dat101l pred1ct1oaa tor 59 E 2, aDd tbe-y all c... ou.t 1.D the 
.aba4'3V. 80 lNIll. run It OIl a lat1tuda tr&nll1t prosraa a.nd baTe tbea ou.t later 
.tbU wek. . 

WISTZRI SADU.I'l!I RESlWa IX"NOIK 

FIg. 3. WSNR W .. kly N.wsl .... ' 
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predictions shown in Fig. 2. The newsletter lists clement 
numlX'r 007 which corresponds with the identification 
nllmher 580Z1007X found at the cnd of the third line of 
print on tIl(' prediction sheet. In some cases the news
letter lists the number of the SAO or Space Track blJlletin 
from which the team calculated its own prediction. The 
residuals are especially appreciated hy the Moonwatch 
teams in the northern latitudes. Knowing the exact time 
of a satellite's transit greatly reduces the amount of 
time the observers must wait hip-deep in snow at sub
zero temperatures, 

TIle d ifferential correction technique is also very useful 
for generating seareh ephemerides. Predictions are made 
from an orbit and differential corrections applied at inter
vals of about plus and minus 20,40, and 00 minutes. These 
predictions give the orbit's position in the sky (or a period 
of about two hours, as is illustrated in Fig. 4. The team 
then constructs a tnclcin~ schedule by plotting the data 
as shown in Fig. 5. This schedule is used to keep tele
scopes t'Ontinuously bracketing the orbit's position of 
inters!'<'tion with the meridian. Thus, wben the lost satel
lite finally crosses the observer's meridian , his telescope 
is in the proper p.:sit:6n to make an observation. In this 
case the predictions shown are those used in the recovery 
of 1958 , during June 1959. The position where the satel
lite finally appeared is shown (triangle). 10is very 
dlicient method requires only a few observers aIld tele
scopes for complete coverage of a gTeat number of 
suspeded orbits. 

Some \VSRN teams communic;\te daily via a ham radio 
network which supplemellts the weekJy bulletin by tTaru
mitting up-to-date residuals and other urgent information. 
TIlis radio network has proved very helpful to WSRN 
teams, and it is envisioned that it will 2ventually be 
expanded to serve teams in other parts of the United 
States. It will prob~bly openite at a fixed time each day 
with one team directing the communications in a manner 
similar to existing ham rndio networ1cJ. 

The WSRN holds semiannual conferences (usually 
hosted by one of the network teamli) wherein teams get 
to~ether for a weekend to iron out problems and plan for 
future cooperation. At these conferences recent studies 
are presented and discussed, and new researches are 
planned for the coming months. Teams receive instruction 
conc.-erning new methods and techniques which are cur
rently being deVeloped. The conferences are very helpful 
in streamlining the network and help to maintain a high 
level of interest amon~ the teams. Some of the topics 
presented at past conferences are: MA Multiple Eyepiece 
Telescope for Satellite Observing," Jack Borde, Walnut 
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Crcek~ "Use of an Analog Shadow Height Computer," 
Carroll Evans, Jr., China Lake; and ~ An Analytical 
'fethod for Accurately Predicting the Lifetime of ArtiS
cial Satellites," Gary ~1cCue, Whittier. Outside sdentists 
are also invited to participate in the conferences. At the 
last conferenc.-e, Richard Davies, from Caltech's Jet Pro
pulsieln Laboratory, presented a talk entitled "The Search 
for Extraterrestrial Life," and Dr. David Bender of Aero
Space Labora!ories discussed his recent studies in a talk 
entitled "The Earth's Shape and Its Effect on Satellite 
Orbits."' 

It should be clear by now that the Western Satellite" 
Research K {'twork "is not comprised of conventional 
Moonwatch teams. A survey of the group's instrumenta
tion is presented here to further this thesis. The Sacra· 
mento team has three permanently mounted telescopes: 
one 6-in ., 68-power refractor and two 4-in.·, 40- and 5,3. 
power refractors . These instruments are mounted togcthe1' 
with overlapping fi elds and (oml a vertical fan covering 
2.9 de~. 11lt·y may be moved in unison to different alti
tudes, but observations can be made only on the meridian. 
Sacramento also ha s ten apogee teles~pes on portable 
mountings. The \Vhittier team currently uses a 12-in., F8 
and an 8-in .. F15 (reHecting telescope) to supplement four 
precision theodolitt--mOl .. r.ted apogee teJesc.'Opes. China 
Lake also uses apogee telescopes, three of which are 
mounted as precision theodolites. San Jose and Spokane 
use an S-in. and a 6-in. reflectin g telescope, respectively. 
as their deep penetration instrumen~'S . Walnut Creek uses 
several kinds of astronomical telescopes including a l~ln., 
F13 reHector. TIley also have !>ix apogee telescopes to use 
on brighter satellites. Albuquerque (actually two teams) 
has one of the Original Apogee Stations, so it is wen 
equipped ..... ith apogee telescopes. Their telescopes, near
perfect s{'('ing condition, and about 40 enthusiastic 
observers keep Albuquerque consistently near the top of 
the list of outstanding ~foonwatch teams. Rochester. the 
network's newest addition, lists 23 observers and even 
more instruments ranging (rom three lZ-in. and two 
IO-in, reflectors, 

WSRN teams have found it absolutely necessary to use 
their high-power instruments to observe all but the bright
est satellites. High power is important because it tends 
to p.nhaIlcc greatly the ratio of satellite brightness to Geld 
brightness. The importance of having a darlc field when 
observing extremely faint satellites cannot be overem
·phasized. An observer with a small, low-power telescope 
can stare at the proper position night after night and miss 
the satellite simply because his instrument is incapable of 
penetrating Mdeep" enough. Several WSRN teams have 
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observed the "grapefruit," 1958 f32. Observing small sat
ellites at ranges of 2500 miles Is routine with high-power 
instruments. To date the network's record is Vanguard 111, 
1959 'I, tracked at over 3000 milesl 

The observatiOn! are of consistent accuracy. Stop
watches, started as the satellite transits a cross-hair in the 
observer's field of view and stopped on WWV time sig
nals, ~ive a satellite's transit time to the nearest 1/10 sec
ond. Positions are measured to a few hundredtlu of a 
degree either with a precision theodolite or against a 
detailed siar background. WSRN tearns continually strive 
to maintain the best $lCC\Jracy possible because if MOOI)
watch observations are to be useful to fuhlre worle. con
sistent accuracy is an absolute necessity . . 

> 50 

· 1 
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WESTERN SATE LUTE RESEARCH NETWORK 

IV. ACHIEVE 

What has been accomplished by the Western Satellite 
Research Network? With respect to quantity and quality 
of satellite observations, the results are outstanding. Fig- . 
me 6 presents the results in graphical fonn . During the 
period from July 1959 to February 1960 the approximately 
95 registered United States Moonwatch teams observed 
1624 satell:te transits. Of these 1624 transits, 879, or 54 
percent, were contributed by the niric teams of the WSRN. 
A high was reached in the mOrith of February 1900 when 
the network made fJ7 percent of the United States' Moon
watch observations. These statistics indicate that this 
small. unique group of Moonwatch teams, comprising 
about 9 percent of the nation's teams, is currently malcing 
well over one-halI of the United States' Moonwatch 
observations. 

WSRN's accomplishments do not eud with production 
of large numben of high quality observationJ. One of the 
most challenging and rewarding feats in Moonwatch is 
the recovery of lost satellites. As a result of the persistent 
efforts of Arthur Leonard, the network has recovered 
three lost satellites. 1958 c was acquired. lost and finally 
reacquired in June 1959. 1959 02, the carrier rocket of 
Vanguard 11, was finally ~vercci three weelcs after 
launch. and 1958 /31, the carrier rocket for Vanguard I, 
WIl5 recovered more than one year after it was lost at 
launch. Several important factors stand out as having 
been essential to the successful recovery of the satellites. 
Of course, the persistence of the teams involved in the 
searches was invaluable, but even more important Will 

the use of up-to-date observing techniques, instrumenta
tion, and computation schemes. One or two accurate 
ohservationJ quicJcly sent to the proper person (in these 
cases, Arthur Leonard) eTI..abled the computation of 
revised orbital elements that were used to secure further 

ENTS OF WSRN 

100 

86 TEAMS 4€% 

10 -H~ ICiiO -~ r--
I---

r-- ~ - -
WSRN 

t TEA-IllS ~ .. 
to 

.. _. 
o 

Flg. 6. 'ercentasre of United Stat ••• ctelllte tran.it 
observation. made by WSIN 

observatiolU. In the case of 1959 02. two highly ~CC\lJ'8te 
observations (by Walnut Creek and Sacramento) were 
enough for Leonard to predict the satellit~'. next visible 
transit to within 3.8 seconds of time. A basic contribution 
to the success of the searches w:u the timely computation 
of predictions and search ,.phemerides using North 
American Aviation', computer, and the rapid distnbution 
of this infonnation to teams io the network. 

The network plans to continue searching for lost satel. 
lites. Also under consideration as future reseuch are 
technjques for refining a satellite's orbital elements to 
inc1lJde some of the periodic e.ffectJ of the pear-shaped 
Earth and atmospheriC drag at high i1titudes. Inclusion 
of these effects is expected to make it possible to predict. 
with a consistently. high degree of accuracy, a satellite', 
position more than a month in advance. 
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V. CONCLUSION 

WSRN has produced some outstanding and unusual 
rt'sults which have considerably augmented the nation's 
overall Moonwatch program. Several factors stand out as 
primary contributors to WSRN's success: Precise individ· 
ual station predictions r('lieve the teams of much routine 
calculation, and make it possible for them to devote a 
maximum of time and effort toward development of the 
refined techniques and methods so necessary today. Also, 
more time is available {or building the instrumentation 
necessary for acquiring faint satellites. Secondly. these 
teams were high quality teams from the start. They have 

138 

been intensely interested in Moonwatch since Its incep
tion and are continually striving to further the profect', 
objectives through their own efforts and through support 
of othen interested in Moonwatch. A third contributing 
factor is that these teams are organized into an effident 
.Ietwo;k. and can benefit from a coordinated eHort. 

It is hoped that the network wiU soon be able to expand 
and extend its benefits to many other Moonwatch teams. 
Such an expansion would do much to further the nation'. 
Moonwatch capabilities. 

, I 
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Differential Orbit Correct Experimentation 
with Satellites 1958 Alpha One end 

1958 Epsilon I N 6 9 - 754 4 
L. G. WALTERS, G. e. WESTROM, c. T. VAN SANT, 

R. H. GERSTEN, and G. L. MATUN 

Am>nlltronk. a D ivision of ford Motor Company, 

Nt'wport Bt'ach, CaUl. 

ABSTRACT 

A diHerenti r
' correcHon theory inclusive of s~iaJ perturbations 

and based on variation of parameters has been developed for the 
determination of a geocentric orbit from observations. To achieve the 
utmost in computational efficiency and speed, the variant calculation 
procedure was discarded in favor of an analytic formulation of the dif
ferential expressions, relating observation residuals to parameter varia
tions. Th_ single ephr.meris required for residual computation was 
numerically integrated by the variation-of-parameters method of specia.J 
perturbations. The paper discusses the computational program and 
experimental results. 

I. INTRODUCTION 

A,. differential orbit correction procedure applicable to 
the low (including zero) to medium eccentricity geocen
tric satellite has been developed as a tool for the evalu
ation of earlier ephemerides produced for satellites 
1958 31 and 1958 t. This procedure accepts preliminary 
orbit parameters and topocenbic observations of range 
or angle and yields the parameters of an improved orbit. 
The basic philosophy underlying this orbit correction 

procedure has been previously published' For the appli
cation discussed here, two important departures were 
required, involving the extension of the differential for
mulae to (1) nonz-ero eccentricity and (2) topocentric 
observations of right ascension and declination or of 
altitude and azimuth. 

'This research was sponsored by the Air Force Cambridge 
Research Center, C . R. D. (space Surveillance System ) under con
tract AF19( 604 )-5885. 

= 

'Wallen , L. C ., Van Sant, C. T ., Enriiht, J. D., and Suhldn, L., 
MDilferentlal Correct EJperimentatlon with the Low-Eccentricity 
Geocn!tric Orbit,~ American Rocket Society PrqIrint 960-59. 'The 
proposal to employ diffe~ntlal correction with variatioo-of
parameten and the mRjor part of the theoretical develot>ment are 
due to Samuel Herridt. 

13e 
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WALTERS 

Differential orhit correction involves fnur steps: 
1. Representation of the observations by an ephemeris 

computed from a preliminary set of orbit parameters. 
2. Computation of observation residuals, or differences 

between observed quantities And their representa
tion determined in (1) above. 

3. Determination of differential cause and effect rela
tionships between parameter variations (cause) and 
corresponding variations in the observed quantities 
(effect ). 

4. Solution for .c·orrections to he applied to the prelim
inary orbit paramt'ters by invenion of the system 
of equatiolls assembled in step) (2) and (3), includ
ing least-squares reduction . of overdetermination 
resulting from an excess of observations over orbit 
parameters to be corrected. 

Each of these steps is discussed in the following para
graphs: followed by a discussion of 'the experimental 
results obtained from both simulated and actual obser
vations. 

U. EPHEMERIS COMPUTATION 

1be variation-of-parameters' method is employt!d ftx 
the ephemeris computation. This method iJ capable oi 
high precision with outstanding efficic'llCY and speed.' 
nus efficiency ~ achieved by suppressing the dominant 
gravitation term in the Earth's potential by integrating 
parameters which,. in the absence of perturbative dl'ecb, 
are constant. 1be familiar -e1ements- such as semimajor' 
axis, eccentricity, time of perigee passage, etc., display 
this property QJ do the angular momentum and other 
derived parameters. Several patterns · involving vector: 
or-bitparameters' were considered for this application. 

'An extensive dUcwlIon of the variatioo-of-parameten method 
will appear in the forthcomJn, boo« Amodvnamb by Samuel 
Herrick. 

'A tIllanUtalive <llicusslon of numerical orbit intearatioo methods 
I.J published In a paper by Balter, Westrom, et at, -t:ffident fred. 
don Orbit Computation T echnlques, - American Rocket Sodety 
Preprint 869-.59. 

"The unit vecton P and Q lie In the omit plane, at rl,cht anp. 
to each other, with P directed to pm,ee and with W = r X Q 
deflnin, the JenJe of motion in the orbit (see Fla. 1) . The Quan
titles _ and p denote the eccentncity and semilatuJ rectum of the 
oeculatin, two-body orbit respectively. 

LINE ~ NOOi:S 

Fig. 1. Prolectlon of orbit on ,ele,tlal ~phe ... , with 
orientation unit vecto,.. and angl~ .. dl~play.d 

1 

1 
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A familiar pattern based upon the vectors a = e P and 
b = e VP Q deteriorates as the eccentricity approaches 
zero, whereas the fomJulation utilized in this orbit cor
rection procedure and based upon a and b = 'VTiw 
remairu valid.' In addition to the Bve quantities defined 
by a and h (their orthogonality implies that only five of 
the six component! can be independently specified), the 
mean longitude Le of the object at some epoch is also 
integrated. The mean longitude is the sum of the nodal 
longitude, argument of perigee and mean anomaly, and 

describes the mean position of the object along two 
spherical arcs on the celestial sphere. This seemingly 
unusual choice is made to preserve the identification of 
the object's mean position even for zero eccentridty and 
inclination. This variation-oE-parameters procedure yieldJ 
" satisfactory ephemeris for relatively-low-altitude latel
lites with -integration intervals as large as 6 min.' The 
Adams-BashIurth n\;ffierical integration procedure is used 
to further enhance the computational efficiency of this 
ephemeris computation. 

III. COMPUTATeON or · OBSERVATION RESIDUALS 

This step is trivial in concept .. involving only the differ
encing of observed quantities from corresponding values 
detenninc.d by the ephemeris computation. Since the 

observations are ta.lcen at random, interpolation from thia 
ephemeris is required; a four-point Everett'. interpolatioa 
was utilized for this purpose. 

IV. DETERMINAnON OF DIFfE ENnAL RELAnONSHIPS ' 

The determination of the diHe.rential relations relating 
observation residuals to parameter variations ruu been 
approached analytialUy rather than by var;iUlt calcula
tion to further· improve the comp'ltational e1f: '. ;I!DCY of 
the procedure. Where the perturbations from t\lto-body 
motion are small, as in the Earth satellite of modert life
time, the analytic differentiation of two-body fonnulae 

"The Yectot II = -{p W b the orbit an;ular momentum, and may 
be alternately delincd by -r; II = r X r, where r and r are the 
po.lti:m and velocity of the object. 

gives" good approximation of the neighborhood pr0p

erties of the actual orbit. The alternative variant ca1cuJa· 
tion approach requires the mtegration of an .dditional 
ephemeris Eor each parameter undergoing correction. a 
substantial burden where u many ·u six parameten are 
corrected. 

"lbe limlbttioo 00 int":n'&l size was Impaled by tnmcatioa enw 
in the integration of dra, and bulre perturbetlonJ, principallY oeu 
perigee. Integration with ru~ to one of the ~ Will &rtber 
Improve t~ computational efficiency by providin, more Rep! __ 

periree, lea ehewbere. 
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WALTERS 

The leey to successful application of differential orbit 
correction is the selection of parameters which result in 
neaTly linear differential expressions. The choice of eccen
tricity, for example, would lead to difficulty for nearly 
circular orhits, since by definition the eccentrici ty is non
negative. Similar difficulty can be visualized with the 
perigee location; which becomes indeterminant for cir
cular orbits. To avoid these pitfalls, the following choice 
of parameters was made: 

1/ = ,l!emimaior IlXis 

II,,. = e cos. }' where e and. are the eccentricity and 
II,~. = e sin. ugument of perigee respectively 
U e = mean argument of the object, measured from 

node 
o == nodal longitude 
i = inclination , 

The parameten a,A' and 0.,.· are components, along node 
and antinode directions, of the vector .. which is iDte
grated in the ephemeris computation. TIle selection of 
parameters referred in this manner to the nodal direction, 
and of the nodal longitude itself, requires that ' the 
inclination be nonzero.-

In the derivation of the differential rehtioruhips, it is 
first necessary to relate the observation goonvtry to the 
selected ~Iameters. This is accomplished with the aid 
of Fig. 2, which demonstrates the relationship of observer, 
geocenter, and object for topocentric observations. 1be 
observation p, observatory location R. and object', posi
tion r are related by 

p=r+R=,.U+R (I) 

where U is II unit vector directed a]oog r, as shown in 
Fig. 1. Differentiation leads to 

Ap = U~ + rAU + AR (2) 

For the present anal)'5is, the observatory location is 
assumed wen known, i.e., ~R is assumed zero. The term 
Ar can be related to those parameters which describe the 
motion in the orbit plane, i.e., a, a,~" a •. ", and Ua• This 
analysis is tedious, and only the results will be reported, 
in the following fonn: 

(3) 

"This procedure behaves well eve" at incl1nation as \ow as 1 deJ. 
An alternative procedu~ tailored to orbits of all Inclination has 
hem developed to consider equatorial satellites. 
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NORTH 
CELES1 IAL POLE 

Fig . 2. Ob.ervatlona' framework 

This relationship was developed by differentiating the 
equlltions for the ellipse. Four coefficients, denoted by 
the R's, evolve in this development; these are: 

R,. = ~'ljnE , 
3 R.= '-"2(U-U.)R,. 

tr 
R,,, = - [III" - (OS (E + .)] ,. 
14" = ~[II,x - sin (E + .)) 

r 
(4<1) 

In these expressions, E denotes the eccentric anomaly; 
other terms have been defined. 

The remaining .AU term involves those parameters 
defining orbit-plane orientation as well as the object', 
position in its plane. Referring angles to node, a pr0ce

dure which preserves the orientatiou even when perigee 
is indeterminate, the vector U and its derivative follow: 

U = NCOSM + Msina ('> 
.1U = AN cos II + ~ sin II + All (M cos II ...:.. N sin II) 

(6) 

Reference to Fig. 1 will clarify this usage; in particular 
the angle u , the Margument of the latitude," is the sum of 

I 
I 
I 

l 
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two angles, the argument of perigee .. and the true anom
aly o. M and N can be expressed in terms of 0 and i; their 
derivatives are: . 

dN = M 110 cos i - W ~n sin i 

AM = - N 60 cos i + W A.i . 

(7.) 

(7b) 

The final step involves an expression for ~u . This is 
derived in two parts, involving 6 .. and 6v. and added 
to give the form: 

. All 
rll.Jl = U" ~U. + U. -;-- + U~N ~._.,. + U . ... ll.4,.. (8) 

The four partial derivatives. the U5, assume the form 
given in Eq. 9a through 9d: 

~ 
U=-~~ . " . - ,... 

3 U = - -{U - U)U 
• 2 n .. 

U,~ = ~ [( 1 + :) sin (E + •• ) 

• ~I - (I + yr=?) "OS E + 11,11 t'sm E -=~=-"'---~'-:--:=-
. yT=7(I+~ 

- 1+$S] 
U.K = ~ [ - ( 1 + :) cos (E + e) 

. ~. - (1 + yr=?)~cosE + ·II.~ , sm E __ 1..-_"'--_--''--"'=_ 
. yT=7(1 +v-7'J 

+ "'~ ] 
1 + 'fT"=7 

(9&) 

(9b) 

(9c) 

(9d) 

Special care has been ta1cen to arrange tenns so that no 
computational singularities are encountf'Ted for nnall 
eccentricity. FOi" example. all terms involving trigono
metric functions of either the anomalies or perigee loca-

tion can be arranged with coefficients of e. The dominant 
term for low nnd zero eccentricity involves the well
defined angle E + w. Thus no computational hazards are 
encountcred for any cccentricity below. say. 0.9. indud
ing 7.cro. These expressions complete the description of 
~p in terms of the selected orbit parameters. 

The description of ~p in terms of observation residuals 
requires a description of the observer's geol.1etry. For 
topocentric right a5c'Cnsion a and declination II measure
ments, the unit vector triad L. A, and D defined In 
Table 1 describes the observation geometrically. 

Table l. ·Compon'"nh of l, A, D In equatorial-equinox 
ay,tem b .. Fig. " 

---<-:0-' ~-..-... ~--<e ... "-'" 

l coo a .• h ... coo a roo .. , III I 
A -)111 .. coo .. 0 

D -.h. a cOO .. -.h. a . 111 .. COl a 

Differentiation of the expression p = pL.· and substitution 
of components of A and D. where possible. leads to the 
form: 

~p = l~pAp cos36ft + Dp~3 (lO) 

This completes the description of the differential rela
tionships between orbit parameter and observation. By 
forming dot products of Eq. (2) and (10) with L. A. and 
D. direct linear relationships appear between the obser
vation residuals and the selected orbital parameters. TIle 
orbit quantities appearing in these equations are defined 
from the ephemeris romputation. 

l1ti.s development has been restricted to topocentric 
angle and range observations. Where other observed 
quantities are involved. such as range rate or altazimuth 
measurements. similar considerations will yield the 
desired differential relations. 

( 

tA3 
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V. SOLUTION FOR PARAMETER CORRIECTIONS 

The final step in the djfferential correction procedure 
involves identification of observation residuals with appro
priate coefficients in the linear correction equation. ·As the 
number of observed quantities exceeds the number of 
parameters being corrected, a least squares procedure is 
used to weight the resul ts statistically. The 6nal matrix 
invet'Sion procedure determines the solution to the system 

of linear correction equations; this solution is a set of 
corrections to be applied to the parameters used for the 
preliminary orbit correction. In addition the root-mean
square value of the residuals is calculated; this quantity 
is indicative of the quality of the observations and of the 
resulting orbit, as will be demonstrated in subsequent 
·experimentation. 

VI. EXPERIMENTATION WITH SIMULATED OBSERVATIONS 

Prior to attempting an orbit correction based upon 
actual data observed under field cooditicm.s, simulated 
observations generated with an ephemeris program were 
employed. This procedure affords the following advan
tages: 

1. Greater flexibility in the choice of observation pat
tern is available. 

2. The quality of the observatioru can be controlled. 

3. Since the parameters utilized in generating the 
observatioru are Jcnown, a means of assessing the 
mode of convergence and intrinsic error in the deter
mination is available. 

Illustrative of the value of simulate<l ex;>erimentation in 
gaining confidence in the behavior of a correction pro
gram is the example discussed here. ".0 ephemeris for an 
object in an orbit similar to that of 1958 3 1 was integrated 
and observatioru simulated for several statioru which 
were capable of MseeingM the object. These obse.rvations 
and a new set of parameters were entered into the correc
tion program; the new parameters were modified from 
those used to generate the observations by amounts lead
ing to rms residuals of approximately 280 miles. Several 
iterations of the correction procedure followed, and at 

. each step the nns value of the residuals, given by 

'" 

was calculated. These values, tabulated in Table 2 below, 
converge slowly at first, then dramatically as the residuall 
become small and the linear relationships employed for 
the correction equatioru become more valid. 

Tabl. 2. IMS re.lduals 

1twwfI ... ltwfh ... MlletC....-J , 0.012,0410.194 2U-
J O.ClU ... OAU 41 
l O.OOO.6l6~t J 
4 0.000,006.1" 0.02 

In pradice, this convergence in the residuals would be 
limited by the quality of the data employed liS weD as 
the ability of the ephemeris program to represent and 
integrate the gravitational and nongrav.itationaJ environ
ment. The stationary value approached by the residuals 
is indicative of the quality ~ the orbit determination. As 
long as the residuals continue to diminish, the orbit ana
lyst is wise to continue the iterative determination process . 
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Since the orbit analyst has, in this simulated exercise, 
knowledge of the parameters which generated his obser
vations, the means by whkh convergence toole: place in 
each parameter (if at all) can be studied for various dis
tributions of observation data. He is priVileged to observe, 
for example, how observations taken only near the anti
node fail to determine the nodal longitude precisely, even 
though a good ephemeris in the vicinity of the antinooes 
is obtained. Observations near the antinodes, for example, 
fail to distinguish between cause and effect due to, say, 

--- I 
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nodal longitude and argument of the object measured 
from the node, if these parameters are corrected, whereas 
their sum is well determined. Considerable tradeoff in 
the poorly determined parameters is possible when the 
distribution of observations is poorly ~conditioned," or, 
in other words, incapable of distinguishing between cause 
and effect between two or more parameters. This sihIa
tion leads to a nearly-zero matrix in the process of invert
ing the correction equations, and the whole determination 
process may often div~rge. 

VII. EXPERIMENTATION BASED 'UPON DATA FOR 1958 DELTA ONE 

Satellite 1958 31 was the rocket case for 'one of the 
larger Russian satellites and, due to its size, readily 
observed. Voluminous observation data are available from 
almost every conceivable source. While much good data 
are available, the observation opportunities offered ~ 
casual otxerver led to the inclusion of large amounts of 
data of dubtous quality. 

Beginning wit\) all available data and a preliminary 
orbit roughly approximating the true orbit (say with nns 
residuals of 1000 miles or so) the residuals were exa..'l1ined 
before any correction was attempted. In this way, obser
vations of the wrong satellite or observations from a sta
tion whose location was incorrectly transmitted or whose 
timing or obserVation was in error could be discarded. 

This process was repeated later in the correction process 
to delete observations leading to excessive residuals. 'IDe 
orbit determined from available data for 1958 a I, 
screened in this manner from the abundant supply, led. 
typically to an rrru residual of approximately 6 miles. 

. An unusual opportunity to experiment with 6-parameter 
differential correction fron data obtained at a single 
station (Pic Midi, France) over a short interval (13 min, 
day 199) was available. These observations were recorded 
at very short intervals; for experimentation purposes, 29 
were selected ot random and processed. Residuals were 
reduced to the order of 5 miles in this process, without. 
triggering instability anticipated from such a short span 
of observatiolll . 

. VIII. EXPERIMENTATION BASED UPON DATA . FOR 19S8 EPSILON 

In contrast to the large mass of data available on 
1958 31, the small size of 1958 r restricted its observation 
to the serious observer, and only a few observations of 
uniformly good quality were available. 1959 day 127 was 
typical; only thirteen observations over a period of 504 

-._- -- - ------

minutes were report~ . Beginn~g with a preliminary 
orbit where root-mean-square residuals were approxi
mately 1400 IJliles, it was possible to reduce these to S 
miles by suscessive application of the differential COf

rection procedure. 
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IX. SUMMARY 

This paper describes the research and experimentation 
undertaken at Aeronutronic with a differential correction 
procedure designed for satellite orbit determination. The 
experimentation included, in addition to the activities 
discussed above, an extensive evaluation of trunc<'\tion 
errol' in the numerical integration of the ephemeris as wei I 
as the description of drag perturbations on these obje<:ts. 

t4S 

Since the computational procedures were discharged on 
International Business Machines 650 equipment, everY 
effort to achieve high con lputational efficiency was 
required. The combination of analytical expressions for 
differential correction with a variation-of.parameten 
ephemeris program is established as a very powerful tool 
for differential orbit correction. 
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lunar Vehicle Orbit Determination' 

C. TROSS , N 6 9 - 7 5 ~ t( ~ 
AeromAronlc, a Dlvblon of Ford Motor Co. 

Newport Beach. Calif. 

·ABSTRACT 

A highly efficient special perturbation procedure for lunar vehicle 
ephemeris prediction i.s developed. The basic method employed is the 
procedure 1mown to astronomers a.s Encke's method. With this proce

dure it is possible to calculate the ephemeris for a ballistic Earth-Moon 
trajectory with' only 15 integration steps, yet maintaining precision 
everywhere along the orbit to within ~ mile while considering all per
tinent perturbation effects such as tenestrial bulge, Sun and Moon 
attraction, and atmosphere drag. By increasing the number of integra
tion steps this procedure can yield accurate ephemerides to virtually 
any degree prOViding a sufficient number of digits are carried in the 
calculation. 

I. · INTRODUCTION 

Orbit determination techniques for satellite, lunar, and 
interplanetary vehicles have received much consideration. 
especially in recent montlu. Perhaps the most frequently 
employed method whereby such orbits are determined is 
a procedure gencrally lcnown as Cowell's method. This 
is a method through which the equations of motion, 
Section II, are inte~ated directly to obtain total veloc
ity and position at any epoch. Although this procedure 
yields adequate results, it is very costly in computer time 
requirements. In seeking another procedure which is less 
demanding of computer time and one with which higher 
precision over a very long ephemeris can be attained, a 

'This work was supported In part by the United States Air Foree . 
under Contract AF33( 616 )-8005. 

procedure Jcnown to astronomers llJ Endc~'s method. Sec
tion III, was precipitated. Further pursuit indicated that 
Endce's method i! very well slIited for lunar vchicle orbit 
determinations With Enclce's method the wer may incor
porate all desir~ and significant perturbations. For exam
ple, an End::e method which considers the solar, lunar, 
and terrestrial perturbations can determine a 3-day lunar 
trajectory with only 15 integration stepS, so that the 
error at impact on the lunar surface is less than J,J mile!: 
In contrast, the same calculation with CoweU'. met1.od 

'By increasing the number of Integration steps thU procedure 
can yield accurate ephemerides to virtuaUy any predslon, providinJ 
that a sufficient number of digits are carried in the calculation. ~or 
example, a 3-day ephemeris has been calculated with erron lea 
than 100 Et at impact, yet only SO Inte&ration steps were required. 

__ --1f 
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required 190 integration steps. Encke's superiority over 
Cowell's . method is thus clearly demonstrated. This 
method achieves its speed by calculating only departures 
from a two-body orbit. In a moderately perturbed medium 
such as that which a lunar vehicle is exposed to during 
the major portion of its flight, the true orbit resembles 
a two-body orbit rather closely. Only as a vehicle 
approaches the immediate proximity of the Moon do per
turbations become large so that the departures from a 

two-body orbit increase. It hlU been found (Ref. 1) that 
on the Moon's surface the true orbit deviates from a 
two-body orbit by ~~ and 2 g-radii for vehicles whose 
transit times are 1 and 4 day~, respectively, 

In this paper Encke's method is developed lUld the 
overall problem of lunar vehicle orbit determination i. 
discussed. 

II. EQUATIONS OF MOTION 

A. The Basic Equations 

The motion of a small particle or space vehicle near a 
large celestial body can be approximated by the two-body 
equations of motion which. in an inertial frame of refer· 
ence, can be written in component fonn U: 

•• X 
x=-fI1~ (x ... " %) . (1) 

The two-bod)' equatiuns of motion can be solved in 
closed form and therefore are frequently employed in 
feasibility studies. Unfortunately, a two-body representa· 
tion of a vehicle's motion within close proximity to the 
Earth ignores such effects as the Earth's bulge and lunar. 
solar, and planetary attractions. For high-precision worle 
some or all of these perturbative forces must be c0n

sidered. so that these eHects must be incorporated into 
the C';!lations of motion. 

The complete form of the equations of motion foe a 
vehicle in close proximity to the Earth can be written 
as follows: 

XI .. X % 
- I'm. ;:t- (1 - ,v~t) - Him. I~~ I •• (3 - 7rr., 

I.. I • • 

x ~.... ax' 
- K' .-!!!.. (3 - 42V" + 63U") + _""'_I - + 
. m. 6r~.. • • ax' ax 

(21) 

• .. . , .. 0 + I: ('1.1 '1.0') 1 = - m -- m l -- - --
',. I ~ . o '1.. ,., .• 

,"I 
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- /'mr~ ' o (1 - ,rr.') - Hlm,,·;zl .• (3 - 7rr.') 
I.. I. e 

- Kim 1, .• (3 _ "2V" + 63V") + a~ ~ + ... 
I 6,-~.. • • at a, 

(2b) 

• 
.. %... I: (%1.. %1 .• ) 
%, • • = - "'. ~ + "'I ~ - ~ •• 1.1 I,. 

101 

- ,m ~ (3 - 'V', + Him _3_(1 - l OU!' + 3' U!o), 
• ·rt.. • • ,~,. • 3· 

- K'm, ~ (1' - 70U'.t + 61U!') + !ta 3%' + 
6,-' • oJ. . 3%' az 

where 

J •• 

(2c) 

XI/distance from body l to body f along % axil 
(x ... ¥. ~) 

rll V xII + !Il l' + ztJ 
'" I mass oE body , 
l' coefficient of the second harmonic in the 

Earth's gravitational potential 

H' coefficient of the third harmonic in the Earth-, 
gravitational potential 

K' coefficient of the fourth harmonic in the 
Earth's gravitational potential 

rr. z/ r or sin 3, where 3 u the geocentric decli· 
nation of the object 

3f>lfix' second lunar harmonic (bulge) term 
(x' ... V.E') 
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and subscripts refer to the indicated bodies: 

o vehicle 
1 Earth 
2 Moon 
~ SUD 

4 to" other perturbative bodies such as planets 

The first term in Eqs. (2), i.e., 

~ "', ~ ' 
I • • 

and the corresponding terms in y and % de~be the two
body motion of a vehicle whose mass is negligible, mov
ing under the inBuence of the Earth's gravitational field 
only, 

The second term, which involves 

• 
I 
I • • 

is' a rum of the planetary, solar, and lunar perturbations. 

The third. fourth. and fifth terms, i.e., those involving ' 
1', H', and K', are the perturbations due to the Earth's 
bulge. 

8. The Lunar 8ulge EHedI 

The last term is t~ St"COnd-order bulge harmonic of 
the Moon. Although these terms ' are quJte small. they 
have an effect on lunar vehicles when the Moon is 
approached and should. therefore, receive consideration. 
If triaxial symmetry is assumed. then the accelerations 
of a point in space referred to a selenocentric coordi
nate system whose ~ axis is along the rotational axis oE 
the Moon and whose rand" axes lie in the plane 
of the Moon's equator, the x' axis being directed toward 
the Moon'. prime meridian and the ~ axis completing the 
right-hand coordinate system, take the form: 

~- -3 , [C-A 8-A J U - ~(U" C) -C-(1 - ~~)+ -C- (1 - ~U~) 
' .. 

~ = 2~~. (U~. C) [C ~ A (1 - ~lJ7-)+ B ~ A (3 - 'l1;!)] 
~_ -3 , [C-A 8-A 1 

, az' - 2~ .• (U •. C) [-C- (3 - ~lJ7-)+ -C- (1 - 'U;!~J 

where 

A moment of inertia about the r axis 
B moment of inertia about the " axis 
C moment of inertia about the ~ axis 

and U~ " U~ " and U~ . are the direction cosines of the 
radius vector to the point in space referred to the lunar 
equatorial coordinate system. It is possible to transform 

LUNAR VEHICLE ORelT DETERMINATION 

this selt'nocentric system to a terrestrial system by a suit
able rotation matrix. 

Ellperimentally df'termined valuC$ (Ref. 2) for the 
ratios of the mt'ments of inertia are: 

C-A 
-C- = 0.6296 X 1O->:t; 2.7 X 10--

8-A 
-C- = 0.2081 X 10-> :t; 9.0 X 10-1 

These ~alues of the ratios of the moments of inertia yield 
an upper bound to the size of the bulge perturbations 
close to the surface of the Moon. nle acceleration i, leu 
than 1.3 X 10-' Earth g at the Moon', surface. 

C. 'erturbatlon EHKf1 
A convenknt frame of reference for lunar vehicles bas 

been found to be a geocentric equatorial system in which 
the x-axis is directed towards the vernal equinox, the 
z-axis is directed towards the Ea.rth's North Pole, and 
the y-axis Iie$ in the Earth', equator plane and completes 
the right-hand coordinate system, 

In Section IV of thi~ paper method. for the numerical 
evalwtion of Eqs. (2) will be considered, but before dolog 
so it wiU 1><- of interest to analyze the perturbative effects 
that various memben of the solar system have upon • 
lunar vehicle, 

The second term in Eqs. (2), as was stated above, is • 
sum of p~anetary. Sola", and lunax pertl'.Tbations. Maxi
mum values for the differential accelerations of some 
of the more important bodies have been determined 
(Table 1) by considering the fo!lewing simpliB~ coo
fj~tioo for the planets : Jupiter. Man, and the MOOD 

TobIe 1. Solor .y.t.m ond terr •• trlol p.rtvrbatiOM 
on lunot vehld" 

~mI ... rei"" ..... It.. ~ ........ 
~ ... ...... At .... AtU .... AtM.-

164 "'U 

hrfII 1.0 0.1 X 10'" 0.2 X lcr 

S-II ,.,...."1 .. 
.... _Ie 0 .• X 10'" 0.6 X 10-' 0.4 X 10'" 

,~ ........ "NoI 
Iwo, ..... 1c 07 X 1Ir 07 X 10' " 0.1 X 10'" 

Meee - 0.1 X Icr 0.16 .... - 0.16 X 10'" 0'» X lcr 

V .... - 0.15 X 10'" 0.30 X Icr 

Men - 0.25 X 10-" 0.5 X 10-" 

J.~'" - 0.2 X 10-· 0.4 X 1O' · 

C."trlf"9Ol fete. I 

1I ..... ~.u .. l ... - - 0.3 X 10 • 
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are assumed to be located at opposition and Venus i! 
assllmed to be located at inferior conjunction. The dis
tance from any planet to Earth is then easily determined 
by the appr0priate subtraction or addition of its mean 
distance from the Sun and the Earth's mean distance. 
From Table 1 it will be observed that planetary pertur
bations are so small that they may well be ignored even 
in very high precision lunar trajectory determinations. 

TIle next three terms are the second, third. and fourth· 
order harmonics of the bulge of the Earth which e.re 
functions of 1'. H'. K' end r; the coefficients are related to 
the DcSitter constanis for whic:h the following numerical 
values are adopted: 

I' = 16H.41 X 10" 

H' = 6.04 X lO.e . 

K' = 6.}7 X 10·e 

Table 2 gives muirnum acceleration caused by the three 
terrestrial harmonia IlJ functions of r. From this table 
it is seen that the bulge hannonics of tJ-..e second order 
would perhaps have to he caIned thro-.Jgh the entire 
calcubtion for a precision orbit, whereas the fourth-order 
harmonic quicKly beromes negligible after the vehicle is 
8 Earth radii away from the geocenter and the thirt! 
harmonic afier 16 Earth radii. 

Since the equations of motion as writien apply to a 
. nonrotating system of axes, ~ question of the ·axes 

w.ating slowly due to precession and nutation is next 
considered. The coordinate system is tied to the vernal 

equinox, which moves about S<Y' per year due to preces· 
slon. The centrifugal acceleration at the distance of the 
Moon (approximately 64 Earth radii) it then llbout 
1.4 X 10-1T radii/min' (see Table I), 

nle maximu~ Cvriolis force due to precession at the 
surface of the Earth with a velocity of 7 miles per seoond 
amounts to 5 X 10-" g, 

Reference 3 gives positions of the Sun referred to the 
mean equinox of 1950.0. However, the vernal equin~ 
will have rotated about 500" in 10 yean. The precessional 
displacement for the Sun will be 2.4 X 10-' timeS the 
perturbational terms of the Sun. which can be seen to be 
small. The nutational terms are of even a Jesser. order ol 
magnitude and can be neglected. The largest of the short· 
period nutational terms gives rise to a' maximum accel· 
eration of 2 X 10-U g. Thus, it can be concluded that DO 

compromise in precision is encountered in assuming the 
reference frame to be inertial rather than rotating. 

Table 2, EHect of 'e" •• tricd bulge 'fW v: = 1 

t, ~J' 4H' 4«' ....... I -, -;-
1 ' .4flXl0'" 1.416 X 10'" Ul6Xlr 

2 2.onx 10" 7..5YJXlcr UUXUy' 

~ 6..341 X 10'" UStXlr 1.207x,r 

• t.H'X ,cr' 7.lnX1O-- 1.n4X 1Ir-
16 ' .901 X ,0-" 3.616 X lO·a 2.1SJX 10--

12 . I .• lJX Icr-

I 
7.200 X 10.11 ,.oS2XIO" 

... ,.()4' X IcrG 2.151 X '0·" I.2zi X ,0-

III. SPECIAL PERTURBATIONS 

The equations of motion as presented in Section II 
may be integrated as they nand. Such a procedure is 
generaUy called Cowell's Meihod and is straightforward. 
but it is very demanding of computer time especially 
when the integration is to be advanced over a long time 
period. It is therefore desirable to sePJ'ch for procedures 
which will simplify and especially shorten the computa
tional burden. 

More than a century ago the German astronomer J. F. 
Endce developed a special perturl)ation procedure which 
is computationally very efficient. Endce developed his 
method · for planetary orbit m)culations, but it has been 

uso 

found to be especially well-suited for the orbit determina· 
tion of bodies in a slightly perturbed medium such u 
that in which a lunar vehicle wiU find i~lf. Enclce begins 
by noting that a celestial body in orbital motion deviates 
only slightly from two-body motion. Consequently. it 
would appear much more desirable to integrate the dif· 
ferential accelerations from a two-body orbit rather than 
the total acceleration ~ required in Cowell', me.thod. In 
fact, it hllJ been shown that for lunar vehicle orbit deter-
mination a total of 15 integration steps suffices fa the 
complete trajectory determination. maintaining integrity 
in aU parameters so that integration errors at lunar dis· 
tance are less than ~ mile. 
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If this same problem were evaluated by direct integra
tion, i.e., Cowell's method, 190 integration steps would 
be needed to obtain the same integrity. 

A. Oevelopment 0' Endce'. Method 
When the central (orce field is lmown it is possible to 

determine a two-body orbit for a space vehicle from its 
position and velocity vectors. Thus, a t"Vo-body orbit 
which oSC'"lIlates with the true orbit can be determined. 
Let it be assumed that the true po!:ition vector r of the 
vehicle at time t is known. Furthermore, let it be assumed 
that a hypothetical vehicle travels along a two-body 
osculating orbit whose position vector corresponding to 
time t can be specified by r,. The difference in position 
between the vehicle on the actual orbit and the hypo
thetical verucle on the ~lating two-body orbit can be 
written 3J 

{

Ol = x - x, 

'1 = ,- " 
C .. s - s, 

The differential acceleration can be expressed by 

- .... (x x) ... l = x - x, = -'" 0-;; - -;; + x 

- -" ( y y,) '" 
'1 = ,- " = -'" ~ - ~ +, 
- .. - ( z z,) ., t=z-z.=-", --- +% ,.. r: 

(3) 

(oC) 

where .~ is the total perturbation com{Xmen~ such AI 

acceleration due to the Earth's bulge, drag. thrust. aDd 
all accelerations due to bodies other tlum the central 
body upon which the osculating orbit is determined. 
Equations (4) may also be written .. 

i = 1!.. [x, - (,.;')' x] + ~ r: 
or, introducing z. = % - t. (% ~ V, %; l ~ 'P. C) 

.. ... , 
l = -:! {[I - ",;,)'J x -l} + x 

• 0 

;; = ~ {[I - (,,/')'], - ,,) + ;' 
• 

.. "' , = ~ {[I - (',/')'1: - C) + % 

• 

(,) 

U the true orbit follows the osculating orbit very 
closely. then " is very nearly equal to , and the quantity 
1 - (r./,)' approaches :rero, whence signilicance is lost. 
This difficulty is overl.'Ome by expanding 1 - (r,/r)' in • 
series. Now: 

,. ,.. xl + " + " 
". (x, + l)' + (" + ,,)' + (z, + ')' 
=': + 2 [(x, + HH + (" + h) '1 + (of, + ~'H] 

so that 

(r/,,)' = 1 + 2f 

or 

(,,/')' ... (1 + 2f)-" 1 

where 

f = [(x, + ll) t + (" + !"),, + (z, + H) C]/r: 

nu·cugh a binomial expansloo 

3 I_~)(_~) 
(1 + 2,/)-1" = 1 - '2 (2,/) + L 2! (2'1)' + 

10 that 

1 - (,,/')' == 1 - (1 + If)-'/J 

(6) 

(7) 

( 
5 ,·7 '·7-9 ) = 3" I - 2T f + 3! ~ - 4 !- ~ + ... 

= /(f) 
from which the Enelee expreuion can be rewritten al: 

i - ~ [f ('I) x -:- tJ + ~ 
, 0 

~" ] .\ ,,= -[/(f)' -" + 1 r: 

8. Perturbation Compon.,." 

(8) 

In Eqs. o (4), the perturbation components 't,'V:1 are 
employed. For goocentric orbitJ in close proximity to the 
Earth. these temu include the gravitational dFects 01 
the Sun and Moon and the bulge terms of the Earth', 
potential field. 'The perturbation components are: 

., ' (x' , x, e) x, • 
oX II: ~ m, - ' - - ' - I'm. - ' 11 - ,cr.I ) r., ri. I ri.. ~ .• 

- H'm XI , " I.,. (3 - 7lJ!1) - K'", ~ 
• ~. . ' • 6ft. 

X (3 - 42U" + 63U") + a+, + ... 
6 • ax (9&) 

un 

1 
; 

I 
'1 

I 
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X (3 - 42V" + 63V") + !fi + · · a, (9b) 

~= f mj (%/.1 - %1.0) -I'm, ~(3 - 'V;') 
. Ia' '1.1 '1.0 ~ .• 

+ H'm _3_( 1 - 10V'1 + 3' V',) - K.'m 
, ,~.. • 3. I 

X ~(1' - 70T]" + 63U") + !t.! + ... 6r' •• a% I.' (9c) 

where tP.1'1llS with subscript 2 refer to the Moon and those 
terms with subscript 3 to tl.e Sun. 

The remaining tenns used in Eqs. (7). (8). and (9) are 
full}' discussed in Section II. 

C. Eccentric Anomaly OJ Independent Variable 
Thus far the Enclce method has been developed with 

time as the independent variable. 111 the reference orbit 
epoch calculOl.tion it is necessary to evaluate Kepler', 
equation: 

M = E - u in E = n (, - ' .) (10) 

If time is the independent variable, then it is necessa.-y 
to ·solve the transcendental equation for E . Although this 
is quite possible and causes no analytical difficulty, it is 
a time«msuming calculation. Therefo~, it would be 
desirllble to have the eccentric anomaJy E for the inde
pendent variable so that Kepler's equation could be 
solved for t. this being somewhat (aster ~Iculation. The 
change in independent variables requires a reinvestiga
tion of the Encke fonnula, which is given in the fonn: 

i = 1!.. (f(f)x -l] + ~ (11) . r: 
(l -. ." ~ and x-. y, z) 

Since .: -.!.t JE 
Jt - JE J, 

~ '( 'l ) 'E + dl d
2
£ 

dlt = Tt dE dI dE dt' 

= ~(l1.)(dE)' +.!!i dtE 
. tiE tiE tit tiE ", 

tPl = a'l (dE)' + l!i. JtE 
ti" tiE' at 'E ", 

Solving for ci'EldE' yields 

Since 

US2 

,tl (Jt~ d~ tf2E) ( dt ). 
dE' = ti" - dE ti" dE 

tiE YL 
Tt = '. ,,-,:rr 

(12) 

(13) 

and ,,= .. (1 - teosE) (or .. > 0 

r, = 1'1(1 - teoshE) (or 1'1< 0 (I.e) 
we have 

(A)' dfE = -alSin E 
tiE dl' r. 

(or4 > 0 

(~)' dtE = -atsinhB 
. dE ti,· '. 

(or .. < 0 (15) 

Substituting Eqs. (ll) and (15) into Eq. (12) yields the 
desired Endce fonnula with E as independent variable. 

ti t~ = atsinE d~ + ~[/(9)x-l] + r:.x' (orll>O 
tiE " dE r, ". 

tPt a, sinh E til a [I ( ) t) ~,,: -= -+- '1 x -,. +--
dP 'r tiE r, II. 

(ora < 0 

(l-. 'I.' and x-. ,,%) 
(16) 

D; RectHicotion . 

The reference orbit is chosen as an osculating two-body 
orbit. Osculatjon occu:s only at one epoch. As the body 
moves away from this epoch, perturbations cause the 
body to depart from the reference orbit. As these depar
tures become large, integration step size shrinks. thereby 
slowing down the numericaJ advancement of the solution. 
This difficulty is easily eliminated by determining a new 
reference orbit when the terms t . .,. ~ become large.· 

As the lunar vehicle approaches the hnmediate prox
imity of the Moon, the two-body geocentric reference 
orbit deviates very rapidJy from the true orbit 10 that 
very frequent rectifications become necessary. When the 
vehicle is about .. g-radii from the Moon. the MOOD', 
influence on the vehicle is more signiScant than the 
Earth's. Consequently, a coordinate transfonnation should 
be perfonned from geocentric to selenocentric cvordi
nates. and the two-body referenre orbit is determined u 
a selenocentric orbit. This transfonnation only alten the 
perturb<:tive components. ~ i), ~ in Enelce', expression 
and all other parameters such as " X. Y; %, e. '7, C. "t. ~. V .. 
and %, are referred to the Moon's center. At the time the 
trans(onnation from geocentric to selenocenbic coordi
nates is made. the vehicle is so distant from the Earth 
that the third and fourth hannonic terms of the terrestrial 
bulge have an insignificant effect on the vehicle so that 
the corresponding terms may be dropped from the· 
calculations. 

'Experimentation has shown that the integration step ·size ahrinb 
considerably when perturbation displacements. i.e. . ( + " + £,)1, 
be<-ome larger than" i-radius. Rectification is recommended at that 
point for lunar ve.'Ucle orbit calculations. 

j 
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IV. EPHEMERIDES 
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In Section II it was shown that, for high-precision 
lunar trajectory determinations, planetary perturbationJ 
may be ignored so that it is only necessary to corulder 
those perturbations due to the Earth, Moon, and Sun. 
For accurate perturbation calculations it is necessary 
that the position of the perturbing body be Imown at any 
epoch during the vehicle's transit. The coordinatE' system 
chosen is geocentric so that the Earth is fixed In tlJs 
roordinate system and the Moon and Sun move around 
the Earth. In this section a discussion will be pre~ented 
to illustrate the means by which positions of these bodies 
can be determined. 

A, The Lunar Ephemeris 

The most accurate method by which the instantaneous 
position of the Moon can be obtain~ is through eva.lua
tion of Brown's trigonometric series. Extensive efforts are 
made, especially by the U. S. Naval Observatory, to eval
uate Brown's series to obtain a very accurate lunar 
epher.leris. Resulu of thes~ calculations are pu"blished 
yearly in The American Ephemem and Nautical Almanac 
(Ref. 4). Unfortunately, Brown's series is so complex< that 
it is too demanding of computer time and space to be 
useful in direct application. Coruequently, the lunar 
ephemeris as published by the U. S. Naval Observatory 
should be employed and the lunar positioru obtained by 
interpolation. The American EphemerU and Nautical 
Almanac supplies the Moon's right ascension CI, declina
tion 3, and horizontal parallax .... The rectangular geo
centric position of the Moon, as required by the equations 
of motion. is obtained from these quantities: 

X.,. = CSC7COS.COS' 

, •• I = esc ... sin. cos a (17) 

% ••• = csc ... sin. 

The right ascension and declination are tabulated in 
The American Ephemeri1 and Nautical Almanac at hourly 
intervals and horizontal parallax at 12-hr intervals. In 
order to obtain position coordinates of the MOOD at any 
epoch, the Lagrangian 6-point interpolation formula has 
been found to be an efficient and accurate method for 
interpolation in the lunar ephemeris. It was found that 
this interpolation will result in errors of less than 14 

"lbe complete series Is composed of about 14.50 terms, the coef
ficients of which are series expresa.loru in themselves. A complete 
discussion of Brown', series can be found in Ref. S. 
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mile at the ~oon's distance when a 12-hr ephemeris is 
employed. 

8, The Solar Ephemerl. 

Although the Sun's apparent motion as viewed from 
an inertial geocentric roordinate system is much slower 
than the Moon's, an accurate representation of this motion 
is vital for high-precision worK. Again The American 
Ephemeris and Nautical Almanac supplies the necessary 
solar position data. By t"xperiml'ntation it was found that 
I.day solar ephemeris data Me adequate if used together 
with a 6-point Lagrangian interpolation formula. thus 
yielding the same precision as was obtained for the lunar 
ephemeris. 

C, Ephemerides and 'he Vernal Equinox 

The intersection of the equator and ecliptic!hrough 
which the Sun moves when crossing the equator ' from 
sou~h to north is denned as the vernal equinox. or 6rst 
point of Aries. This point of intersection is continually 
shifting a.ue to the retrograde motion of the equatOf' 
along the ecliptic. There are two motioru inherent in this 
shifting, one of which is known as precession' and the 
other as nutation.- The -mean equinox· is a 6ctitious 
equinox whose position is that of the vernal ~uiDOx with 
the t-ffeet of nutation removed. The position of the mean 
equinox at any epoch is Imown as the mean equinox 01 
that date_ 

In The American Ephemeris and Nautical Almanac the 
right a.sreruion and declination of the Moon are referred 
to the tru~ equator and equinox or true equinox. 1be solar 
ephemeru is given in rectangular coordinates in two 
tables. One is referred to the mean equator and equinox 
of the beginning of the listed year and the ot.her is 
referred to the mean equator and equinox of 1950.0, If 
both solar and lunar ephemerides are required, as they 
are in high-precision lunar vehicle orbit determinations, 
it is vitally important that they be referred ~o the same 
·equinox. Therefore, either the lunar ephemeris must be 
referred to the equinox used in the solar ephemeriJ or the 
solar ephemeris must be referred to the true eqUAtor and 
equinox. The lntter transformation has be-!n chosen so 
that both ephemerides are referred to the true equatOl' 

'Preces.~on causes the equinox to retrojp'ade .~nl the ecliptic 
at a unlfonn rate. 

"Nutation iJ the periodic dlsplacement of the equinoX fran ita 
mean position u defined by precession. 
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and equinox although' either would be acceptable for the 
problem at hand. 

The rectanj:tul&r coordinates cf the Sun are referred to 
the ge<><-'enter a.~ origin and the mean equator and equi
nox of the year 1950.0, witli the :r axis directed toward. 
the v('mal equinox in the mt'an equatorial plane, the % 

axi£ dircdt'<i toward the north celestial pole, and the 
y axis in the mf'an equator plane completing the right
hand system. These equatorial rectangular coordinates 
may bt> rt'ferrcrl to an)' other equinox by the formulae : 

Y, 
Y, 
Y, 

z,] [X''] z, Y .. 
Z, Z .. 

(18) 

where X", r,O, z'o are the rectangular equatorial coordi
nates rderrcd to the equinox of 1950.0 and X, Y, Z are 
the rectangular equatorial coordinates referred to any 
other equinox. The terms (d. Table 3) in the transforma
tion matrix (18) are determined through the following 
series (Ref. 3): 

X, = I - 2.9697 10-' P - 13 X IO -~ T a 

Y, = -X, = -2.234988 X lo-' T - 6 .76 IO-tlT> 

+ 2.21 X IO-CP 

z, = - X: = -9.71711 X 10-I T + 2.07 X 10-oP 

+ 96 X 10-' P (19) 

Y, = 1 - 2.4976 X 10-fT' - 15 .X 10-oP 

Y, = Z. = -1 .0859)( to-·p -: 3 X 10-op 

Z, = 1 - 4 .721 X 10-'P + 2 X 10-ap 

where T = (t - 1950.0), in centuries, and t is the epoch 
desirt'd. 

Tabl. 3. Typical valu •• which may b •• mployed In 
the transformation matrix of Eq. n.t 

195'.0 "60.0 1961.0 

I , 0 .99999759 0.99999703 0.9999%41 

I. - O.CXlX)ll $() 0.0022~1 -0.002~''''' 

I , - 0.OOOI7~$() 0.00097167 O.OOI,,-\IU 

Y. - O.CXll'Oll$() - 0 _OO2U$()1 -0.00. -" 
Y. 0.99999791 0.999997 $() 0.9999909t 

Y. O.OOOCOOIi 0.00000109 0.00000121 

1. - O.OOOI7~SO - 0 .00097161 -O.ooI061U 

1. - O.CXXXlOOIi -0.000CJ0109 -0.0000012' 

1. 0 .99999962 0.9999995' o.99999Hl 

V. REfERENCE ORBIT 

Through Enc1ce's method, as described in Section III, 
orbits can be calculated as deviations from two-body 
orbits. In order to relate these deviations to positions in 
inertial space the two-body problem or ref~ence orbit 
must be solved. Fortunately, the two-body problem can 
be solved analytically. The reference orbit must be • 
conic section which is completely specified by any six 
independent orbital elements. 

This section will illustrate how inertial coordinates 
may be obtained from orbital elements. Let it be assumed 
that ·the following six orbital elements are given: 

~ TIme of perigee passage T 

PeriOd P 

Orbit inclination • 

Right ascension of ascending node 0 

Argument of perigee. 

Eccentricity e 

The mean motion of the body can be calculated imme
diately from the relation 

2 .. ,,=-p 

The semi major axis is obtained from 

6= (~ r/ 
(20) 

(21) 
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where the value of the geocentric gravitational constant 
is kt = 0.07436574 g-radii·/ I j min (Ref. 8). The mean 
anomaly is calculated from 

M ~ "(/- T) (22) 

and then Kepler's equation is solved for the eccentric 
anomaly 

M = E - tsinE 

The parameter p is calculated from 

p =" (1 - ,1) 

(23) 

It is convenient to define a rectangular coordinate sys
tem in which the x.. axis is directed toward perigee along 
the semimajor axis of the orbit and y .. is directed along 
the semilatus rectum. Then the coordinates of the vehicle 

in the orbit plane are 

x. = .. (cosE -,.) } 
for" > 0 

,.=,,~ sinE 

r = ,,(1 :- I(OS E) 

;. = - YJ!lsinE 
r 

(24) 

(25) 

Two convenient unit vecton can be used to replace 

LINE OF 
NOOES 

NORTH 
CELESTIAL POLE 

i I 

~-------I-M --+ , 

Fig. 1 . . 1rojedlon of Orbit on e.l.ttlol Sph.,. 

The inertial rectangular coordinates are now found by 

[;]=(=; ~;l[X.] 
r p. Q. J ,. 

(28) 

the orientation elements i, 0, and _ JOe unit vector P is and · 
directed along the semimajor axis toward perigee and Q 
u in the direction of the velocity vector when the object 
is at perigee. These quantities are illustrated in Fig . . l. 
Then, 

and 

p. = cos. cos 0 - sin.sinOcos; 

P, = cosoosinO + sinoocosOeos; 

0 .... sin .. sin; 

Q. = - sin. cos 0 - cos. sin 0 cos i 

Q, = -sin. sinO + cos.eosOcos; 

Q. = cos .. sin; 

(26) 

(27) 

[ ~ ] == [ ~: ~: ] [ ~. ] 
r p. Q. ,. 

(29) 

The r axis is in the ~uator plane directed to the vernal 
equinox, and the % axis to the terrestrial north pole, and 
the II axis completes the right-hand system. 

Thw it haJ been shown that it is pos.s1ble to obtain 
inertial position and velocity coordinates from six orbit 
elements T, P, i, 0, ... e. Other sets of six independent 
elements could have been chosen equally welJ to achieve 
the desired orbit. 

ISS 
I 
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VI. COLLECTION OF FO MULAE FO COMPUTATION PURPOSES 

In the event that the reader's appetite has been suf
ficiently whetted so that he may want to try out Endce's 
Method on a lunar orba determination, all pertinent equa
tions have been ('Ollected to facilitate the programming 
of this problem for an automatic computer. 

It will be assumed that the vehicle's position and veloc-
ity are mown in an altazimuth systerT' i.e., 

J velocity, g-radii/k;·-mln 

, distance from geocenter, g-radii 

~ latitude, rad 

.\ longitude, rad, measured poSitive to the west 

A azimuth heading, rad, measured positive to the 
ea.st from the north 

y elevation angle, rad 

80a Greenwich sidereal time or hour angle of the 
vernal equinox at Grrenwich, rad 

This initial position and velocity are considered as 
exact so that an ephemeris can be calculated based 00 

these initial conditions. 

A. loading the Ephemeris 

TIle positions of the Moon and Sun must be made 
available in addition to the vehicle's position. ,Perhaps 
the best way in which thh can be achieved is by reading 
a portion of the respective ephemerides from The Ameri
can EphemerU and Nautical Almanac into the computer, 
ensuring, of course, that the portion chosen is rufficieot 
to cover the vehicle's entire tr!lnSit. TIle luna.· ephemeris 
is given in spherical coordinates as horizontal parallax _, 
declination 8, and right ascension cr, and the Sun', ephem
eris is given in rectangular coordinates. Since the lunar 
ephemeris is used only to the extent of obtaining inertial 
positions of the Moon it may be desirable to subject the 
lunar ephemeris to a transformation to bring these points 
into rectangular inertial cuordinates, thereby eliminating 
the conversion eac.h time the ~phemeris is consulted. 10e 
follOwing transformation should be employed to place 
the Moon's ephemer;; into inertial rectangular coordi
nates in g-radii: 
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x •. _ = escwcoscrcos' 

J. , I = esc 11' sin cr COl a 
% •• 1 = esc" sin • 

(30) 

It is important to remember that the solar ephemeris 
is referred to equinox of 1950.0, whereas the lunllJ' 
ephemeris is referred to the true equinox. Consequently, 
the transformation equation (18) should be applied to 
the solar ephemeris upon read-in. As was pointed out in 
Sections IV A and IV B it is sufficient to supply 12-hr 
data for the lunar ephemeris and 24-hr datI< for the solar 
ephemerii. 

8. Re'.renee Orbit Element O.termlnol1on 
The following set of equations can be used to obtain 

the orbit elements based upon the given parameters: 

The radial velocity, in g-radij/k;·-min, is obtained by 

; = j sin y (31) 

The magnit:ude of the remimajor axis a, m g-radil, the 
parameter p, i g-radii, and the e~ ..:entricity e are 
obtained from: 

, 
11=---

2 - jl,. 

p = (ri - cosy)' 

The true anomaly 0 is fuund by: 

ifl . , 
SUI., - , 

(32) 

(33) 

()of) 

and the mean-motion n, in radians/ min. is found by 

(36) 

The eccentric anomaly E, in radians, is obtained &om 

E = tan-I 
,;'f6 

for '" > 0 11-' 

[ . ] "'-, " E=log. --+--
'11 "ry;r 

(37) 

for II < 0, 

The mean anomaly M, in radians, is found by 

M=E-..!!-. 
~ 

fou> 0 ' 
(38) 

M=~-E 
vr.T 

for II < 0 
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and the hoW' angle of the vernal equinox for the sub
latitude position is found by 

8 = 80 • - .\ (39) 

Thus far, all the element~ of the reference orbit have 
been obtained, but it.! orientation in int'rtial space remairu 
to be determined. The following unit vectors are defined 
to aid in the orientatioD of the reference orbit. 

It will be found thd a unit vector U directed along the 
position vector r will be weful: 

U, = cos~cos8 
U, = cos~sin8 (40) 

U, = sin., 

Another unit vector S directed along the velocity vector 
is given by: 

where 

S, = B1 coscr - B,siner 

S, = Bl sin ... B,coser 

S. = sin y sin ~ + cos 'Y cos A cos + 

Bl = sin)' cm ~ - cos y ros A sin. 

B, = cos)' sin A 

(41) 

The unit vector V is defined as a vector in the direction 
of motion in the orbit plane and therefore perpendicuLu
to U: 

v = irS,-";U, 
, Vi 

V = jrS, - ,.;U, 
, V 

V = jrS, - ,.; U. 
, V 

(42) 

These unit vectors can be related to the unit vecton P 
and Q. where P is directed along the semimajor axis, and 
Q along the semilatus rectum. and both lie in the orbit 
plane. 

p = u cos " - V sin" ( ,43) 

Q = Usin" + VCOStl (44) 

F inally. the time of perigee passage T in minutes is 
'given by 

M T=--

" 
He.re it is assumed that the initially given point iJ 

supplied at time zero, so that T is measured with respect 
to this zero time point. 

Thw, the reference orbit is completely determined. 

C. Epoch Calculation 
So that the vehicle's position can be determined at any 

epoch the two-body position must be determined in 
accordance with the independent · variable. In Section 
III C it was demonstrated that there exists a one-to.one 
relation between time t and the eccentric anomaly E, 
Eq. (10). Choosing E as the independent variable permits 
solving Kepler', eq4ation the Measy way," thereby coo
serving computer time. Consequently, E wi)) be assumed 
to be the independent variable in the following discussion. 

The epoch calculation is designed to yield the tw~ 
body position of the vehicle according to the value E 
at any instant. 

Although the time is not actually needed for the cal
culation, it is desirable to have this value available fc. 
the ephemeris loole-up, since it is physically more mean
ingful than E. The time, iDminutes, . iJ obtained from: 

I = 1- (E - uin E) 
• 

1= 1.. (- E + uinh E) (ou < 0 
If 

(46) 

TIle two-body radial distance of the vehicle from the 
geocenter, in g-radii, is obtained from: 

{ 

r, = ~ (1 - Hm E) (ou> 0 
(47) 

r, = ,,(1 - H~hE) (ou < 0 

The rectangular position coordinat~, in g-radii, in the 
orbit plane are obtained from: 

x. = ,,(rosE -,) 

].=II~sinE 

x. = ,,(roshE - I) 

]. = -,,~ sinhE 

(ou> 0 

(Of II > 0 

(ou < 0 

(ou < 0 

(41) 

where the x. axis is directed toward. perigee and v. 
along the sem.ilatus rectum. 

From Eq. (48) and the unit vectors P and Q, tile 
vehicle's position in geocentric inertial coordinates is 
obtained: 

where the x,-ws is directed to the vernal equinox, the 
z.-axis is directed to the Earth's north pole, and the !I.-axis 
completes the right-hand system. 
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Here, a very simple check on Eqs. (47), (48), and (49) 
exists: 

The rectangular velocity coordinates, in g-radii / k;'-min. 
in the orbit plane are determined from : 

x. = -\(4lin E (or" > 0 
r, 

,. _ y" (1 - , ,) (OS E .- r, (H) 

x. = -YJ!Tsinh E (or" > 0 
r, 

;. = V 1,,(1 - "')JroshE 
r, 

Again employing the unit vectors P and Q and the results 
from Eq. (51). the vehicle's velocity in Inettial coordi
nates is obtained: 

[ 
~, ] = [ P, Q, ] [x.] 
" P, Q, . 
• P Q y. 
%, • • 

ThU5. all required orbit 'elements are obtained. 

D. Initio' Conditions 

Theoretically, the initial perturbative displace~ts 
~ zero because the reference orbit is chosen as an oscu
lating orbit. In the process of calculating rectan.gular 
coordinates for position and velocity, however, rounding 

. errors are encountered which may cause the initial per
turbations to differ slightly from their norrJnal value. It 
is therefore desirable to calculate ~ i5Utial perturbative 
displAcements by the following: 

f. = r, V, - x, 

'i. = r, V, - .". 

c. = r, V, -:z, 

where 

1!S8 

l' _ (til) . . ,~ 
... - tiE.= (x - x.)r" .1"1 

n. = (*).= (j - ;,)r. vr.r 
t. = (~~).= (z - z.)r, V-r.r 

x = s,i 
;., s,i 
i- S,x 

(H) 

E. Lunar and So'ar Ephemer/l L.x>k-Up 
Prior to entering the derivative evaluation, the Moon', 

positioll corresponding to the time t as obtained by 
Eq. (48) should be detem.ined. In Section IV A It was 
pointed out that a 6-point Lagrangian interpolation will 
yield sufficient integrity in both lunar and $olar ephemer
ides when 12- and 24-hr data are U500, respectively. 

F. Th. D;U",entlal Equations 

Before the differential equations of motion are written, 
the follOwing terms should be evaluated: 

Xl •• = Xl •• - Xl.' 

Xa.. = x,. _ - X,.. X -+ ,. % <'6) 

r •.• = V xt. + ,i.. + .ri... (57) 

r •.• =V .... f.. + 11.. + %1.. 
,,, _ %, • • 
u. --

r l .• 

The three perturbative terins may now be written: · 

~ = "', (~.!!.! _ X: . e) + "'. (XI. , .:... ~) 
'-;.1 r;.e rt I tie 

" :z= 

XI X % . - I' ~(1 - ,v~r) + H' t o- 11- (- 3 + 7Lr,') 
r.." r.." . 

(60) 

.\ ,= "'1 (~ - ~) + "'. (fu -&) r..1 ~.. ~ .. , ~ .• 

- K' J;;" (3 -'42 Lr,' + 63 Lr,t) 
1.. . (61) 

", (%,.1 %,:e ) + (~ % . . .. ) . , T - T "'. r. - T 
1,1 I . . a. • I .• 

-I' .r .... (3 - 5U:', + H' _3_(1 - 10 Lr,' +l1. v~.) r... ~~.. 3 

- K' ~ (n - 70 V~' + 6HY.·) 6r' .• '.-
(62) 

where 
/' 1.62341 X 10-' . 

H' 6.04 X 1()-4 



K' 6.37 X 10'" 

m. 1.2.2888 X 10-' 

m~ 332488 

and, finally, the differential equations take the foUowing 
lonn: 

!!1. = A; 
liE 

(63) 

~ = n 
JE (64) 

~ = , 
liE 

(65) 

Ii~' ,"sinE ' " . . 
-= A'+-[I(")x -tJ+r·,,~(or">O 
tiE '. '. 7 I.' • 

(66&) 

JW u~~E " ~ . - = --.-~, + - [1(11) X - tJ + ,I U (orA < 0 
JE '. '. 7 I.' , 

(66b) 
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where 

'I = :: [ t ( x, + + E ) + '7 ( y, + +'7 ) + , (r. + ~ , ) ] 

and 

f( ) ( 
~ ~ . 7 ~ . 7 .9 

'I = 31[ 1 - 2! 'l + "'iT l' - 4! 'll + 

The differential Eqs. (63) to (68) may now be evaluated 
numerically by any numerical procedure such IU the 
Adams·Bashforth, Milne, Runge.Kutta, etc. 

G. T.rm/nal Epoch Calcula"on 
In Secti(m VI F the differential equations of motio!) 

were set up and evaluated to obtain the departures of 
the true Of'bit from the reference orbit. It is now necessary 
to detennine the true rectangular position and velocity 
coordinates of the vehicle. Vehicle position coorrunates . 
are obtajned from 

XI,. = t + x, 

" .• = '1 + " 
%1.' = ,+ %, 

Vehicle velocity coordinates are obtained from 

A' 

1!S~ 
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Remarks on the Programming System of 

Proiect Space Track 

E. W. WAHL 

Air Force Cambridge Rt... ..rch Center. Hanscom Field. 

Bedford, M .... 

ABSTRACT 

Programming development at Project Space Track is discussed in 
general tenns. This discussion includes the special problems of data 
input, utilization of subroutines for achieving data confonnity, Jdnds 
of basic programs available -and desirable, and adaptation of output 
routines to specialized user requirements. 

I. INTRODUCTION 

For more than two years Project Space Traclc bas been 
active in the field of satellite orbit determination and 
prediction. With the grow,ng number of satellites and the 
improvement of methods, an increasingly complex system 
of computations had to be put together. Finally, Space 
TracK, in December 1959, acquired its o~ 700 comput1ng 
system which started operation on January 11, 1900. We 
are now in the process of integrating our computing sys
tem to achieve the most satisfactory solution to our mis
sion as far as computing is concerned. and I will try to 
explain to you in a few general remarks our programming 
philosophy. 

. I will be using the name ·Space Track- frequently in 
my talk; actually the name has, by now. only historical 

significance. Our program officially is lcnownDOW as the 
Electronic Support System 496L and its nen'e center II 
the National Space Surveillance Control Center (NSSCC). 
Its-mission, in the broadest sense, is the surveillance and 
catalogUing of all space vehicles from the time they attain 
orbit until their eventual decay or possible loss in deep 
space. Parts of this system are: (1) the observation (sensor) 
network, about which we will talk here only incidentally; 
(2) the communications system and the network control 
function, which also lire not directly relevant to our dis
cussion; and (3) the Computing Center at the NSSCC. 
Here. observations and, in cases of U.S. satellites, also 
initial orbital elements are reviewed, data reductioo 
methods a.re applied, and, finally, predictions and other 
information are produced and Compiled for dissemination 
through communication lines. 
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II. DISCUSSION 

The efficiency of this computer operation hinges to a 
large extt'nt on two things : (1) the use of automatized 
t'<}uipment to minimi7.e the time loss from the actual time 
of ohservation to the instant when the prediction l>e< . .'omes 
possihle. and (2) the interplay of programs used inside 
the computing facility. minimizing the actual processing 
time within the computer. \Ve arc currently working on 
hoth problems. and while we arc still sume time away 
from a satisfactory solution we can now see rather clearly 
at Ie." . the problems and. in some cast'S. preliminary 
solutiolls. 1..<>t me tht'rdore indicate some of these prob
lems and their ?Ossihle solutions in these two art>as. 

When Space Trade started out. as a two-man operation. 
we jllst attempted to learn the first steps in this game. 
Initially. wt> roncemro ourselves \\;th the straightforward 
system of data reduction and prediction which, I believe, 
is familiar to all of you; it has been referred to frequently 
in the various public'Utions of Space Track llnd basically 
goes back to the work done by Jacchiil and others at 
the Smithsonian Astrophysical Observatory. In the course 
of the last two years, we built up this system and increased 
uur computing capahility by utilizing. finally, a 610 (small
scale comput{'r) in-house and a 650 system on the base. 
and H'nted time on a locally available 709. We also 

. expandNl our reduction pm~ams to include such data as 
radar observations. doppler and interferometer data. 
~finitracJc and MilTolod.: observations. and. finally. TLM-
18 data. In the orhital computation field we huilt up a 
limitNl cap"bility in orbit improvement (by means of 
radar data). a first-pass capahility usin~ radar runs. ar.d, 
finally. Oihital improvem{'nt systems. one of which hlU 
hf't.n descriW by Dr. Walters in a previous talk. 

This, however, is just the raw material. \Ve also used a 
system which will allow us to use these programs in the 
most efficient manner. In order to do so, we plan to 
eventually develup a "master executive program: which 
will not only initiate the proper programs at the right 
time but also allow assignment of priorities to particular 
observations. satellites, or requests. This will certainly 
take some time to develop, but in the meantime we are 
developing a smaller-scale version of this system to fill 
our immediate needs. Our current system combines auto
matic features with command decisions by a human 
operator and/ or a "duty analystM who is responsible for 
the proper initiation of scheduled and unscheduled pre
diction procedures. etc. 
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The organization of the programs into a synthesized 
system obviously starts by breaking the various programs 
down into their hasic components and then, block
fashion, rebuilding the whole program structure in such 
a way that, with a minimum of computer time, the 
necessary job can be accomplished. As you all Jcnow, there 
are, in the data reeuction as well as in orbital computa
tion, qllite a number of equations. program steps, etc., 
which OCCl~r over and over agai!l-solution of the Kepler 
equation. coordinate tramfonnations. etc. After a while, it 
frequently becomes a matter of writing certain bridging 
subroutines to build up a program from these little blocb. 
Extensive use can also be made of the various subroutines 
in the Share system. 

However. in order to come to a near real-time capabil
ity-and this ultimately has to be ollr goal-we have to go 
one step further. We have to automatize the system AI 

far as possible. from the observer on down through the 
computer. back into the output channels to the users. This 
is now being implemented, rr rt umum use being made 01 " 
the computer in streamlining the total operation. 

As I said, it has to start at the observing site. We are 
intwducing a special coding system which is designed 
(1) to be compatible with regulations governing TWX 
transmission practices. and (2) to minimize Ll,e time 
needed for transmission as much as possible. Since Space 
Trad: is using-and I believe strongly that. at least now, 
this is our chief strength-all lcinds of ohservations from 
a wide variety of instruments and therefore of different 
accuTilcies, a large number of code forms are being 
introdlJe:ed. out of which the observer, under guidance 
from us. selects the most appropriate code to be used fOl" 
his particular type of transmission. An incoming data 
message therefore will consist of a series of five digit 
groups on nvx (up to 12 per message). As of now, these 
messages are received in our Communications Center, 
retrammitted into the computer area. and then au~ 
matically punched into standard (fixed fonnat) punch
cards. using the IBM 047 tape-to-card converter. Currently 
under development for Project Mercury is a real time 
channel. which win allow the direct acceptance of 1WX 
data from up to 32 1WX channels into the 709 or 7090, 
and we are watching this development closely and hope, 
by fall of this year. to install this "'blacJc box" on our com
puter to automatize data input nearly completely .. 

The next step. the transcription of data into machine 
fonnat (the so-called standard observation card) is done 
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by subroutines in the 709 which are called up by using 
the code number which is the first word in each message. 
At the same lime, a redundancy check is performed to 
eliminate t.·ansmission errors. Finally, we perform a 
preliminary data reduction using the standard observation 
format. In this reduction we compute, with the current 
orbital elements already available in the machine (core 
or' tape), a simple reduction to tirn~ and right ascension 
of the node (at the start of that revolution in which the 
observation was obtained), check the deviations ~ t and 
.1 RA and, if they do not exceed a preset value, finally 
incorporate the particular observation in the "data Ble" 
on a magnetic tape. Once a day this tape is dumped into 
p~.mchcards (off-line) and the "goo<r observations are 
then sorted into their particular !lots according to satel
lite and time. In addition to the actual observation in the 
data file, we also record the values ~ f. , ~ RA., whkh, in 
effect, compare dIe observations to the current predictions 
-since predictions were based upon the same orbital 
elements against which these values had been computed. 
By examining the deviation.~ (e.g., by plotting the ~ t vs 
revolution N) one will become aware of systematic devia
tions which, in turn, will then be'used to initiate element 
improvement methods to arrive at better elements and 
thus better predictions. 

This more-or-less automatic system of data reduction 
and acceptance occupies the computer only for an 
extremely short time; in fact, to receive, in this manner, 
100 observations and to process them up to the transcri~ 
tion into the data Ble is a matter of seconds. (Data reduc
tion alone, to obtai1;l ~ f, ~ RA, for 100 observations with 
off-time output lasts only 11,; seconds.) We will probably 
maJce this data acceptance of the computer completely 
automatic by using the ~utput system with the 
interrupt feature in such a way that any program can be 
interspersed with this routine. One tentative plan is to 
allot about 16K of the core to permanent storage of .11 
constants and routines necessary for this reduction and to 
utilize the remainder of the memory for transient storage 
of other programs. This would eliminate tape access time 
and speed up the reduction process even more. 

Let us recapitulate: Data acceptance from stations in 
coded format is fast becoming a completely automatic 
process; it includes, in addition to decoding and conver
sion into standard format, a self-checking routine which 
eventually lets only "good observations- appear in the 
data file. Under normal circumstances this system will 
accept about 80 to ~ of the incoming data as being 
correct and useful for further calculations. What happens 
to the rest? Obviously, we cannot utilize apparently 
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Mwrong" data directly. These data' are thrown out of the 
computer with the appropriate remark as to why they 
were rejectt'd and are then checked in the Data Control 
Group where "human computers" will make an attempt 
to rectify errors, if possihle, and, in dou~t(ul cases, even 
may contact the observer for clurilkation. This, however, 
happens only after the machine has already tried to find 
the error. One likely error obviousl:.-· is the assigning of an 
observation to the wrong ohject-thcse things in the sley 
unfortunately have no names attached. If, in the reduc
tion checle, the deviations are too large, the machine will 
attempt to nnd another satellite for which the observa
tion is better reduced, i.<!., comt's close to the prediction 
according to its elements. If so, the machine will use thl'! 
observation with this object; however, in the data fil,. 
this will also be noted. This latter procedure is qUI 
necessary since, ,in some of our sensor systems, 1\ reliablt: 
identification of the object is not very easy (e.g., a "fence 
crOSSing" only gives an analog signal, and it is only 
possible to assign a spreific satellite b)' knowing that, 
at this particular spot and time, th is satellite "should
be observed). In such cases, the 709 will make the 
identification. 

If. however, the observation is otherwise all right but DO 

satellite can be found, the 709 is programmed to reject 
this observation by kidcing it out and by stopping-. 
notification to the operator that an unknown object has 
appeared. Then this datum is transferred into a special 
-new object file: and once sufficient data are accumu· 
lated the operator, in conference with the duty analyst, 
will start the operaticm of attempting a new initial orbit 
determination. 

In normal operation, however, the next . step would be 
the routine issuing, of predictions, etc. There are two 
cases to discUss : (1) The case in which satellite elements 

.' in ' the 700 are still satisfactory. In this case, using these 
eJem.m~, mie goes upon command into the procedure of 

. computing a new bu)ietin, which entails (a) t~· proper 
updating of the elements to the new epoch, (b) the com· 
put~tion,.o( the equatorial crossing times and longitudes, 
and. (c) the obtajning, if necessary, of a new "grid: i.e .. 
the vah,les for reducing equa torial crossings to other lati
tudes and the heights of the satellite above. the. Earth', 
surface. (2) The case in which the comparison of the pre
vious predictions with the observations has shown that 
systematic deviations have started to build up (this, at the 
moment, is determined subjectively by the duty analyst, 
but will later on be done automatically by the 709). In 
this case, in short intervals of time (i.e., every three days 
or so), a partial element correction is performed by least· 
squaring ' of the ~t values (automatically from the At VI 
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N on the data file data); once every ten days to two weeh 
(or more frequently if desirable), a complete differential 
correction of the elements is performed. After the better 
elements have been obtained, the prediction process as 
in (1) is performed. 

The program routines necessary for these steps are Ieept 
on tapes to be used in conjunctiol'l with data file tapes or, 
in some cas~, with punchcards. It is oovious thut at the 
moment, with Telativt>~y few satellites in orbit, these proc
('sst's can be initiated by human decision. Later, the sched
uling of such operations certainly will be under control 
of the executivt' program, where this program will initiate 
the new prediction routines acrordi:1g to either schroule 
or need, as given by buildup of deviation observed minw 
deviation computed. 

In addition to these routine, or general, predictioru 
(thry are issued for general consumption), we have to 
give to some of our sensors more detailed information 
such as loole angles or fence crossing times. These are 
either routine (i.e .. for a given sensor a certain number 
of satellites will be computed routinely to obtain all pos
sible passes) or they may be made upon special requests. 

All predictiun d ata are computed in the 700 from the 
elements stored in the core, from data (observations) OIl 

tape, and from programs usually also available on tapes. 
If it is a routine matter, for example, the operator will 
attempt to compute all bulletins due, in sequence, so that 
they have to read in the program only once from tape 
into the memory; he then will compute all requested 
look angles and, 'fiMlly, all fence crossing times. Such a 
sequence, at the moment, takes anY' .... here from " to 3 hr, 
depending upon the total number of predictions neces
sary. All machine output is recorded on tape, and only 
monitoring comments are typed out on-line to avoid 
unnect"SSal)' delays. At suitable intervals, the tape con
taining results is "witched off-line and punchca\'ds are 
obtained. These are then tr"Allsformed into teletype ta~ 
using the IBM 063 (in fact, since this ·machine is very 
slow, we use two such macrunes in paranel), and, finally, 

the tape is sent up to the Communications Center for 
transmission. In case of look angles for specific stations, 
we patch the 1WX transmitter at the 7CIiJ directly Into the 
TWX channel and transmit directly from the Crmputer 
to the station; only addresses, etc., are added at the Com
munication Center while patching the lines together. 

It is obviously premature to give you any estimates here 
abou t the speed with which we are operating in this sys
tem. In many cases, the data reduction speed (which is 
quite high) has no relationship to the prediction speed, 
since predictions are done on a scheduled routine as far 
as possible. However, I can tell you at least one thing: 
In case of a normal launch, say a Di.Jcocerer, our data 
reduction of initial data, the obtaining of orbital elements, 
and the computing of a bullt'tin, have k>Jl so (ast that, 
in the last few launches, our bulletin was ready for trans
mission well before the moment when the DOD did 
announce successful launch. Since our predictions are (a) 
unclassified and (b) go also to overst'a5 addresses, we are 
not allowed to issue bullt'tiru before the launch is officially 
announced-but in all cast'S we were able to issue the first 
bulletin within minutes of thi$ announcement. 

I hope that, from my account. you have obtained an 
indication of how the NSSCC ,"'Omputations are operating. 
Let me repeat once more this fact: We have developed 
this system from small beginnings, and even now our 709 
system has been in operation jus1 about six weeks. Quite 
obviously, our system, a.~ I have described it, is still full 
of inadequacies and will be changed quite drastically in 
some respects. It is also not yet in full operation, but we 

. can see at least some of the problems and our OperatioD 
is attempting to give preliminary answen. 

Our strength, but also our difficulty lies in the fact that 
while we are developing · better methods we still are 
charged with the responsibiHty to pezform now, to be at 
all times operational and, while developing a "good" sys
tem, we have to produce here and now. This is quite a 
problf'TTl at times, hut let me assure you-it is also gent 
fun ...nJ my colleagues and I enjoy it immensely. 
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ABSTRACT 

The differential corrections program employed at the Smithsonian 
Astrophysical Observatory for orbit improvement presently employs 
the standard equatorial elliptic elements. Mean elements over a single 
revolution are defined . Variations of these mean clements produced . 
by secular long-period and drag terms are represented by convenient 
series developments in time. These terms may be treated as input 
or output. 

Short-period perturbations are included to the first order and are 
applied to the reference orbit at the time of the individual observation. 

Due to the large number of parameters required to represent the 
orbit, the program is genera!ly used in a series of successive approxi- 
mations. Individual determinations are run for about one week'S ob~r
vations with assumed coefficients for the higher order terms in the 
secular expansions. 

The program is extremely rapid and flexibJe, allowing corrections 
of any selected parameters. 

The program cannot be employed for cis-lunar orbits. 

'This writl"Up of DOl · i$ Intended to provide e-nough ~k-v.nt d~ail~ to IiefW as I ref~ 

adequllte for nonnal usage, It is not seU-rontalned, but assumf'S • familiarity with typical appli
cations and experience in interpreting- the input and output formats. Spocal applications are 
often possible with only minor changes in the program. However, the only reference of any 
value in such a case is the program listing. 

The program is presently coded for an 8K 704 with optional use of 81C ma~ druma for 
additional storage. 
- Appreciable- changes lITe planned in the next few months which will result in Il program that 
will not correspond to the details of this description. 

-

i6!5 

1 

\ 

1 



J , 

JPL SEMINAR PROCEEDINGS __________________________ _ 

VEIS 

I. INTRODUCTION 

rhe program referred to at Smithsonian as the ~Dif
ferential Orbit Improvement Program~ was designed in 
the fall of }958 hy Dr. George Vcis ·as an outgrowth ·of 
his dis:t'Ttation conl'cming g(wetlc applications of Earth 
satellites. The program was originally intended to pro
vide determinations of improved station positions on th(' 
hasis of satellite observations. However, as the program 
('voJved, l'mphasi.~ shifted from purely geodetic applica
tions until. as prt'sently coded for an 13K 704, it is moo for 
routine processing of ohs('rvations. In that capacity it · 
produres the input for : :nithsonian's prediction programs 
and fl)rmS the ba~is for most analytical examinations 
which utilize satellite ohservations. 

One of the problems encountered at Smithsonian. which 
the program must be able to handle adequately, concerns 
the types of observations available. Efforts at Smithsonian 
are directed chiefly to obtaining optkal observations. 
Good optical observations require photographs, the main 
SOUITe of which are the twelve Baker-Nunn ca''Of'ra sta· 
uoru located in various parts of the world. The cameras 
differ from ordinary telescopic cameras in that they can 
trade satellites at the relatively high angular velocities 
rCGuired and thus obtain good photographs of faint satel
lites. Two qualities of observations are obtained from 
these carnera.s. Immediately available are measurements 
of the films made at the stAtions with angular accuracies 
of a few minutes of arc. Several weeks later, more precise 
measurements of the films are made in Cambridge, with 
accuracies of a few seconds of arc. For the brighter satel
lites, visual observations are provided by Moonwatch 
tearns, with accuracies of about · one-half degree, and 
occ-asionally photographs are obtained from more c0n

ventional astronomical telescopes. Minitrack observa
tions are sometimes used to supplement the optical 
observations of those satellites whose transmitters are still 
operating and whose ranges and positions are occasionally 
obtained from rpdar stations. Diversified observations are 
thus available, all characterized by the fact that they 
are observations of position, as distinct from observations 
of velocity (i.e., doppler slopes or range rates), . 

Among the problems introduced by this variety of 
observations is the fact that a fairly complex input rou
tine must be providro to read and distinguish between 
the variom types. The differing accuracies require that 
each observation be considered in the light of its accu
racy; i.e., it must be weighted in some manner prior to its 
consideration. This is done by assigning nominal accu
racies to each type of observation, or perhaps to each 
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s~tion, depending upon the accuracy oE the observing 
equipment used and previous statistical determinations 
of resulting accuracieJ, where Bvailabb. To minimize 
internal complications due to the fact that observations 
may refer to one of several coordinate ,ystenu, all obser
vations an. converted to a sidereal system; ranges are 
invariant, but directions are expressOO as direction cosines 
and positions in rectangular coordinates. TImE, internally 
there are only three distinct types of observations, aD 
referred to the same coordinate ~'tem. 

To treat the precise measurements of the Beler-Nunn 
observations adequately, it was necessary to accurately 
d efine the coordinate system to which they are referred. 
The system eventually chosen was the customary tideTe&l 
system, referred to the equinox of 1950 and the equator 
as of the date of the observation. The chief consideration 
in defining this system was that the orbits of close Earth 
satellites are more liJcely to follow the in..~tanOOUl 
equator of the Earth than an inertial equator which 11 . 
ineependent of the mction of the Earth. 10e equinox wu 
ldt at 1950 to allow a simple exp~5ion for sidereal 
time. This system may be more precisely de6.ned by the 
matrices used to rotate a ctx>rtllnate system with a diHer
ent equiool' and equator from .that defined, but these will 
not be given here. 

TIds, then, is the infonnation the program has avail2b1e 
to it and the framework in which it must work. The infor
mation desired comprises orhital elements which are 
consistent with the observations available ll1ld are to be 
determined on the· basis of minimizing the weighted 
squares of the residuals of the observations. The orbital 
elements employed by the program are the elliptical ele
ments: argument of ·perigee, right ascension of the ascend
ing node, · indination, eccentricity and mean anomaly, 
referred to a convenient epoch. Mean motion is deter
mined as the time derivative of me.an anomaly and 11 
used to compute the semi major axis of the orbit, with the 
additional assumption of an ellipsoidal Earth. These are 
·mean~ elements in the sense that they represent the 
orbit over an entire revolution. Those perturbations which 
have no net effect upon the elements ·aher a revolution 
(short-period perturbations: period less than the period 
of the sateIlite) are computed from theoretical expres
sions and used to convert the mean elements to instan
taneous osculating elements at any 'point of the orbit. 
.4_t present, short-period perturbations include only the 
effect of the second harmonic in the expansion of the 
Earth's potential; however, in the near future the effect of 
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atmospheric drag ali characterized by a restriction in the 
vicinity of perigee will be included. 

The basic philosophy of the program is phenomeno
logical in the sense that only .ignifkant ohservro varia
tions in the orbital elements will be considered, rather 
than whatevt'r variations one expects. The use of short
period perturbations is not quite consistent with thi.s 
approach; however, it is required by the characteristics 
of optical observations. In order to obtain an optical 
observation, two conditions must he fulfilled : the satel
lite must be illuminated by the Sun, or provided with a 
light, and the station must be in the Earth's shadow. 
These conditions are normally met only at two limited 
regions of the orbit, with the result that all observations 
must be made within these regions; hence observations 
well di stributed along the orbit arc rarely obtained. A 
d irect trea tment of these observations results in the deter
mination of oscul&ting clements, which will change 
irregularly as the zones of Visibility change. The defini
tion of mean elements and the application of perturba
tions are intendt-d -to avoid this difficulty. 

Secular and long-period perturbations of the orbital 
elements are included in the follOWing way: Each of the 
five orbital elements is expressed as a function of time 
utilizing a combination of a polynomial, sine terms and 
an asymptotic function which is useful near demise Thus, 
in reality it is nnt the orbital elements that deBne the 
orbit of the sateUite, but rather the parameters of the 
expressions representing the time variation of the ele
ments. It is these parameters that are read and treatro 
as variables by the program and for which improved 
values are ultimately obtairled. This approach is par
ticularly useful in representing the mean anomaly which 
is subject to irregular variations resulting from fluctua
tions in the drag produced by the atmosphere of the 
Earth. An expression commonly used is a quadratic poly
nomial which defines a constant acceleration. However, 
a higher order -polynomial or sine terms are often used 
to provide a better St over a longer intenal of time. Any 
of the parameters used to deBne the orbital elements may 
be treated as variable, allowing assumptions made con
cerning the variation of the elements to be conveniently 
verified. 

Considerable effort has been put into making the p~ 
gram as simple to use as possible. The input has been 
simplified, the output has been minimized and labeled. 
ilDd the intern:t1 operation of the program has been made 
completely automatic. Thus, relatively little experience 
is required to use the program, which is a considerable 
advantage both for routine and special purpose applica
tions. The input includes a specification of the expressions 

to he m.::J to repres('nt the orhital ('Iem('nts, approx
imate values of the parameters used in these expressions, 
and an indication of which paramt'l('rs arc to he treated 
as variables. The only other inputs are the observations 
themsdves, which arc available on standard obs('rvation 
cards, and the coordinates of the stations that made the 
observations. The pro~ram examines the observations, 
computes corre<:tions to the orbital pammetru, and 
re-examines the obsC'rvations, re[><'a tin~ the process until 
Nnvergcnce is attained. The output ultimately produced 
includes an indication of the process of convergence, the 
Bnal l.'Orrected valu('s of the orhital p .. ramett'fS and their 
standard deviations, and the residuals of the observa
tions referred to the Bnal orbit. 

The sequence of operations of the program is 9.S fol
lows: The program reads the orbital elements, station 
coordinates, and obS<'rvations and converts the observa
tions to the defined sidereal system. The osculating ele
ments are compuh-d for ('ach observation by evaluating 
the expressions for the mean dements at the time of the 
observation and addin~ the p<'rturbations. nlC position 
of the satellite ;and the p artial d f>ri \'atives of position 
with respect to the orbital parameters to ~ varied are 
computed from the osculatin~ e1t>ments. TIle position of 
the station is dctt-nnined and the position of the satellite 
~lative to the station. A pseudo-obser\'ed position is 
then computed by employing the comouted range with 
the obrerved direction or the comoutt"d direction with 
the observed range as n('('('Ssary. This allows a uniform 
treatment of the "arious types of ob.servations in the fol. 
lowing computations. 1be pseudo-obscrvcd and com
puted positions arc then compared and the observatioo 
rejected if the disagreement is too large. If the observa· 
tion is retained, there results a set of equations expressing 
corrections to the orhital parameters in terms of residuals 
and partial derivativt'S of position expressed in rectangu· 
lar, sidereal coordinatE'S. A matrix rotation is then per. 
formed to rotate the residuals to the original observed 
coordinate loystem, at the same time reducing the number 
of equations to the number of variables actually observed. 
That is, there equations with rectangular residuals might 
be reduced to two equations with residuals expressed in 
terms of altitude and a:r.imuth, or whatever is appro
priate. These equations are added to a set of similar 
equations resulting from other observations and will 
ultimately be solved by the techniques of least squares. 

The contribution of each observation to the least 
squares solution is weigllted by the inverse square of 
the assumed accuracy of the observation. After all obser
vations are considered, the standard deviation of an 
observation so weighted is computed. This method is 
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employed in two ways. Observations will be rejected if 
their weightt'o rt'siduaJ is greater than three times the 
standard deviation as determined by the previous 
iteration. Moreover. after al\ ohservations have been con
sidered in the present iteration. residuals of an ohservation 
will be compared with tIll. current standard deviation. 
and If any observations are rejected at this stage. the 
standard deviation will be recomputed from the remain
irig observations and this process repeated until P.:> fur
ther ohservations are rej£'cted. This technique has the 
effect of forcing a more normal distrihution upon the 
residuals of the observations and is remarkably effective 
in locating bad observstions before effecting a solution 
and improperly correcting the orb!tal parameters. 

The standard deviation is also used to define con
vergence of the iterations. A change ;-,f less than a tenth 
of one percent in the standard deviation between suc
cessive iterations is required for convergence. 

The speed of the program is lin essential characteristic 
in determining the extent to whkh it can be employed. 
The cooing was intended to produce as efficient a pr0-

gram as possible, and to date that efficiency has given 
the (ollowing results. Observations may be read at a rate 
of 10 per second. They are examined and their contribu
tions to the least squares solution computed at a rate 
of 2 per second. (The time required to actually obtain 
the corrections to the parameters is nettligible.) If an 
average run is considered as l.'Onsirting of 50 observations 
with perhaps 7 variables. it would Tl'quire about .. itera
tions for convergence or about 2 minutes of machine 
time. A longer run employing perhaps 500 observations 
and 10 variables might require 10 iterations or about 45 
minutes of machine time. The length cf such a run is not 
unreasonable if one considers that with the volume of 
observations used by Smithsonian. 500 observations might 
cover a period of 6 months. The increase in the number 
of iterations required results both from the added dif
ficulty of idc.>ntifying the bad observations and the addi
tional degrees of fr~,om in the least ~uares solution. 

Some typical applications of the program might be use
ful to illustrate the sort of results which may be obtained. 
Specific examples of satellites, however, will be avoided. 

The major routine application of the program is in 
obtaining orbital elements which may be extrapolated 
for prediction plJrpoSes. The expressions for the elements 
used in making predictions are usually rather simple, 
rarely involving more than a quadratic polynomial and 
perhaps a sine term. Since the secular and ~riodic varia
tion of the clements has usually been previously deter
mined, only the constant terms of the polynomials and 
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the first and second dt'rivatives of mean anomaly are 
varied. This results in a total of 7 variables. Predictions 
are normally made a week in advance, utilizing the 
eleme~ts dctf'rmincd from the previous 2 week,' obser
vations. Using til£' program in this way. orbital elements 
suitable for prt'dictions may be conveniently, indeed auto
matically. obtained. The program is also used on a daily 
basis to compare the observations that have been obtained 
with the predictions from which they resulted in order 
to keep tracle of the accuracy of the predictions. This is 
done by cxahlining the residuals of the observations from 
the prediction orbit as printed out by the program when 
no parameters are varied. 1£ these residuals exceed a 
tolerable maximum before new predictions would nor
mally be prepared, corrective action. can be taken. 

The program may also be used in an analytical sense 
to detennine values of the orbital parameters, utilizing 
observations over a spt'Cific interval of time. For instance, 
observations covering an inteT"al of 6 months might be 
used to determine secular variations or amplitudes of 
periodic variations which would be poorly determined 
over a shortt'r interval. Th~ program is (ast enough to 
make such applications feasible. An alternate examina
tion over extended intervals utilizes a special feature ' oE 
the observation input whereby observations covering a 
specified interval of time are read and the elements detCl'
mined at the center of the interval. Then observations 
C'Overinp; an interval equal in duration but displaced in 
time from the previous are used and the .elements eval
uated at another t'poch. Thus. the elements can be deter
mined suC'Ct'Ssivdy on the basis of obsen'ations centered 
about the epoch. The obsen·ati<:>ns for su~ve deter
minations may over lap if necessary to provide enough 
obsen'ations to permit a determination of the elements. 
Such techniques have been used successful1y in determin
ing definitive orbits, which (or well-behaved satellites 
may cover intervals rome months in duratiO:l. 

10e program may also be used in two ways with refer
ence to the OrigirulUy intended geodetic -applicatioos. 
The position of a station may be varied in addition to 
the orbital parameters. If, fer instance, observations are 
available from a station located on an island, the position 
of the station, hence the position of the island, might be 
varied and determined more aCCUJ'ately than before. 
Moreover, if there are groups of stations whose relative 
positions are accurately Ienown. the positions of the groups 
may be varied relative to one another. That is, a group 
of stations may be treated as a unit and the same COITClC

tion made to the pesition of each station. Thus, if there 
are several stations on the island, their re:ative positiom 
will not be changed, but the position of the island may 

; 
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be varied. By the same approach. the relative positions 
of continents may be varied. 

There is II.n additional possibility of varying the shape 
of the Earth. Irregularities in the Earth's potential result 
in periodic variations in the orbital elements. Such 
periodic variations may be included in the expressions 
for the elements . and the parameters (\f the eApressions 
treated as variables. If the presence of such dlects can 
be determined from the observations available. this 
should be evident from the resulting values of the parlim

·eters and their standard deviations. 

The results of geodetic investigations so far have not 
produced improvements in the accuracies with which 
the positions of stations are known. but they have sug

. gested some irregularities in the Earth's potential. TIle 

limitation has been in the ugH'ement attainable between 
observations and computed positions. However, improved 
treatment of precise Baker·Nunn observations with resid
uals reduced to less than 20 seconds of arc provide a 
hopeful basis for improved results. 

This completes a brief description of Smithsonian's 
Differential Orbit Improvement Program. Modifications 
which ate planned in the near future include the addition 
of 5hort-period perturbations due to drag at perigee, an 
increase in the number of statirms and observations that 
may be used, and an appreciable increase in the speed 
of the program. A more detailed description of the pr0-

gram. heavily weighted toward describing input and out
put conventions bllt rnntaining a complete description 
of the coordinate systl'm and the eqllations used, is 
available through Smithsonian . 

II. INPUT 

TIle input deck serves two distinct purpo$eS: 

1. It specifies the station coordinates, observations, and 
orbital elements the program is to use. 

2. TIlrough code numbers it controls the operation of 
the program. Appreciating the Bexibility thus pr0-

vided is essential for effective utilization of the 
program. 

The input deck consists of BCD cards of which columns 
1-72 are interpreted. It may be read at the on-line card 
reader or from a BCD tape previously prepared at an 
off-line card-tape unit. The input unit is determined by 
Sense Switch 1: 

551 Down: on-line card reader 
Up: tape. 

Initially, and when necessary thereafter, the program 
refers to the input deck for instructions. These instruc
tions take the form of a code number punched in the 
first column of a card (command card). Other information 
may be pun::hed on the card but is interpreted later. 

--------

The code numbers and meanings are: 

o (or blank)-stop 
I-read JUtion coordinates 
2-read orbital elements 
3-read.observations and improve orbit 
.-improve orbit 
5-restore criginal orbit 
6-read stations to be varied 
7-se!ect output unit 
8-.kip n of every n + 1 observations read 

The action initiated by each of these codes will be 
considered in detail. The description serves as a reference 
as well as an explanation, so information is included that. 
is usuaUy unnecessary. 

o (or blank)-stop 

This causes the normal program stop (HTH 13241 in 
13260). Thus, if input is from tape, a blank card should 
be the last record, while if input is at the on·line card 
reader, three blank cards should terminate the input deck 
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(an .extra two to fred in the first) . Pressing start causes the 
program to look for another command card. 

The instruction TRA 13241 may be executed manually 
from any portion of the program (unless the machine is 
already reading input) to force the program to look for 
another command. This will usually result In losing the 
orbital elements already in memory, though no other 
damage is possible. To guarantee retaining the orbital 
elements, TRA 17145 will restore the ori~inal orbit, print 
out the residuals of the observations, and then look for 
another command. 

I-read Itation coordinates 

The cards which follow contain the station coordinates 
to be read into core memory. The l'Ommand is terminated 
upon encountering a blank card. Station coordinates may 
be r~ad at any time SO long as they precede the observa
tions with which they are to be used. They replace any 
coordinates previously in memory. 

A station coordinate card is dclined as containing the 
following information: 

1. Station nllmber (a positive, nonzero, decimal integer 
less than 10,(00). 

2. The 3eocletic rectangular coordinates of the station 
(megameten) in the order r, y, :. 

3. The latitude of the station (radians). 

Th~e four data ..... c read from columns 1-48 of the card 
. and sllOuld follow the conventions of the voriable field 
input routine (see description). Thus, only the order and 
mode of the numbers are significant. TIle rest of the card 
is ignored. 

Storage is available for 100 stations (7 data per station). 
If more than 100 stations are includt:d in ·a deck. the fint 
100 will be retained. The stations must be in ascending 
numerical order by station number. To reduce ' ~arch 

~ time, as few stations as .possible ~hould be u~ 

2-read orbital elemenb 
Any title which appears in columns 25-72 of the com

mand card is printed, and the follOwing cards are inter
preted as a set of orbital elements. 

The first card contains the element identification code. 
This consists of (1) a description of the functions used to 
describe each orbital element and (2) the parameters of 
these functions which are to be treated as variables. The 
following conventions are employed: 

The orbital elements are assumed to be in the order .. , 
n, i, e, M. The functions (of time) used to express each 
may include polynomials of degree- 0-7 inclusive: 
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(coded PO, •.. , n) 

sine: 

50 sin [51 + 5J (t - ttl l (coded 5) 
e~punentlal: 

Eo ei:1 (t - t .. ) (coded E) 
hyperbolic function: 

Ho (HI - W2 (codt>d H) 

The sum of any combination of functions may be chosen 
to represent each clement provided that a polynomial II 
included. TIle program r<'l'Ognizcs a polynomial as begin
ning to define the next element; hence, it must appear 
first. ' 

The code representation of each function is followed 
by a code digit for each paramett'r in the function. If this 
digit is 1 the parameter wHl be treated as a variable. If 
this digit is 0 the parameter will be treat<>cl as a constant. 
The digits refer to the parameters in the order they 
appear in the definitions above. 

Any of the parameters may be varied, in any combina
tion save that in a polynomial; if a coefficient of a term of 
given degree is to be \'~ried. all coefficients of terms of 
lower degree must be varied also. . 

As a sample, the element identification code (P'lIOO' 
5100 P2110 ' SOIl POI Pl00 EIO PHI HIll 
'5000) indicates: 

.. ' quadratic pol)nnmial vary constant 
+ sine vary amplitude 

0: quadratic pol~nomial . vary constant, derivative 
+ sine ' vary phase, frequency 

f: ('OnstaDt polynomial vary constant 

e: linear polynomial (vary nothing) 
+ exponentiOlI vary amplitude 

M: linear polynomial vary constant. derivative 
+ hyperbolic function vary all three parameten 
+ sine (vary nothing) 

The following limitations are inherent or defined by 
storage limitations : A total of 5 to 25 functions may be 
employed containing a maximum of 72 parameters, of 
which 0 to 23 are variable. (The maximum of 23 variables 
includes station coordinates.) 

The code words (one function / word) are punched in 
columns 1-72 with at leal>1 one blank between words 
(extra blanks are ignored). The code is assumed complete 
upon encountering blanks in columns 1~ or 66-72. If 2 
cards are necessary, a word in the first must end in 
columns 66-72. whereupon the interpretation will COD

tinue with the next card. If the last word ends in columns 

.i 
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66-72 .. a blank card must be provided to tcrminatt' til t' 
interpretation. 

After reading and deciphering the element identifica
tion code. the pro~ram interprets the following cards as 
containing: 

1. TIle epoch-the H,feH'nce time for til(' expressions 
describing the orbital elements (t,,). It is composed 
of :2 dedrnal frac:tions : day number (Julian day 
number - 2.400.000.5) and fraction of day (UT). 

2. The parameters which define the elements in the 
order specified bv the element identifications code. 
The units for .... n. j are degrees. those for 1.1 are 
revolutions. those for the argument of a sine are 
degrees. The unit of time is days. 

These are read according to the conventions of the 
variable field input routine (see description) and only the 
order is important. A blank card terminates the input, 
whereupon the program print~ the initial orbital elements, 
identifying each clement a .. u function as instructed by 
the element identification rode. and looks for its next 
command. 

Several options are available in the element input. If a 
blank card is substituted for the element identification 
code, the code already in the machine will be retained 
unchanged. The program will proceed to read in diHerent 
parameters (including epoch). 

If no parameters (or epoch) are read (blank card 
immediately follows terminated elemeut identifcation 
rode) the existing parameters will be retained, but the 
new identification code will be applied. The elements 
will :lOt be printed. 

3-read observations end improve orbit 

Any title appearing in columns 25-72 is printed. Four 
decimal fractions may appear in columns 3-24 (see 
below). The cards which follow are interpreted as 
observations. They may be treated in 3 ways: 

1. A maximum of 155 observations are read and stored 
in core memory (8K). A blank C1lTd terminates the 
o! . : rvation input, and control is transferred to the 
main computation loop. (Magnetic drums are not 
referred to.) 

2. A maximum of 628 observations ar~ read and stored 
on drums 4-1. Input is terminated either by a blank 
card or the 628th observation and control transferred 
to the main computation loop. If 628 observations 
were used, after completing the element improve
ment. control is returned to the observ;ltion input. 
Ultimately, the input is terminated by a blank card. 

SAO ORBIT IMPROVEMENT PROGRAM 

3. " , days of obst'rvations are read into core (maximum 
of 155 observations) and control is transferred to the 
main l'Omputation loop. After completing the ele
ment improvemmt, thc first ", days of ohservations 
are deleted and an additional ", days read. Ulti
mately the input is terminated by a blan" card. 
~fore than 155 observations per intenal cause 
hopeless confusion; input must he reinitiated from a 
new M3" card to continue. The observations must be 
in chronological order, since the times of the obser
vations define the ohservation to be used. The order 
is immaterial in cases (1) and (2), however. 

Cases (1) and (2) are identical. ex('Cpt that drums are 
not referred to if t' e conditions for (1) arc met. Cases (2) 
and (3) are distinguished by the numbers punched in 
columns 3-24 of the k3" card (variable field conventions). 
If columns 3-24 are blank, the values read from the 
previous "3" card will be retained (they are initially zero 
in a cleared machine). 

For case (2) the decimal fra(1ions " . and n, may be 
specified: 

n J: integral portion of the epoch to which the 
improved clements arc to he referred. If n. is zero, 
then (1) if r., is nonzero, the mean of the times of 
the observations will be employed as epoch; (2) , 
if n, is zero (or blank) the above mean, truncated 
to an integer, will be employed. 

n,: fractional portion of epoch. If it is· not p\mched, it 
is considered zero. 

For case (3) the decimal fractions n .. n" ,,~ (n.) must be 
speciJied: 

n.: (integer) number of days to be deleted from and 
added to the previous interval to define the next. 

n:: number of days of observations to be included in 
each interval. 

nJ: integral portion of the first epoch desired (the n, 
day interval will be cen~ered about it); n , is added 
to the epoch of the previous interval to determine 
the epoch of the next. 

n.: fractional portion of epoch. If it is not punched, 
it i.s .considered 7.erO. 

Observations may be read at any time with the follow
ing restrictions: 

1. Th~ station. coordinates to be used must have pre
vi~usly been read. If a station is required whose 
coordjnates have not been furnished, the observa
tion will be omitted and a remark to · that effect 
printed. 
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2. The orbital elements with which the observations 
arc to be used must have previously been read. (The 
times of the observations arc referred to the epoch 
of the elements. which may be relocated internally. 
Hence observations preceding a set qf elements refer 
to the wrong epoch.) . 

The consequences of cntering thc ~ain c::omputation 
loop are described bclow. From there. control either 
returns to the observation input or proceeds to seek 
another command. 

The observation cards have a fixed fonnat described 
in the following pages. The interpretation of this fonnat 
has been built into the program in such a way that 
changes involve the coding rather than a fonnat state
ment. Any appreciable modification would require 
considerable reprogramming. 

.-improve orbit 

This transfers control to the main computation loop. 
the same transfer that concludes the observation input. 
There. each observation is compared with the orbit. the 
orbital elements are corrected. and the results (reSiduals 
for each observation and improved elements) are printed. 

This command would be used. for instance. after a 
change in the parameters to be treated as variables. An 
automatic transfer would not follow (as in the case of 
observation input). so it would have to be initiated. 

S-restore original orbit 

Nonnally. after improving the orbital elements. the 
corrected parameters are used as the initial orbit for 
successive improvements (i .e., successive sets of observa
tions) . Occasionally it might be preferable to return to the 
original orbit rather than trust the imprcvement. 

If columOls 7-12 of the command card are nonblank. 
the original orbit wi)) be restored after each improve
ment. just as it is if no improvement is possible (i.e .• 
iterations fail to converge). The original orbit is defined 
as the orbit in the machine at the time the command is 
executed. or any orbits read after the command. 

The command may be read at any time. To cancel the 
command. a US" card with columns 7-12 blank will 
restore the program to its nonnal operation. 

6-read stations to be varied 

The foUowing cards contain the numbers of the sta
tions whose coordinates are to be varied. A maximum of 
56 numbers .(decimal integers. variable field conventions) 
may be .used. input being terminated by a blank card. 
Only nonzero integers are considered station numbers. 
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zeros being used to separate groups of "StatiODJ whose 
coordinates are being varied· as a unit (i.e .• varying the' 
position of a continent). If individual stations are being 
varied independently, their numbers must be separated 
by zeros. 

If no station numbers are read (blanle card immediately 
follows command card) no stations will be varied. The 
station numbers may be read at any time. provided the 
coordinates for the stations referred to have previously 
been read. After completing the input. the stations QJld 
their coordinates are printed to furnish a check of the 
input and a comparison ' for the corrected coordinates 
printed later. 

With each group of stations to be varied, 3 variables 
(r. y. z) are associated. s.o at least 3 oru.ervations mwt be 
available for each group or a singular matrix will remll 
A maximum of 23 variables (including orbital parameters) 
is impcsed by storage limitations. 

The program will continue to vary the station coordi
nates until instructed otherwise. However. the COOlilinattS 

themselves remain unchanged in memory (although • 
correction is computed and employed) so that corrected 
coordinates are not used for successive setJ of observatiOD.l. 

1-select output unit 

Tape 2 is the nol'11Ul output unit for the considenble 
output which the program produces. This command may 
be executed at any time to select another output unit. 
allowing output to be put on different tapes or printed 
(punched) on-line. 1be ·decimal address of the unit 
desired is punched in columns 3-6 of the command carc:L 

Any comment punched in columns 7-72 cl the c0m

mand card will be printed on-line to help identify the 
output or to locate the position of the program withiD • 
large input deck. 

S-sJOp n of every n + 1 observatiOOl read 

To cover a large interval in time which includes more 
than 628 observations. it is useful to be able to exclude 
observations without destroying their order by sorting. 

This command reads the number (n) of tape records 
(observations) the program is to skip between observa
tions; ·n is a decimal integer punched in l.'Olumns 3-6 of 
the command card. Several restrictions m apparent: 

1. Observation input must be from tape (Tape 4). 

2. n + 1 blank cards must terminate the observatioo 
input, since it would be difficult to predict which 
blank card will be read (the skipped records are not 
examined). This may leave n blank cards for the 
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computer to encounter when it seeks its next com
mand, each of which will cause the normal program 
stop (which may be overcome by pressing start). 

Other commands may be defined a~ the need arises. 
Program constants may be conveniently altered in this 

. way. All that is required is to store the constant in the 
proper place, since the variable field input routine will 

SAO ORBIT IMPROVEMENT PROGRAM 

translate any number in columns 1-23 of the command 
card. 

The commands may be executed in any order (with a 
few restricHons) and, by utilizing this generality, complex 
input d~ks may be fonned which can yield more infor
mation or induce more certain convergence than would 
otherwise be obtained. 

III. OUTPUT 

PKEDI.T is used to prepare and print the output. 
Floating point numbers are printed with the sign of the 
exponent and a 2-<!igit exponent (of a power of 10) fol
lowed by the sign of the fraction and a normalized frac
tion (0.1 L If I < 1). Thw, the decimal point is understood 
to precede the nrst digit of the fraction. 

The output is designed for a 12O-character tape recnrd 
to be printed with program control. It is possible to print 
(or punch) the outp~t on-line; however, this produces a 
72-<:olumn record with no spacing control, which is diffi
cult to interpret. 

Output may OC<.'Uf at three stages of the program: dur
ing input, during computation, and upon completion. 

During input, the command cards might produce the 
following output: 

O-.top: (none) 

l-read station coordinates: (none) 

2-read orbital elements: 
Program title and any title punched in columns 
25-72 or tile command card. 
The initial orbital parameters, interpreted and 
labeled Q!; specified by the element identification 
code. The elements are labeled: 

argument of perigee W 
right ascension of the ascending node ND 
inclination I 
eccentricity E 
mean anomaly M 

The functions Me labeled: 

polynomial ro-M 
sineSN 
exponential EX 
hrperbolic function HY 

Each function is followed by its parameters in the 
order and with the units speciSed by the definition 
(see Section II). The parameters are printed as 
8-digit Roating point numbers. If a paramettT is to 
be varied, it will be followed by a 2-digit Boating 
point zero, which will eventually correspond to the 
standard error of the parameter. 

3-read observations and improve orbit, 
Program title and any title punched in columns 
25-72 of the command card (printed whenever the 
observation input routine is entered). 
If an observation refen to a station whose coordi
nates are not in memory: 

OMITTED OBSERVATION (observation DO.) 
MISSING STATION (station DO.) 

-'-improve orbit: (none) 
S-restore original orbit: (none) 

6-rud stations to be Vilriedl 

Title 
Station number and -coordinates (megameters) of 
each station to be varied. Groups of stations to be 
varied as a unit are separated by a heading, with 
stations within a group listed beneath the heading. 
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7 -select output unit! 

Any comment punched in columns 7-72 of the 
command card. Printed lit the on-line printer. 

8-skip " of every n + 1 observations read: (none) 

During the corr.putation the results of each iteration 
are printed including: 

Heading. 
Iteration number. 
Standard error of an observed quantity' IT. 

Number of observatiuns used (an observation defined 
as an input record). 
Corr('{'tions applied (added) to the current values of 
the variables.' 

If SS2 is down, the iteration number IT and the number 
of observations are also printed at :he on-line printer to 
allow monitoring the convergence of the iterations. (With 
few ob ervations, the . printer cycle time becomes an 
appreciable fraction of the time required for·an iteration.) 

If the program cannot obtain a solution, the reason is 
printed and the program continues: 

~O OHSERVATIONS: the program read too few or 
reje<:t('<i too many observations to pemlit a solution 
(fewer equations than variables). 

ECC. OUT OF RANGE: the ecct'ntricity was outside 
the range 0 L. e < 1 due either to input error or to an 
('xt'<'Ssive t'Orrcction a~plied by the program. 

SINGULAR ~fATRIX: input error or lade of observa
tions from a station being varied resulted in a Singular 
matrix. . 

NOT CON\'ERGING : 21 iterations were completed 
without converging to a s;:>lution (abou t 5 iterations 
should suffice). Convergence is defined as a change of 
I~ss than O.li in successive values of • . 

DIVERGING : 3 successive iterations resulte<3 in 
increasingly large values of tT . Apparently the iterations 
will not converge. 

'11lt, units rd.". to the position precision assigned each o~.
tion. If • < I , the' agret'me'nt bcotwet'n orbit a~d observations u 
ht1ter than the precision of the observations wnuld lead one to 
t'xpt'Ct. If • > I, thl' orbit \c,aves residuals in the observations • 
timt'S those- ('xpe-cted from the acddt'ntal scatter of the- observatiOlU. 

"11te- units are the ~am{' as the- units of the input , save that de-grees 
are CYl'rywhl're rt'pillced by radilms. The corrections are printed u 
4-digit floating point nllmbers in the order : (1) COrrectiOIU to sta
tion coordinates (in the ordt:r X" v., :t.) in the order in which the 
j{TOllpS wcre listed ; (2) orbital parameters in the order they 
appeared in the input. 
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Upon c'Onverging to a solution the program prints: 
(I) the elements of the variance-eovariance matrix (as 
2-digit floating point numbt>rs) interrelating the errors of 
the variables; .(Z) the order and units corresponding to the 
corrections applied each iteration (suppressed if SSJ " 
down); (3) the final corrections to the positions of the 
stations that were varied (megameters) . followed by the 
corrected station (.'Oordinates in the same format as 
the original coordinates. 

The program title and title from the observation input 
are printed as a heading followed by: (I) number of 
observations and IT from the last iteration; (2) standard 
errur in the. orbital longitude [j, ( .. + M), deg]; (3) instan
taneous values of the orbital elements [_, n, i, e, M, (n» 
evaluated at epoch; (4) semi major axis and perigee (meg
ameters) evaluated at epoch, epoch specified by the 
observation input; (5) corrected values of the orbital 
parameters in the same format as used for their initial 
values.· 

The program title and title from the observation input. 
and the residuals of the indi .. ;dual observations (sup
pressed if SS3 is d/)"n) are printed t • heading followed 
by: ( I ) observation nllmber (if .negative the observation . 
was rejected and no residuals are available); (2) station 
number; (3) time of observation (day and fraction UT); 
(4) mean anomaly at the time of observation (revolutions); 
(5) differential residual in mean anomaly (O-C; revolu
tions; as a differential expression it is valid only if small. 
i.e., less than 10-2 revolut:ons); (6) positional error (meg
ameters: the dish:.nce betwt'en observed and computed 
positions of the satellite); (7) precision of observations 
(seconds; expected aecuracy of the observation, as dete!'
mined from the position precision index); (8) differential 
residual in observed quantities' (O-C; angles, sec; range, 

. megameters). 

If no solution is obtained (no variables are speci£ed, 01' 

trouble occurs), the residuals of the observations are 
printed (regardless of the position of SSJ) referred to the 
original orbit. This provides a qualitative evaluation of 
the agreement between orbit and observations. After 
printing the residuals, the Igram either returns to the 
observation input or seeks Its next command. 

'Each parameter that ~as varied is followed by its standard error 
(a 2-digit floating point number) in the same units as the parameter. 

'Labeled columns identify each quantity: DEC (4&), RA (001 
Ua ), ALT (.1h), AZ (-cos hAZ), L (41), M (Am), R (41'); u 
differential expressions they are valid only If una.ll. i.e., lea than 
1000' or less than 0.001. 
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IV. METHOD 

TIle procedure followed in obtaining improved values 
of the orbital parameters is outlined in this section. A list 
of the equations involved is included to provide a more 
detailed description. r-Iowever, reference must be made to 
the program listing to determine how the computer imple
ments the proceSJ. 

Basically, the observe<l pcsition of the s:;.telJite is com
pared with the position computed from the orbital ele
ments . The partial derivatives of posi tion with respect to 
the orbital parameters are computed and a system of 
equations formed. Corrections to the parameters are 
found by solving these equations by the method of least 
squares. The (.'Orrectro .parr.meten are used to repeat the 
process until no further corrections result. 

Some relevant details are· as folJ~'s : Within the o!>ser· 
vation inpllt routine, an observation is converted hom 
the observed coordinate s),stf'm to the rectangular sidereal 
system. If the position was observed, "the coordinates are 
used; if only direction was observed, the direction cosines 
are used; if only range was observed, it is used. . 

Within the main computation loop each observation is 
handled as folJows : The orbital elements are evaluated 
at the time )f the observation. The short-period perturba
tions due to the SCCOI!d harmonic term in the expansion of 
the Earth's potential are computed. This i.s done the first 
and third iterations only; however, the pertur~tiOl.~ are 
stored and applied each iteration (they are insensitive to 
small changes in the orbital elements). They are trea.ted 
as first-ord('r differential corrections, the error made in 
neglecting their squares (approximately }(}--) imposing a 
limit of 2pproximate!y 10 meters on the accuracy of the 
satellite pol'itiOll. 

The rectangular coordinates of the satellHe are com
puted and the position of the station at the time of 
observatiol ' subtracted to give the computed position 
( .. elative to station). 

Tne observed position is determined hom the com
puted position and the observation as follows: (1) position 
as observed; (2) direction as observed and computed. 
range used to determine position; and (3) range as 
observed and computed, direction used to determine 
position. 

Use is made of a fictitious observed position to permit 
uniformity in the treatment of various observations. 'nle 
observation may be rejected if the observed and com
puted positions (properly weighted) differ by more than 

30' (3 times the standard error of an observation) from 
the previous ·iteration. 

A matrix is formed expressing the rt'Siduals (in rectan
gular coordinates) of the po ition as Iincar (.'()mbinations 
of the ('orrections r.equired in the orbital parameters. The 
rodficients of the matrix are the partial derivatives of 
the position with respN:t to the orbital parameters. These 
are computed by multiplying the partial derivatives of 
the position with respect to the orbital elements (com
puted from analyti(,al expr('5sions) by the partial deriva· 
tives of the elements with rf'Spt.'(.'t to their parameten 
(functions of time). (If r (b ) represents position (%) as A ' 

function of the orbit (b), an expansion about the approxi· 
mate orbit (b .. ) yields: 

ax 
x(b) = x (b.) + ~;, Ah 

SinN' the orbit is a function of the parameters (p) 

. ~x ab 
x(b) - x(b} '2 --~, " ~b a, 

To av(\ ~d correlaticms introduct'd· by using rectangular . 
coordinates, the resulting matrix is multiplied by a matrix 
which rotates the coefficients to the original coordinate 
system of the observation. In the process the number of 
residuals is reduced to the number originally 6bserved: 
3 for position, 2 for direction, 1 for range. 

Conceptually, tht' resulting matrix is appended to a 
set of similar matrices from other observations, and the 
completed system of equations solved by the method of 
least squares. Storage restridions require, however, that 
the c'Ontribution of each observation to the normlA! matrix 
of the least squares solution be computed immediately. 

Mter all the observations have been examined. the 
standard error of an observation (a') is comp\lted hom 
the residuals of the observation ( .ll).~ A procedure is 
initiated in which the residual of each observation is 
compared with 30-'. If any observations are rejected.. ., 
is recomputed and the process repeated until no further 
observations are rejected. This is an effective and highly 
efficient method of recognizing bad observcationS; how
ever, it is abandoned as the iterations converge to a solu
tion since it induces instability and blocks further 

'.' = V ~<i%'!( N - 1), where N is the number of Observ.tlOlll. 
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convergenct'. The rejectt'd observations are re-examined 
and their contribution rc'm~lVed from the normal least 
squares matrix. 

The matrix is' invertt'd, the corrections to the orbital 
parameters computt'd and applied. and the standard error 
of an observed quantity (a) computed.' If a differs by less 
than 0.11 from its value in the previous iteration, the 
solution has been obtained. Otherwise. the ohservations 
are re-examined with the corret'ted orbital parameters. 

When station coordinates are varit'd, the only modifi
cation is that the partial derivatives of position with 
respect to station position are placed in the initial matrix. 
The corrections to station position are not applied to the 
stored station coordinates, but are added during the com
putation of the station position for each observation. 

Difficulties which might prevent a solution are described 
in Sections III and V. The few tests which may detect 
machine errors merely skip the offending observations. 

v. OPERATION 

There are three distinct types of problems to which the 
Differential Orbit Improvement (001) program can 
apply. They may be described in terms of the results 
desired: 

l. Orbital e1emt'rits which can be extrapolated for pre
diction purposes. 

2. A detailed description of the variations of the orbital 
elements: 

3. Expressions which provide reasonable representa
tions of the elements over an extended period of 
time (months or yean) . . 

Each of these will be considered in dt'tail and the tech
niques whicl:1 have proven useful and the problems 
encountered descrihed. 

The extrapolation of an orbit requires a method for 
predicting how the orhital ·e1ements are going to change. 
At present the assumption is made that they will con
tinue to change in the near future as they have in the 
recent past. The major difficulty arises with irregular 
variations (such as atmospheric drag) which cannot be 
anticipated. Presumably, predictable variations can be 
included in expressions for orbital elements. Since i.rrt>gu
lar effects cannot be predicted, one can do no better than 
extrapolate their current effects and accept resulting lim
itations on acc'Uracy and range of eA-trapolation. 

'. = ,. ~A%J / ( N - n), where N is the number of observed Quan
tities (average 2 per observation) and n is the number of variables. 
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A simple, £>fft'ctive technique using this philosophy and 
the DOl program suggests: 

1. Prepare a set of expressions for the orbital elements 
which take into acc:Ollnt those predictable variatiolU 
deemed important. TIle expressions should not be 
needlessly complicated in order to facilitate rapid 
evaluation. Reasonable expressions for predictiro 
purposes would probably not include more than a 
cubic pol~nomial and a sine term (due perhaps to 
the third harmonic in the expansion of the Earth', 
potential). 

2. Determine which parameters should be varied to 
provide a good fit over the period of interest. Nor
mally this will not include more than the coefficients 
of the polynomials, and perhaps not all of th~. 

3. Fit those parameters to the most recent observations 
available extending bade a time twice that over 
which predictions are desired. The range of obser
vations used is arbitrary; but twice that to be pre
dicted appears to introduce a reasonahle amount of 
smoothing. 

4. Use the resulting parameters as the prediction orbit. 

Since effects have been ignored which will eventually 
become important, it is necessary to keep track of the 
accuracy of the predictions and to determine when they 
should be changed. An effective method is to check 
observations against the predictions which pr~uced 
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them by comparing the observations with the prediction 
orbit. If no parameters are varied, DOl will print the 
residuals of the ohservations against the input orbit. When 
these residuals exceed a tolerable maximum, new pre
dictions should be prepared. If the new observations are 
nm and compared in this manner each day, a continuous 
check can be kept on the accuracy of the predictioIU. 

Since it is usually the mean anomaly that suffers the 
greatest irregular perturbation and hence is largely 
responsible for prediction errors, a residual in mean 
anomaly is printed with the observation residuals . If this 
is plotted agaimt the time of the observation, another 
criterion is available for assessing the accuracy- of the 
prediction elements; the extent to which the mean anom
aJy has drifted hom its predicted value. 

To determine in detail how the orbital eiements vary, 
it is useful to determine them at short intervals (say 2 
days). Usually in a short interval there are insufficient 
observations to provide a good determination. lOat is 
the reason for the Type 3 observation input. From a given 
epoch a Specified range (say 6 days) of observations may 
be used to determine mean elements at the epoch (mean 
in the sense that they are averaged over the range used). 
Moving the epoch ahead by the interval ~lected (2 days) 
and clropplng and adding the same range of observations 
will permit an equivalent evaluation at the new epoch. 
This may be repeated without sorting or relecting obser
vations, providing a practical procedure for obtaining 
detailed results. Plotting the elements thus obtained 
against time allows a determination of the expressions 
useful in describing the elements as well as a picture of 
the actual variation of the dements. For instance, an 
expected periodic variation might be so masked by obser
vahonal scatter that thLTe would be no advantage in 
including it in a prediction orbit. 

For definitive orbits over extended intervals of time, 
the ability of the program to handle large numbers of 
observations is invaluable. The procedure just outlined 
may be employed to give approximate expressions for 
the input orbit. In particular, the mean anomaly must be 
fitted rather accurately (less than 10-- revolutions) so that 
the position of the satellite may be computed fairly accu
rately. This requires the introduction of functions merely 
to fit a curve, with no theoretical significance. Sine terms 
have proven convenient, as there are usually periodic 
Buctuations present. 

With an input orbit obtained, observations may be used 
covering the period of interest and the parameters 
improved. If too- many observations are available, only 
every nth may be read, thus covering a larger range with-

out sorting the input. It is suggested that a minimum of 
time be spent fitting the approximate expressions to be 
employed as Input orbit, since the program is very effec
tive, especially with polynomials, in fitting the parameters, 
given only a crude approximation. At present some diffi
culty has been encountcrd in fitting sine terms over these 
large intt-rvals, but it is probable that the difficulty lies in 
the analpis, rather than in the program. 

Occasionally, the observation selection function of. tlle 
program will decide that all the observations are bad. Or 
perhaps the iterations will fail to converge, a common 
difficulty being lndccision on the part of the program au 
to which observations to usc. Usually such failures are 
the result of faulty input. If this is not the case, tht! only 
advice possible is to remark that since the program cannot 
treat the problem as stated, the probl£'1Tl must be changed. 
That means changing either the observations or the input 
orbit. The former is uslJully both preferable and more 
effective. Adding or deleting lOi of the observations usu
ally changes the ~ituation suffidcntly to Avoid any insta
bil ity. Sometimes slight changes In the input elements 
will permit convergence along a different., smoother path. 
Such difficulties are to be expected, but are fairly easy to 
get C'ut of. Unexpected stops "itrun the program have 
invariably been due to i.nput error, which recurs with 
distressing hequency. 

One major applicati~n of the program relates tp geo
detic determinations. Toward this end the station coordi
nates have been included as variables. The problem thus 
far has been to obtain ~ufficiently good agrrement 
between observations and orbit to produce an improve
ment in the accuracy with which the stations are known. 
The general technique is to use a limited range of obser~ 
vations (approximately 10 days), determine a gaM (the 
best possible) orbit, then vary the stations desired. Even
tually both stations and dements -can be varied and the 
best fit determined. The ahihty to vary groups of stations 
as a unit promises facility in determ- Ilg relative posi
tions of continents. Recent improvements in the accuracy 
of the treatment of photo-reduced Baker-Nunn observa
tions (with res iduals reduced to approximately 20 sec) 
promise a breakthrough in this effort. 

Another geodetic application has beeD the search b 
a short-period perturbation (diurnal) indicative of a tri
axial Earth. The approximate amplitude and phase of the 
sine term expected are introduced in the elements and 
varied to seek the magnitude and position of a bulge. 
presumably in Africa. Examination of the resulting values 
and their standard errors is indicative of the plilusibility 
of the hypothesis, or to some extent its ability to be sub
stantiated from the information avaiJable. 

'" 
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Vlo EQUATIONS 

The following equations provide a description of the 
details relevant in the (lrogram. They nre intended as a 
guide in following the Smithsonian Astrophysical Pro
gram listing and as a reference in deciding exactly what 
the program does. 

A considerable portion of the program is concerned 
with referring observations to the rect.mgular. sidereal 
('t)()rdinate system (equinox: 1950. current equator). 
Observations referred to a local coordinate system require 
only that the expression for sider~1 time be appropriate. 
Observations referred to the sidereal system mun be 
first corrected to epoch 1950, then rorrected for the nuta
tion of the Equator since 1950. This is aC<.'Omplished by 
the matrix rotations PI and p •• respectively. 

A. Treatment 01 Observations 
The treatment of f'ach type of observation is outlined 

as follows with the input format and coordinate rotation 
appended: 
RA..DEC(~a) 

Convert to directional cosines 

1= cos, cos. 
m = cosasin. 
n=sin' 

Rotate to defined sidereal system· 

1.='.'.1 
L; AI, N (I, m, n> 
Correct for refraction (optional) 

Ia = sin-'" 
m 

Z = cos-1--cosla 

Continue as with (:.Ia) 

AZ, ALT (z,la) 

C<>r"reCt for refraction (optional) 

Ia = Ia + leotla 

where k = -0.0015 radio, -0.00029 visual 

Convert to directional cosines 

I=coslasin: 
m = coslacos: 
n = sinla 

'See Section VIB for definitions of matrices P, and P,. 
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:: 

Rotate to defined siderea1 system' 

1.. = AI 

Range (r) 

Observed in conjunction with direction 

Xo = rL 
Observed alone 

r. = r 

8. Definition of Coordinate System 

The matrices used in the coordinate tnlnsronnations 
are defined as follows (T. refen to equinox of 1950, cur· 
rent equator): 

1. RotJltion (rom equinox T. to equinox T,le 

~ 
-sin II sin. 
~COSllCOS.COS" 

PI = SlDllCOS. 

+ cos II sin.cos " 
" . cos II ,in .. 

-cos II sin. 
- sin II cos .cos .. 

COS II cos. 
- sin II sin • sin " 

-sin .sin" 

-sin" sin" cos" 
in which 

II = {0.1l171334 0 10 • + 0.67743016"lo--(T. - 1900» 
X (T - T.) + 0.1465591S 0 10-·(T - T.)' 

• = [0.11171334"10-" + 0.67743016 01O-e(T. - 1900)] 
X (T - T.) ~ 0.53087098 010-- (T - T.)' 

" = [0.97189871 010-". - 0.41369151 '10-- (T. - 1900» 
X (T - T .. ) - 0.20687000 010--(T - T.)· 

2. Rotation (rom equator 1950 to equat<w T,II 

( 

1 

P- = 0 

of sin E. 
in which 

o 
1 

-~ 

, = 'I T + ", sin AI + ". sin 2A, + t. sin .1\, + of. sin A, 
.1E = E. cos AI + E. ras 2A1 + E. cos A, + E. cos A. 
AI = 0.211408241 - 0.924219906 o 1 (}-I T 
A. = 3.49349291 + 0.344055813 010-1 T 
Aa = 2.24736972 + 0.459943057 0 T 
'" = 0.668643158 010--

"See Section VIB for definition of matrix A. 
-Angles are in radians, time in years. 

"Error in matrix elements is less than IO~; T must be IeII thaD 
41 yr. Angles are in radians; time 1n daya since Jan. l.O, 1950. 
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~J = - 0.835314579 • 10-' 
.p. = 0.101"29097' 10-' 
If6 == - 0.616101225· 10-' 
If. = - 0.9TI3B4380·10-
Eo = 0.409206212 
E, = 0.446455222' 10-4 

E,= - 0.436332313·10-· 
E. = 0.267035375· 10-' 
E. = 0.436332.313' 10--

3. Sidereal time 8, 

8 = 0.277987616 + 1.00273781191 (T - Jan 1.0, 1950) 
revolutions 

4. Rotation from local I: coordinates to 5idereaJ coordi
natesl 

1 = AI 

SAO ORBIT IMPROVEMENT PROGRAM 

where 

x. (t) = SIdereal coordinates of station 

x,o = geodetic eoordinates of station 

</> = astronvmic latitude of station 
(altitude of north celestial pole) 

(

COS 8 - sin 8 

x. = sin 0 t'Os (} 

o 0 

Ie = V X' + !I' 

° o 
1 

) x •• 

(-f-~Y) A = ~_~~ 
k k k 
o ('Os</> sin+ 

VII. OBSERVATION FORMAT 

Input format of the observation . cards is as follows:" 

Identification Group 

Corel Column 

1-4 
5-9 
10 
11-14 

Content 
satellite identification (ignored) 
5-digit observation no. 
(ignored) 
4-digit station number 

Time of Observation Group 

Card Column 
15 
16-17 
1~19 

2D-21 
~23 

24-29 

Content 
year minus 1957 
month · 
day 
hour (UT) 
minute 
second (4 decimal places) 

11% = east; ., = north; % = vertical 
.. Blank is equivalent to zero; plw signs may not be punched. 

Observation GroupH 

Cord Column 

3G-48 

Ob5ervatioD Code Group 

Cord Colul\,n Content 

49 
50-51 
52 

time precision index (ignored) 
position precision inOex 
observation type 

53 
54 

equinox index (RA DEC only) 
instrument description (ignored) 

Range Group (when position observed) 

Card Column Cant.". 
55-59 range (Jon) (4 decimal places) 
00 exponent of power of 10 multiplying range 
61-80 station abbreviation (ignored) . 

"See sequence· at end oE card format . 

t79 
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Observation Croup Observation Croup 

Card Card Card Card 
Colu mn 52 Column Content Column '52 ' Column Content 

0 RA DEC 40 blank 
30 blank 41-42 deg of ALT 
31-32 hr of RA 43-44 min of ALT 
3J-.34 min of RA 45-48 sec of ALT (2 decimal places) 
35--'39 sec of RA (3 decimal places) 4 LM. corrected for refractioo 
40-42 sign, deg of DEC 5 LM, uncorrected for refraction 
43-44 min of DEC 30 sign of L (blank, minw) 
45-48 . sec of DEC (2 decimal places) 

1 AZ ALT, corrected for refraction 5 31-38 L (8 decimal places) 

2 illegal 39 (ignored) 

3 AZ ALT, uncorrected for refrac- 40 sign of M (blunk, minw) 

liOQ 41-48 M (8 decimal places) 

JO-.32 deg of AZ 6 range (megameten) 
3J-.34 min of AZ 30-38 range (6 decimal places) 

35-39 sec of AZ (3 decim4ll plaCt'S) 39-48 (ignored) 

VIII. OBSERVATION LOOP 

The major portion of the program is concerned with where 
proct"Ssing the observations and preparing the equations 
'of condition, This is done once per observation per itera- 1'. = (;.)1 .(1 - r) 
lion. The eventual matrix inversion and application of 
computed corrections completes each iteration. E = AI + e sin E 

Evaluate orbital elements (") 

• = .(t) 

sin ti = Y 1 - -~ . sin E 
I - ecosE 

1=. +0. 
cosE-e 

cos v = 1- ecosE 

0= 0 (t) 
, = '(t) 
e = e(t) 

Compute short-period perturbations (see "expressions few 
short-period perturbations," page 183) 

M = M(t) 
. n = ';1 (t) 

Compute position of ,atelUte 

a=(;.)ll+ ;;"Yl -e2 (-I+ ~Sin'i)J 

t80 

Apply perturbaHons 

0=0 + 30 

sin i = sin 1 + 31 cos i 
cos, = cos i - 31 sin " 

sin 1 = sin I + 31 cos 1 



__________________________ JPL SEMINAR PROCEEDINGS 

5,,'0 ORBIT IMPROVEMENT PROGRAM 

cos 1 = cos 1 - a1 sin 1 
R ::: a (1 - e cos E) + aR 

Compute rectangular coordinates (x) 

% = R (cos 1 cos 0 - sin 1 cos lsin 0) 

y ::: R (cos I sin 0 + sin I cos i cos 0) 

%::: R(sinlsinl) 

Compute position relative to station (AX,: computed 
correction to station position) 

z. ::: S - x. - All" 

r~ = IXeI 

Compu~ error or positioa 

If position observed 

Ax=z.-Xe 

1£ direction observed 

Ax=ri.-Xe 

1£ range observed 

r. - rr Ax=--Xe 
r~ 

. Reject observation if I M I > 34'1 -1 

(crl_ l: Standard deviation of l.1xl as computed the pre-
vious iteration) 

Set up equations of condition [Ax = (as/ab) Abl. 

::. = I, [R(- sin I cos 0 - cos I cos hin 0)) 

1: 
p. 
PI 
p. 
• 

P. 
S. 
~ 
S2 
E. 
EI 
H. 
H, 
H, 

ft 
1 , ,. 

,. 
sin (SI + Sat) 
So cos (SI + Sat) 

Sot cos (SI + Sat) 
~tI 

Eot~" 
(HI - f)'" 
HJl, (HI - t)H. - 1 

In (HI - t) Ho (HI - W· 

~ ::: f~ [R (- sin I sin 0 + cos., ~s i cos 0») 
u ... 

:z ::: IdR cos 1 sin I] 
v .... 

(jr 
00. ::: 1,[ - ,,] 

~::: It [r] 
00. 

-k:::O 
00. 

Cr 
o~ = I. [%sinO] 

oy = 1,[ -%coso] 
0'" 
0% 
ait :: f.[Rcoslcosl) 

. rx _ I [,. ( oe sin· E E) - -t- - acos 
ret R 1 - e cos E 

+ eX ( sin v + sin () )] 
?r:; 1 - e cos E 1 - e: 

ex [x (2.rae sin E) 
eM. =f. R 1 - erosE 

+ ex ( 211'sinv )] + [_ !.!.] 
2 sin E (1 - e cos E) r. 3 " 

ex a 
ao=a., 

See following for tabulation 01 f •• f: 

t: . 
o 
1 
2t 

nI"-1 

S, cos (SI + Sat) 
- 50S, sin (SI + Sat) 

So cos (SI + S:t) - SoS.t sin (5, + S.t) 

EI~" 
E"r" + EoE l fe6" 
-H,(HI - f)"·-I 
-H,JI, (H, - I)(H, - t)H.-' 

-Ho (HI - t)H. - 1 - In (HI - f) HoR, (HI - t)H. -1 
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Rotate equations of condition to observed coordinates 

[AI = ~x = C (cx;i'b) Ab] 

If RA, DEC ohserved (a, 8) 

_ H.!.. %. 

k T o 

c =! - r.st+ - y.stcl> cos!/> 
% ..Y % 

r , r 

If AZ, ALT observed (:,h) 

Omit dr I r if range not observed. 

Ie = V 12 + mt 

If range observed (r) 

dr 1 -
- = - (xdx + ydy + ul%) , r 

Print out residuals if iteration completed 

Weight and normalize equations of conditioa 
(gI: assumed accuracy of observation) . 

182 

1 1 
-;; Al = gI CAp 

Cr ~ AI = C' ~ CAp 
gI' a't 

(Ax = DAp) 
Return for next observation 

Final computation 

Reject oLservatloru 

Compute standard deviation of IAx/rl f 

"I = 

If -I ~ I, > 3cr 

Repeat observation 

Repeat from (1) 

• 'Ax ,I 
1: ,7 t 

n-l 

(1) 

Repeat computation loop removing rejected observa
tions from normal equations 

Solve normal equations (.u = D A~) 

b = b. + D-IAx 

Repeat if '" - " I - I > 0.001 

" 
Print results 

Orbital elements 

Repeat romputation loop for observation residuals 
- (Included in the observation output is residual in mean 

anomaly, revolutions) 

If position observed 

ax = Ax°T 

If direction observed 

If range observed -
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Expressions for short-period perturbationl 

3L = f.[·H ,;n(2. + 20) ( - 1+ f ';0'1) + e [,in (2. + 0) ( - I + t 'in' 1)+ ,;n(2. + 30)~ - I + ,;n' I)]} 

- {~( - 1 + ~sin'i) [(1 -V 1 - e2 ) sin vros v + 25in v [(1 - 'leI ~ e") - 1~e1 ]J 

. + (v - AI + e sin v) ( - 2 + % Sin") } ] 

aR = 1. 1- [( _ 1 + ~ sin") (1 _ 1 - e cos E + (1 - V I - e
t

) cos v + ! cos (2... + Zv) sin' .)] 
3 P 2 1 - e' e 2 

ao = :. cos, [ - (v - At + esin v) + 4 {sin (2.., + 2v) + e [sin (2... + v) + k sin (2. +~)]}] 
31 = i sin' (~ cos i) {cos (2.. + 20) + e [ cos (2.. + v) + ~ cos (2.. + 3V)]} 

~GM P = n;- (1 - e') 

1!JAt [ . 1 ] (3.) ] a = - . 1 + - - V 1 - e' - 1 + - 510" n- . 3,r . 2 

DISCUSSION 

c. H. MOORE: One othf.!r thing I might mention 
before I close is the fact that these orbital elements have 
been criticized because they fail for zero inclination and 
zero eccentricity. The equations we use are not singular 
for either case. I agree that the problem becomes less 
determinate; you don't how the position of the node if 
the inclination is zero, and you don't know the position 
of perigee if the eccentricity is zero, but the program 
itself will not fail in that case. If you try to vary such 
parameters under such conditions you may get large 
standard deviations; the argument of perigee might be 
determined Zo within one revolution, but the program 
itself won't fail. That is the contention I want to make. 
I've never tried it; it never occurrf'd to me that it would 
be n~sary to try. I think I shall and see just what does 
happen. 

J. V. BREAKWELL: Yo\l indicated that you discovered 
a periodicity due to the third harmonic by considering 
rather short periods of time in which your number of 

parameters is reduced so that you don't have too many 
extra parameters involving slow rates. I would think it 
would be a rather good moral lesson if you put too many 
of these things in and didn't find out too milch. In other 
words, it is very difficult to get determinations of these 
except over a very long period of time, when the drag 
wiU probably hurt you. 

My seccnd question ccmcems throwing out observationl 
beyond three sigma. I'm not quite sure what this meanl. 
Suppose that you have some pretty accurate camera 
observations and you've got a pretty accurate orbit and 
then you don't get pictures for four or five days. Then 
you get a picture and tie it in with the previous orbit. It 
is so far off that even though it is remote it is outside 
3 standard deviations of its own estimate, since a camera · 
picture is Sllpposed to be very good. Do you throw that 
picture out? 

C. H. MOORE; As it happens, it usually does get 
thrown out. 
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]. V. RREAKWELL: Well it seems to me that you're 
penalizing it. The method I described yesterday might 
not apply ta an individual camera picture, but it says 
that if you have a host of camera pictures after three or 
four days, you measure their own standard deviation by 
m'~asuri""'. so to speak, a lo:al sigma rather than a sigma 
associatt' ... with the smoothed data and only use that to 
throw observations out. 

C. H. MOORE : Yes, but we don't have a set of meas
u;ements; we don't have a local fit . 

J. V. BREAKWELL: Frnm Baker-Nunn you get a 
series of points across the sky. 

C. H. MOORE : Not in practil-e. From the camera sta
tion we get a single point . nlree weeks later well get 
photo-reduced observations that may include a set of 
points. But that is ust'flll only for analr~is . For predictions 
there is too much time lost in processing. 

]. V. BREAKWELL: III your pr(l~ ' .' :1 you might throw 
that one out, and that might be the une you should be 
hanging onto. If automatized in the machine it would be 
unfortunate. I think thc pr()('('()ure I described gets 
around this issue and could be automatic. 

H. F. MICHIELSEN : It isn't very clear to me why 
thc angles and direction cosines are replaced by position.~ 
using the computed range. Is there -any advantage in this, 
or is it impossible to use the angles directly? 

C. H. ~fOORE: It is not impossible. but computa
tionally it is Simpler to deal with positions, for you can 
simply subtract the sum of the positions of the station and 
the (assumed) observa tion from the computed position. 
Otherwise, for each type of observation you have to go 
through a different Pro<'CSs to detennine the romputed 
value of the observed quantity, say right ascension, sub
tract the observed right asct'nsion from it, and then deal 
"'ilh that residual. This way we can treat al\ the observa
tions equivalently up to the point where we pcrlor.n a 
matrix rotation to obtain the final residuals. 

H . F . MICHIELSEN : I can see that; but I was won
dering if you could use only angles, the right ascension 
and declination for instance, and worle with these instead 
of working with the position which requires that you use 
a compllted range. Your input is partly observed and 
partly computed, and it would seem to me that this ron
fuses the program. 

C. H. MOORE: 1 understand your confusion. The 
residuals we eventually use are independent of range, and 
the residual in range is identically zero, since observed 
and computed range were identical. Any confusion that 
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might restllt from assllmin~ we knew the range is lost at 
tha. point hy throwing away the irrelevant equation 
'p.presenting an error in range. 

J. V. BREAKWELL: I think what it amounts ~o is that 
the residual in range is weighted zero in the smoothing 
procedure. 

H . F . MICHIELSEN : In the bulletins, especially of 
1958 32, I noticed that the coefficients in the polynomials 
of the right ascension of the node and the argument of 
perigee, for instance, are many times exactly the same 
for many weeks, which would indicate that the- "re not 
evaluated every time. Are you solving the equatJOns for 
all or only part of the parameters? . 

C. H. MOORE: During the routine runs which are 
made, the five elements are varied and the first and second 
derivatives of mean anomaly. However, if the differences 
are not significant, the orbit cards are not repunched. 
and the sli~ht resulting error is neglected. That probably 
is not the best a ' 'tude, hut it is the one that exists. 

E . \\ . WAHL: I think that in this particular case 
something t'lse should he mentioned. Smithsonian is using 
visual observations and you know that, naturally. the 
periods of visibility very strongly influence the use of 
this method. You have at certain times a satellite visible 
in the morning, passing on the asct'nding node, and you 
,,;11 get, k~ a week or so, a concen~ation of observations 
over the United States, or this particular are.a, and you 
get observations of only one part of the orbit. After • 
certain time, especially with 3, it happens that you have 
no visual ohservations at all for two or three weeks. This 
is when the predictions have to stay put. Usually, when 
you lise only \;sual observations your observations indi
cate that you can't make any corrections; therefore, your 
equations are bad after a while. 

This is very frequently the reason for the difference 
between the bulletins of Smithsonian and Space Track. 
We are using, in addition to visual data, doppler data 
which, ('specially with 3, help us over these periods of 
weeks when the satellite is not visible. At times of visual 
coverage, I agree perfectly that your method is better 
than ours, in which we use a rough polynomial St. How
ever, at the moment wh('n the satellite is no longer being 
observed, we start slowly catching up. You will find also 
in the Smithsonian bulletin, I think, that, at certain times, 
as visibility starts up again, you start rather violent 
changes in your coefficients, and then you home in very 
fast and have very good predictions again. This is simply 
in the nature of the case that you have this part of the 
orbit only, because the other part, for example, is in 
daylight. This is sometimes rather tricley. 
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ABSTRACT 

The Smith.c;onian AStrophysical Ob:;ervatory is responsible for the 
visual acquisition and optical tracking of artificial Earth satellites as 
well as for cr.e communication of observational"data, orbital predictions, 
and Bight analyses to the scientific community. As early as 1956, a com
plJ!te data processing procedure had to he devised to handle the opera
tions from the time they were received to the time the predictions were 
sent out. This paper attempts to describe some technical aspects of 
this procedure as it was developed, without entering into the details 
of the tracking programs which comprise its main body. 

I. INTRODUCTION 

The Smithsonian Astrophysical Observatory at Harvard 
University, Cambridge, Massachusetts, is responsible for 
the visual acquisition and optical tracking of artificial 
Earth satellites, as well as for the communication of 

tor of the Astrophysical Observatory, acts as Project 
Director. Dr. ]. Allen H}'tlek, Associate Director of the 
Observatory, I is in charge of the operation of the Optical 
Tracking Program, which includes three major activities: 

- observational data, orbital predictions and llight analyses 
to the scientific community. Dr. Fred L. Whipple, direc- 'Resigned from thu position u of January 1, 1980. 

18S 
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1. Project Moonwatch, directed by Mr. Leon Campbell, 
Jr., who operates and coordinates the activities of 
some 220 visual observing stations in the United 
States and abroad. The groups of amateurs who 
man these stations are volunteers devoted to the 
work of acquiring a satelli te when it first goes into 
orbit and of re(;ording the final stages of its flight. 
Their observations are essential in the early and 
Snal stages of satellite Bight .. although the precision 
of their measurements is somewhat limited by the 
simple equipment used._ For example, the position
time date of a Moonwatch observation has an accu
racy of about 1 deg of arr. and 1 soc of time. 

2. A world-wide network of 12 precision photographic 
stations, set up by Dr. K. C. Henize', which provide 
the most accurate visual observations (up to 2 soc 
of arc and 1/ 1000 sec of time). -

3. A Computation Center and M Analysis & Research 
Center under the direction of Mr. C. W. Tillinghast 
and Dr. C . Whitney which rect>ive Ilnd process the 
data transmitted by the visual and photographic 

stations and, in tum, supply the stations wi·~ orbital 
_ prediction •. 

A communkations staff supervised by Mr. C. M. 
Peterson links these three aspects of the program and 
provides the vital channels for world-wide transmission -
of data. 

As early 2.S 1956, a complete data processing procedure 
had to be devised to handle the operations from the time 
that observations were received to the time that predic
tions were sent out. The prc.cedure was the result of _ 
close teamwork between Smithsonian scientists and IBM 
personnel. This paper will attempt to describe some tech- -
nical IlSpectS of this procedure IlS it was developed, 
witi '1ltering into the details of the tracking programs 
whiCH (.'Ompose its main body. The procedure was COD

cerned primarily with the organization of the Bow of 
data, the development of a comprehensive 704 system 
flexible enough to suit the major aspects of optical satel
ute traclcing, and the establishment of machine pro
cedures capable of-efficiently handling all data processing 
requirements. 

II. INPUT 

1be organization of the Bow of data consists in collect
ing observatioru from the different sources, organizing 
them in well-ordered Sles, and providing the necessary 
ir.put to the different programs at variow stages of the 
computation. The flIes of data must also lend themselves 
to various groupings and sorting procedures for publica
tion purposes. There are two main files of data: (1) the 
ob~ervations and (2) the station coordinates. Both are 
kept on IBM carru, keypunched in standard formats. one 
for the observations and one for the station coordinates. 
Besides thes~. there are elemen~, constants, and param
eters which are involved-in certain calculations and which 
change from time to time and are keypunched, when 
Deeeed. on separate cards. 

'Now at Northwestern Univenity, EvanatoD, m. 
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The "standard format-card- for the station data was 
simple to achieve, sin.::e only one system of geodetic 
coordinates was used for all stations as reference frame. 

-A unique format for all incoming observations was more 
difficult to achieve because of the different reference sys
tems used by the various observers and because of the 
difference in observing equipment used. The final format 
of an observation card-was planned to accommodate the 
highest foreseeable ace' -'ley in measurements arut to 
include the two reference systems most wide~y used in 
optical tracking: right ascensio~eclination and altitud&
azimuth. Observations from Minitrack, radar. and other 
electronic sensors are converted to these systems by the 
programs using them. 

At the Smithsonian, the teletyped mes:;ages received 
from observers allover the world are screened and tbeD 
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keypunched on IBM cards. Each observation is tagged 
by serial numbers identifying. among other things. the 
observing stati:>n. This Mstation number" appears 21so on 
the station coordinates cards. so that CT0Ss-referencing. 
matching. and sorting between an observation card and 
a station card are possible on both the 704 computer and 
the smaller electric accounting machines such as sorten 
and collators. 

For processing purposes, the pair ·observation-statioo'" 
forms a complete datum relating an observed point in 
the sky with an observing point on the Earth. Thus two 
~ds aT!': necessary to process one datum when the input 
to a program u from cards read on-line. This method of 
input ~ed only a stop-gap at the beginning of the 
operation, under the pressure of the first Sputnikl, and 
yet it is still in use today, having proven to be very 
flexible, extremely easy to use in the preparation of any 
hnd of production rum, and simple enough to be taught 
in a few minutes to new personnel. It is the safest 
approach to rapid preparation of runs combined with 
accurate Sling. It worles well on the . computet when * 
limited .number of observations have to be processed per 
fUD- In cases where most of the station .coordinates are 

S . 'i::LLlTE TRACKING ON 16M COMPUTERS I 

needad, as in the subsatellite programs. thl" station data 
arc written on magnetic tape. This is done also when a 
great number of observations are to be processed, aJ in 
postflight analysis of a satellite lifetime. In gen&al, a 
binary-coded decimal tape Is prepared off-line. 

The file of observations is organized in order of satel· 
lite and, within each satellite, in order of time of 
observation. 

U)'Ually. the Input to a progrllm conslsb of the btest 
observatloru received. plw a number .)f constants and 
parameten specifying. for instance, orbital characterU
tics. limits. like intervals of time, etc. These coDstants are 
~eypunched separately. while the ObSe'fViitioo cards are 
chosen from the main files Imd are paired with ·the JtA. 
tion coordinate cards; this constitutes the data check. 

Periodically, the Smithsonian publishet in its Special 
Reporl' a list of all the observations receiv~ and an 
up-<iated catalog of the traclcin~ statioru. These Usts are 
prepared by a single run of cards through the .wT 
accounting machine. The prir/touts are then reproduced 
by a pboto-<>f1set procedure for publicatiOD. 

I 
I 
I 

I , 
I 
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III. PROCESSING 

The basic input data are processed on the IBM 704 by 
a series of program..: which have been organized into 
• system. 

The routine operations consist. in general, in the 
determination of an initial orbit on the basis of the first 
three good observatioru available, in the subsequent dif· 
ferential corrections procedures applied as observ",tions 
are received, and in the prediction of future passes. There 
arc a number of programs for each one of these three 
main phases to fit the various requirements of the Smith· 
sonian scientific investigatioru. Almost all the programs 
undergo constant revision and updating, and when the 
new version is ready, it must supersede the obsolete one 
without causing any delay in the system. This is a charac-

teristic peculiar to a system that has to leTVe • tracldng 
organization: it must be revised randomly and sometimes 
drutically, and therefore it should be flexible; yet it must 
be operative at any time. Therefore, its components 
should be fixed -and well integrated. These requirements 
were met by a simple procedure which enabled the 
revision of binary tapes off·line. 

At the begicning of the cctual tracldng. in the Eall of 
1957. the few programs in existe!lce were kept as decks 
of binary cards and read on-line when needed. Outputs 
were generally written on magnetic tapes to be printed 
off-line later. Only during ;aunching or re-entry phases 
was the output printed on-line for fast access to infot· 
matioo. 
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As the number of programs increased and the process
ing ope-ration took on a more routine aspect, a system 
could be developed to use the machine more efficiently. 
1 ne most important program docks used daily were writ
ten on a magnetic tape in separate files, one l )rn~ram to 
a file . Files were designated by the order in whici they 
were written, starting from the beginning of the tape. 
When needed, a program was loaded in core memory by 
a call card, read on-line. The card IcvVoed for a specific 
file by skipping over the unwanted ones; the number of 
skips to be made was keypunched on the card. Each 
program on tape had a separate call card. , 

TIlis method helped to save machine time in reading 
programs into core memory, but presented two disad
vantages: (1) it had to start always nom the beginning 
of the tape, and then-fore time was wasted in rewinding. 
and (2) it became impractical when too many progranu 
were on the tape, because the search for the last program 
could take as much time as if it were read on-line from a 
deck of binary cards. TIle waste of time was alleviated by 
rewinding the tape while the program just called into 
memory was running. This overlap was obtained by 
inrerting a few instructions at the end of each program 
in order to start the rewinding of the tape just before 
the transfer to the fint instruction of the program took 
place. Thus the program tape was always left ready for 
use. The second inconvenience was somewhat reduced 
by keeping on the master program tape only those pro
grams used almost daily and writing the others on a 
separate tape. 

Further improvements could be made to such an ele
mentary approach if the programs themselves could be 
integrated into a system; for instance. most of the pro
grams used the same share subroutines, not only for the 
mathematics but for the utilities, like input-{)utput. etc. 
These subroutines are part of each program. For instance, 
assuming there are ten programs written on tape all using 
the same input-{)utput subroutine, this one would be 
written ten times, thus increasing the length of tape to be 
skipped in searching. It would be sensible to collect 
together the subroutines rommon to most pro~ams and 
read them in fixed locations in core memory as a single 
package every eme the tape is used. (In general the pro
gram tape reads into core several programs during normal 
proceSSing.) But this concept implies certain restrictions 
on the programmers, because they have to give up a por
tion of memory to make space for the subroutines, would 
be forced to use only certain subroutines. and would be 
compelled to refer to them by absolute addresses. It also 
leads to higher concepts, Ijk~ Compool. or common pool 
of information. and other techniques which transcend 
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the scope of this brief exposition. However, It should be 
evident that the elementary system we started with iJ 

. susceptible of great development only if coordination iJ 
achieved at the programming level and, even higher, at 
thp. pbnning stage of the entire system. 

Going back to our simple progrllm tape, it may be of 
interest to describe how its maintenance was carried out 
independently of the on-line operations. By maintenance 
is meant the revisions necessary to up-date the programs. 
make changes in the order in which they follow one 
another, insert new ones, etc. However small the change, 
the entire tape has to be written again. The operation 
may become a costly one if done on-line and frequently, 
because there are many tapes to be ·maintained and 
up-dated. such as utility tapes, special subroutines tapes 
(developed especially for Smithson;an use), etc. 

To prevent redoing a whole tape on-line, the ~ainte
nance operation w~s shifted to the off-line equipment. 
This was accomplished by adopting the columnar-binary 
cards rather than ,he row-binary cards for lteeping rues 
of programs. Columnar-binary (or Chinese-binary) cards 
are formed by punching into a card binary mstructions, 
or Mwords," rolumn by column instead of row ~ row. 
This is· actually the format obtained every tiLle that a 
binary~written tape is punched on the off-line punch 
equipment (possible if the punch is equipped "'ith a 
special switch). A binary-written tape is obtained as a 
by-product of every assembly or compiiation of • pr0-

gram. The same columnar-binary format may be read 
on the off-line equipment to write a binary tape, pro
vided that a simple modification is made to the 714 
or 759 reader and a specially wired board iJ used (see 
Share Reference · Manual. Section 3.10-13 for the wiring 
diagram). 

Let us nnw see, as an example, the steps through which 
a program would be processed to be incorporated into . 
binary tape by using onl}' olI-line equipment. First of aD 
the program has to be assembled. This operation produca 
not only the usual row-binary declt of card!, but also 
leaves a binary tape. Generally this tape is not used. but 
in our example it will be punch<."<i olI-line, thus yielding 
a ~)umnar-binary deck of cards. This deck is identical 
to the row-binary one. eltcept for the J'1'lVde in which it iJ 
punched. Two operations must now be performed on the 
columnar-binary declc: to prepare it for incorporation into 
the program tape. The transfer card · mu~t be removed 
.and substih:':ed with another one containing the -rewind 
tape" instructions; the transfer address is punched bi 
columnar form into this card. and a dummy transfer card 
added at the end of the deck Then the initial part of the 
deck must be preceded by a simple set of instructions to 
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cause the self-loading of the entire file from tape into 
memory and the transfer to the correct location. Both 
these operations are done by placing sets of prepunched 
cards in front and at the end of the deck. after punching 
the transfer addresses in the last cards added. Now this 
deck is ready to be read off-line for the creation of a 
binary tz.pe. provfded that the equipment has the special 
features Installed and the appropriate board for reading 
columnar-binary cards is used. The deck now has provi
sion for self-loading into memory and for rewinding the 
tape after it has been read from the deck. 

When all the programs are treated this way. a program 
tape can be prepared off-line and a complete file of 
columnar-binary decks is available. which gives at a 
glance the composition of the binary tape. This is an 
advantage in Itself. since it is readily accessible for veri
fication in case of doubtful tape performance. Now any 
changes to the program tape are reduced to card han
dling; if a program ha!J to be added or discarded, the 
d«ks are rearranged. new call cards issued. and the tape 
writte1\ off-line, without disturbing the processing on the 
machine. \\Then a progr?m needs minor changes, these 
can be key-punched in rolumnar-binary form and the 

correct'ons added or substituted in the card deck. Only 
for major changes in a program. too involved to be key
punched. is a reas$embly necessary. In any event. the 
machine is used only for that program. not for the entire 
tape. which is always written oil-line. 

The call-card method could he further improved if a 
single card were used to start severa) programs in suc
cession. 111is implies th:lt the programs themselves mu.~t 
have provisiuns for calling the next program' into core 
memory. or, hetter. any other one of a choke of programs. 
depending on the partial results of the calculations per
formed. Attention is being given' to this art'a because it 
may It'ud to an aJmost automatic prOCt'ssing system. '}he 

use of macro-instructions is contemplated. whkh would 
partially substitute call cards. 

Recently a program has bct:n de\'elop<.-d at Smithsonian 
by Dr. C . Veis. the Differential Orbit Improvement Pro
gram. It performs the differential correction of the orbit 
until a refined orhit is achieved for prediction purposes. 
It is Widely used at Smithsonian. Since this program is 
fully describtod in the preceding paper (Moor~Veis), 
reference is made th~rcto for further details. . 

IV. OUTPUT 

The final result of all the processing consists mainly of 
the prediction of future satellite passes over particu!ar 
sites or the time of parallel crossings. The output is gen
erally printed off-line from a tape. 

Of a certain interest is the method used to send pre
dictions to the Baker-Nunn precision optical tracking 
cameras. The camera settings have to be prepared ahead 
of time for tracking. To do this. the arc to be described 
by the satellite in its L'Ourse must be set on the tradcing 
mechanism. along with the rate of traclcing. Then ·the 
instrument is pointed to the position in the sry where 

tracking is to begin. Finally the time at which the opera
. tion should begin is specified. All this information is given 
to the cameras by setting a number of dialt. 

The program for sending predictions to the Baker-Nunn 
cameras computes all the necessary data, then translates 
them into a set of coded numbe.rs whim can be applied 
directly to the dials on the cameras by the opera ton. TIle 
program prints out the celestial positions and time of 

tellite passage in usual astronomica1 units and the 
translation of these in appropriate camera settings in u.nits 
referring to dials and bobs on the c~ras. Alongside. 

ISg 
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it prints the same information grouped in coded blocks 
5uitt'd to teletype transmission. A check is carried nnd 
printed for t'ach line to be transmitted. 

This information has to be read from the machine 
printouts by the teletype operators to transmit it on their 
circuits. Since this human intervention causes a certain 
delay and extra work. Smithsonian is exploring the possi. 
bility of avoiding it by having the computer punch a 
paper tape ready to be fed into the teletypes. Special 
equipment is contemplated for this purpose. 

A study along the same lint'S is being done for the input 
to the computer from the teletypes. Tne objective is to 
hav(" the observation cards punched directly from the 
paper tape produced by the teletypes. In this case the 
equipment is readily available, since paper tape to card 
punch are standard machines. The problem lies in the 
standardization of the messages received. and involves 

the observers rather than the methods of machine proc'Css
ing at Smithsonian. Therefore, it is only mentioned he.r~. 

The operation of the Smithsonian Computing Center 
is new on a routine basis. Satellite observations coming 
from all parts onhe wprld are" received at Smithsonian 
Astrophysical Observatory and evaluated. The most relia
ble ones are forwarded to the 704 calculator (or process
ing. Results are analyzed and when predictions are 
computed, they are sent to the Communications Center, 
where they are forwarded to nil interested people 
throughout the world. . 

Some as~ of the data processing system developed 
at Smithsonian Astrophysical Observatory have ~ 
brieBy outlined. 10e system grew out of the necessity of 
the moment and is always under development. TIle future 
trend points to more automatic procedures, relying on the 
speed and accuracy of the equipment used. 

DISCUSSION 

J. P. ROSSONI: One of the outst::.nding examples in 
automAtic procedures .is being developed for Project 
Mercury by IBM. A device capable of interrogating 32 
teletypes is being buUt now, so that the messages coming 
in on the teletypes will go directly into core memory. An 
interrupt signal is provided with this device which tells 
the computer when a message hu arrived. The lignalls 
recognized by an ex~tivt! program, a monitor, which 
is always in core memory. When a signal arrives, the 
morutor program interrupts the processing, records the 
situation in thf'! computer at that moment, tales care of 
the data that have arrived, and then re-establishes the 
situation in the computer as it wu before the interru~ 
tion and resumes the processing. The executive routine 
and !he monitor that are built DOW for the Mercury 
Project are, to my knowledge, the most outstanding ones 
in the field at present 

C. A. LUNDQUIST: You mentioned the Mercury 
Project. I WQll curious to ask just what the approach is in 
Mercury, the computatioo scheme? 
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J. P. ROSSON!: We have pLumed on a real time opel'

ation with no human Intervention except inte:rrogatioa m 
the computer via ooe of the teletypes which are scanned 
by the multiplexer device. Predictions will be sent 00 • 

signal provided by an internal c10clc to the different sta
tions during the Bight. Prognms are being developed 
now so that they can be iutegrated with one another, 
mostly run by macro-inruuctions, being called in by the 
monitor at different times. 

C. A. LUNDQUIST: Is this Hansen's method approach 
or what? 

']. W. SIRY: No, it is numerical integratiun and differ
ential corrections, like one of the three that I mentioned 
the other day, similar to one of the types of systems used 
in the Vanguard project. Owing to the short orbital Bight, 
the disadvantages of numerical integration are DOt 
important 

J. P. ROSSONI: I may go a little further and say that 
there is going to be a table of the positions and velocity 
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vectors Jcept in memory at all time.~ . Actually, it is at an 
interval of 1 minute for a total of 300 points, which would 
cover over 31h hours. The way the table is updated is by 
means of diHerential corrections as soon as a set of olner
vations comes in from the radar. The orbit itself is com
puted on the basis of a sliding arc technique which was 
developed by Dr. Herget. That is, when we have a return 
of observations from ooe radar, then only the observations 
which were within a r.ertain interval AI will ~ talcen into 
consideration, not all around the orbit. because of the 
uncertainty of the drag. A. new observations are 
expected. ther we · shift what is called an anchor point, 
that is, the p< .Jt of closest approach to the nearest sta
tioD, and this is also reduced to the nearest integral 
minute. It is from that minute that the new values of r 
and v are computed, and the integration is carried on 
forward and bacJcward. The table is always lcept in mem-

ory so that it is available for the predictions which may 
be requested at any moment by an interruption from 
the clocK. 

E. W. WAHL: John, I thinlc it may be interesting to 
some of the people here to te1\ 1\ little more about the 
multiplexer, the real time paclcage of the Mercury sys- . 
tern, because it will have quite a good use for people who 
need re.al time input-output from teletype in handling 
data arriving at the computer. 

(Dr. Wahl described the manner in which the Data 
Communication Channel is used at the 709 installation of 
the National Space Surveillance Control Center in Bed
ford, Massachusetts. A detailed description of the Data 
Communication Channel IBM 7281. Model I. may be 
available in the future from the IBM Space Center, 615 
Pennsylvania Avenue N. W., Washington, D. C.) 

un 
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Tracking a Passive Satellite by the 
Doppler Method 

P. 8. RICHARDS 

Space Sciences Laboratory, General Electric Co., 
Missiles and Space Vehicles Dept., 

Ph.lladelphia, Pa. 

ABSTRACT ' 

Two methods are described for predicting the orbit of a passive 
( nontransmitting) Earth satellite from measured values of the doppler 
shift of radio signals transmitted from a station on the surface of the 
Earth. The difficulty of this problem lies in the fact that initial condi
tions are unknown, unlike the case of a friendly satellite which can 
transmit its position, or a friendly ballistic mis3i1e whose launch and 
burnout conditions are known. 

One method employs a numerical procedure for minimizing the sum 
of squares of the errors between doppler observations and- range rates 
computed from assumed initial conditions. The method consists of 
fitting a complete second-degree polynomial in the six variables used 
as initial conditions to the sum of squares in the neighborhood of a 
minimum. The location of the minimum of the sum of squares is found. 
This process is continued until convergence is reached. 

The second method is a geometrical approach designed to give the 
initial approximation for the numerical procedure. It is based on 
the fact that integration of the doppler equation determines time

dependent ellipsoids whose intersections lie on the trajectory of the 
satellite. The required constant of integration is computed from con
ditions at time of closest approach. 

I. INTRODUCTION 

In connection with the application of radio-doppler 
methods to satellite tracking, the BaWstics Research 
Laboratory, Aberdeen Proving Grounds, asked GE's 

Space Sciences Laboratory to investigate the problem of 
orbit determination of a passive (nontransmitting) Earth 
satellite using doppler data alone during one pass of the 
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vehicle.' The following discussion is a brief summary of 
initial thir.king on this problem. 

Mathematically, the problem is as follows: Given the 
doppler differential equation 

Pr + p, = D(/) (1) 

where D(t) is measured, and subscripts T and R denote 
trammitter and receiver, respectively, solve 

consistent with (1). 

•. r 
r = -I/o;; (2) 

S (.f.Y. I) 

Sketch 1 

II. METHODS Of SOLUTION 

Two methods have been investigated for solving the 
probler.l : a numerical procedure and a geometrical 
approach. The numerical procedure will be described 
first. 

The measured infonnation D(t) is related to the solu
tion of the vector equation of motion (2) as follows (see 
Sketch 1): 

Pr=r-Rr 
01' 

" " . ., pr = i (x - X r) + iCJ - Yr) + k .(z - Zr) 
A •• A •• ., •• 

Pr = i (x - Xr) + i CJ - Y r) + • (z - Zr) 

pr-~= 
Pr 

. (x - X r) (x - Xr) + (z- Y r) (j - Y r) + (.r - Zr) (i - ~) 
V (x Xr)" + (z Yr)" + (z - Zr)" 

(3) 

A similar e)[pressioD is obtained for p.r. Since the solu
tion %(f), y(t), z(t) of (2) is unique, corresponding to a 

'Work supported by contract No. DA-36-034-.509-0~RD. 

partiC"Jlar set of initial conditions x(t. ), y(to). %(t.). i(t.). 
y(t. ). i{to), any numerical procedure would consist 01 5 
steps: 

1. Select vz1ues oJf the initial conditions: 
2. Solve (2) for %(f), y(t), z(t). 
3. Compute Pr + P. for each transmitter-receiver pair 

at times corresponding to measured values O(t). 
•. Compare computed .values of Pr + PI with meu

\!fed D(t). 
5. Iterate steps 1-4 until doppler equation is satisBed. 

The ciifference between numerical techniques lies in 
the method of comparing the computed values with the 
measured data. 

Here we define the comparison function to be 

Q (u
" 

a, •.. . • a l ) == ~ [D - (Pr + ;.)]' (.) 

where u, = x(to), a. = y(to), a. = z(to), a. = i(t.). 
a. = j,(to). a. = i.(t.). 

the summation extending over all time observations at 
all station pairs. The problem' is to detennine the set 

(a .. a ••. .. • a.) that minimizes Q. If we Jook at the a'. as 
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coordinates of a six-dimensional space, each point in this 
space dt!termines a point Q on a hypersurface. By the 
definition of Q, Eq. (4) this hypersurface must have a 
minimum. To locate thi' minimum we approximate the 
hypersurface, in the neighborhood of the minimum, by a 
quadratic surface in tbe six independent variables, 

• • 
P(al.az • . . . • a.) = bo + ~ b, 3, + ! ~"" 3t + ~ "/I I, II 

'.1 lal I>' 

where 1,1'/' = Ith approximation to the solution, h'l' is • 
nonnegative real number, h\" > E, "" admissible error. 
To evaluate tJ..: coefficients in P. we equate P and Q at 28 
points in th~ neighborhood of the minimum. These points 
are reached in an orderly fashion by constructing a Tee

tan gular six-dimensional hlttice about the point sel~ed 
as the Ith approximation. Once the form of P is deter
mined, this quadratic is minimized through the relations 
i3P fOa, = 0, I = 1,2, . . " 6 and a new approximation 
to the location of the minimum of Q is found-

A sarnp!e calculation of this procedure, in which calcu
laied values were compared to a simulated computer 
trajectory, is shown in the table below. A total of thirty 
doppler measurements were used, ten at each of three 
transmitter-receiver pain. Convergence to the true solu
tion occurred in 15 minutes of IBM 704 oompulation. 

Flnt True 
Approximation Solution 

%(t.) 1.55 X 10'ft 1.5494123 X 10' ft 
V(t.) 1.55 X 10' 1.5494122 X 10' 

:;(f.) 4.00 X 1~ -3.0957031 X 1~1 

%(t.) 1.95 X 1()4 ft/sec 1.4066537 X 1()4 ft/sec 

V(t.) -1.78 X 1~ -1.2355931 X 1()t 

i(t.) 0 -1.8683510 X 1()t 

. The geometrical approach is based on the direct inte
gration of the doppler differential equation (1), ~ + p. 
= D(t}. The integral of the term on the right between 
the fixed time to and an arbitrary time t is simply the area 
A(t) under the doppler S curve (see Sketch 2). 

D (I' 

Sketch 2 

1941 

Integrating the term on the left we obtain 

Pr (I) + P. (I) = A(/) + p.r (to) + P. (I.) ... 2.1(/) (') 

which indicates that at a given time t, the satellite lies 
on an ellipsoid (see Sketch 3) of semimajor axis a(t), with 
foci at T and ' R, the locations- of . the transmitter and 
receiver. 

Sketch 3 . 

___ 5 

~ 
. . ~~ 

Since T and R are lcnown locations. the eccenbidty 
of the ellipsOid is obtained from the expressioo 

TR 
-=-2-

Thw the elli~id is completely determined once the 000-

stant of integration P7 (to) + p. (t.) is lcnown. The inter'
section of simultaneow ellipsoids generated by three 
transmitter-receivf!;!' pairs will determine position vectcu 
and hence the trajectory of the satellite. 10e 'problem is 
to determine P7 (t.) + p. (to) for each transmitter-f'eOeiver 
pair, and this may be done in the following manner: 

The doppler equation (1) can be written in vector 
formu 

fL:b. + ~ = D(/) 
h ,. 

or, since Pr = PM = v, the satellite velocity. 

V. (12 + 12) = D(/) 
p.r , • 

Define the vector 

p(t) = ~ [ pr p. ]~ (fr. + £!..) 1 _ ( TR)I p.r,. 
p.r +,. 

Then 

Ipi = p(/) = ! (p.r + ,.) 

Equation (1) can now be wri~ 

. D 
1'(/) = 2' 

• 

(6) 

(7) 

(8) 

(9) 

(10) 



or 

(11) 

If we define the time of closest approach to to be the 
time at which pr + p. is minimum: then. from (7) and (8), 

, (12) 

and from (11) 

(13) 

where zero subscripts denote values at t .. 

AU that these expressions imply is that the vectors ,,_ 
and Po lie in a plane perpendicular to Po. The vector p (t) 
must in general have the form 

P (I) = a(/} p,. + b(/) P. + (I) v (14) 

where a, b, and c are scalar variables. for the vectors Pro 
P., and v, in general, constitute a basis in three-dimen
siooal space. 

The vector p (t) may be interpreted 115 a Sctitiow veloc
ity, for if we hold the base of pet} fixed at the origin of a 
three-dimensional vector space, the locus of the end 
point of p (t) will be 2 fictitious trajectCTY. We tale as 
origin of this vector space the base of p&. I.e., p at closest 
approach. This point will be in the , plane of pr and P. 
on the Donna! to the actual trajectory at the point of the 
trajectory where Pr + p. is a minimum. and at a distance 
along tru, nonna! equal to " this minimum value of 
Pr + p.. In the vector space there ~ill be a sphere of 
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radius po = i (Pr t- 'p.).,. such that the Sctitious trajec
tory and the true trajectory are both tangent to this 
sphere at the poin t of closest approach (see Sketch .). 
Elsewhere, both trajectories are exterior to t~e sphere. 

Sketch. 

'0 'o----J 
FtCTIT:~ TRAJ <CTaRY 

If now we assume that p is constant (=, p.) in the 
neighborhood of c1o~st approach t ", we can write, in 
this neighborhood.. ' 

p (I) = Po + Po (I - I.) (U) 

Then, wing (13) 

and ' 
(16) 

(1 7) 

From (10) we see tMt knowledge of three points on the 
doppler curve will yield the parameters p .. Ip.I, and Ie. 
where p. == ~ ['r (t.) + '. (t.)] il the ronstsalt of integra
tion we wanL 
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lunar and Interplanetary Traiectory 

Determination Activities 

at General Electric' . 

V. G. SZEBEHELY 
N69-75~80 

Splice Sciences Laboratory. 
CenM"al Electric Company. 

Phit.deJphla. PL 

ABSTRACT 

Application of a lunar trajectory program to the determination of 
the orbit of the Russian Automatic interplanetary Station (1959 81, 
or Lunik III) is described. Perigee distances are computed and re-entry 
predictions as well as the effect of the close Moon approaches on the 
trajectory are discussed. Programs to solve a two-point boundary value 
problem in a force field representing interplanetary mission conditions 
are used to find initial conditions for an Earth-Venus trajectory. 

I. TRAJECTORY DETERMINATION Of THETA ONE 

The computer program used in connection with attempts 
to determine the trajectory of 1959 81 is a Runge
Kutta-Gill type integration of the restricted four-body 
problem. Cowell's method is programmed including the 
gravitational effects of the Earth, Moon, and Sun. Oblate
ness effects are considered; · drag effects, however, are 
excluded. The variable intervals of the integration are 
selected automatically. Near the singularities the integra-

tion steps are approximately 500 times shorter than a{ the 
farthermost part" of the trajedory. The average orbital 
period of 1959 81 is approximately 16 days, corresponding 
to 2 minutes of IBM 704 computer time. Further detailJ 
on the program are given in Ref 1 and 2; at this ·point 
only a few remlts of special interest will be described. 

The input data consisted of TIU3-released times and 
corresponding angular coordinates around the 6.rst apo
gee following the vehicle's 6.rst close approach to the 
Moon. (In what follows , perigee and apogee will"refer to 
the vehicle's orbit relative to the E~-th.) Using these data 
points a trajectory was computed from burnout to the 

'This work wu pertonned under the joint auspices of the U. S. 
Air Force, Cambridge Research Center, Wright .\ir Development 
Center, and the CeneBl Eiectrlc Company. 
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seventh perigee. The perigee distance was fou nd to be 
approximately a linear function of the number of re"olu
tions, i.e., 

p' = -4 . ~ n + ~O. ~, 

where p is the perigee distance measured from the cepter 
of the Earth in 10' Ic.m and n is the number of revolutions. 

The first perigee occurring on October IB, 1959 is at 
48,000 Ic.m; the period for the first seven revolutions is 
about 16 days and the seventh perigee distance is 19,000 
Ic.m, cx:curring on January 21. 1000. Another close Moon 
approach occurs after the seventh perigee. The time rate 
of change of the perigee distance f01 the first seven peri
gee revolutions is 

• !un 
PI = -4 . ~ X 10' I ' 

revo utton 

which is changed to 

\un ,;, = -12 X 10' -..:::.:.:......
r revolution 

after this close approach. The computed first close 
. approach to the Moon occurs on October 6, 1959 at 6732 

Ic.m; the second 0CC\ll"S on January 24, 1960 at 50,545 m. 
After this ~nd close approach the orbit is greatly 
changed. and the eighth. njntn, and tenth perigee dis
tances are 6700 Ic.m. 6730 Ic.m. and 5830 hn, respectively. 
The !ast one indicates re-entry on March 8, 1960. 

An opportunity for comparison with Russian predic
tions was offered regarding the seventh perigee. 1be 
difference between the Russian prt:diction and our pre
diction of the seventh perigee. distance was approximately 
l.4lt; the error in time was less than 1$. By changing 
only the magnitude of the initial velOCity vector one can 
eliminate the time error in the seventh perigee, but con
sidering the crude input data such exerdses are of lim
ited significance. Nevertheless. it is interesting to observe 
that, because of the existence of the second close approach 
t.o the Moon, the part of the trajectory after this approach 
shows extreme sensitivity to small changes introduced 
prior to the close approach: Matching, for instan<.'e, the 
Russian prediction regarding the seventh perigee results 
in a re-entry date of late April. In other WOi"ds, Il 11 
epoch change prior to the close approach will result in 
approximately 30i change in the lifetime of the vehicle. 

Trajedory and especially re-entry predktions using 
nominal initial conditions are quite meaninglcu con
sidering the two close approaches to the \foon. In fact. 
using the best available observational data' the predicted 
perigee locations and times <''auld ·not be verified by 
sightings. 

"The roo~tion of Dr. C. Whitnt")· of tM SIT ithsonian Astr0-
physical Obsavatory b aclcnowk-dgrd n,aroinl the lerurinl 01 
the obsavational input · data. 
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II. INITIAL CONDITIONS FOR AN EARTH-VENUS FLIGHT 

hi general terms the problem might be formulated IU 

follows: In a time and position depende:nt force field, 
I, (x" rio x .. t), with I = 1, 2, anc! 3, two four-dimensional 
vectors. x\" and 1'\11 are prescribed with the coordinates 
xl", x~", X~I', t C

" and %~JI. X~II, X!II, f Cl '. Find the veloc
ity vector at the first p<'int which will result in a tra
jectory going through the second point. (It is remarked 
that this problem does not necessarily have a solution.) 

The interplanetary trajectory program in "-Se furnishes 
the initial conditions, i.e., the components of the velocity 
vector at the first point as the result of IlJl iteratlve pro
cedure. The first approximation is obtained by the con
ventional two-body technique whereby the orbit of the 
vehicle is Snt established In the gravitational field of 
the Sun alone; then this trajectory is matched with a 
hypcrbouc esc<ipe tJajectory considering the Earth', 
gravitational fi eld a]one. Re6nements regarding the effects 
of non-coplanar planet orbits and of the utilization of 
the Earth', rotation are included in the technique without 
any special difficulty. 

TIle second approximation is obtained by lint com
puting the elements of the error matrix; i.e., 

where x, is the position ' vector at tWand f. is the initial 
velocity vector. The inverse of G ... will furnish ~ the 
second approximation for the initial velocity by using 

ill = ;11 + G.l.1x, 
where f. is the second approximation of the initial velocity 
vector, III is the first approximation of the initial velocity 
vector. G.1 i.s the inverse of the error matrix, QJld ~, 11 
the vector connecting the vehicle and the target at till, 

This technique might '-le modified by recomputing the 
elements of GI • at every step of th~ iterative procedure. 
Whether wing one set of values for the error matrlt wiD 
give faster convergence than wing recomputed values 
depends on the case under consideration. . 

The experience obtained with a 107-day transfe!' orbit 
indicates that. if one of the conditions of the problem iJ 
relaxed., the use of the ume Glk elements is strongly fav
ored as compared to the use of the recomputed elements. 
The condition to be relaxed is the time of arrival. since il 
a hit trajectory is to be established. the precise arrival 
time is of little Jigni.BC".ance. For the aoovc-mt'.ntiooed 
transfer orbit the mi.3s distance using the first approxi
mation of the initial condition was slightly above 11. 
The second approximation resulted in ,11ghtly less than 
IS, and the third approximation in O.Oll. The final traJec
tory wa.s obtained by the next approximation giving aD 

intercept 2 hr earlier tIum prescribed. 

It is of interest to note that the Brst approrlmatloo and 
final vnlue- of the initial velocity ~r diffe1'ed ooly by 
0.61 regarding magnitude. The directional changes of the 
initial velocity vector during the iteration process are 
more .igniBcant. 

REFERENCES 
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A Computer Program for First-Order Error _. 

Propagation in Satellite Orbit Prediction 

PETER SWERUNG 
The RAND Corporation, 

Santa Monica. Calif. 

ABSTRACT 

A program for the IBM-704 computer has been written which com
putes the first-order errors in estimation of satellite orbi",1 parameters 
as a function of observation errors. One may input a speuDcation of an 
arbitrary observation network and E:uth satellite orbit, a description · 
of the errors in each type of observation, for each observation site, and 
a data smoothing method from a fairly broad class of possible smooth
ing methods. The output consists of the first-order errors in prediction 
of satellite position and velocity components at any specified time. 
These may be described either statistically or nonstatisticaIIy. 

I. INTRODUCTION 

The program to be described is written for the IBM-704 
computer.' Its purpose is not to provide precision pre-

"The program wu written by B. W. Boehm, of the RAND 
Numerical Analysb DivWoo.. 

dictions of satellite orbits, but rather to compute the 
errors in predicted orbits which result from observation 
errors. The program will therefore be of use in the eval
uation of the tracking and prediction capabilities of 
various types of satellite observation networb. 

19~ 
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II. DESCRIPTIO 

In order to 'compute error propagation, a spedfic data 
smoothing method or class of methods mwt first be 
a.~sumed . We suppose that a satellite 'orbit is completely 
determined hy .a finite number of parameters called ele
ments. In the program in its present fonn, these elements 
are talcen to be six in lIumber and are assumed to be 
components of po~ition and velocity, at some specified 
time, in an ' inertial reference frame. Let us call those 
elements Xo, y., %0, v"', v,.., v",. We suppose the data to 
be smoothed so as to give estimates io. ... , e", of these 
quantlties. 

Let QJI the observations which are to contribute to the 
element estimates be lumped together and indexed with 
the index ~ (I' :.: I, .. . ,N where N is the total number 
of individual observations to be processed). The value of 
the I'th observation will be ~enoted by ~. 

If there were no observation error, the values of ~ 
observationJ would be completely determined u func
tions of L'le elements and of the times of observ~tioo tIl: 

F" = ,,, (x ... II • I ) .. , .. ," (1) 

When there are observation errors E", the values ol the 
observations are 

FI' = fr (x .. .•.• " .. ; I,,) + Ell . (2) 

Here, the f"· are assumed to be known functions. 

It is assumed that the estimates %0, ...• v", are obta.ined 
by rnlnimizing, with respect to Xo. ... ; ~_ the quantity 

(3) 

where ('1".) is a symmetric positive definil:e matrix. (It is 
assumed that N ~ 6.) 

In the program in its present fonn, ('1,..) is always talcen 
to be diagonal, so that the class of data proces!ing methods 
is actually assumed to consist \)f minimizing 

" Q = l: '1,.,.. [F" - ,,, ('X .. . . ... ~",; I"W (4) 
p o l 

1r-is method, minimization of a quadratic form in resid
uals (usually a weighted sum of squares of residuals), is 
a standard numerical analysis technique for estimating a 
fim!e number of parameters from observed data, and has 
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long been used in connection with orbits of astronomical 
bodies. 

It may also be interpreted as a maximum lilcelihood 
method of estimation, provided (J.) that the errors E" are 
Gaussian and (2) that the matrix ('11'.) is chosen to be 
the inverse covariance matrix of the errors E". Since 
fr~uently neither of these conditions is satisfied, it is 
good not to overemphasize the maximum likelihood 
interpretation. 

It is clear that if E" = 0, all p.. then~ = x.. ... ,~ .. = 0 .. 

. will minimize Q. "ince Q will be zero with these values 
of ~o, ...• tl,o. Provided the functions II' are rE'.asooabty 
welI-beluved, the errors~ - :to, ...• ,()", - 1)", will depend 
linearly on the errors E". provided the . latter are suffi
ciently small: 

A If 

x. - x. = l: I'" & ,Oa" , 

" 11 ,. -]. = ~ n;& 
"" 

A If 

" .. - $I .. = l: 
"" 

Formulas for I'" may be obtained from Ref. 1. 
I 

(') 

The program computes these first-order errors in esti
mated position and velocity components at any given 
tune instant. 

10e first-order error computation has the advantage 
that the first-order errors may be computed without at.iu
ally minimizing Q. Thw, all questions as to the particular 
method used to minimize Q, how fast a given iteration ' 
process converges. or whether it converges, are avoided. 
It is merely assumed that somehow the quantities ~ ... 
that minimize Q have been found, and ' the Srst-order 
errors ~ - x.. ... are then calculated. 

However, further research is needed on the question 
ctf how large the errors E" may be while the Srst-order 
error equations still give reasonably good approximations 
to the actual errors. 

Once the first-order errors in 2.. •... ,~", ' have been 
.obtained, one may then compute the first-ord~ errors in 
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any equivalent set of parameters (such as the osculating 
elliptic elements); this cannot, however, be accomplished 
in the program as it now stands (except that first-order 
elTors in position and velocity components at different 
time irutants may be calculated). 

In order to utilize the program, one first specifies a 
satellite orbit. This is done by specifying tho:! true values 
of x, . . . ,v. at some specified time. 

The next thing that must be specified is the observation 
network. Th: . ~ described by specifying: 

1. The locations (i.e., X,!I, z: coordinates at a specified 
time) of the observation sites. 

2. The type of observations taken at each site. Six types . 
of observations may be speciSed: range, range rate, 
azimuth, elevation, right ascension, declination. 

3. The minimum elevation angle at each site for valid 
observations. Also, for azimuth observations, a maxi
mum elevation angle is specified. 

4. The rate at which observations are taken at each site. 

Next, the observation errors must be described. ,r 
these purposes, two categories of observation error are 
distfuguished : ·random" and "systematic." Random errors 
are defined to be statistically independent-i.e., all the 
"random" .components of EI', p. = I, ... ,N, are defined 
to be m~tually independent. All other errors are .sys
tematic." 

The random errors are specified by stating their stand
ard deviations or variances; specifically, let the variance 
of the random component of £I' be denoted by 4>". These 
variances may be functions of the relative positions of the 
satellite and the observation site: specifically, 4>1' is of 
the form· 

cf;" = liP' + (COS /3)' (6) 

where a, h, c, d are specified (differently) for each obser
vation site and each type of observation; P and fJ are, 
respectively, range and elevation at the time tl' with 
respect to the observation site from which the fLth obser-· 
vation is taken. 

The systematic error components are treated in a non
statistical way: they are merely specified as a set of 
numbers. Let 31' be the systematic component of EI'. 
Then, we may specify 

31' = "'p" + ""[cos (/3 .+ r)]" (7) 

"'The notations used here do not coindde with those used in the 
program input or printout. 

where aI, b', c, d', e' are specified separately for each 
observation site and each type of observation. 

It might be well to mention at this point the subject 
of timing errors. The program assumes that the times t,. 
~e known without error. Of course, timing errors may 
always be reduced to equivalent systematic errors in the 
observations. However, these equivalent systematic errors 
would be functions of position which will not in general 
be described by functions of the form given in Eq. (7). 

We next specify the weights '11" At present, these are 
specified to be of the form 

(8) 

where a", b", c" are specified separately for each site and 
each type of observation. 

The calculation of the functions ". and their partial 
derivatives, which enter into the formulas for I'Ij', is done 
by numerical integration from the prescribed initial COD

ditions; the partial derivatives are obtained by differenc
ing. The force field is assumed to be that of an oblate 
Earth (using just the J-term); also, simple atmospheric 
drag models may be included. However, it is presently 
assumed that the J-term and the drag parameters are 
known quantities; thus, these terms are included to give 
more accurate values of the functions ". and their partial 
derivatives, and not for L~e purpose of augmenting the 
number of parameter.: to be estimated from the data. 

The outputs of the program are as follows: since a 
first-order error analysi$ is being used, it is possible to 
say that a certain component of the output errors is due 
to the random component of observatioll error, and 
another component due to the systematic: 

(9) 

where 

(10) 

(11) 

and· similarly for the other prediction errors. 

The random errors in predicted quantities are specified 
by a <:ovariance matrix (rl/). where I, f = 1 •... ,6. Here 
the index I = 1 refers to error in %." I = 2 to error in 
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~o, •.. , i = 6 to error in v"'. Also, covariance matrices 
for the random prediction errors may be computed for 
~ny set of specified prediction times. 

The systematic prediction errors are specified as a set 
of numbers 8 i. i = 1 •. ..• 6; they may also be computed 
for any set of specified prediction times. 

III. PRESENT AND FUTURE PLANS FOR USE OF THE PROGRAM 

We are presently using this program to provide inputs 
to whatever studies require information of the type pro
vided. It is difficul( to summarize results of the runs 
which have so far been made, since one feature of this 
type of work seems to be that the results depend very 
strongly on the particular type of observation network 
assumed. the particular type of errors assumed. etc. On 
the .basis of runs made so filr, the following qualitative 
conclusions seem to emerge: 

1. It is most importaut not to neglect systematic obser· 
vation errors. U random and systematic observation 
en:or components are taken to be roughly equal, the 
systematic parts of the prediction errors begin to 
dominate decisively at fairly modest data acquisition 
rates (for example, in many of the runs this occurred 
at data rates of roughly one per second, with total N 
Qf about 4(0). 

2. If it is desired to preOict future prediction errors 
from errors in position and velocity components at 
some initial time, it is important to talce into account 
the relationships which exist between the initial error 
components. 

Suppose one lcnows the errors in initial position and 
velocity components resulting from the smoothing of a 
given collection of data and desires to use this knowledge 
to calculate errors in predicted position or velocity com
ponents at some future time (assuming that the predic
tions are made without any additional observational data). 
An errO:lOOUS picture of future error buildup would be 
obtained by estimating the effect of each initial error com
ponent separately, and then, say, calculating the square 
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root of the sum of squares. The reason for this is that 
smoothing the original collection of data may impose 
rather strong re!ationships between the errors in position 
and velocity components at a given point. 

Thus. to obtain a correct picture of future errors,.it is 
necessary. when dealing .... ith random errors, to utilize 
the full covariance matrix (rll), or, when dealing with 
systematic errors, to utilize complete sets _It . . . . ... 
which result from the smoothing of a given collection 
of data. 

The error program is capable of extension in several 
ways. For example, 

1. If the force fields of the SUD and Moon were included 
in the numerical integration of the orbit, the program 
could without further alteration be applied to lunar 
orbits and, to some extent, to interplanetary orbits. 
Of course, the range of validity of first-order error 
predictions would be mOre limited in such cases. 

2. The list of unlmown parameters could be extended; 
fOf example, some of the drag parameters or Earth
gravity parameters might be regarded as unknowns 
to be estimated from the data. 

\Vhether or not such extensions of the program are 
carried out depends to a considerable extent. on whether 
a demand exists for such increased capabilities. . 

In addition, the functions describing the random and 
systematic components of observation error and the func
tions describing the weights, presently given by Eqs. (6), 
(7), and (8), can b.- modified if such modification should 
prove desirable. Thls can be done on a moment's notice. 
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ADDENDUM a' 

Ephemeris Tapes 

Nearing CQmpletion is a joint STL-JPL planetary 
coordinate project. Its aims are (1) to produce, mostly 
from U.S. Naval Observatory ephemerides, geocentric 
and heliocentric planetary coordinates and appropriate 
differences on IBM 704--709 magnetic tapes for easy, 
rapid interpolation, and (2) to write the various sub
routines to read, interpolate, copy, print, and punch from 
the tapes. 

All coordinates are rectangular coordinates referred to 
the mean equator and equinox of 1950.0, and art" in au 
except for the geocentric lunar coordinates in Earth-radii. 
Virtually all bodies are tabulated on each tape. Speci
fically, the Sun, Moon, and planets (except Mercury) are 
on the geocentric tape at daily intervals for the period 
1960-1980. On the heliocentric tape, the Earth and 
E~Moon barycenter and the planets are tabulated 
as before at 4-day Intervals for the period 1960-2O'X>. 

The master tapes will be most economically used as a . 
basic source from which all or selected portions may be 
(1) copied onto other working tapes, (2) printed 00- OC 

off-line, or (3) punched on-line. Programs for both the 
704 and 709 are or will be available to accomplish these 
functions. 

The principal subroutines are those whjch read and 
interpolate in the tapes. The subroutines will be available 
in the SeAT, SAP, and FORTRAN languages. The Inter
polation subroutine uses Everett's formula, and the deriv
atives thereof, to form Interpolated positions and 
velocities from the tabulated positions and differences. 

For further information concerning the tapes an'd sub
routines write to R. J. Mercer, Space Technology Labor
atories, Inc., Los Angeles, Calif., or R. H. Hudson, Jet 
Propulsion Laboratory, Pasadena, Calif. 
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ADDENDUM C 

Seminar Papers Not Published In Proceedings 

The following papers presented at the seminar are not 
available for publication in these Proceedings: HSTL Orbit 
Determination and Prediction Programs," J. Titlls, Space 
Technology Laboratories; uEvuluation of STL Programs 
on the Basis of Erl'lorer V J Experience," L. Wong, Space 
Technology Laboratories; "Experimental Results Using 
Orbit Detennination Program,"M. Boughton, Space Tech-
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Jlology Laboratories; "Orbit Determination at NASA Space 
Computing Center," J. W. Siry, National Aeronautics and 
Space Administration; "Hansen's Method of Perturbations 
and Its Limitations," P. Mmcn, Goddard Space Flight 
Centt'r; 11le Present DiscovC'rer Orbit Code," J. V, 
Breakwell, F. Druding, and R. M. Gray, Lockheed Missile 
Systems Division. I 
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