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I. INTRODUCTION

1.1 This document 18 the second quarterly technical report under Con-
tract No. NAS 12-2110 for "A Siudy of Information Processing and Trade~QOff
Analysis for Earth Applications Satellites." TUnder terms of the contract, it
takes the place of the October monthly technical report. The work that has
been outlined in the September monthly report is described herein in greater
detail, as is all work accomplished since that report. Contract expenditures
have been approximately 50 percent of the funds available. The work accom-
plished has been successful, consistent with this amount of expenditure.

1.2 Accomplishments 1in five areas will be discussed in detail in
this report.

Ovwverall Simulation Concept
Time-1n~Visual-View Model
Earth Model/Scenario Tape

Extension of Radiometer Sensor Characterization

e o o o o

Spacecraft Data Processing Model.

1.3 In addition to the subprograms described in the first quarterly
report,l/ a computer subprogram has been generated ic determine a schedule of
satellite visual tame in view, and flow charts have been prepared for each of
the processing function subprograms within the spacecraft data processing
model. In the next quarter's efforr, the driver program for the spacecralt data

processing model will be completed, thus the analysis effort for that portion

1

—/P.I. Steen and T E. Thomas, Jr., Information Processing Simulation for
Earth Applications Satellites, First Quarterly Technical Report, CRI
TR 561, 8 August 1969,




of the simulation will have been completed, and a ground data processor will
then be developed. Effort in the next quarter will also be directed toward the
generation of an abbreviated scenaro tape for use 1n simulation debugging and

toward generation of computer subprograms within the spacecraft data process-
ing model.



IT, OVERALL SIMUIATION CONCEPT

2.1 The objective of this contract 1s to develop a computerized tool for
carrying out research on the systems aspects'of complex information manage-
ment systems, typified by conceptually advanced earth applications satallite
operations. A Digital Simulation Model 1s to be developed, de-bugged, and
applied to a typical set of trade~off analyses involving such factors as onboard
storage, onboard processing capability, communication limitations, ground
facility deployment, etc. The wntent of this coniract 1s not to plan future
missions (although useful data for such planning may well result from this
contract) but rather to develop a versatile tool and technique for studying
imnformation systems of general type which may be required in future NASA
missions.

2.2 In order that it remain consistent with these user requirements for

the simulation, the operational concept has been modified {from the single large
simulation originally envisioned) to an "on-line"~"off-line" concept, in which the
"on-line" portion of the simulation 18 used to satisfy user requirements by opera-
ting with a scenario generated earlier using the “off-line™ portion of the simula-
tion. A gross flow diagram of the simulaiion organization and models 15 pre-
sentad 1n Figure 1.

2.3 The work accomplished to date has been guided by the philosophy
that a broad simplified version of the simulation should be 1nitially developed,
to be followed by mcreased sophistication in critical areas of the simulation
determined by the experience gawned in the early stages of the study. In addi-
tion, an atiemopt has been made to configure the simulation such that the input
data requirements are those dala that—

a. Are subject to frequent change as various
trade-offs and design alternatives are being
evaluated
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b. Can be obtained or estimated waithout extraordinary
effort on the part of the user.

MODELS

2.4 The following paragraphs discuss briefly each of the models utilized
by the simulation. More detailed treatment of the mcdels for which analysis
has been completed are contained in later sections of this report.

Time-1n~Visual-View Model

2.5 The time-in-visual-view computation utilizes the ground station
coordinates (latitude, longitude) and the satellite ephemeris characteristics
(altatude, period, inclination angle) to compute a schedule of time in visual
view for a specified number of hours, days, or orbits., This time-in-visual-
view schedule will be subsequently used in the computations of the character—
istics of the communications link. Analysis and programming of this model
have been completed. Section III of this report presents a more comprehensive
discussion of this simulation task.

Down~-Link Data Transmission Model

2.6 The down~link data transmittal model consists of two routines, an
RF rouline and an error rate routine. The RIF routine utilizes the time-in-view
schedule which has been previously developed to compute the carrier-to-noise
ratios for the spacecrafi-to-ground-station communications link durning the times
indicated by the time-in-view schedule. The communications link character-
1stics required as mnput are those required to perform a normal path loss/power
budget compuiation. The compucation has been analyzed and programmed.

2.7 The error rate model considers both the increase 1n data rate duesto
coding for error reduction purposes and the anticipated error rates as a function
of the computed carrier-to-noise ratios. As presently envisioned, the compu-
tation of error rate versus carrier—-to-nolse ratio would be accomplished by means
of a table look-up in the program, with the eniries in the table varying as a
function of the error coding used. However, another method of computing error
rate has been considered, 1if 18 not yet sufficienily well defined for presentation
in this report. The Lime 1n view, bandwidth, and total data available for trans-
mission are then used to determine the percent of data dumped during a pass
over a ground station.

Earth Model

2.8 The earth model w:ll provide svnoptic detail for such items as cloud
cover, land/water interfaces, icebergs, and agricultural areas. Because a con-
siderable amount of flexibility 1s desirable 1n modeling earth conditions, the
data will be manually produced through the use of a slide rule (a clear plastic



slide containing the subsatellite points for the orbital period and inclination
angle of interest, superimposed upon a Mercator projection of the earth).
Sechion IV of this report presents a more comprehensive description of the
earth model.

Scenario

2.9 The scenario 1s a multi-dimensional table contining the earth and
satellite/earth events of interest and keyed to the longitude of the ascending
node. The longitude of the ascending node 1s partitioned into bands within
the array, These bands can be of any desired width, thus providing the capa-
bilaty of including a greater or lesser amount of detail 1n the earth model, at
the penaliy of increased storage requirements in the simulation. Section IV of
this report presents a more comprehensive description of the scenarno.

Sensor Models

2.10 The sensor models utilize sensory characteristics (camera sensors—
focal length, 1mage resolution, etc,; radar sensors — pulse width, beamwidth,
power, etc.); and sensory duty cycles (time profile}, as well as the satellite
ephemens characteristics, in order to compute mformation relative to sensory
ground coverage {coverage area, ground rate, dig:ital resolution, bandwidth),
Thus, the user will specify a complement of sensors and their characterisiics,
as well as a time proifile of theiwr "on-off"-cycles, and the simulation will com-
pute the data rate and the total data gathered over the time period of interesti.
Characterizations have been accomplished and programmed for passive umaging
sensors, pass:ive non-unaging sensors,and two types of active 1maging sensors.
Detailed descriptions of sensor characteristics were contained 1n Section IT and
Appendix B of the First Quarterly Report. Extensions to these characterizations
are found 1in Section V of this report.

Spacecraii Data Processing Model

2.11 The output of the sensory models feeds into the spacecraft data pro-
cessing model. Figure 2 illustrates additional details of this model. As pre—
sently envisioned, the user will specify, on mput to the on-line portion of the
simulation, the operations required to be: performed upon the output of each
sensor. Additionally, he will specify the state-of-the-art characteristics (for
the time period of interest) of the equipments to accomplish these operations.
The operations and the characteristics specified must be 1n correspondence to
those which the simulation can recognize (see Figure 2), but it 18 not necessary
to speciiy all of the available operations.

2.12 The computations performed sequentially for each sensor waithin the
spacecralt data processing model reflect the changes 1n the data rate due to
the specified processing operations, the storage required due to these data
rates, and the time delays that are introduced due to these processing operations.
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2.13 Additionally, the data rates from each sensor, after each operation,
are compared to the input capacity specified for the next operation. Thus, for
example, 1f multiplexer operations are specified as having an wnput capacity of
200 kilobits/sec, and if Sensor 1 has a continuous information rate of 100
kilobits/sec, then that sensor will utilize one~half the capaciiy of a smgle
multiplexer unit. The model keeps track of the time relationships of the in-
dividual sensors vis—a-vis one another and allocates the required number of
units for each operation based upon the total load of all the sensors., At the
completion of each simulation run, the spacecraft data processing model speci~
fies the total number and the connectivity of each type of umt required in order
to perform the required operations specifled in the simulation input. Additionally,
the composite bit rate, storage requirements, and.time delays are computed.

2.14 Although this concept represents only a minor shift in emphasis from
the original concept (Proposal Subtask I.3), the present concept has advantages
of the original concept as follows:

a. The output data rates of the sensors are not
immediately obvious from the sensor specifications.
Thus, the processing configuration specified a priorn
may not be adeguate to process the sensor output data,
and several modifications and reruns may be required
before convergence. The present concept will provide
a workable configuration with a single simulation run.

b, The corigwnal concept required spacification of processing
configurations 1n a fair amount of hardware detail. For
the simulation to be sensitive to thess configurations,
it would be necessary to know information such as the
number of floating point adds for a particular data com-
pression algorithm. It 1s consgidered thal generation of
this tvpe of wnformalion would put a severe strain on the
user of the simulation to the point where the simulation
would receive limited use. The present concept operates
on a functional basis rather than a hardware basis (data
compression umt versus control unit, I/0, CPU, Main
Memory, etc.) and 18 thus able to operate at a higher
indenture level with a resultant side-steppmg of these
"gritty details." Tt should be noted that at some pownt
in the design process it will be necessary to develop
the details of the software package for data processing

algorithms, but these are beyond the scope of this
contract.



Ground Station Data Processing Model

2.15 Conceptual development of the ground station processing model 18
underway; however, the accomplishments in this area are not sufficiently
developed to perm:t detailed discussion at this time.



III. TIME-IN-VIEW/COMMUNICATIONS LINK MODELS

TIME IN VIEW

3.1 In Section IV of the first quarterly report, 174 the analysis and resuli-
ing maximum time-in-view model are described. The model produces a maxi-

mum time 1n visual view, given satellite ephemens characteristics and earth
station location information, and is very useful in establishing an upper hound
for data transmission times between satelliie and ground station. .

3.2 Such wnformation 1s useful in the selection of appropriate orbits and
the establishment of broad design criteria such as gross estimates of sarelhiie
storage requirements and data link characteristics. However, for scenario
generation purposes it 1s necessary to produce actual, rather than masximum,
time-in-visual-view data and, further, to produce a schedule of time-i1n-
visual-view events. As formerly designed, the maximum-time-in-visual-view
model was not capable of producing this mnformation, and it was modified to
fulfall these more siringent requirements.

3.3 Analysis conducted as part of the modification effort indicated that a
Iﬁajor portion of the maximum-time-in-visual-view model was usable without
modification 1if 1t could be supplied with a point{on the satellite orbit) within
the earth station cone of visibility caused by earth station loock-angle
lymitations.

3.4 Subsequent analysis directed toward determining the most efficient
method of finding the appropriate powni on the satellite orbat indicated that an

l/ P, Steen and J. Thomas, Jr., Information Processing Simulation for Earth
Application Satellites, First Quarterly Report, ORI TR 561, 8 August 1969,
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iterative rather than an analytical solution should be used, the rejection of an
analytical solution was primarily a result of the Iimitation of spherical
trigonometry, 1.e., the multiphcity of solutions to trigonometric equations and
the spherical trigonomeiric angular hmitations (£ T). The iterative solution is
a sample two-step procedure: (a) determine the satellite orbital point at which
earth station and satellite longitude are coincident and (b) determine the
closest satellite approach to the earth station coordinates. Both procedures
use equations previously developed {Section IV of the first quarterly report)g/ and
make use of common iterative procedures to find the deswed solution; there-
fore, thev do not require further detailled treatment. Appendix A contains a
complete flow diagram for the modified time—i1n-visual-view rouiine.

3.5 Figure 3 presents a sample output from the time-in-visual-view
model The printout presents a time-in-visual-view gchedule in tame of amval
order, with one list for each of the two first ascending node longitudes con-
sidered. The data represents a typical hime~in-view schedule for approximately
a l-day pzriod, 1.e., 14 satellhtz orbits,

COMMUNICATIONS LINK

3.6 This section describes the communications Iink computations which
have been implemented. These computations supply the slant range and the
look angles used in the carrier-to-noise (C/N) ratio computation. Figure 4
1llustrates the angles and distances used in the calculations lmk. Consider
a satellite at an altitude hg and a ground station at the earth's surface. The
satellite, ground station, and center of the earth define a plane triange with

the angle B at the vertex corresponding to the earth's center. This angle can
be shown to be

B = cos -1 [ cos I.AS cos LAGS cos l LOS - LOgg I + s1n LAGS s1n LAS:E

where LAg = satellite latitude
LOS = satellite longitude
LAGS = ground station latitude
LOGS = ground station longitude.

The distance between the ground station and the satellite 1s given by
i
D = [(R+hg)® + (R -2 (R+hg) (R) cos§]*

where R 1s the radius of the earth.

E/ Ibad.
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TINE OF ARRIVAL ORBIT  TIME IN sem=—e;ee——- EARTH STATION====rm=mmmn  meeee mm e ————— SATELLITE-mmmmmm—m———————-

DAY HUUR MIN NUMBE k VIEwW 1DENT MINIMUM  mee—— LOCAT JUN==m~= PERIOD HEIGHT INCLINATION LUNGITUDE OF FIRST
{MIN) NUMBER LOOK ANGLE LATITUDE LONGITUUE  {MIN} {NM} ANGLE ASCENDING NOULE
0 0t 2p.31 i 11,910 1 10,000 bhoyB 21Z2+48 103.049 49640 99,04 0
¢ 2 1lu.bé4 2 106499 1 16.000 64.9H 212.48 103.049 496,0 99.04 0
0 2 19.30 2 Te602 3 10,000 3533 243.10 1U3.049 496.0 99.04 U
¢ 3 56.5] 3 3.823 1 10,000 Q4498 2Lle.48 103,049 49640 99,04 0
¢ 4 1«69 3 11615 3 10.000 35933 243.10 103.049 49640 99,04 0
0 S 44,39 i 1664 2 10,000 35.20 28000 103,049 496.0 99,04 0
0 T 30.05 5 7215 2 10.000 35,20 280.00 1V3.049 49640 99.04 0
U 8 19.70 ] 9.456 & 106,000 ~34.37 144495 103049 49640 99.04 0
¢ 10 3.0%9 6 10.938 4 10.000 ~3%es7 148.9% 1U3.049 49640 99404 0
i) 12 18.47 g 4.1006 1 10.000 64098 2lea4t 103,049 49640 99,04 0
0 13 5761 9 10.751 1 10.000 64498 2l2.48 1034049 496.0 99,04 0
0 15 32.61 10 Y749 3 10,000 35.33 243410 103.049 49640 99,04 4]
0 15 40.78 10 11.904 1 10000 6448 2l2.48 1U3.049 496.0 Y9, 04 0
0 17 15.87 11 10.H20 3 10000 35,33 2283410 1034049 49640 99. 04 0
0 17 206,50 1! 10443 1 10.000 64098 2id.a8 1034069 496.0 99.04 0
0 13 57.42 | 4 11.9}12 2 10000 35.20 280.00 1034049 4960 99,04 0
0 19 13.66 12 8.180 3 10.000 64 .98 212.48 103,049 49640 99,04 0
0 20 47.83 13 1502 "2 10.0090 35.20 28000 103,049 49600 99,04 0
0 21 02 13 8.318 1 10,000 6490 212444 103,049 496,.0 99,04 0
) 21 32,43 13 10939 4 10,000 ~36,37 148 .95 193.069 496.0 99,04 0
0 22 #4483 14 10626 1 10000 Ghev8 2l2.48 103.049 496,10 29,04 0
I 23 _1T7.26 14 Y9453 4 10_-000 34,47 148.95 103.049 49640 99,04 Q
1 0 29007 15 11.92% 1 10-.000 64.98 212+48 103+049 496.0 99.04 0

EARTH STATIONS-

- o i IDENT NO LOCATION
1 FAIRBANKS , ALASKA*
- - 2 ROSMAN, NORTH CAROLINA*
3 BARSTOW, CALIFORNIA
. 4 CANRBERRA, AUSTRALIA

* PRIME STATIONS FCR ERIS ~A AND -B

FIGURE 3. TIME-IN-VISUAL-VIEW SAMPLE OUTPUT - SAMPLE A
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TIME OF ARRIVAL ORBI1T TIME IN —rmo-e— - EARTH STATLON

DAY HOUR MIN MUMEE R vIE« 1DENT

8
10

13
13
15
1s
17
17
19
19
19
21
21

1
i

i2,

2759 i
3o+29 1
13+40 I4
18464 2

1+34 3
4T.01% 4
36465 4
20.00 5
35.42 7
4.5 G
#9,.56 9
57,73 9
32.83 10
43445 10
14,77 11
3061 11

4.78 12
16.97 12
49,38 ig

1.78 13
34421 13

_ﬁf___jﬁi__ﬁésﬂjL__g,lﬁ

0
1 0

3038 15
3B.67 15

MINIMUM

g oyt ey . -

----- LOCAT LQMwm~m==
(MIN}  NUMBER LOOK ANGLE LATITUDE LUNGITULE

10.699 1 10.000 64,98
Teb02 3 10.000 35.33
3823 1 10-000 64o98

_lle6l5 | 3 10.000 35,43

11,6064 2 10.000 35.20
7215 2 10.000 35.20
G456 _ 4 - . 10:000 ~34 37

10,938 4 10,000 -34.37
4.]106 1 10.000 64,98

10.751 1 _ 10,000 64.98
G749 3 10,000 35,33

11.904 1 10.000 64.98

10.820 3 10.000 35,33

10+443 1 10.000 64.98

11.912 2 10000 35.20
84180 _ 1 10.000 64.98
1.502 » 2 10-000 35.20
8.318 1 10000 64.98

— 100?39 _____ ﬁ _____ IOaOQQ_ "3¢03?_

10626 1 10,000 b4ay8

453 4 10.000 =34, 37
11925 1 10000 64098

10.696 1 16-000 64098

Bo44Q 3 10.000 35.33

212448
2“3-10
2lde4ts
243a10
280.00
2HU.00
148.99
148.95
212444
212448
243410
21248
243410
212.48
280.00
212,48
280.00
212.48

. 148095

2l2.48
1648.95
212.44
2l2«48
24310

FERIQU
{MIN)

103.049
103,069
103.049
103.049
1U3.049
1U3.049
103.049
L103.049
103.049
103,049
103.049
103.049
103,049
103.045
103.049
103,049
1U3.049
103.049
1030049
103.049
103.049
103,049
103,049
103,049

H

eleH!
(NM)

496.0
496 .0
4%6.0
49640
496.0
496.0
4596.0
496.0
496,0
496,.0
496.0
496.0
496.0
496-0
496.0
496.0
49640
49640
496.0
49640
45640
496.0
496. 0
496.0

------------ momm = GATELL [TE=mmm oot e

INCUINATION LUNGITUDE OF FIRST

ANGLE

99,04
99.04
99.04
9G04
99.04
99.04
Y99.04
9404
Y9.04
99.04
R9.04
99 .04
99,04
99.04
9%.04
99.04
9%.04
99.04
99.04
9904
99-04
99.04
99,04
99404

EARTH STATIONS

IDENT NO

FIGURE 3 (Cont) ~ SAMPLE B

e W N

ASCENDING NJUE

25.833
25,833
25.833
25.833
25.833
25.833
29.833
25,433
25.833
25.833
25.8233
25.833
29.+833
25,833
25.833
25.833
25.833
25,833
29,833
25.833
254833
25.833
25.833
25.833

LOCATION

FAIRBANKS, ALASKA*
ROSMAN, NORTH CAROLINA*
BARSTOW , CALIFORNIA*
CANBERRA, AUSTRALIA

* PRIME STATIONS FOR ERTS -A AND -B



" ®
( Satellite

p]
N

a+f

L7
e

B, Ground Station

FIGURE 4. SATELLITE/GROUND STATION GEOMETRY

14



Next the angle «¢ 15 computed from
_ -1 TR sin g
& = 5in [ D :'.

This is the look angle from satellite to ground station, which 1s used to compule
the satellite antenna gain as a function of the angle off the boresight Iine. The
ground station antenna gain 1s computed for the angle (¢ + B}, which is the
deviation from the local verfical at the ground station. Alternately for dwrectable
antennas the maximum antenna gain can be used.

3.7 The carrier-to-noise power ratio at the receiver can be expressed as
{transmitted power) (antenna gains)
P carrier losses
C/N= = -
P noise nolse power

Transmitted power 1s supplied as a dwrect wnput to the program. The antenna
gaing are entered as a tabular look-up of gain versus angle off the boresight
and are compuied as a function of the angles previously discussed. Equip-
ment losses are supplhied as input to the program. Path loss 1s computed by
the expre ssmré/ using the slant range previously computed.

Path loss = (6.03) (10®) 2 D°

|l

where f = frequency (MHz)
D

1

slant range (nm:)

3.8 The noise power 18 computed as

noise power=Y « K+« T « B

where F = recewver noise figure (unaits)
K = Boltzman's constant (1.38 x 10723 1/CK)
T = antenna temperature (°K)

B = receiver noise bandwidth (MHz)

39 The computed- C/I ratio-1s next compared to a threshold value
{specified as mput data} to determine 1f tHe communications link 1s suitable

for data transmission. The computation 1s done for both the up-link and the
down~link, since their C/N ratios will generally be different, Figure 5 pre-
sents a flow chart of the computation. This computation has been run separate-
ly on the computer but has not as yet been integrated with the "Time-in-
Visual-View" program.

3/

Radiation Inc , First Quarterly Report for Project IRIS, Tune 1965.

15



Start

Compute
Satellite
Latitude/
Longitude
Compute
Ground Station
Latttude/
Longitude
A
Compute
B,db, and D
Compute O
Compute &4
- | Compute Satel-
t hie Platiorm and
¢} +-"Platform Satel
! hte Antenna Gamns
1
W
- J-——:ﬁ-—-—-—‘! ——
Compute - Compute
Satellite - -t Platform-
Plgtform Fath Satellite
Loss Path Loss
Compute Compute
Satelhte- Platform-
Platform Carjerf Satellite Carnier/
Noise Ratio Noise Ratio
- 4
\ Return

FIGURE 5. SATELITL/GROUND STATION
COMMUNICATION. LINK COMPUTATION

16

"

",



OPERATIONAL USE

3.10 Having specified the required input parameters, the computer pro-
grams will first compute a schedule of times in visual view (1.e., line of
sight) for each ground station location for as many orbits as desiwred. This
computation 1s accomplished sequentially for each ground station location.

3.11 The schedule of time in view and time out of view 1s next usaed to
compute the spacecraft to ground station C/N ratio as discussed above

3.12 It 1s anticipated that schedule(s) will be generated for particular
configuration({s) of ground station locations and communications link para-
meters and that the output of these programe will be used as a.portion of the
mput for the scenario tape used to drive the "on-line" simulation.

Input Data Required

3.13 The following mput data will be requared for the time —mn-view/
communications link model:

a ILocation of all ground stations {latitude and longitude)
b. Satellite ephemeris data (assumed circular orbit)
Height {(nmi)
Period (min)
Longitude of ascending node (deg)
Inchination angle (deg)
¢. Communications link data
Frequency (MHz)
Transmitied power (W)
Recelver noise bandwidth (kHz)
Receiver noise figure (dB)
Antenna temperature (°K)
Antenna gains (dB)
System losses (dB).
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IV. EARTH MODEL/SGCENARIO

4.1 It has become apparent that there is considerable interest in model-
ing earth conditions in a good deal more detail than was originally anticipated.
Specifically, simulation of such 1tems as cloud cover and land/water interfaces
1s desiwrable i1n synoptic deiail, because sensor on/off must be related to these
events. In addition, the earth model must provide cons:iderable flexibility 1n
modeling earth conditions-because of the dwersified utilization projected for
the mnformatior processing simulat:on Furihermore, since the scenario will be
required to store the outputs of the earth model, it, too, must provide similar
flexibility,

SCENARIO

4.2 The scenario will consist of @ mulii~dimensional table of earth
events of interest, with enfries 1n the table keyed to the longitude of the ascend-
ing node. Figure 6 1llustrates preliminary notions regarding the type of entries
which would be included in the table. Consuliing Figure 6, one sees that the
longtitude of the ascending node 1s partitioned into bands of longitude. These
bands can be of any deswed widih, thus providing the capability of including

a greater or lesser amount of detail in the earth ‘model at the penalty ofincreased
storage requirements wn the simulation.

4.3 The entries in the table represent minutes into the orbit drawn from
a 600-nm: orbit with a period of approximately 107 min. Thus, in Figure 6, it
18 specified that, for orbits which have an ascending node longitude between
60CFE and 700E, the subsatellite points will be over cpen water during minutes

18
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0-6, 23-26.5, 43-79, and 86-101, additionally, wheat field investigations can
be conducted during minutes 38-42, etc The event categories which have been
specified are:

a. Satellife over open water

b. Satellite over land/water interfaces

¢. Satellite over iceberg areas

d. Satellite over wheat field areas

e. Satellite over cloudy areas.
Additional events can be specified as desired.

4.4 Given the existence of such a table 1n memory, the sensor on/off
cycles can be specified on input to the program as keved to the occurrence of
particular events of interest. Thus, for example, 1f a camera system with
adaptive resolution and frame rate 1s hypothesized, 1t will be possible to speciiy
a high-resolution, rapid-frame-rate mode during events relating to land/water
interface investigations, and a low-resolution, slow-frame~rate mode during
events relatmg to open water investigations.

4.5 It remains to determine a method of easily generating the event times
necessary for the scenario. Tigure 7 illusirates a method for generating these
event times in a rapid, efficient manner. With reference to Figure 7, the sub-
salellite points for an orbit of approximately a 107-min period are superimposed
upon a Mercator projection of the earth. The numerical entries i1n Figure 6 have
been drawn from Figure 7. Thus, one sees that the entries for iceberg 1nvesti-
gations correspond to subsatellite points over ariic waters, and the times corre—
sponding to wheat field investigations correspond to subsatellite points over the
Western Unmited States.

4.6 Pursuing this thought further, there 1s a certain appeal (1n terms of
reduced compufing time and ease of use) in adding two more events to those
shown in Figure 6, 1.e., day/night and satellite/ground station ccmmunicaiions
hink. If this were done, 1t would not be necessary to rerun the time-i1n-view
and communications link models for investigations i1n which the number and
location of ground stations are not changed. These models could be run for
several complements of ground stations, and the results could be added to the
scenario/scenarios. Day/might could be handled by a shading of portions of the
earth model slhide rule—or by a separate, appropriately shaded slide.

4.7 One can then envision a few standard scenario tapes supplemented
by a data deck for scenario generation in which a particular scenario 1s changed
by selective modificatlion to portions of the data deck cards. Thus, for example,
if 1t 18 suspected that the results of a parlicular investigation are sensitive to
the complement of ground staitions used for that set of runs, a set of cards repre-
seniing times 1n view for a differenl complement of ground stiations could be sub-
stituted in the data deck for scenario generation. The sensory models and the

20
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processing models would then be rerun against the new scenario tape and the
results compared. Similar reasoning applies to cloud cover or, indeed, any
entry 1n Figure 6,

EARTH MODEL

4.8 It 1s considered that a slide rule,with a transparent slide of the sub-
satellite pownts, that could be sl:d along a Mercator projection of the earth
would provide a means for rapdily developing scenarnos with as much granularity
as deswed (20°, 10°, 59 etc.).

4.9 A shide rule of the type described, which can provide the deswred
flexibility, has been developed for use in the manual eniry of earth events into
the simulation in the detail required by the particular situation ai hand. Such

a shde rule has been designed for a 600-nm: orbit and 1s contained in Appendix
B. Due to the reproduction process used for this report, the scales of the Mer-
cator projection and the slide rule are not precisely identical, however, a more
precise shide rule will be contained in the final report.

4,10 A different shide would be required for each altitude and inclination
angle of interest These could then be used to generate the scenarios which
would then be transferred to magnetic tape. For the present, only one scenario
will be developed. The amount of work required to integrate such a scheme into
the simulation remains to be evaluated. Further development of the details of
this approach should reveal any pitfails,
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V. EXTENSIONS OF SENSOR CHARACTERIZATIONS

5.1 In evaluating the radiometer characterization in the first gquarterly
report,l/ in light of current simulation chjectives, it was appareni that ex-
tension of the radiometer charactenzation to specify explicitly the relation-
ships between the parameters in that characterization in terms of more detailed
hardware parameters was indicaled. In the following paragraphs, discussion
of the work accomplished i1n this area is applicable to both infrared and micro-~
wave radiometers. Much of the extension analys;? has been drawn from

Horan's work in ithe July 1968 1ssue of Spectrum ,

5.2 The data rate for a passive radiometer has been characterized as a
funciion of the radiometer scan rate, scan width, and resolution, as well as
the satellite velocity and he1ght.§— The analog data rate, which 18 simply the
number of resolufion elements, N, per umi time, 18 given in the following
expression:

N=-% g= - 8. (5.1)

0
Y /0

1/

=~ P. Steen and 7. Thomas, Information Processing Simulation for Earth
Applications Satellites, First Quarterly Technical Repori, ORI TR 561,
8 August 1969.

&/ J. Horan, "“8pacecraft Infrared Imaging," IEEE Spectrum, July 1968.

2 University of Michigan, Peaceful Uses of Earth Observation Spacecrait,
Vol, ITI, Sensor Requirements and Experiments, NASA, CR-588,
3 Qctober 1966,
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where N 1s given in resolution elements/second

a = scan width (sweep angle)

¥ = angular resolution

8 = scan rate

0 = instantaneous solid angular field of view.

For no overlap, the scan rate 8 can be shown to be

S= —— (5.2)

where v
h

satellite velocity
satellite altrtudes,

With overlap, the scan rate i1s simply modified by the overlap coefficient,
P;r.8.,

v
S= (5.2a
7he !
The effective scan angle 1s given by the following expression;
T
data time + flyback time Td + ot
— = ee————— 5 .
%e data time (a) Ty o (5.3)
and 1t 18 seen that
data iime + flyback time = % (5.4)
Thus o = —t (5.5
e” T-sT; (o -2)
where T¢ = flyback tame. Therefore, when the flyback time has been
determined, the effective scan angle (ore) will be used for determining
the data rates.
Subsiituting in the expression for analog data rate, N, yields
_ 1 .o
N - R (5.6)
1 - T;
vh
or for overlap conditions
N = ! . oY (5.6a)
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where the angular resolution, v, = (Q)%

solid angular field of view.

. the square root of the instantaneous

The bandwidth, Af, requred for this analog data rate is equal to

Af=1N/2 {(5.7)
Now, the radiometer signal = Py + & (5.8}
where: Pd et = Power focused on the detectior
® = detector sensitivity (responsivity) in volts out/
watis in
Pior = 8o Qn N7 {5.9)
where A, = area of collecting optics
© = instantaneous solid angular field of view
n = optical efficiency

N7 = radiance of target.

(N) Radiometer noise = Johnson noise ol detector resistance
= [IRTRAF (5.10)

where K = Boltzman's Constant
T = temperature
R = detector resistance
Af = noise bandwuidth.

A, On Nt R
v 4KTR AT

Signal/noise ratio {(SNR) =

(5.11)

Therefore, SNR ~ 9 + and analog data rate (N} ~ AL

(AD)F 252
established relationships which allow trade-offs between the radiometer
data rate, which 1s a prime parameter of the simulation, and a wide variety
of hardware parameters, 1.e., S/N ratio, bandwidth, field of view, area of
collecting optics, etc. Further, it can be shown thatZ

, thus we have .

ar = 2L (5.12)

é/ Thid.,



where AT = receiver mimimum detectable temperature difference
(thermal resolution)

= system constant = f (modulation scheme)

= sysiem noise temperature

equivalent-square predetection bandwidth

post~detection integration time

!

e = e R

and for a Rayleigh himited system and S/N =

20V El
~ T Zx ( ) (5.13)
where C = system figure of mert = tupe to scan a hine = !
total time from line to line T qF Tf
D = diameter of collecting aperture
% = wavelength of operation
& = scanning angle

v/h = velocity/herght ratio of the space vehicle,

Thus, the data rale has been shown to be a f(a—g— ; therefore, trade-offs can

be made between thermal resolution and data rate in the simulation, also band-
width and i1ntegration fime.
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VI. SPACECRAFT DATA PROCLSSING MODEL

6.1 This section reports the progress made to date in the development of
the spacecraft data processing model Work accomplished includes

the establishment of the model modus operand: as well as the development
of detailed specifications for each processing function within the data
processing model and the production of detailed flow charts for each pro-
cessing function. Preliminary flow charts are contained in Appendix C.
Additional effort has been directed toward detailed specafication of the mini-
mization procedure to be utilized within the model driver; however, resulis
in this area are not sufficiently advanced for reporting at this time.

MODEL ORGANIZATION

6.2 As presently envisioned, the spacecraft data vrocessing model
will provide the user with seven processing functions from which the desired
processing configuration for each sensor may be selected. These are:

a. 8ignal conditioning

b. A/D conversion

c. Multiplexing or commutation

d. Buffering

e. Overlapredundancy removal

f. Information preserving data compression, and
g. Entropy reducing data compression.

6.3 The objective for the spacecraif data processing model 18 to con-
figure a data processor, using the fewest possible number of processing
functions required io process the stream of data emanating from the sensors,
while not exceeding pre-specified state-oi-the-art limitations for each

processing function. To fulfill this objective, the model will be organized
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into a driver routine and seven processing funciion routines, one for each
processing function.

6.4 With this objective 1in mind and recognizing that the spacecraft
data processing model 15 designed for use as a planner's tool, state-of-
the-art compliance of each processing function 158 of primary 1mportance
within the model. The rationale for actions to be taken relative to staite-of-
the-~art compliance can be categorized into three basic cases:

a. If the requested operation (reguested by the dnver
routine) requires less than the state-of-the-art
capahlity for a particular function, the processing
function will be considered to have excess capacily
to be used for addational processing.

b. If the requested operation requires capability in
excess of the state-of-the-art capability for a
particular function, correciive action will be initiated
to reduce the requested capability to within the state-
of-the-art,

c. If the requested operation cannot be reduced to within
the state-of-lhe-art capability, the excess capability
requesied will be determined and supplied with the
model output for further evaluation.

6.5 While the processing required to accomplish the objectives
of each of these three cases will be contalned within ithe driver routine,
since that routine has access to the a prior: information required, the
processing function routines will accomplish the state—-oi-the-art com-
pliance testing, and, therefore, muslt supply the driver rouiine with the
state-of-the~art compliance data. Flow charts for the seven processing
functions are presented in Appendix C.

PROCESSING FUNCTION SPECIFICATIONS

6.6 The following paragraphs describe the rationale for each processing
function, the assumptions made, and the methodology to be used in the

model for each processing function. Table 1, which summarnizes these data,
1S presented at the end of this section, Each processaing function, however,
requires {within the state-of-the-art lumitations) the specification of a time
delay whaich has the effect of shifting the input time profile by the amount of
the delay. In addition, an output data transmission time 15 compuied for

each function, which specifies the elapsed time between the data-transmission-
start and data-transmission-end events within the time profile, The effect of
a dafference between the input and cuiput data transmission times 15 to change
the time at which the data—transmission-end event occurs by the amount of
that difference. The mechanics of these bookkeeping steps are straight-
forward and identical for all processing functions and will not be treaied
further.
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6.7 The input, output, and state-of-the-art limitations for each proces-
sing function have been developed, assuming that the user will specify both the
processing functions to be accomplished for each sensor and the order in which
they are to be performed. As presently envisioned, the model will not consider
the reasonableness of the processing requested or the order in which 1t 15 to be
performed, with the exception that a check of the data type input to each pro-
cessing function will be made to ensure that it 1s of the proper type (analog or
digital).

G.8 The mput and output for each processing function consist of three
basic data items. These are-

a. Information (analog data) or data (digital data) rate
b. Ground information or data rate
¢. Time profile.

In the ensuing development 1t 1s very important that the difference between the
data rate (information rate) and the ground data rate {ground anformation rate) be
clearly understood. The data rate specifies the physical or actual mput (or
output) data rate to each processing function. The ground data rate specifies

the munimum data rate required to transmit the information gathered by the sensors
1n one complete sensor cycle fime. In general the data rate can be related to the
ground data rate by

_ e e h—ammn A v m— = mepmesme— JE— e -

total datap l— total ground datap
data rate_ =
B iotal ground da‘caA lfiata transmission iime

B

which becomes -

_ |data ratep x data transmission timep
data rate_ =
B L ground data rate, x cycle time
-ground data ratepg x cycle tlme}
| data transmission tlmeB
where data rate, x data transmission tlm@!ﬂ
ground daia ratep X cycie time J

accounts for the redundancy from resolution element to resolution element (or
bit-to-bit},

cycle time

data transmission tlmeB

and

accounts for the increase in data rate due to a reduction 1n ithe time allcted for
transmission.
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Removing the redundant terms this equation becomes

data ralep x data fransmission timep
data rate_ =

B ground data rateA X data transmission time

(ground data ra teB)
B

6.9 The time profile specifies the time at which physical data transmission
takes place and how that transmission 1s related to cycle and absolule time.
This 1s accomplished by maintenance of a time profile containing an event list.
The event list contains four possible types of events; these are-

Cycle start

Data transmission start

o o©o @

bata transmission end
d. Cycle end.

Signal Conditioning

6.10 The signal conditionming function provides the capability to modify the
analog 1hformation rate and the timing of the data transmission to the next pro-
cessing function. Although it 1s not limited to such usage, the signal condition-

ing function may ba considered the link between the sensor and the output of the
Sensor system,

6.11 Under the assumption that the analog information rate 18 related to the
signal bandwidth by info rate = 2 x bandwidth, the increase or decrease 1n the
output information rate of the swgnal conditioning function may be determined

as a funoction of the 1nput information rate and the ratio of output-to-input
bandwidth.

6.12 Since the signal conditioning function does not modify the information
content of the input, the ground information rate i1s unchanged by the function,
and the data transmission lLime (fime required to transmit to the next processing
function, that information collected by one cvcle of the sensor) 18 wncreased or
decreased by either the ratio of the input-to-output maximum bandwidth or by
the ratio of actual wmput-to-output bandwidth, for those cases in which the
maximum capacliy of the signal cond:itioning unit 1s not used.

Analog/Digital Conversion

6.13 The analog/digital conversion function provides the capability to
convert the analog information rate to a digital data rate. Buffering is not
considered to be winherently necessary within the A/D conversion function, since
it may not be deswrable in some applications, therefore, it was not included.
The output of the conversion may be fransmitted to the next unit by either
parallel or serial means, however, the number of bits transferred over a given
period of time 15, 1n general, unafiected by the means of transmission. Thus,
the means of transmission has been 1gnored.
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6.14 Under the assumptions stated previously, the output data rate of the
A/D conversion function is given by

data rateo = (info rateI) log 2 (grey levels).

Although the A/D conversion does not modify the information content of the

input, 1t 1s convenient for later comparison to convert the ground information
rate to a ground davwa rate, thus,

grd data rate o = (grd info rateI) }.ng (grey levels).

Since buffering was not considered an integral part of the A/D conversion,
no change 1n data transmission ifime occurs

— ——— - s e

"Multiplex or Commutate

6.15 The multiplex or commutate function provides the capability of com-
bining a number of separate inputs mto a single output. The multiplex function
operaticon 1s defined as follows If any input channel 1s active, the output 1s
active at a constant data rate. Only in the case of no active input channel will
the output be suppressed. Since each channel to the multiplex function has a
separate and distinct time profile associated with it, the output of the multiplex
function will be determined only after these time profiles have been merged and
sufiicient extra cycles are added to each to form a periodic function output.

6.16 Based on the assumption of input-sampling rate synchronization, the
output data rate 1s given by
data rate o - (max data rate/channel} {(humber of channels).

Since a number of periodic cycles for each input will be necessary to cbtain a
perwdic output, the output ground data rate 1s

n
grd data rate o = 121 {grd data rateIL) (Nl)
where grd daia rate_ = ground data rate wnput for ith channel

I
1

N = number of cycles of the 1th channel required
for periodic output

n = number of multiplexer channels.

The data transmission times for the multiplex function will be determined
logically from the periodic output time profile and will specify data transmissicon
times for all times when the function output 1s active.

Buffer

6.17 The buffering funclion provides the capability to smooth the digital
wnput by allowing modification to the data rate. Since, in general, it 1s

desirable from an efliciency standpoint to match the output of the buffer with
the maximum 1nput data rate of the next function, the buffer function, within
the specified state-~of-the-art lunitations, will match its output data rate to
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that of the next function. The maximum ouiput data rate for the buffer function
1s assumed to be equal to the maximum input data rate,since transfers into and
out of stormage may normally be expected to require equal time.

6.18 The output data rate of the buffer funclion 1s chosen as the maximum
input data rate for the next function unless the state-of-the-art limitation for

the buffer input data rate 1s exceeded, 1n which case the output 15 equal to the
maximum buffer input data rate for the buffer funclion. Since the function does
not modify the mnformation conient of the input, the ground data rate i1s unaffected
by the function and the ouiput data transmission time 15 increased or decreased
in proportion to the ratio of input-to-ouiput data rates.

6.19 The storage required by the buffer function may be found by consider-
1ng the data received minus the data transmitted by the function during one cycle.
Figure 8 depicts this situation for three cases:

§1) The output data rate less than the input data rate
{2) The output data rate equal to the 1nput daia rate
€3) The output data rate greater than the input data rate.
For case (1) the storage requirement is
storage = (data rateI) (date transmission tlmeI)
- {data rateo) (data transmission tlmel, - time delay),.
For cases {2) and (3) the siorage reguirement 1s
storage = (data rateI) (time delay).
Case (2) is a special usage of a buffer function where the buffer 1s simply a
time delay. Note that a trivial case exists (in addition to those listed above),
in which the time delay exceeds the mput data transmission tume. For this case

the storage requirement 1s simply the total data recewved, 1.e., the product of
the wmput data rate and the input data transmission time.

Overlap Redundancy Removal

6.20 The overlap redundancy removal function provides the capability of
removing duplicate data gathered by the sensor. The previous quarterly technical
report discussed overlap redundancy by geometrical computation. Alternately,
this data memoval can be accomplished by comparison between data from two
sensor cycles. For this case, a buffer will be included as an integral part of
this function. Due to the required comparison, the buffer storage requirements
can be expected to exceed the amount of storage required to store one cycle of
data; therefore, the bufier 15 considered of sufficient size to allow matching of
the output data rate with that of the next funclion within the stala-of-the-art
limitations.

6.21 The output data rate of the overlap redundancy removal function 1s,
then, equal to the maximum input data rate for the next function, unless the
state-of-the-art limitation for the overlap redundancy buffer 1s exceeded, 1n
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Maamum Storage Case (2) and (3).
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which case the output 1s equal to the maximum input data rate for the overlap
redundancy removal function. The amount of real information, the ground data
rate over one cycle time, 1is reduced by the amount of overlap which has been
removed. The groundoverlaparea in the following equation 1s the amount of
overlap which 15 to be removed. This amount 1s not necessarily the full amount
of i:mage overlap. Recalling that the ground data rate has a fixed transmission
taime, the cycle time, the output ground data rate 1s given by

grd data rate . = grd data rate_ ~

grd ovrlp area
O I

grd res area ) 1092 (grey levels)

1
* cycle time

The output data transmission time can be computed from the output data rate
and the amount of data requiring transmission. The amount of data requiring
transmission 15 given by the mnput data minus the removed redundant data; thus,

data fransmission time = |{(data rate ) (data transmission time )

( ff) (data rater x data transmission tlmeI\ (grd ovrlp area)
~{e - }

grd data ratey x Cycle time grd res area

1
X log2 {(grey levels)] data Tate
O
where (grd ovrin area) (e ff)
grd res area

accounts for the amount of overlap information removed,

and data rate] x data transmission timer
grd data rateI % cycle time

accounts for the element-to-element redundancy. The redundancy removal
effrciency 1s provided to compensate for both redundancy removal algorithm
mmefficiency and sensor-related problems such as sensor regisiration.

6.22 Since the maximum 1nput data rate for the overlap redundancy removal
function 18 determined by the buffer, as 15 the'maxamum output data rate (which
1s assumed to be equal to the maximum input data rate}, 1t 1s necessary to re~
quuwe a second state-of-the-art specificaition for the redundancy removal pro—
cedures., Based on the assumption that the processing nme required {or removal
of redundant data i1s a function of the amount of redundant data to be removed, a
maximum data removal rate provides this information. To ensure that the
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redundant data can be removed without data buildup in the buffer and a resultant
loss of data, the following ineguality must hold:

t dat t
(eff) (data ratey x data xmzut Lme;[) (grd ovrlp area) log2 (grey levels)

grd data ratey x cycle time grd res area <cyc:1e '

T time

(max data removal rate)

The overlap redundancy removal function time delay 1s alsc a function of the
amount of data removed. Assuming ihat data removal always proceads at the
maximum rate, the additional fime delay or processing time delay is

data ratey x data xmit tlme];\, grd ovrlp area
proc time delay = [eff
grd data ratey x cycle time./ \ grd res area

% logg {grey levels)
max data removal rate |

It 1s conceivably possible, although unlikely, for the maximum data removal
rate to exceed the masiimum nput data rate, 1in which case the maximum wnput
data rate will be used in the processing time delay computation in place of the
maximum data removal rate.

6.23 The storage requirement for the overlap redundancy removal function
can be computed on the same basis as the buffer function storage requirement,
with the exception that a number of input data fransmissions may occur prior
to the occurrence of the case shown in Figure 8. Additional storage require-
ments from these transmissions are computed by taking the product of the data
transmission time and the data rate for each such occurrence and summing the
products of all cases.

Information Preserving Data Compression

6.24 The information preserving data compression function provides the
capability of removing the redundant data produced by processing of the sensor
data collected. Since data compression does not, in general, produce a smooth
output data rate, a buffer 18 included as an integral part of this processing
function. To avold placing an undue burden on the user, who must specify the
state-of-the~art limitations for this processing function, the function of this
buffer will be Lim:ited to smoothing of the ouiput data rate, and the mput and
output data transmission times will be assumed to be equal.

6.25 Recalling that the ground data rate 1s the minimum data rate achievable
without loss of information and 1s smoothed over the cycle time, the output data
rate 1s

data rateo = data mte:I - (data rateI - grd data rate1> (eff)
_ cycle time .
where grd data rate, (grd data rateI) (data AnSmies 1om tlmel)
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The compression efficiency is provided to compensate for the fact ithat the
algorithm chosen may not completely remove the redundant information. Real
information content s not changed; thus, the ground data rate 1s unchanged, and
the data transmission time 1s unchanged (by assumption). The storage require-
ment for the buffer 1s determined as 1t was for the buffer function.

Entropy Reducing Data Compression

'6.26 The entropy reducing data compression function provides the capa-
bility of selectively removing data to obtamn significantly lower data rates

while accepting the fact that some information may be lost as a consequence

of the data reduction. As for the information preserving data compression func-
tion, a buffer 1s included as an integral part of this function, and the output data
rate 1s based on equal input and cutput data transmission tumes. Unfortunately,
however, suificient data concerning the algorithm to be used {or data reduction
and the amount of reduction possible due to the characteristics of the data col-
lected are not available to the model as presently envisioned, for this reason,
an anticipated reduction factor must be included with the state-of-the-art
specifications for this function.

6.27 The output data raie 18

data rateg

data rateq = .
reduction factor

The real wmnformation content 18 not changed, thus, the ground data rate 1s un-
changed by this function, and the data transmis3ion time 1S unchanged.

6.28 The storage requirement for the integral buffer 1s determined as 1t
was for the buffer function unless the anticipated buffer size as a percentage
of ithe total input data 18 specified. 1If so, the buffer size 1s

storage = (data rateI) (data transmission time.) (ant buf size %).

1
6.29 Table 1 presents, in tabular form, the input, output, state-of-the-art
limitations data which must be supplied for each processing function. The
methodology to be used in generation of the cutput data for each of the process~
ing function has been discussed 1n the preceding paragraphs.
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TABLE 1
PROCESSING FUNCTION SPECIFICATIONS

Signal Conditioning

Input:
Information rate {analog) (resolution elements/sec)
Ground information rate (analog) (resoluilon elements/sec)
Time profile {sec)

Qutput:
Information rate (analog) (resolution elements/sec)
Ground information rate (analog) (resolution elements/sec)
Time profile (sec)

State-of-the —art-data:

Time delay (fame from first input to first output)
Maximum 1nput bandwidth (Hz)
Maximum ouiput bandwidth - (Hz)
Ratio of ocutput-to-input information rate {opticnal)

Ouiput computation

Informaiion rate:
max bandwidth o

) info rate I

a. Inforateg = (max bandwidth,

b. Info rate .- = {ratio of cutput-to-input info rate) info rate
(optional—to be used if ratio 1s different from a. above)

Ground information rale

Grd nfo raie o = grd info ratey

Time profile:
a. Time profile = (time proflleI) + tune delay

O
b. Data transmigssion time o = {data transmission tlmeI)

max bandw1dthI
max bandwidthp

¢. Data transmission tlmeo = {data transmission tlmeI)

1 \
X (ratlo of output~to-input wnfo ratej}

Analog/Digital Conversion

Input
Information rate (analocg) (resolution elements/sec)
Ground information rate {(analog) (resolulion elements/sec)
Time profile {sec)

37




TABLE 1 (Cont)

Qutput.
Data rale (digital) (bits/sec)
Ground data rate (digital) {bits/sec)
Time profile {sec)

Stare-of-the -art data:

Time delay (time from first mnpurx to first output)
Maximum input bandwidth (Hz)
Maximum grey levels

Desired grey levels (optional}

Quiput computation.

Data raie:

a. Data rateo = (info rateI) logz {max grey levels)

b. Data ratey = {info rateI) log2 {desired grev levels)
{optional—to be used if desired grey
levels are different from maximum)

Ground data rate.
a., Grd data ratey = (grd inio ratey) log, (max grey levels)

b. Grd data ratey = {grd info ratej) log, (desired grey levels)
{optional)

Time profile:
a. Time proflleo = (time profile) + tume delay

b. Data transmission himen = data transmission time

Multiplex or Commutate

Inpui {one 1o n inpuis where n 1s the number of channels):

Data rate {digital) {bits/sec)

Ground data rate (digital) (bits/sec)

Time profile {sec)
Output:

Data rate (digital) (bits/sec)

Ground data rate (digital) {bits/sec)

Time profile (sec)

State—of-the -art data:

Time delay (tame from first input to firsl outpui)
Maximum mput data rate/channel

Output data rate (optional)

Number of channels
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TABLE 1 (Cont)

Quiput compuiation.

Data rate:

a. Data rate = (max data rate/channel) (number of channels)

b. Data rate o° output data rate
{optional—to be used if different from a. above)

Ground data rate: N

a. Grd data rateo = 1§1 {ground data rate; ) (Nl)
= 1
where N, 1s the number of input data cycles

Time profile:

a. Additional cycles will be generated for each input untiul out~
put 18 periodic. Qutiput data rate 1s constant while any input

1s active.
Buffer

Input
Data rate {digital) {bits/sec)
Ground data rate {digital) {bits/sec)
Tame profile (sec)

Qutput N
Data rate {digital) (bits/sec)
Ground data rate (digital} {bits/sec)
Time profile (sec)

State-of-the-art data*

Mazamum time delay {time from first inpul to first output}
Maxamum mnput data rate

Maximum storage available

Time delay {oplional)

Quiput computalion:

Datia rate

a. Comparison with maximum input data rate for the next function
will produce an output data rate of

Data rateO = max data rate; {next unat)

if max data ratey (next unit) 1s less than the maximum input
data rate of the buffer, or

Data raten = max data ratey {(buffer)




TABLE 1 (Cont)

Ground data rate:

a. Grd data rateo= grd data rateI

Time profile:;

a. Time proflleO = (tame profile )+ max time delay

I
b. Time proflleo = (time profx]eI) + time delay
{optional—ioc be used if ime delay other than

maximum 15 desired) data rat
e
I )

c. Data transmission time, = {data transmission time. ) (m
O '\ data rateo

Overlap Redundancy Removal

Input:
Data rate {digital) {bits/sec)
Ground data rate (digital) {bits/sec)
Time profile {sec)
Qutput:
Data rate (digital) (bits/sec)
Ground data rate {digital) {bits/sec)
Time prefile {sec)

State-of-the-oart data:

Time delay (time from first input to farst output with no removal of
redundant data)

Maxamum data removal rate (function of the processing time required to

locate and remove redundant daia)

Maxamum nput data rate

Maximum storage available

Redundancy removal efficiency

Ground overlap area (supplied by overlap routine)

Ground resolution area {from sensor routine}

Grey levels (from sensor or A/D conversion)

Qutput computation:

Data rate:

Since a buffer 1s an integral part of this processing function, the cutput
data rate wil! be matched to the wnput data rate of the next unil.
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TABLE 1 (Cont)

a. Data rate®= data rate_ (next umt)
1f data rateI(next umt) 1s less than maximum output data rate, or

b. Data rateo= maximum data rateI

Ground data rate

0 I grd res area
(logz (grey levels) )

a. Grd data rate,. = grd data rale_ - ( qrd_ovilp area )

cycle time
Time profile
a, Time profileo = (time proflleI) + time delay + proc time delay

where proc time delavy=

data rate_ x data transmission tlme\ grd ovrlp area
(Eff) i !

)logz {grey levels)

grd data rale_ x cycle tame / grd res area

I

{max data rem rate)

b. Data transmission tlmeo =

I
grd daila rateI X cycle tame

grd ovrlp area 1
1 1 I —
(grd res area ) * 109, (grey leve S)](data rateo)

data rate_ x data transmission umeI
(data rateI) {data transmission tlmeI) - (Eff)

Informmation Preserving Data Compression

Input
Data rate (digital) {bits/sec)
Ground data rate(digital) (bits/sec)
Time profile {sec)
QOutput:
Data rate (digital) (biis/sec)
Ground data rate (digital) (bits/sec)
Time profile {sec)

State-of-ihe-art data:

Time delay (time from first input to first output)
Maximum input data rate

Maximum storage available

Compression efficiency
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TABLE 1 (Cont)

Output Computalion:

Data rate:
a. data rateO = data rateI - {data ra’ceI - grd data ratel) {eff)
where

grd data rate = (grd data rate1)<
1

cycle time
data transmission ta.meI

Ground data rate:

a. Grd data rate~= grd data rateI

Time profile

a., Time profile. = (time proflleI) + time delay

O
b. Data transmission tlmeo = data transmission time

I
Entropy Reducing Data Compression
Input
Data rate (digital) (bits/sec)
Ground data rate (digital) (bits /sec)
Time profile (sec)
Qutput
Data rate (digital) (bits /sec)
Ground data rate (digital) (bits /sec)
Time profile (sec)

Siate-of-the-art data

Time delay {time from first input to first outpul)
Maximum input data rate

Anticipated buffer si1ze (% of input data) (optional)
Maximum storage available

Reduction factor (input to output reduction)

Output computation:

Data rate

a. Data rate o= data rateI/reductlon factor
Ground data rate

a. Grd data rateo = grd data ra‘l:eI
Time profile

a. Time profile_ = (lime proflleI) + time delay

O

b. Data transmission tlmeo = data transmission hmeI
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APPENDIX A
TIME-IN-VISUAL-VIEW MODEL
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TABLE A.1l

INPUT AND OUTPUT FOR TIME-IN-VISUAL-VIEW ROUTINES

Time-In-Visual View Routine

Input
1 Orbital Period (mmutes) PO
2 Earth Station Latitude (rachans) [ Array] LATES
3 Earth Station Longitude (radians) [Array] LONGES
4 Longitude of First Ascending Node (radmans) LONGO
$ Orbat Inclination Angle (radians) Al
6 Earth Station Mamum Look Angle (radians) [Array] ALOQKM
7 Satellite Altaitude (nmi) H
& Number of Orbits in Schedule Time Pertod N
9 Number of Earth Stations M
Output
1 Satellite Time of Arrival at Earth Station (mnuntes) TARVL
2 Satellite Time mn Visual View (minutes) TIV
3 Earth Station Identificabion IES
Longitude Funciion Routine
Input
1 Satelliie Rotation Angle (radians) X
2 Orbat Inchnation Angle {radians) AT
3 Orbatal Peniod (munutes) PO
4 Longiude of First Ascending Node {radans) LONGO
Cutput
1 Satelhite Longitude (radians) LONGF
Beta Function Routime
Input
1 Satethte Longitude {radans) SLN
2 Satelhte Latitude {radians) SLT
3 Earth Station Longitude (radians) ESLN
4 Earth Stabion Latitude (radians) ESLT
Output
1 Distance Between Suborbital Point and Earth Station {radrans) BETA
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APPENDIX B
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APPENDIX G

SPACECRAFT DATA PROCESSING MODEL—PROCESSING
FUNCTION FLOW CHARTS  --
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