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OPERATIONAL ALIGNMENT AND
CALIBRATION OF THE ISU FOR PHASE 2
‘OF THE:V/S TOL PROGRAM

Volume I  Calibration -

By William H. Fincke

DYNAMICS RESEARCH CORPORATION
60 Concord Street
Wilmington, Massachusetts 01887

1. SUMMARY

This volume of the final report presents a detailed design and
analysis of a calibration scheme to be used for the strapdown inertial
'system for Phase 2 of the V/STOL Program. The calibration scheme is
capable of being implemented under hanger conditions and runs can he
completed within one 8-hour day. The precision of calibration is expected

fo be sufficient to support flight operations.

A tofal of 11 terms can be determined for each of the 3 gyros and
8 terms for each of the 3 accelerometers. These terms provide the matrix
of misalignments between the ISU body axes and the input axes of each
gyro and accelerometer. Second and third order scale facior error
coefficients are also estimated as well as bias and gyro g sensitive coef-
ficients. A second level of calibrafion can also provide estimates of cross

compliance terms . A detailed specification of the test procedure is

ﬂ:If all terms are not to be calibrated, the process can be completed within
5 to 8 hours. Calibration of the gyro scale factor at a variety of rates
will take longer.
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provided, although details of the ISU alignment before each run have yet

to be finalized.

The expected lg precision of calibration for the accelerometers
is approximately 2 sec for misalignments, 4ug for bias, 3 to 13 ug for
scale factor, and 6 to 12 ,ug/g2 for compliance terms. For the gyros,
the expected 1lg precision ig approximately 2 sec for misalignments,

8 mdh for bias, 20 mdh for scale factor at 2°/sec (3 ppm), 6 to 10 mdh/g
for mass unbalance terms, 11 {o 14 r.ndh/g2 for major compliance terms

and 15 to 20" :rndh/g2 for cross compliance terms.

The data reduction calculations have been made as simple as
possible since estimation of the calibration terms may be done manuallj;r
using only a desk calculator. Flexibility is provided in the least squares
estimation of the scale factor error coefficients in that any number of
input conditions can be accommodated. All calculations required to

determinethe calibration terms are provided.

A detailed error analysis of the calibration system was made that
provided not only expected calibration estitnation precigion, but also formed
the basis for specifying key performance requirements of the support
equipment involved. Consideration was given to designing the system so
as to minimize the complexity and number of test equipments required,
thereby reducing the cost of implementing the systém. Each major

support equipment is described functionally,

%
One of the terms for one of the accelerometers is expected to be
30 mdh/g? (lo).
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2. INTRODUCTION
2.1 GENERAL

The purpose of these studies is to develop operational pre-flight
alignment and calibration procedures for the strapdown inertial navigator
to be used during Phase 2 of the V/STOL Program. The calibration pro-
cedure is designed to be one which can be implemented using the limited
test equipment which will be available in the hangar. The alignment pro-
cedure is designed to be one which can be accomplished in the helicopter
using the fixed point, on-board flight computer. Since the calibration and
alignment procedure developments can be discussed separately and since
many personnel at NASA-ERC are primarily interested in only one of
these developments, the developments are discussed and documented in
separéte volumes: Volume 1 for the calibration procedure and Volume

2 for the alignment procedure.

Error analyses are presented which indicate the expected accuracies
of the developed procedures. These error analyses, of course, are de-
pendent on the assumed input error models. Developing models for the
inertial sensors was one of the tasks performed as part of the overall

study.

To the extent thatthey were known, input parameters for the study
were supplied by NASA-ERC. These parameters describe the following
types of inputs: )

® gpecifications on the performance of the accelerometers
and gyros,



© a description of the dynamic environment in which the
alignment and calibration must be performed,

® a description of the test equipment that will be available
for calibration in the hangar, and

® a description of the coordinate frames and the mounting
of the inertial sensors in the strapdown systern.

In those cases where the specifications and descriptions were incomplete,
. the associated error analyses must be considered preliminary in nature.
In those cases where assumptions had to be made, the resultant error

analysis provides information on how to set the performance specifications.

Throughout this report, references are made to a study made by
*
UNIVAC [3,4,5] . Whereas that study was concerned with calibration and

alignment in the laboratory, this study is directed towards calibration in

the field.

2. 2 OBJECTIVES AND SCOPE OF CALIBRATION STUDY

The oﬁjectives of the ISU calibration procedure are as follows:

® estimate the inertial sensor calibration terms listed in
Tables 4-3 and 4-5 of Section 4, with precision goals
as indicated in the tables

* perform the calibration under field conditions (viz.,
in a hangar)

wle

"References are indicated by numbers in brackets and listed in Section 13.
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¢ perform the calibration in a minimum time period, with
8 hours as a goal. Equipment setup time and complexity
is to be minimized, as well as pre-calibration activities
and calculations

@ data reduction is to be as simple as possible since it
may be done manually

It is anticipated that the calibration procedure may be performed routinely
once a week and more often if necessary, {e.g., if an inertial sensor is

changed or parameter changes are suspected).

The scope of the study is defined by the following tasks, as

interpreted by certain ground rules discussed in the next section:

® develop inertial sensor models

© develop operational procedures to obtain the desgired
calibration terms, including an estimate of the time
required to calibrate

¢ develop equations required to estimate the desired
calibration terms

¢ specify critical functional and performance requirements
of the associated test equipment

* identify the significant error sources and estimate the
expecied calibration precision

The study is considered to be a part of the total development effort
required to Implement the ISU calibration function, in that further
trade-off studies are required, as well as detailed specification of the

precalibration activities. The study should be considered as specifying
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a base line system that can be developed and modified as necessary to
arrive at a final design. In this sense many engineering judgements

were exercised with the anticipation that design details may be changed,

as required to provide a "'balanced design'..
2.3 GROUND RULES OF CALIBRATION STUDY

A set of ground rules were established at the beginning of the
calibration study, to be used as a guide in developing the calibration
-system. These were discussed in Ref. 2 and further established as the

study progressed. The ground rules of the study are as follows:

1. The ISU is to contain three Honeywell GG 334A gyros
and three Kearfoit 2401 pendulous accelerometers,
using time-modulated pulsed torque-to-rebalance
loops operating at 128 and 256 kflz respectively,
and a maximum data sampling rate of 1 kHz.

2. Polarities of the calibration terms shall be as
defined in Tables 4-2 and 4-4,

3. The ISU is to be mounted in a Two-Axis Fixture (TAF)
as shown in Fig. 5-3 (this is a change from the conven-
tion used in the UNIVAC study (Refs. 3, 4 and 5).

4. Accelerometer random noise is assumed to be
negligible; gyro random noise is to be as specified
in the UNIVAC study; torque-to-rebalance loop noise
is no greater than the loop quantization, for both the
accelerometers and the gyros.

5. The test stand base motion and effects on the gyro and
accelerometer outputs are assumed to be the same as
that presented in the UNIVAC study.

6. A Single-Axis Test Stand (SATS) with the rotary axis
nominally vertical is to be used (in order to minimize
costs). Data is o be taken only as a function of full
table rotations.
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7.

10.

11.

12.

13.

14.

15,

A Two-Axis Fixture (TAF) is to be used to support the ISU.
Accurate readouts of the TAF gimbal angles will be

provided.

To reduce costs and since data recording is to be done
mamually, the data collection equipment is to be minimal,

A minimum number of pulse counters should be used in
trade-off with the objective to calibrate in one 8 hour -
day.

Since data reduction may be performed manually, the
estimation equations should be as simple as possible

(e. g., post run data filtering is to be avoided).

Least squares filtering of redundant data is to be minimized

and used only when necessary to provide adequate sensitivity

or flexibility to allow.the inclusion of extra data whe
desired. )

The calibration procedure is io be patterned after that used
in the UNIVAC study, modified as necessary to reflect
a single-axis test stand (rather than two axes) and pendulous

accelerometers (rather than vibrating string accelerometers).

It is desirable to use the same symbology, definitions,
zero positions, etc.

The calibration procedure is to be based on using only
test table rates and the gravity vector. Gyro scale
factor error coefficients to be estimated using input
rates between + 1 and + 60° /sec,

Error sensitivity equations are to be identified in support
of possible tradeoffs that may be made as the design
develops. The estimate of expected calibration precision
is to be based on engineering judgements of acceptable
error tolerances in the design in order to arrive at the
base-line sysiem.

Tradeoffs are to be minimized in this study in preference
to the development of workable calibration procedures
and specification of critical calibration system hardware
requirements.

Details of the pre-calibration activities are to be developed
separate from this study.



3. SYMBOLS

The symbols used in the ISU Calibration study are intended to be
compatible to the maximum extent possible with those used in the UNIVAC
Study [3, 4, 5] and in previous reports on this project [1, 2]. However,
some deviations and redefinitions were necessary to avoid ambiguities,
clagsify meanings, and provide consistency. Changes in these areas are
noted specifically. The detailed lists of symbols are contained in the last

Appendix, G, to facilitate rapid and convenient access whenever required.

The information contained in the Glossary, Appendix G, is intended
to provide a central location for understanding all nomenclature used in

the report. Four categories are defined, as follows:

¢ Formation of symbols
& List of prime symbols and abbreviations
e List of subscripts

® List of superscripts

Coordinate systems and related transformations are defined, where used,
in Sections 5, 9 and Appendix B.

Positive quantities are defined in the direction of positive axes and
positive angles are defined according to the right hand rule. Signs asso-
ciated with nominaily cardinal values of dot and cross products of vectors
are defined as above and in terms of the coordinates in which the right
hand term in the product is expressed. Positive values of the calibration

terms are defined in Tables 4-2 and 4-4 in the Math Models Section (4).
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4. ISU AND INERTIAL SENSORS MATH MODELS
The purpose of this section is to pregsent the math models that
will be used to characterize the ISU in general and the accelerometers
and gyros in particular. The inertial sensors are discussed in Sections

4,1 and 4. 2, whereas the ISU is considered below,

The structural alignment tolerances within the ISU are assumed
to be as listed in Table 4-1. The ISU porro prism misalignment relative
to the ISU optical cube is not considered in this study since the ISU cube

is considered to be the prime reference during calibration.

Definition of Misalignment Value

¢ Inertial sensor mounting error 6 sec {max)

e Inertial sensor OA and SA {or PA) 10 min (max)
about IA

® 15U cube and inertial sensor 6 min {max)
mounting pads

® ISU cube and ISU mounting 6 min (max)
surface

Table 4-1 ISU Internal Alignment Errors
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4.1 ACCELEROMETER MATH MODEL

The accelerometer math model is derived in Appendix A and
repeated here, as follows:

AN by by
= AD = ¥ +. +
AV =4 z;;ck { (ai)j dt {[Ab D

O 0

a +D a_2+D a‘?".
i i i

1 2 3

-— .].. + P 1
CPap CIPaiap CIOaiao MOA ap

+ 4 +J w +
MPA al QIP pri JAWO Db] dt

A A
+eq +en _ (4-1)

where

a! = acceleration in direction of ISU body axis to which
accelerometer PA is nominally parallel

a! = acceleration in direction of ISU body axis to which
accelerometer OA is nominally parallel

and in which eﬁ includes the effects of random accelerometer noise

(eA } and dynamics of the accelerometer rebalance loop (eA ). The
nr nreh
term D, is the dynamic bias due to the nominal vibration environment,

b
The torque-to-rebalance loop operates in the same fashion as the gyro,

as explained in Refs. 1 and 8.
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The CP term in Eq. (4-1), which is proportional to mass unbalance
along the accelerometer 1A, is indistinguishable from MOA and so it
will be dropped. In addition, the QIP and J

A
since accelerometer outpuis are not recorded when the test {able is

terms may be deleted

rotating and the rates that do exist (earth rate components) are small.

Other error effects considered negligible are:

rn.@z 2 2 2
9 rotational cross coupling: da = = ai(wp- L WO)

) ] . = . .
compliance: 6a Tc(ai, ao, ap) [m4 (not including CIP and CIO)

¢ cross—coupling of accelerations along OA

where m4 is the pendulosity of the accelerometer and K is the equivalent

stiffness of the rebalance loop.

The effect of scale factor error is modeled as a third order

polynomial in terms of acceleration along the IA, as shown in Eq. (4-1).

Sign conventions associated with the accelerometer calibration
terms are contained in Table 4-2, and Table 4-3 lists numerical values
of the calibration terms in Eq. (4-1). Table 4-3 also indicates the

calibration terms to be estimated and the associated precision goals.
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Calibration Sign of Output Acceleration for

Term © Symbol Posgitive Value of Calibration Term
Bias Ab positive
Compliance CIP’ CIO same as sign of products

of accelerations along (IA) (PA)
and (IA) (OA), respectively.

Misalignments MOA, MPA opposite to acceleration along
nominal PA and same as
acceleration along nominal OA,
respectively (corresponding to
positive rotations of IA about OA
and PA, respectively).

" Accelerometer Dl, D3 same as acceleration along IA
Scale Factor
Error Coefficients D2 positive for either positive or

negative acceleration along IA

Table 4-2 Sign Conventions Associated with Accelerometer
Calibration Terms
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Symbol Name Units Nominal Range Hst. Prec. 4
(1) ~Va1ue(2) (max)(3) Goal (max)( )
AD Scale factor (SF) | fps/pulse | .0025 + 10% -
A * Bias ug 50 +175 < 25
D, * SF error (SFE) uglg 50 < 25
2
D, * 2nd order SFE pglg TBD
D, ** | 3rd order SFE uglg® TBD
C. ¥% Vibropendulous ugl g2 ~ 10 TBD
1P
Coeff.
C,o** | Compliance of uglg’ ~ 10 TBD
pendulous axis
MOA* | Misalignment of sec +8 +30 <5
IA about OA
MPA* | Wisalignment of sec +8 +30 <5
IA about PA
Notes: (1) A single asterisk refers to the basic calibration terms to be estimated.
The double asterisk refers to additional terms to be estimated to
provide a full calibration,
(2) Value at beginning of calibration run, for a normally operating ISU
(average magnitude).
(3) Maximum value at beginning of calibration run, to be used for worst
case design purposes.
(4) Maximum values are interpreted as being equivalent to a 30 value.
TRD indicates "to be determined'.
Table 4-3 Numerical Tabulation of Accelerometer Calibration Parameters
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4,2 GYRO MATH MODELS

- The gyro math model was derived in Ref. 1 and is repeated here,

as follows:

o N N N .
= = —+ "
M =427 B Cy [ (wy), db J B *Ba+Bea +BLa +Cpa;
k=1 t i
O 8]
+C a2+C aa +C__aa +C__a a
S8 s ISis "I0Oio OS o s
2
+ - H
T Qg WyW t QW T QywW, - MOA W
+ MSAw! +J W ]dt+eG+eG
o G o q n
(4-2)

where

W:S = inertial rate about ISU body axis to which gyro SA
is nominally parallel

w! = inertial rate about ISU body axis to which gyro OA is
° nominally parallel

and in which er? includes the effects of random gyro noise (eSr) and
dynamics of the gyro gimbal/rebalance loop (ex?reb)' The QIS and
JG terms may be deleted in the calibration process since they contri-

bute a negligible effect to the gyro output.



The effect of scale factor error is modeled as a second order

polynomial in terms of inertial rate about the IA, as shown in Eq. (4-2).

Sign conventions associated with the gyro calibration terms are
contained in Table 4-4, and Table 4-5 lists numerical values of the
calibration terms in Eq. (4-1). Table 4-5 also indicates the calibration
terms to be estimated and the associated precision goals. The math
model for internal random gyro drift rate (efr) is contained in Table
4-6 and is the one used in the UNIVAC study¥ as originally specified
in Ref. 7.

" Appendix A (pp. A-8,9) of Ref. 4



Calibration
Term

Bias

Mass ».
Unbalance

Major
Compliance

Cross
Compliance

Misalignments

Scale
Factor Error
Coefficients

Table 4-4

Symbol

MUIA
MUSA

C C

15 €10 Cos

MOA, MSA

4-3

Sign of Output Rate for Positive
Value of Calibration Term

positive {corresponding to
a negative torque on float
about OA)

opposite to sign of acceleration
along SA and IA, respectively
(corresponding to mass unbalances
along positive IA and SA)

same as éign of acceleration
along IA, SA and OA, respectively

positive for positive or negative
acceleration along TA and SA,
respectively

same as sign of products of
accelerations along (IA}SA),
(IAXOA) and (QA)SA),
respectively o

opposite to rate about nominal
SA and same asg rate about
nominal OA, respectively
{corresponding to positive
rotations of IA about QA and
SA, respectively)

same as rate about IA

positive for either positive
or negative rate about IA

Sign Conventions Associated with Gyro Calibration Terms



Estimation

Symbol Name Units Nominal Range Precision
(1) Value (2) (max) (3) | Goal (max) (4)
AD Scale Factor (SF) sec [pulse . 844 -+ 10% =
(010 30°/sec)
1.688 + 10%
(30to 60%sec)
Rb * | Bias °fhr + 0.100 0. 200 < 0.020
Ql t | SF error (SFE) ppm + 200 < 50
Q2 * { 2nd order SFE ppm/radfsec 50 TBD
;¥ Mass Unbalance °fhr/g + 0,300 +1.5 < 0. 020
along SA
By * | Mass Unbalance °/hr/g +0.300 + 1.5 < 0.020
along IA
BO sk QOutput axis accel °/hr/g . 040 < 0.020
eration sensitivity
C % | Compliance Coeff, °/hr/g2 . 020 < 0.025
CSS ** | Compliance Coeff. °/hr/gz . 020 < 0.025
MOA * | Misalignment of sec +8 +30 <5
LA about OA :
MSA * | Misalignment of sec +8 + 30 <5
LA about SA
Cyq ** | Compliance Coeft. ofhr/g” < 0.025
CIO * | Compliance Coeff, °/hr/g2 < 0.025
Cog** | Compliance Coef!. °/hr/g2 < 0.025

Notes: (1) A single asterisk refers to the basic calibration terms to be estimated.
The double asterisk refers to additional terms to be estimated to
provide a full calibration.

Table 4-5

(2)

(3)

(4)

(average magnitude).

case design purposes.

TBD indicates "to be determined'.

4-9

Value at beginning of calibration run, for a normally operating ISU
Maximum value at beginning of calibration run, to be uged for worst

Maximum values are interpreted as being equivalent to a 30 value.

Numerical Tabulation of Gyro Calibration Parameters



The gyro random drift rate (éir) ig modeled in terms of power

spectral density, as specified in Ref. 7 and Appendix A of Ref. 4.

f(Hz) PSD (.efr)q‘, (deg/hr)zlﬂz
0 to (100 hrs) ! 3.02 x10 2
(100 hrs) © to 10 0 2.33 x 1015 2
103 to 8 9.33 x 10 ©
-6
8 to 24 1 x10
-4 -9
above 24 6 x10 °f

The rms value of PSD (éfr) from f = (14 %3600 sec/cycle)-1 to » is
5 mdh.

Table 4-6 Gyro Internal Random Drift Rate Math Model

* —
A plot of the PSD has a large discontinuity at £ = (100x3600 sec/cycle) 1;

however, the effect of er?r in the calibration process is small.
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5. ISU AND TEST EQUIPMENT CONFIGURATIONS

The configurations of the Inertial Sensing Unit (ISU) and required
calibration test equipments are discussed in this section. In order to
support subsequent analyses and understand the system operation,
considerations are restricted here to geometrical relationships within
the major equipments and definition of all necessary coordinate frames.
Hardware considerations and functional descriptions are discussed in the

next section (8).

The layout of the ISU is defined in [6] and repeated in Fig. 5-1. The
change from the ARMA D4E vibrating string accelerometer to the Kearfott
2401 pendulum type of accelerometer is reflected in the figure, primarily
as a reversal of the TAs and definition of QAs and PAs. The addition of
a porro prism azimuth reference is also shown. In this study, the M

2
or M_ faces of the ISU cube will be used as the azimuth reférence and it

3
is assumed that the alignment between the cube and the porro prism is
determined separately. Note that the normal mounting position of the ISU
in the aircraft ig with the black cover down such that +z is down, x is

forward and y is right,

The ISU cube and inertial sensor relative orientations indicated in
Fig. 5-1 are repeated schematically in Fig. 5-2 for clarity, and the
entire ISU has been rotated to show its orientation relative to earth coordi-
nates for the zero positions of the Single-Axis Test Stand (SATS) and the

Two-Axis Fixture (TAF), Detailed definitions of the coordinate frames



Block

Cover

Z. Accelerometer

Y Accelerometer

#1

Electronics units and

lower cover with external

connectors

(1) When installed in aircraft, Z is down, X is forward and Y is right,

Notes:

(2) The Body Axes (}_3_13_2_]_3_3) are defined by the ISU Cube faces, nominally

in the directions of the gyro IAs.

(3) The Mirror Axes (M

—M*S) are defined by the visible surfaces of the

2

M

1

ISU Cube.

Figure 5-1

Layout of Strapdown Inertial Sensing Unit (ISU)
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Right-handed Coordinate Frame

pocel, [ e TOAxEA
_U?_ Unit A =0"xP
8 Unit g =0%xs®
OA Y Gyro ni | & =0 =58
#3 B.B.B
N = Cube { 1=2=3
\ gz SA Axes M 1_1\_/I_3 M2
a2 8
j 1A A Earth : { UEN
OA . =3
X Gyro O Y Accel
#2 A #3
1A% 2 PA
CA
X Accel.
A
XB B
M L =3 OA OA
2 PA G
L. M
- =271 Z Accel. A
I & #1
Z Gyro
Cube _1‘43 21
Notes: (1) The ISU orientation relative to earth coordinates is shown for zero
positions of SATS and TAF.

(2) All coordinate sets are defined by unit vectors.

(3) The Body Axes (B1BoBg) are defined by the orthogonal ISU cube faces,
nominally in the directions of the gyro IAs (i.e., By = My, B9 = M,
and Bg = -Mg). All other coordinate sets are generally misaligned
with respect to each other.

(4) The nominal orientation of the Bubble Level coordinate frame
(L1Lolg), which is fixed to the TAF inner gimbal, is shown for
reference purposes.

Figure 5-2 ISU Cube and Inertial Sensor Orientations for ISU
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shown in Fig. 5-2 are contained in Table 5-1. The positive ISU cube
(mirror)axes were chosen to correspond to the visible faces of the cube.
Except for M—S’ the Mirror and Body axes coordinate frames are the
same as in the Univac report [3], as are all of the gyro coordinates. The
accelerometer system (IA) coordinates are also the same, except for él'
Finally, the zero position of the ISU has been changed from that used in
the Univac study. This was done primarily to facilitate mounting some

electronics, along with the ISU, within the TAF.

The configuration of the major alignment equipments associated
with the ISU is shown in Fig. 5-3, and Table 5-2 contains detailed defini-
tions of the coordinate frames shown and how they are related. Unit
vectors are used to define all coordinate axes. Unlike the Univac study,

a test table trunnion axis is not provided, in order to reduce costs. The
SATS and TAF are used to support the ISU in various orieniations relative
tc the rotary axis and the-Earth's coordinate frame, The autocollimator

is used to measure the orientation of the ISU cube relative to vertical,
about the §3 axis, and a set of at least three Bubble Levels (BL) are

used to represent the inner gimbal axes of the TAF. The ways that these
equipments are used is discussed in Sections 6 and 8. The ISU cube is
shown in Fig. 5-3 for reference purposes toc show the nominal relationships

between the various cube and TAF coordinate frames.
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matrix is as follows; Single- Axis Test Stand ‘%“‘"‘2
M= T g (SATS) ' .
M n =
_1\_’11 010 &1 Earth's coordinate frame
Myl=|0 0 1L, U=g/lgh E=w/jw ) x L N=UxE
M. |1 0 0 |L,

Notes: (1) The SATS and TAF are shown in their ''zerd'positions (i. e., ¢2=®3=¢4= 0).
(2) The F and Earth's coordinate frames are assumed o be misaligned
by ﬁng, about N.
(3) The Bubble Level coordinate frame is nominally defined by the inner
gimbal coordinate frame.

(4) Nonorthogonalities of axes are indicated by defining the O and R coordinate
frames as small rotations of the Q' and R'frames about the O‘3 and R'3 axes,

respectively.



. Inertial Sensing Unit (ISU)

¢ Mirror
(M)

¢ Body Axes
(B)

® Gyro System
(Q)

© Gyro Unit
(GU)

® Accelerometer
System (A)

® Acceleromefer
Unit (AU)

M MM,

218,83

B BB
=z=x—y

G,G,G,

Barth Coordinate Frame

& FEarth (up} - E=U= (g/|gh

(B)

M is defined by the visible surfaces
of the ISU cube and is assumed to
be orthogonal and right-handed in
the order listed.

B is defined by the ISU cube faces,
nominally in the direction of the
gyro IAs.

The elementis of G correspond to
the gyro IAs and are generally
not orthogonal.

The gyro right-handed coordinate
system is defined relative to the gyro
case and is generally not orthogonal.

The elements of A correspond to
the accelerometer IAs and are
generally not orthogonal.

The accelerometier right-handed
coordinate system is defined
relative to the accelerometer case
and is generally not orthogonal.

E is defined by g and w
as an orthogonal right-

(East)} —E—z:_:-h:E (Ee/lﬂe[)xy_ ? handed coordinate system.

{North) ESN=UzE

Table 5-1

Definitions of ISU and Earth Coordinate Frames



All coordinate frames are defined by a triad of unit vectors, unless specified
otherwise.

Optical Alignment Coordinate Frame

. Autocoél)j:mator 5,=¢g/lgl Sfis.dflfined by g and the optical line
( S,=line of sight © °'8 b
5575 ¥ 5y
Single~Axis Test Stand (SATS)
[ ]
SRR F1FaTs F is fixed to the frame of the SATS
® Test Table T, T. T T defines the rotary axis, but does not
—1=2=3
(T) A rotate.
¢ Rotary Frame' 333'25'3 R contains the rotary axis and rotates
(RY) the test table
Two-Axis Fixture (TAF)
® Rotary frame 515233 R defines the outer gimbal axis and is
(R) misaligned with R' by MR3', about R!.
R=R' for MR3'=0 and does not rotate
with the outer gimbal
® Quter Gimbal' __(_3_'19:'2(_)% Q' contains the outer gimbal axis and
{07) rotates with the outer gimbal
o Outer Gimbal 919_293 O defines the inner gimbal axis and is
(0) misaligned with O' by MOQO3', about _Q.é
0O=0" for MO3' = zero and does not
rotale with the inner, gimbal.
® Inner Gimbal 1,11 I contains the inner gimbal axis and rotates
~1~2-3 . . .
(n with the inner gimbal
® Bubbl?Ll),evel L'Jl—lj2£'3 A unit vector in the I. frame is defined by

. the line through the ends of the level indi-
cation marks that points in the same
nominal direction as the corresponding
inner gimbal unit vector (see diagram).
Elements of L, are generally not orthogonal.

L.evel indication marks

Bubble =2
Level

Table 5-2 Definitions of Test Equipment Coordinate Frames.

5-7



6. DESCRIPTION OF SYSTEM AND
TEST EQUIPMENT REQUIREMENTS

i
The purpose of this section is to describe the tofal calibration
system from the equipment viewpoint, considering both functional and

performance requirements.

Not only will this help to understand the calibration process, but
it is the means by which the key test equipment requirements will be
established. After a brief description of the system, the following major

test equipments are considered separately:

® Single-Axis Test Stand (SATS)
® Two-Axis Fixture (TAF)

¢ Optical Alignment Equipment
® Data Collection System

¢ Data Processing System

In conjunction with specifying the calibration procedure and the data pro-
cessing equations, the error analysis of Section 10 and the test equipment
requirements of this section were developed simultaneously in an attempt
to achieve a balanced design. As mentioned earlier, however, the design
described here is considered to be an initial or interim one, particularly
in the area of the pre-calibration alignment equipments. In addition, the
data collection system was not considered in detail in this study since no
significant problems were anticipated. Instead, emphagis was placed

upon determining procedures, estimation algorithms, expected accuracy,
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and requirements of the critical test equipments. The performance

requirements specified herein therefore should be considered preliminary.

6.1 DESCRIPTION OF SYSTEM

A brief functional description of the major system equipments and
their interrelationships is contained in this section. There are three
primary functions performed by the equipments provided within the cali-
bration system, as indicated in the functional schematic of Fig. 6-1. The
first is the ISU support and alignment function. The second is the data
collection (and recording) function, and the third is the function of processing
the data obtained fo determine the required calibration terms. Each of

these functions is described next.

The ISU support and alignmment function is provided by the Single-
Axis Test Stand (SATS), Two-Axis Fixture (TAF) and an Autocollimator.
The ISU to be calibrated is mounted within the TAF, which in turn is
supported by-the SATS. The geomeiry of the assembly is illustrated
schematically in Fig. 5-3, and Fig. 5-1 is an illustration of the ISU. The
autocollimator is referenced to the vertical (indicated 'by g in Fig. 6-1)
and with the bubble levels on the inner gimbal of the TAF nulled at three
different orientations of the ISU, the transformation matrix between the
ISU cube (mirror coordinates) and bubble levels (TML) ig measured and
recorded. The various orientations of the ISU are achieved by adjusting
the TAF inner and outer gimbals about their respective axes and by rotating

the entire TAF about the SATS rotary axis, which is nominally vertical.
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Notes: (1) Not shown are power supplies, ISU electrical support equipment or all equipments required

to install the Single-Axis Test Stand (SATS) and initially align and calibrate the Two~Axis
Fixture (TAF).



Continuous precise readouts of the TAF inner and outer gimbal angles
(¢ and ¢ } are prov1ded The test stand is also capable of driving the
TAF and ISU at a rate {(w ) about the rotary axis and full revolutions of
the test table are indicated by a pulse output. Before each run, the ISU
is nominally oriented in the desired position and the Bubble Levels nulled
by adjusting ¢ 5 and/or ¢ 2 The gimbal angles obtained are labeled (@ 3])?
and (¢ 4%‘ and are recorded, Next, the gimbals are readjusted to indicate
(o) 3)z and (¢ 4)z , which are equal to the nominal values desired plus the

small corrections determined when the test equipment was originally zeroed.

The next major part of the calibration system is the Data Collection
System. In order tominimize the cost of test equipment, only four pulse
counters ar;?: provided to count the number of pulses generated within the
ISU accelerometer and gyro rebalance loops. It is therefore necessary
to select the inertial sensor outputs, as shown in Fig. 6-1. A timing
reference is used to control the start and stop times over which pulses are
counted, and it indicates the corresponding elapsed time. It is synchronized
with the 1k Hz reference in the ISU such that counts are started and ended
only for full cycles and when the 1kHz reference is zero, Initiation of
the counts is controlled by one of two independent variables which must be
pre-selected. When the table is non-rotating, time is selected as the
independent variable and when the start command is given, pulse counting
is initiated as soon as the next full 1k Hz cycleis started, as described
above, Counting continues until the elapsed time is equal to a value preset
into the time reference. The actual stop time is determined as explained

above. When the table is rotating, test table angle (qu) is selected as the



independent variable, The SATS is designed to provide a pulse for each
full revolution of the test table, The first table pulse to be received aftier
the start command is given is used to initiate pulse counting as soon as
the next full 1kHz cycle is started, as described above. Counting con-
tinues until the number of table pulses received is equal to a value preset
into the timing reference. The actual stop time corresponds to the end

of the full 1kHz cycle in progress at the time the table pulse is received.

As stated in the ground rules initially established for this study,
data recording and processing is to be done manually. Therefore, pulse
counts from the gyros and accelerometers (PG and PA) and the timing

reference (szm and P m) are read from the counters and recorded
after each run (m) for the particular inertial sensors (j) selected. Data
processing is performed manually using a desk calculator. However, this
ground rule is currently under review and more automatic data processing
(and possibly data collection) may be adopted. Use of the ISU flight
computer is being considered since it would provide many desirable

features.
8.2 SINGLE-AX]IS TEST STAND (SATS)

The SATS must be capable of supporting the weight of the ISU and
TAF, and yet retain definition of its rotary axis within several arc
seconds (lo). This is only a requirement for WT = + 2°/gec and when
WT = 0, since the alignment between the bubble level coordinate frame
and the rotary axis must be measured. Leveling screws are required to
adjust the rotary axis with respect to the local vertical with a sensitivity

of approximately .2 min.
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The table rate drive must be adjustable and accurate to . 5% and
réspond to changes in rate and sfabilize within about .5 minute. The
nonuniformity of the table rate (NUWT) must be such that

360°/w

NUWT = 15 I sin(th +¢)dt (for WTin deg/sec)

? (6-1)

is less than 4.3 sec {lo) (per revolution of the table) for WT= + 2°/sec
and any given valué of 9. Assuming a maximum positive rate error over
half a revolution and a maximum negative rate error over the other half,
the percentage of maximum rate error to WT = 2°/gec is .25%. These
values are to be considered maximum permissible values and it would be
very desirable to reduce them by a factor of 4 or more {(see the error

analysis in Section 10. 5).

The test table pulse output that indicates full table rotations should
be repeatable within § sec (10) as a2 maximum permissible value., A 1l to
2 sec error would be desirable, particularly for the higher table rates for
which a sufficient number of table revolutions can be achieved in a shorter

time, thereby reducing the test time,

The test stand should also be provided with a means to repeatably
position the test table within approximately . 5 min about the rotary axis,
at a zero position determined during initial installation. It would also be
useful to provide table angle indicators every 180° or better yet 90° in
order to speed up the process of setting the table rate, particularly for
'WT =+1,2 and 4°fsec. To achieve . 5%, the angle indications would need

be accurate only to approximately . 5%.

6-6



olip rings must be provided to provide power io the ISU and signal

outputs to the support equipment.
6.3 TWO-AXIS FIXTURE (TAF)

The TAF is required to provide to the operator pr.ecise readouts
of the inner and outer gimbal angles {p 4 and ¢ e respectively) to an
accuracy of several arc seconds (1g). Each readout is only required
within approximately + 2 min of the cardinal and intercardinal values
and may be of any convenient form (electrical, mecﬁanical scales, optical
etc. ), consistent with repid readout. In addition, the gimbals must be
adjustable and capable of being damped quickly and secured within the

accuracy requirement,

The inner gimbal shall permanently support 3 to 4 bubble levels
mounted in an orthogonal fashion so as to represent the inner-gimbal
coordinate frame (see Fig, 5-3 and Table 5-2) within an accuracy of
approximately 1 min. The directions of the tops of the vials are to be
defined, as well as the need for the fourth bubble level. The repeatability
of nulling the bubbles shall be no worse than 1 sec (lg). Whenever any
bubble level is in a position that it could be nuiled, there shall be a clear

view of the bubble.
The inner gimbal to outer gimbal nonorthogonality should be less

than several arc seconds. However, it is possible to accomodate much

larger misalignments (up to approximately 20 gec.) and compensate the
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measured data for the resulting effects. A similar condition applies fo

the outer gimbal to table rotary axis nonorthogonality.

The gimbal axes must remain defined and stable within the above
accuracy requirements, which implies that the entire gimbal structure must
remain sfable, Also implied by this is the requirement that mounting and
bolting down an ISU in the TAF does not distort the bubble level coordinate
frame relative to the inner gimbal and rotary axis coordinate frames. ISU’
mounting repeatability shall be better than 6 min (max) and the misalign-
ment between the ISU mounting surface and inner gimbal coordinate frame

should be less than 6 min (max).

The TAF structure shall not obstruct a nominally horizontal line
of sight between-an externally mounted autocollimator and the ISU cube
normals that are nominally horizontal, for any of the cardinal or inter-
cardinal values of ¢ 3 and/or ¢ 4 Means shall be provided for aligning
the outer gimbal axis optically with true East, within an accuracy of

approximately 20 sec (10), by adjusting the test table angle (¢2).
6.4 OPTICAL ALIGNMENT EQUIPMENT

The autocollimator shall be capable of measuring the angle in the
nominally vertical plane between horizontal and a normal to the ISU cube
face that is nominally horizontal, over a range of + 20 min. The align-
ment accuracy to horizontal shall be within 1 sec (1a) and the instrument
readout accuracy shall be within 1 sec {1g). Operability shall be sufficient
to allow accurate measurements to be made within approximately 6

minutes.
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6.9 DATA COLLECTION SYSTEM

The primary performance requirement of the Data Collection
System i;.s to measure the elapsed time (At) of each run within an accuracy
of 100 usec (lg), and preferably 10 to 20 u sec, in order to reduce the
calibration time at the higher rates. Furthermore, pulses are to be
counted at the maximum rate of 128 k Hz for the gyros and 256 k Hz for the
accelerometers. The timing requirements when the table rate 'WT is to be
determined are somewhat more involved due to the delay between the time
a table pulse is received and a full 1 k Hz cycle starts. This delay can be
as large as 1 millisec, which is unacceptable for estimation of the scale
factor error terms. A possible solution to the problem is to measure and
indicate the delays both at the start and stop of pulse counting and compute

the average table rate separately using a different At than for the gyro
pulse count.

For the cases when the inertial sensor IAs are up (or down), a
large number of pulses will be generated. For WT= 60°/sec, Etotal
gyro count after 6 minutes of running* will be approximately 46 x106.
Therefore, an 8 digit counter is required. For the accelerometer, the
total count after 10 minutes* will be approximately 15,4 x 106 and a
8 digit counter should be adequate. When the IAs are both at 45° to the
horizontal, the maximum coﬁnts will require two, 7 digit counters to be

used. The fourth counter may have a greatly reduced range since the

input rates and accelerations are considerably smaller.

b

Tas specified in the operational procedure (Section 8}



7. DEVELOPMENT OF CALIBRATION EQUATIONS

The purpose of this section is to apply the accelerometer and gyro
math models presented above (in Section 4) to the ISU assembly, as supported
by the Two-Axis Fixture (TAF) and the Single- Axis Test Stand (SATS). The
linear accelerations and angular motions imposed upon each of the .inertial
sensors are related to the gravitational attraction of the earth and the
rotation of the SATS and the earth in terms of the SATS and TAF relative
orientations. Various positions (m) of the ISU are chosen as discussed in
the next section (8), and the resulting equations are then simplified by
deleting terms that contribute negligible effects. Both the gyro and accel-

erometer equations are arranged in the following form:

L)

ML /At = Rt = By, + 60 (7-1)
J i =1 = 3
where superscript m refers {0 a particular ISU test condition {orientation),
j to a particular inertial sensor, and
Mj = adjusted measurement inertial sensor

i for ran m.

At = tN- to = time over which measurement M is
obtained, for runm
.M
M. = average rate of M over time At

column vector of calibration terms for
instrument j (defined below).

J
Y
=5
I—II.n = row vector of coefficients that relate ¥. to Mm
- for a given run m and instrument j J

6M . = error in measurement Mj
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The measurement Mj is the indicated change in the ocutput of inertial
sengor j over the time At, corrected(or adjusted)or known and significant
inputs {such as earth rate and/or table rate andfor gravity). Errors in
the measurement and correction process, as well as neglected terms,
congtitute t‘51\-/I;n . Therefore, since LI;n S_E’_j represents the effect of the
terms to be calibrated, Eq. (7-1) can be used as a basis for estimating

the calibration terms, as described below, by neglecting GMEH

In essence, ﬁn- Y . is a linear combination of the various calibration
terms to be estiznatca_élj. Dgfferen’c combinations are obtained by changing
the test conditions {m) - (viz, table rate and ISU orientation}. When the
number of linearly independent combinations (or measurements M) is
equal to or greater than the number of calibration terms (unknowns),
sufficient information is available to solve the set of equations*, thereby
making estimates of the various calibration terms. The .accuracy with
which this can be done is a function of the 51\-/[1;1 terms and the coefficients
that constitute the solution to the equations. Section 10 contains a detailed

error analysis using Eg. (7-1) as a starting point.

In the cage of the scale factor coefficients, Eq. (7-1) is used only
to estimate the effect of various scale facior error terms. A separate
regression equation is used to estimate the particular terms in order to
simplify the estimation processes, while siinultaneously providing flexi-

bility in the magnitude and number of insirument input rates and accelerations

s
~ Assuming no a priori, statistical information concerning the calibration
terms and/or error sources is available.
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that can be included in*thé“‘ regression analysis, This is discussed further

in Section 7. 3 below.
7.1 ACCELEROMETER EQUATIONS

In the calibration test procedure presented in Section 8 it will be
noted that the accelerometers are always oriented in one of these general
positions (viz., IA vertical, IA horizontal (with either OA or PA nom-
inally vertical or at 45° to the vertical) or IA at 45° to the vertical (with
either OA or PA nominally horizontal). The effect of the calibration
terms on the outputs of the accelerometers for each of these three

positions are determined from Eq. (4-1) as follows:

For TA Vertical

t
j’ (a)mdt+At {6V 6v

O

AAm

AG* }mA:m
JJ

(71-2)

where

IN(ai)?lth integral of specific forces sensed by
accelerometer j for test condition m

Atg‘(_@_j- 150 (7-3)

P, = pulse count out of accelerometer j for test

condition m
N

= EC (7_4)
X k
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o
llJ

all accelerometer j errors in position m, other

than those shown

and 6{7:1 and G{I;]‘ are the average acceleration errors due to scale
factor errors when the IA is up and down, respectively, It will be noted

" that the accelerometer bias (A_b) is included in 5{]':1 and 5\.7;1, for two
reasons. First, it was learned in the development of the estimation
equations (in Section 9) that more accurate estimates of the other calibra-
tion terms would result by doing this. Second, the 6‘}0 terms when
estimated in this form can be used directly in the regression analysis
described below (Section 7. 3) for estimating the various scale factor

error terms. Only the nominal value of the dot product term will be used,
as identified by the subscript n. Errors due to this assumption are defined

as part of leAm and are considered in the error analysis.

For TA horizontal

t
A_Am m : m A m
AP o [(a) 8t + af[A! + [ -NOA (P- )™+ NPA (0™ )™,
jd It 1] LAy Ey &l = —g"n]]:l
0
+ A (7-5)
J
tN .
where ‘_r (a.). dt =0
g
0 .
Allo = accelerometer bias as modeled in accelerometer

calibration equation
and NOA and NPA are the nonorthogonalities with respect to Vertical
of the TA about QA and PA - respectively, Note that
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(_E_’_j- g)zn is nominally equal to g when the PA is nominally vertical, and
to g/vZ when PA is nominally 45° from the vertical. Also the product
NOA(_ET_I.- g);n is of second order when PA is nominally horizontal, and in

this case it is neglected. Similar reasoning applies to the term

A m
NPA(Qj -8,

For JA at 45° to the Vertical

t
N
qf‘ ?m J‘ (a ) dt + at™({ NOA(P 8 +NPA(OA )"r‘ln}
0
m m m,- A m
+{CIP(§j-g)n(_?j-g)n, (A -g) (0 ; )H}J
+{6X'f:'7, 6V 7}]_+ e‘;‘m (7-6)
tN : !
m . m
h ). dt = AtT(A -
where { (a,); (A, 8
o]

“ -
and GVC 7 and GVC 7 are the effects of scale factor error when the IA

is 45° above and below horizontal, respectively (in which case

Iéj-gl = . 707g). As in the case for the IA vertical, A, is included in
6V(;h 7 and 5V . Since Eq (7-6) applies only for the IA at 45° to

vertical and elther Por O horizontal, one of the two complicance terms
(CIP’

product terms will be used, as identified by the subscript n.

IO) can always be neglected. Again, nominal values of the dot
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The above accelerometer calibration equationsg (7-2, 7-5 and 7-6)

may be combined into a general form, consistent with that of Eq. (7-1),

as follows:
M = gy +6M : (7-1)
J -3 -
where
1\/1’3rn A<I> (P! A7y g(éj-y_)fln (7-7)

rar (- . WSS RVRES EDNE S & [
zj = [Ab t( NOA)g:(NPA)g: avc L6V T8V 18V CIPg cIOg ]
(7-8)
HAm=[(0)*:(P U) O™ U ()i {5707 L T0T)x
.._..j q!-—J—nl—j.-—nl rl ( ‘..I
P.-U o -
(ﬁs U) (—;1 ) '(A u) ( T_J_)H]J (7-9)

and the asterisk (¥) indicates those elements of the row matrix areplusunity
only for the cases when (éj'g)n = the value shown in parentheses. In

all other cases the elements are zero. As before, nominal values of the

dot product terms (as identified by the subscript n) are used and the

second order effects due to this assumption are defined as part of 6Mm

The term SMJ is considered in the accelerometer error analysis

{(Section 10. 4).

Appendix B includes a complete tabulation of the basic calibration

equations for each of the accelerometers in each of the orientations
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specified in the calibration test procedure (Section 8). These equations
are used as a basis for deriving the accelerometer estimation equations

in Section 9.
7.2 GYRO EQUATIONS

As is the case with the agcelerometers, the gyros are always
oriented in one of three general positions. These are described in
Section 8 and correspond to the gyro IA parallel to the test table rotary
axis, TA normal to the table axis, or IA at 45° to the vertical (with
either OA or SA nominally horizontal), As described earlier, the test
table axis is nominally vertical and additional inputs are introduced to
the gyros during calibration runs by rotating the table at a rate WT

The effect of the calibration terms on the outputs of the gyros for each of
the three general positions are determined from Eq. (4-2), as follows:

For JA parallel to table axis (and nominally vertical)
t
G Gm J..N )m m[ m
AP P = [ (w, ) dt + a1 [R! + B (G.rg) +
i 3 A b I=j By

o}

2 '+ S -, 1m Gm
] -
Cy8 +{6¢C, ﬁqbc} ]j-f-ej (7-10)
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where

t
N
f (Wi)gndt = integral of significant rate inputs to gyro j, with respect
to to inertial space,for test condition m
= As™ (. R PR A ) Ly _
Ag'y (gj R}) +At w_ sinL (gj u, (7-11)
Gm _ i i
Pj = pulse count out of gyro j for test condition m
N
= ZC (7-12)
k k
Agblzn = change in table angle ¢, over time At
e?m = all gyro j errors fér test condition m, other than those
shown
Rl’) = gyro bias, as modelled in gyro calibration equations

and 64): and GIIJ; are the gyro rate errors due to scale factor errors
when the IA is parallel fo the table axis and when the table rate (WT) is
plus and minus, respectively. The effect of scale factor error when

WT = 0 is assumed small* and is considered as an error source. Because
of the way these terms are measured and processed, the term R]’D is
considered separately (unlike the case with the accelerometer in which

Ab is included as part of 6{/‘:1, 6"[;r 7, etc. ) A detailed discussion of
this ig included in the calibration test procedure development considera-

tions (Section 8. 1). As in the cage of the accelerometers, only nominal

"It is assumed that gyros available for field use have been previously
calibrated to a point that when wT = 0, the effect of earth rate inputs
times the scale factor error at such relatively small inputs is negligible.
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values of the dot product.terms will be used. Errors due to this assumption

are defined as part of eij and are considered in the error analysis.

T'or IA normal to table axis (and nominally horizontal)

t
N
Gm
cI:JG ; -j(w) dt + At [R'+B(8Gg) (_Qfg)f
O
G mn m m Gm _
+ CSS(_S_j -g), exp2 -NOA w_~ + NSA w ]J. + 2 (7-13)
where
N N :
m = . m . i m . -
4’ (wi)j dt wej; [(g:i N) cosL+(gj R!)" sinL]dt (7-14)
O o]
Atmwe(gj-g'l)msml, for w T £ 0 (7-15)
H
A w [(G.-R )msinL + (G.- N)mcosL] for WT =0 (7-16)
e —j—1 = =
Il
(Ws)j = (S Rl)n (7-17)
m T G Jtm _
(Wo)j = W (Qj R), (7-18)
m
At =ty Tt (7-19)

and NOA and NSA are the nonorthogonalities with respect to the table
axis (B_‘l) of the IA about OA and SA, respectively. For WT # 0, the
integral of the first term in Eq. (7-14) will be essentially zero, for
any initial orientation of the IA relative to North, since the gyro output

is utilized only for full rotations of the test table (as discussed in Section
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8.1). The integral of the second term can be gignificant and so it cannot
be defined as part of ﬂ;e error e(.}m. For WT = {, both terms can be
significant and so actual values o_Jf these dot products must be used instead
of nominal values. Only nominal values of the other dot product terms, as
identified by the subscript n, will be used. It will alsc be noted that sub-
stituting Egs. (7-17 and 7-18) into Bq. (7-13) results in coefficients of

‘ L G ym m G M i
NOA and NSA equal to bg, (§j Bl}n and A, (_(_)_j R 1) s respectively.
For IA at 45° to the Vertical {and WT = 0)
i
20 P - IN(W yrat +atT[R! + B a4 B al +B_a +C (a) exp2
it AR b 1% T8°%s o0 %o oy ! EP
0
m m m m m m m Gm
+ + +
Coglag 1exp2 + Croa, afCraa;a "+ Cuga a1+ e
(7-20)
where
t
N m m 1Tl 1n
I (w.), dt =4t w_[(G.-U) sinL + (G, N) coslL/] (7-21)
AR e ] =]
o)
m m
= . T-22
a; g(gj S0 ( )
m G ,m -
a, - s (7-23)
m m
a —g(gj-g)n (7-24)

Asg in the case for the IA normal fo the table axis, the actual values of the
dot products in Eqg. (7-19) must be used, whereas only nominal values will

be used for the other dot product terms, as identified by the subscript n.
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The above gyro calibration equations (7~10, 7-13 and 7-18) may

be combined into a general form, consistent with that of Eq. (7-1), as

follows:
Moo= B Y 4+ M (7-1)
J ] ) i
where
GG m m m m o, T
A2 PT - A, (GsRY /At -w (G R sin L forw™ #0
1 U e~ (7-25)
Mj = §
A@G(P./At)m“ W [(G.‘R')Ijlsin L+{(G.- N)lflcos I.] for wT =0
il e —j L% —J

N (7-26)

* = the subscript n for IA nominally vertical. For IA level or at 45°,

the actual value of the product is used.

;= IR {g By | g3 B g'Cp g Coq 18 C g 80 0 17 C g v w04}
IleNSAiG;.b:E&,b;];f (7-27)
5 =g o et S, e ) e E(§JG ), exp2 |
gy, 550, 16 o, oo, ey o |
K (SR, K O R @ | (1] (7-28)
**indicates elements = unity only for case when (G, _Ej"l)n = the value shown

in parentheses. Otherwise, elements = zero.
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0 for wr =0
K, = { +1 for w™ = plus . (7-29)

-1 for w= = minus

The second order effects due to using nominal values of the dot product
terms, identified by the subscript n, are defined as part of 6 V]j . The

‘m
term 6Mj is considered in the gyro error analysis (Section 10. 5).

Appendix B includes a complete tabulation of the basic calibration
equations for each of the gyros in each of the orientations specified in the
calibration test procedure (Section 8). These equations are used as a

basis for deriving the gyro estimation equations in Section 9.
7.3 SCALE FACTOR ERROR COEFFICIENT EQUATIONS
In Section 4, the errors of the accelerometer and gyro outputs

that are functions of the respective inputs were modeled as polynomials

of the following form:

8V = A +D.a +D a.z + D .'::1:.3 (for each accelerometer j)
c b 174 271 3i
(7-30)
. 9 ‘
= + + -
5IIJC Rb Qlwi szi f (for each gyro j) (7-31)
where
GVP = error in indicated acceleration from accelerometer,
due to scale factor errors
6¢)c = error in indicated rate from gyro due to scale factor errors



ai = acceleration input to accelerometer

w, = rate input fo gyro

and Ab and Rb are the accelerometer and gyro biases defined as constants
in the scale factor error equations. The distinction between A! and R}'J
and Ab and Rb is discussed later in this section. The A, R, D and @

coefficients are to be estimated for each inertial sensor j as part of the
ISU calibration process. Although the coefficients could be included as
part of the accelerometer and gyro calibration equations derived above,
considerable flexibility and some improvement in accuracy is realized

by using Egs. (7-30 and 7-31). This will be demonstrated as the theory

is developed below.

Assuming no a priori knowledge re: the expected values of the
coefficients, at least as many pairs of input/output measurements as
terms to be estimated are required to realize a solution. This is done
by defining the following regression equations, based on Eqgs. (7-30 and
7-31)%

A
(5V0)k = Ab + Dl(ai)k + D2(ai)12{ + DS(ai)i {for each accelerometer j)
(7-32)

A
(6 C)k =R+ Q]_(WT)k + QZ(WT)Z (for each gyro j)

(7-33)
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A A
where (5{]0)1{ and (Gq'b-c)k are estimates determined from the accelerometer
and gyro calibration processes (as presented in Sections 8 and 9). The
inputs (ai)k and (WT)k are provided by components of gravity and test
table rates, respectively, averaged over A™ and corresponding to the
various test conditions k. Note that 5\?’6 = Al‘)when 2 =.0 and
) 5$c = R! when WT = 0. This emphasizes the definitions of A

b b

and Rb
as being based on all a, and WT runs; not just those when the inputs are

Zero,

When more pairs of data are available than coefficients to be
estimated for a given inertial sensor, filtering is possible to improve
the accuracy of the estimates for that sensor. By utilizing the above
regression equations, rather than incorporating them into the basic
accelerometer and gyro calibration equations (7-1, 7-7 through 7-9, and
7-25 through 7-29), different amounts of data under various conditions
can be handled without having to modify the original estimation equations.
The regression equations are also convenient for determining just how
many coefficients are significant and should be included once test data

becomes available.

The detailed derivation of the scale factor estimation equations is

contained in Section 9 and Appendix C.
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8. CGALIBRATION TEST PROCEDURE

The purpose of this section is to establish the basic procedures
required to affect calibration of the ISU., Considerations and irade-offs
in the development of the accelerometer and gyro calibration processes
are discussed and the basic procedures are presented in sufficient detail
to support the preparation of detailed step-by-step procedures. However,
the procedure described in this section is considered to be an initial or
interim design since certain trade-offs have yet to be made. This is
particularly true concerning pre-calibration alignment and compensation
for the various misalignments measured. Furthermore, it is likely that-
the estination accuracy of some of the calibration terms can be improved
and time to calibrate reduced by changing some of the ISU orientations
and/or specifying different combinations of runs and/or using data from
all inéertial sensors from each run (the case if the ISU flight computer is
used to collect and reduce the data). Finally, the design may have to
be changed if analysis of inertial sensor test data indicates thai-different

math models should be used.

Calibration of the ISU gyros and accelerometers may be performed
at four different levels, as indicated in Table 8-1. The minimum level of
calibration is designed to estimafe accelerometer and gyro biases, mis-
alignments and scale factor errors under only one set of inputs. In

addition, the gyro mass unbalance terms (BI, B_ and BO) are determined.

S
Six different orientations of the ISU are required and the fest table is

driven at -+ 2°kec for some of the runs, compensation of the gyro data for
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Table 8-1 The Four Levels of ISU Calibration

Minimum Calibration.

Accelerometers Gyros

From WT= 0 From WT= + 2°/sec

4

MOA R! MOA

TBA b TBG
MPA BI . MSA
<+l .+ .
6Vc Ab’ BS 6qbc(at +2°/sec) Rb,
- -1 - {
-0
GTV’C ' Dl’ D2 BO 6#)C(at 2 /sec)J Ql’ Q2

Partial Calibration {above plus the following)

+. 7
oV Ay Dy Cr
5v 7 c

c D,, D, SS

Full Calibration (above plus the following)
Cip “Is
10 “10
Cos

Gvro Scale Factor Calibration

. + P
Additional measurements of 0 and & are made for a variety of table

C
rates (WT) between + 1 and + 60°/sec, tocrefine the 3 gyro scale factor
error coefficients (Rb, Ql and Q2).

Note: A matrix format is used in the estimation of the above calibration
terms, and the terms are arranged in column vectors in the order shown.
The gyro terms dependent on table rates constitute the last four elements
of the 13 element vector.
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th?" CII and CSS terms is possible, if necessary. The partial calibration
level requires an additional three ISU orientations with the sensor IAs at
45° to the vertical for a total of nine positions. This provides estimates
of two additional accelerometer scale factor terms and the gyro major

compliance terms C__ and C__,. Compensation of the sensor output data

II S8
for the CIO’ CIS and C__ cross compliance terms is possible, if necessary.’

The full level of calibrg;on provides estimates c;f the cross compliance
terms and requires an additional three ISU orientations, for a total of
twelve positions. The fourth level of calibration provides a variety of
table rates to improve the estimation accuracy of the gyro scale factor

error terms.

Presentation of the operational calibration procedure is divided
into three parts. The first, pre-calibration procedures, is concerned
with measurements of the relationships between the ISU cube, the bubble
levels, the test table rotary axis and the earth’'s coordinate frame. The
second part, ISU orientation and calibration data collection, is concerned
with the pr:ocess of obtaining inertial sensor -output data under the proper
conditions so that the calibration terms can be estimated. The third
part, processing of the data to estimate the calibration terms, is con-
sidered separately in the following section (9). Fig. 8-1 is an operational
flow diagram that illustrates the total calibration procedure as described

above. Details of the figure are discussed in the following sections.

Other operational procedures agsociated with the calibration
process which are considered beyond the scope of this study, include
turn-on/shut down procedures, maintenance and checkout of equipments,

and initial installation and calibration of the test equipment.
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8. 1 DEVELOPMENT CONSIDERATIONS

The calibration test procedure was developed in accordance with
the objectives and ground rules presented in the Introduction (Section 2).
Additional considerations that were used in establishing the design are
presented in this section and the general calibration philosophy is discussed.
Although the Univac study was used as a model, the procedure evolved is
different in several arcas, Not only are the accelerometers different, but
the test stand has only one degree of freedom, which is constrained to be
vertical. This automatically required a change in certain test conditions,
which necesgitated further changes to provide adequate sensitivity in the

estimation process.

The general calibration philosophy is to use the earth's gravity
vector and test table rate capability to exercige the ISU in a variety of
orientations. Having developed the propagation of these inputs (as a
function of the calibration terms) to the outputs of the gyros and accelero-
meters (which can be measured), the terms can be estimated. The
objective was to maximize the effects on the inertial sensor outputs of
the calibration terms, in order to improve sensitivity of the estimation
process, while minimizing the effect of various error sources. Further-
more, an attempt was made to choose test conditions* that would cause
instruments outputs that were a function of only a few of the calibration
terms for any one run. This has the advantage of requiring fewer runs

to estimate any particular calibration term, thereby simplifying the

Al

“and combinations of test conditions
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data reduction effort and providing flexibility in determining a term without
a .large number of runs. It also has the advantage of minimizing the effect
of random gyro drift changes between runs. For certain test conditions a
calibration term not to be estimated affects the instruments outputs to

an extent that compensation is required. This case occurs in two forms:
in the first, errors in the knowledge of the calibration term has an insig-
nificant effect, whereas in the second, the calibration term error may be

significant,

The calibration procedures were designed to be performed in a
series of groups, such thatobtaining additional data would allow estimation
of addition calibration terms. In the case of the gyros, the IA to cube
- misalignments can be determined directly from a pair of runs, as can
the scale factor error at a given input rate. Once the required data for
a minimumn calibration has been obtained, only three additional runs are
required to complete a partial calibration {see Table 8-1). A full calibration

requires four more runs, as explained below,

The pre-run alignment procedure shown in Fig. 8-1 was developed
with the following approach as a basis. The effect of gyro and accelero-
meter IA misalignments is to cause outputs that are proportional to the
accelerometer IA to g nonorthogonality and the gyro IA to table rotary
axis nonorthogonality*, respectively, To simplify the alignment activities

before each run, the bubble levels are used to determine the tilt of the

“the effect of rotary axis to vertical errcrs cause a negligible cross
coupling of earth rate to the gyro IAs
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rotary axis from g and then the TAF gimbals are positioned using the
gimbal angle readouts so that the bubble levels are aligned with the rotary
]

ks

axis. In this way the gyro IAs are referenced to the bubble level coordinate

frame at the beginning of each run and the accelerometer output data

can be compensated for changes in the rotary axis to vertical alignment,
thereby also referencing the accelerometer IAs to the bubble level
coordinate frame. The transformation matrix between the ISU cube and
the inertial sensor IAs {which is the end result desired) is then calculated
separately using the cube to bubble level calibration made at the time the
ISU is installed in the TAF (as shown in Fig, 8-1 and explained in Section
8.2 below). Furthermore, compensation for earth rate coupling to

the gyro IAs is accomplished using the bubble level to gyro IA fransforma-

oo

tion matrix determined above.

Most of the calibration runs were chosen with the TAF inner
gimbal axis nonvertical in order to allow use of the bubble levels in
determining the rotary axis tilt from vertical. A total of 6 positions with
IAg either nominally horizontal or vertical are required to perform a
minimum calibration. This effectively eliminates the effect of cross
compliance terms, and for the IAs vertical, the effect of IA misaligmments

io the ISU cube,

L

a‘this alignment is performed at assembly of the bubble levels, TAF and
SATS, when the equipment is aligned, calibrated and zeroed.

s e
R

this is required for all gyro runs except those required to measure the
transformation matrix itself
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The gyro IA misalignments are measured by driving the test table
at + 2°/ sec and observing the outputs of those gyros whose IAs are nomi-
nally normal to the rotary axis (E'l). The process is repeated twice for
each gyro; once with the OA normal fo R! and once with the SA normal

1
to R!. A higher rate is not recommended since rotation of a gyro about

1
its OA at rates greater than approximately 2°/sec will cause a potentially
. excessive gyroscopic torque on the gyro float about the TA, which may
cause additional gyro drift rates that are significant. Lower table rates

would require more run time to achieve the same calibration precision.

Data from the gyros are taken only for full revolutions of the test
table, for two reasons. First, the effect of certain components of earth
rate tend to cancel out over full revolutions and second, the cost of the
SATS can be reduced by eliminating the requirement for a continuous,

precise readout of table angle.

The partial calibration procedure is designed primarily to provide
a change in accelerometer input accelerations so that the first and third
order scale factor error terms can be separated. Both plus and minus
45° orientations to horizontal are chosen for each accelerometer, even
though only one of these inputs would suffice, in order to minimize the
potentially excessive error that may occur for inputs havan\gsthe opposite
sign from that chosen. The 45° orientation also is used to e€stimate the

major gyro compliance terms.

The remaining four calibration procedures are designedito obtzin

data to estimate the cross compliance terms for boih the gyros and
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accelerometers. It is likely that the combination presented in Section 8. 3
(Ta:bles 8-3, B8-4 and -8.-5), however, is not an optimum one in that the
last run could probably be eliminated by choosing a different combination
of test conditions. A total of six combinations were considered, all with
the constraint of only observing four out of the six inertial sensor outputs
for any one run. If the flight computer is made available, all six 6utputs
could be utilized from each run and either the number of runs could be

reduced or the precision of calibration term estimation could be improved.

8.2 PRE-CALIBRATION OPERATIONAL PROCEDURE

There are many ways that the precalibration alignment measurements
can be made. As mentioned earlier, the method described in this section
should be considered only illustrative of the type of measurements required
since detailed trade-off studies have not yet been performed. Regardless
of which specific method is adopted, the requirements of the precalibration
alignment procedures can be divided into the follovying four major categories,

as illustrated in Fig, 8-1:

& alignment and calibration of the bubble levels (which are
located on the inner gimbal of the TAF) to the inner gimbal
axis and to the SATS rotary axis (B_'l), including zeroing of
the TAF readouts ¢ 3 and ¢ 4 This is normally done during
test equipment installation and checked periodically thereafter
depending upon the stability characteristics of the TAT and
SATS.

8-9



¢ alignment of the SATS rotary axis fo vertical and the TAF
outer gimbal axis to East. The alignment to vertical
consists of a nominal physical orientation of the rotary
axis using leveling screws and then a precise measure-

. ment of the residual misalignment (for the scheme con-
sidered in this section). Depending upon the particular
operational procedure finally adopted, it may be necessary
to physically reduce the residual misalignment to a
negligible amount. Alignment to East is done by adjusting

the fest table angle (qbz).

® Calibration of the ISU optical cube to the bubble level
coordinate frame, in the form of precise measurements
of the misalignments. This measurement must be made

every time the ISU is mounted in the TAF.

® Alignment of the ISU relative to the SATS rotary axis and
the earth's coordinate system immediately prior to each
run {m). For the scheme considered in this section, this
is done using the bubble levels and TAF gimbal readouts
to physically orient the ISU and measure certain critical

misalignments.

In addition to these precalibration alignment procedures, it is necessary
to set up the data collection system, turn the ISU on, ete., before an
actual calibration run can be initiated. The operational.requirements

of each of the above precalibration procedures is discussed nexf, and
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in conjunction with the hardware characteristics presented in Section 6,
form the basis for the éupport equipment errors used in the system error
analysis of Section 10. Again, the particular method described here is
only illustrative of the measurements and accuracies required since other
variations are feasible and have yet to be included in the calibration

trade~-off analysis.

The initial alignment, calibration and zeroing of the bubble levels,
TAF and SATS are done at the time of fest equipment installation. The
process consists of mechanically adjusting the bubble levels so that they
represent the TAF inner gimbal coordinate frame (I} (see Fig. 5-3 and
Table 5-2). This may be done by noting the TAF gimbal angle changes
as the bubble levels are nulled for various orientations of the TAF,
Ideally, the bubble levels should be either parallel or perpendicular to
the inner gimbal axis. The inner gimbal angle (@ 4) is zeroed such that
the L2 bubble level is parallel to the outer gimbal axis. The outer
gimbal angle (g 3) is zeroed such that the inner gimbal axis is parallel
to the rotary axis. The values of the TAF gimbal angles when the bubble
levels are normal to the rotary axig are labeled (gzss)Z and (g 4)2 and
are recorded. Nonorthogonality checks between the ¢2, ¢)3 and (;54 axes
are recommended to assure acceptable performance, and if compensation
is to be applied in the data processing equations, the nonorthogonalities

must be meagured and recorded.
The alignment of the SATS rotary axis to vertical is accomplished

by using the leveling screws, as indicated by the TAF gimbal angle

changes required to null the bubble levels when the test table is rotated 180°.
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Alignment of the TAF outer gimbal axis to East is accomplished using
the autocollimator and adjusting the test table angle (gbz). A separate
survey is required fo establish East, as a reference for the autocolli-
mator. The device for indicating this position of the table is secured

and this angle of the table is labeled (¢2)Z.

Calibration of the ISU cube to bubble level coordinate frame
misalignment is performed each time the ISU is mounted within the TAF.
The procedure is to place each of the three bubble levels in the nominally
horizontal posgition, in sequence. In each instance, the bubble level is
nulled by adjusting ¢ 3 and ¢ n With the autocollimator referenced to
level, the angle the visible ISU cube face makes with respect to level
is measured. This angle is then a measure of the misalignment between
the bubble level pointing in the direction of the autocollimator and the
IST cube face observed. The process is repeated for each bubble level,
and assuming the ISU cube faces are all orthogonal, all six elements of

the bubble level to mirror coordinate fr‘a.me"< transformation matrix ('I'ML

)
are established. It is estimated that approximately 1.5 hours will be
required to mount the ISU, setup the autocollimator and calibrate the ISU
cube/bubble level misalignments. This is based on the following time

allocation.

Ti.e. , ISY cube
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@ Mount ISU 15 minutes
e Sefup autocollimator and level 20
e Perform optical measurements (3 times) 45

@ 4 minutes to index ISU

® § minutes to measure

® 5 minutes to complete records

15 minutes per ISU position 80 minutes =1. 33 hrs.

An additional estimated 15 minutes is required to set up the data collection

system, turn the ISU on and prepare to start the calibration runs.

The alignment of the ISU prior to each calibration run (m) is
performed using the bubble levels and the TAF gimbal angle readouts.
However, since the aligmment procedure is part of the operational calibra-
tion procedure, it will be explained in detail in the next section (8. 3). In
Fig. 8-1, the procedure is shown as a precalibration activity, but separate

from the other alignment procedures because it is repeated for each test

condition (m).

8.3 CALIBRATION OPERATIONAL PROCEDURE

An operational flow diagram of the calibration procedure is illustrated
in Fig., 8-1, The various options are indicated, and the heavy line repre-
gents the one that would normally be followed if all four levels of ISU
calibration (as listed in Table 8-1) were to be performed. Although the

" pre-run alignment procedure is included as a precalibration activity, it
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is required before each run (m), except for the Gyro Scale Factor (GSF)

tests.,

The pre-run aligmment procedure is designed to properly orientate
the ISU relative to the SATS rotary axis and the earth's coordinate system,
immediately prior to each run. The five step procedure is outlined in
Table §-2 and provides a way to compensate for short term tilts of the
rotary axis from vertical. If the physical tilt is excessive (say greater
than , 3 m’i}l), the releveling procedure ig initiated, as described inSedtion
8. 2, in order to minimize errors in the gyro output data. At the end of
the procedure, the bubble levels are normal to the rotary axis and the
misalignment of the rotary axis to vertical is known. The latfer is

necessary for compensation of the accelerometer output data.

The detailed operational test procedures to perform the four levels
of ISU calibration, ag listed in Table 8-1, are contained in Tables 8-3
through 8-6. The tables are organized to indicate the ISU orientation
required for each test condition (m); both in terms of directions of each
inertial sensor coordinate frame and the corresponding SATS and TAF
gimbal angle indications, The time estimated to set up each run is
tabulated. Also tabulated are the data to be collected* and the elapsed
time (Atm) of each run. The runs within any one table may be made in
any order; however, data taken with wT = j—_ 2°/sec provides misalignment

information that may be helpful in subsequent runs.

"The G, and A, column headings refer to the particular gyro and

accelerometer pulse outputs to be counted, A¢g,. refers to the test table
pulse output, and TAF refers to ¢3, o} 4 gimba% angle readoutis.
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(1)

Procedure

®,),

90

@)

(6,07

©,0

Position TAF to pre~run align orientation

Null the two bubble levels that are
horizontal, by adjusting o and ¢,.
Record the glmbal readouts as

(¢ ) and (¢ )

(2)

Check for excessive tilt of rotary axis

If either QqﬁE)m or (quN)m is greater
than , 3 min, relevel SATS: as described
in Section 8. 2, and repeat step 2 above,

Index ISU by positioning the TAF gimbals
as follows:
m m .
= +
(¢3)Z @S)n value of¢3 from zeroing
process

m m
= - f *
@,), (c?53)n value of ¢ , from zeroing
process
where subscript n refers to the nominal
value.

Notes:

(1) The ISU should not be rotated about any axis at a rate greater
than 60°/sec, during any of the positioning procedures, in
order to prevent gyro loop saturation.

{2) Check for tilt (5¢E and 5¢N) out-of-tolerance by computing

m _ _ m
(605" = (@), - @)
(6 )" = @), (¢4 ,
Table 8~2 Pre-Run Alignment and ISU Indexing Procedures
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Perform the following after
compteting the pre-calibration procedure:

T tu i
¢2.w ¢3 ¢4 Setup - un
= Operafion Tune | At [
inst. No. Gyro Accel. Data Collection deg., 2
h| ios]i op G, il 5.;52 Tar || m | °fsec. | deg. | deg.| Step Description || min. | min. rev.
U S EjDS W L [ l.'lz SDr Or 1.1 Pre-~run align.
-2 AW DSiwU N e Ao 4 l 90, Jso | 1.2 | indexisu
5§ DE|S5 DE #1] anl i 1.3 Collect Data - 5 DU o
. a2t +2°f gec, 2.1 et w' [
all v l l’ 2.2 Collect Data - 6 +2
42" |-2°/ see. 3.1 Setw 6
all [P l l ] Jr 3.2 Collect Data - 6 -2
1 EUS|[WUN L 6 0, 0 | o 4t Pre-run align.j| 8
NWUY|NED 5 Oz (.'Iz 4,2 Index ISU 4
UWS|U WS #3171 all 1 . 4.3 Collect Data - 5 -
52+ +2¢/zec. 5.1 Set wT [
all L l 5.2 Calleet Data - 6 +2
52" | -2/ sec. 6.1 | Setw: 5 |
all L l ¥ Y 6.2 Collect Data - 6 -2
5 1 ESDI|WS U b 6 0, s0 | o 7.1 Pre-run align.f| 38
! .2 uwsiluEN l l 90| 0 | 7.2 | Nomndexreqd| -
5 WD |S WD 2| all Collect Data - 5 -
g2t| 420/ se0. 8.1 | setw” 8
all L { 8.2 Collect Data - 6 +2
62 | ~2°/sec. 9.1 Set w™ 8
ail L l ¥ ' 9.2 Collect Data - ‘s -2
S DEINDW L~ 6 0z sor Dr 10,1 Pre-run align.
WNDIEWTU 1 1802 90z 19,2 index ISU 4
DN E|DN E L2 13 l " {|[10.3 Collect Data - 10 —_
1 EN U/WND [ 6 0, 90, | o, 11.1 Prae=run elign| 8
D WN|U DS 2 21(]z 0, 11.2 Index ISU 4
NWUIN WU 13 ] 23 l j, ], 11.3 Collect Data - ] 10 -
DN E|U N W b 3 o, 90r 0r i2.1 Pre-run alignj 8
: WU N[E W S 3 l 270_ | 90 || 12.2 | Index JSU 4
N U E|N U E 238} 12 l l l 12,3 Collect Data - 10 ——
Subtotal 104 81 |minutes
1.73{ i.35 hours
Minmum Calib. 3/08 hours
(gss) =90 = actual value of ¢, to be recorded from Pre-run Alignment using Pre~Calib. 1.58
r r R
Bubble Levels when {¢ g} = 00° Total 4.57 hours
= = gp° £ from zeroilng procese.
(5153)z 90z gp® + vajue o q)3 om zerolng p

Sumilarly for (¢4)r. (¢4)z znd other nominal values of ¢, andd

Table 8-3 Operahonal Test Procedure for Minimum Calibration
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Perform a Minznum Calibration plus the following

T Run
. By |9y ¢, Setup =
m | Inst. No.| Gyro Accel. Data Collection ez Cperation Time At i,
i i o 8431 o p G_] A] i, TAF {lm |°/sec. |deg. | deg. || Step Description min. min.| rev.
T 1 DS US W [UN US E L 6 Oz 90:‘ Or 13.1 Pre-run align.
"e E UN USIE DS DN i 45 270 13.2 { Index ISU
v S o pre z - z LS ot
3 |usuN wius on w | [1,3{1,3 | | I | 8.5 | collect Data - 0] -
8 1 UE S DE|DWS UW L~ |6 Oz 80 Or L14.1 | Pre-run Align.
2 TUWDW S |UW UE N a SDZ 45z 14.2 | Index ISU 4
3 5 DW DE|S DWDE 1,211,2 ! X } ¥ | 1a.3 | collect pata - 10 -
9 1 E DN UN|W DN DS g ] Oz QDr Or 15,1 | Pre-run Align. g
2 DS W DN|DS E US 9 2252 ll:)2 15,2 | Index ISU
J 3 DN W UN|pN W UN| [23(23 ‘ t + | 15.3 | collect Data - 10 -
36 30
Minymum Calibrabion | 104 81
Subtotal 140 111 | mnutes
2,33 1.85 {hours
{#3),, = 90, = actual value of ¢, to be recorded from Partial Calibration 4.18 hours
Pre-run Alignment using Bubble Levels, when (ez)s)n= 90° Pre-Calibration L. 58
= = o 4 . —
(qas)z 902 807 + value of ¢3 from zeroing process Total 5. 8 hours

Similariy for ('34)1" (6412 and other nominal values of g and ¢4.

Table 8-4  Operational Test Procedure for Partial Calibraton

Perform a Partial Calibration plus the following

] wT ¢ [} QOperation Setup Bun
m | Inst. No.] Gyro Accel. Data Collection dz. 3 4 Time aE A2y
i i o s8] o P GJ_ Aj agsz TAFim | *f sgé::. deg. | deg, ||{Step Description min. min, | rev.
10 1 DN BS E (US D5 E |6 Oz QOr Or 16.1 | Pre-run align. 8
l 2 E US DS|E DN UN 10 1352 2'1'0z 16.2 | Index ISU 4
3 DS US W DS US W all|i,3 l Y l l Cotllect Data 4 2x10| -
11 i UE N UWDWN DE L~ |6 0z 901_ Or 17.1 | Pre-run ahign. 8
l 2 DE DWN |DE UE S 11 2'?0z 3152 17. 2 | Index ISU 4
3 N DWUW|N DW UW allfall l l l 17.3 | Colisct Data 4 2x10 -
12 1 E DS DN{W DS US L |i8 CZOz 90r Or 18.1 | Pre-run align.
l 2 Us w DPS|US B UN 12 ) 135z 0z 18.2 | Index ISU
3 DS W DNIDS W DN all{all l Iy l 18,3 | Collect Data 4 2x10{- -
13 1 DE S DWUW S UE L |8 Oz 90:' Or 19,1 | Pre-run align. 8
2 UE UW¥S |[UE DE N 13 a0 315 19. 2 | Index ISU 4
! 3 5 UwWDWS UW DW 2,342 l * i ‘ ’ 19.3 | Collect Data - 10 -
60 70
Partial Caltbration 140 111
(¢-3)r = SOI_ = actual value of ¢3 to be recorded from Subtotal 200 181 | mumtes
Pre-run Alignment using Bubble Levels when (¢a)n = 80° { 3.33 3.02 | hours
(?3)2 = 9()z = 80° + value of 933 from zerowng process. Full Calibration 6. 35 hours
Similarly, for {$ 4)r: & 4)z and other nominal values of ¢, and ¢, Pre-Calibration  ° 1,58
Total 7.9 hours

Table 8-5 Operational Test Procedure for Full Calibration
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8~6a. Detailed Procedures

Data ¢, wr [¢, | ¢, Setup Run
Inst. Ne.| Gyro Collect deg, Operation | Time | AtIR | Agg
m ] i os G [ap, i m °fsec deg | deg min | min | rev _
4 1 UsSE 4 0y 90, | 904 || Index ISU 4
l _ 2 WDS v 4 ‘ Collect data - 5 -
3 S DE 43% | +1°/ sec Set wTl 6
7l | / l l Collect data - 6 +
437 | ~1%/sec SetwT 6
#1l v l ; Collect data - 6 -1
a4+ | +4°f sec Set wl 3
#1| / l L Collect data - 6 +4
447 | -4°/ ske Set wT 3
F1| / 1 l v I || Coliect data - ] -4
continue for wT=8, £20 and +60°/sec (m=45", 45-, 46+, 45, 477, 477)
m 1 ios
5 1 EUS 5 1 0 0z 0y Index 1SU 4
] 2 N WU} v 1’ l’ Collect data - 5 -
3 UWwWS 5371 +1°/ sec SetwT 6
#3| v I Collect data - i +1
53~ | -1%/sec Set wT 6
#3|v ‘ L ¥ || Collect data - 6 -1
continue for wT =4, 8,20 and £60°/ sec (m=54%, 547, 55T, 657, 56™, 56", 57%, 577)
m J i os
& 1 ES D 5 | on 90,] 0, Index 1SU 4
2 TwWs| |/ J Collect data - 5 -
3 S WD 637 | +1°/sec Set wT 6
#2|/ l Collect data - 6 +
63| 1% sec Set wT 8
21/ l 1 J Collect data - 6 -1

continue for w1=24, 8, £20 and £60°/sec (m=64T, 647, 65%, 65-, 667, 66°, 67T, 677)

8-8b, Caleulstion of Time Required to Calibrate

Proced-||Index Table Rate {wT), deg/sec 1 Gyro 3 Gyros
+ S ES ES =
ure IBU [0 1 4 | %8 J#20 [#60 { rmn | hr |[min | hr 1€ wT=%2¢/sec has not been
Setup 4 - |12 6 4 4 4 [ 32 . B3 1.58 run (as part of other calibra-
Run || - |5 |12|12f12] 12| 12 65 [1.08 3.24] Hon tests), mustaddan ad-
ditional .4 hr per gyro,
Totals 4 Bl 24 {18 | & 16 16 97 {1.6 4.8

Table entries are times required to perform the operations indieated.

Table 8«6 Operational Test Procedure for Gyro Scale Factor Error Calibration
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The "Pre-run align" and."Index ISU" procedures referred to in the
tables are as discussed above and summarized in Table 8-2. The "'Set
Wi procedure is the process of adjusting the test table rate drive to the

WT value indicated.

This is done by checking the time required for the table to rotate

. through a known angle (90°, 180° or 360°, depending upon the table readouts
provided)., If the rate is not within +.5% of the desired value, the rate
drive is readjusted and the timing process repeated. The data collection

system 1s described in Sections 6.1 and 6. 5.

The operational tesi procedure for performing a minimum calibra-
tion is specified in Table §-3. A total of 12 runs for 6 different orientations
of the ISU are required to collect the necessary data. This includes
operating the test table at plus and minus 2°/sec for each of 3 of the ISU
posgitions. An estirnated 3.1 hours is required to complete the runs, which
in addition to 1. 58 hours fo perform the precalibration activities*, requires

a total of 4.7 hours to calibrate.

To perform a partial calibration, an additional 3 runs for 3 ISU
orientations at 45° to the vertical are required, ag indicated in Table 8-4.
This consumes an additional 1.1 hours which when combined with the 4.7
hours for the minimum calibration, requires a total of 5. 8 hours to

complete a partial calibration of the ISU.

b

Tas determined in Section 8. 2
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The additional procedures to perform a full calibration are
spécified in Table 8-5. The new ISU positions aré also at 45° {o the vertical
since the cross compliance terms are to be estimated. Each of the first
3 runs are repeated twice since data from all inertial sensors are required;
yet only 4 outputs can be processed at any one time. The additional data
is required to avoid excessive sensitivity in the estimnation of the calibration
terms. Test condition No. 13 is required to provide additional data from '
accelerometer No. 2 in order fo estimate one of the cross compliance
terms. It is likely that a different combination of test conditions could
eliminate the need for the extra run, particularly if data from each inertial
sensor could be collected for each run (the case, for example, if the flight
computer were to be used to collect data). As shown in Table 8-5, an
additional 2.1 hours is required to collect the data. Combining this
with the 5. 8 hours for a partial calibration, a total of 7.9 hours is

required to complete a full calibration of the ISU.

Table 8-6 specifies the procedures and times required to operate
the test table at various rates between + 1°/sec and + 60°/sec, in order
to provide data for the gyro scale factor error regression analysis dis-
cussed in Sections 7.3 and 9.3. The rates listed are only suggestiocns
and more or less data may be taken depending upon time available and
number of samples desired to be included. A total of 4. 8 hours is required
to run 5 pairs of plus and minus rates for each gyro. If only gyro scale
factor calibration is desired, WT =+ 2°/sec is also required {at . 4 hr.

per gyro) and the total calibration time becomes 6.0 hours.

If gyro scale factor calibration is to be done in conjunction with

the other calibration runs, it is recommended that they be combined, as
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indicated in Fig. 8-1. In this way, the first 2 steps in each of the test
cor;dition runs m = 4, 5 and 6 in Table §-6 can be eliminated, since they
are already performed as part of the minimum calibration (see Table 8-3).
Therefore, only 4. 4 hours is required in addition to the times listed in
Tables 8-3, 8-4 or §-5 to perform the calibrations indicated plus a full

range gyro scale factor calibration.
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9. ESTIMATION OF CALIBRATION TERMS

The purpose of this section is to derive the equations to be used in
estimating the calibration terms. The algorithms presented are based on
making a least squares fit to the data obtained whenever more measufe*

ments are used compared to the number of terms to be estimated. When
‘the number of measurements and terms to be estimated are equal, the
least sqguares equations degenerate into a deterministic solution. The

pre-calibration calibrations are also presented.

Both the accelerometer and gyro calibration equations are arranged

in the following form; as shown in Section 7:

M;n/Atm = M:;n =E;n-zj +6I§/1§n (7-1) and (9-1)

in which the various terms are defined by Egs. (7-7), (7-8), and (7-9) for
the accelerometers and Egs. (7-25) through (7-29) for the gyros., Tables
B-2 through B-7 in Appendix B contain the results of applying the calibra-
tion equations to each test condition (m) for each inertial sensor. The

equations are organized in the following matrix form:

M. = H, Y (9-2)
- 177
where
H. ¥ a matrix whose rows are the E‘m of Eq. (9-1), for (9-3)
y the various test conditions (m)
and
M. = a column vector whose elements are the M2 from (9-4)
J Eq. (9-1) J
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The matrix I—Ij can assume various dimensions, depending upon the mea-
surements (M) used and the calibration terms in the vector Y that
propagate into 1\;1 For the case when Hj containsg the same or more rows
than columns, and (I—I;_I‘ Hj) is nonsingular, it can be shown that the least

squares solution of Eq. (9-2) is as follows:

ARG ! (o=5)
where % is the estimated value of zj' This equation was applied to the
calibration equations in Tables B-2 through B-7, for the test conditions
specilied in the various calibration procedures of Tables 8-3, 8-4 and
8-5. HResults are presented in Appendix C and discussed in Sections 9. 2

and 9, 3.

In the case of the scale factor error coefficients, defined in
Egs. (7-32) and 7-33) of Section 7.3, the general least squares solution

ig as follows:

A - _ _ 2 ~
C0 = (}3‘4Z0 FZZZ)/(K F4 Fz) (9-8)
A 2

C1 = (FGZ1 - F42’3)/(F2F6- F4) (9-7)
Ao 2

02 = (K Z2- F2ZO)/(K F4- Fz) (9-8)
A _ _ _ 2 _
C3 = (F223 Fézl)/(F2F6 F4) {9-9)



where the C's correspond to the respective Ab, D, Rb

in E‘qs. (7-32) and (7-?;3) and the F and Z terms are functions of the

and Q coefficients

inertial sensor inputs and indicated outputs. Theseterms are defined
below for the accelerometers and gyros. The term K is the number of
data samples used in the least squares fit, The above equations are based
on the assumption that inputs to the inertial sensors occur in equal and
opposite pairs (e. g., + g/ 2 for the accelerometers and + 4°/sec for the
gyros, as well as other pairs of inputs). The equations also assume that

Ai) and tho are used, corresponding to zero input to the accelerometer and

gyro, respectively.

The estimated inertial sensor misalignments transformation
A

T}
mairices TB and T G are determined from the estimated accelerometer
As
and gyro nonorthogonalities, as contained in the Y vectors of the calibra-
A
tion estimation equations. However, these ¥ elements are the misalign-

ments between the IAs of the inertial sensors and the bubble level

. AAL AGL . ) . .
coordinate frame (T - and T ), as discussed in Appendix B (following

Eq. B-T7); and not the misalignments between the IAs and the ISU cube

BA

A [
(mirrors) which are elements of the desired T and TBG matrices.

Having measured the elements of TML, as described above under the

pre-calibration calculations (Section 9. 1), the 'E‘BA and ’f‘BG matrices
can be determined as foellows:

TBA - pBM pMLpAL)l (9-10)
and -

pBG o pBM MGyl (9-11)
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A A
where TBM and TML are given in Eq. (B-6) and TAL and TGL are

composed of the estimated nonorthogonalities of the three accelerometers
and three gyros with respect to the bubble level coordinate frame. The
various matrices are defined in Table 9-1 and are expanded in the following
sections to estimate the elements of %BA and '%BG, the transformation

matrices ultimately desired.

Matrix Description of Transformation Matrix
TML misalignment of ISU cube (mirror) coordinate frame
relative to bubble level coordinate frame; elemenis
defined in Eqs. (B-6) and (9-18).

TBM definition of body axes in terms of ISU Cube (mirror)

coordinate frame

TAL misalignment of coordinate frame defined by IAs of

the accelerometers relative to the bubble level coordinate
frame; elements of matrix are NOA and NPA for each
accelerometer

GL R . .

T misalignment of coordinate frame defined by IAs of the gyros
relative to the bubble level coordinate frame; elements of
matrix are NOA and NSA for each gyro

BA . .

T matrix used to transform accelerations sensed zalong 1As
of the accelerometers into accelerations in the body axes
coordinate frame; elements of matrix are MOA and MPA
for each accelerometer

BG .

T matrix used to transform rates sensed about IAs of the
gyros into rates about the body axes coordinate frame;
elements of matrix are MOA and MSA for each gyro

Table 9-1 Trangformation Matrices Used to Calculate Inertial
Sensor to ISU Cube Misalignments
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9.1 PRE-CALIBRATION CALCULATIONS

Calculations in this category consist of processing data obtained
before the actual calibration runs are made. The calibration procedure
was arranged such that only two calculations had fo be made before each
run, to determine the tilt of the test table rotary axis from wvertical to
assure that it was not excessive. The other calculations are involved in

determining the bubble level to ISU cube transformation matrix (TML).

The calculations to determine the tilt of the rotary axis are

presentied in Table 8-2 and repeated as follows:

m m m
G )" = @ @) (9-12)
m m m
= =+ -
@9 B, T, (9-13)
where
m_ m .
(?53)Z = (gzﬁg)n + value of ¢3 from zeroing process (9-14)
m_ m .
(@54)Z = (¢4)n + value of ¢>4 from zeroing process (9-15)
(qzﬁs)mE TAF outer gimbal readout when bubble levels (9-186)
are nulled in the pre-run align orientation,
just prior to run (m)
©@ 4);“5 TAF inner gimbal readout when bubble levels (9-17)

are nulled in the pre-run align orientation*, just
prior to run (m)

%* the pre-run align orientation is when ¢3 = 90°, ¢4 = 0°, as discussed in
Section 8.3 and Table 8-2.



an“d‘ subscript n :c"efer‘s to the nominal values of (¢3)m and (@ 4)m for run
{m). The values of gbg and Q54 from the zeroing process are those values
that align the bubble levels with respect to the rotary axis. The ﬁgéE

and 6¢N terms are used in the accelerometer estimation equations, as

shown below.

The transformation matrix (TML) contains 6 elements, 3 of which
are independent and must be measured separately. This is done using the
bubble levels and the autocollimator at the time of TSU mounting as
explained in Section 8. 2. The TML matrix is defined in Bq. (B-6) and

Table B-1 and repeated as follows:

MLy L M, yrts
ML o
T Mog Ly My Ly !
T Mg L, MagLg

in which the elements are defined in the form _I\_J’Ia

b

(B-6)-and (9-18)

-LC = nonorthogonality

of _B_:I_a about L, with respect to ]__,_c, measured about the positive };J_b

b

axis in accordance with the right-hand rule. The matrix elements are

determined from the following transformation equation:

LE,-1

ML (T F)

ML _ L MS_SE

(9-19)

where the transformations are defined in Table 9-2. The bubble levels
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Matrix Description of Transformation Matrix
ML N . .
T misalignment of ISU cube (mirror) coordinate
frame relative to bubble level coordinate
frame; elements defined in Eqs. (B-6) and (9-18).

TMS matrix of measurements of ISU cube, expressed

in autocollimator coordinate frame

TSE matrix relating autocollimator coordinate frame

relative to earth coordinates (specifically to
vertical); assumed equal to the identity matrix
when the antocollimator is leveled.

TLE matrix representing bubhble level coordinate frame

relative to earth coordinates (specifically to vertical);
assumed equal to the identity matrix when the bubble
levels are nulled

Table 8-2 Transformation Matrices Used in Alignment of ISU
Cube and Bubble Level Coordinate Frame
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. SE
and autocollimator are adjusted relative to vertical such that T and

TLE are essentially equal to identity matrices. Therefore, the auto-

. . ML .. _
collimator to ISU cube measurements provide elements of T directly.
As mentioned above, only 3 measurements are required since the coor-
dinate frames are essentially orthogonal and therefore the following

relationships exist;

- . = . _20
Moy Ly = My Ly (9-20)

- . = . 9-21
—13 ‘I:"‘]. 1\—M{['33 'I:J"Z ( )

. = . 9'_22
Moy Lg = Myplyy (9-22)

Thus all elements of TML in Eqg. {9-18) are determined.
9,2 ACCELEROMETER CALIBRATION ESTIMATION EQUATIONS

The calibration estimation equation [Eq. {9-5)] was applied to the
accelerometer calibration equations in Tables B-2, B-3 and B-4 to
provide the accelerometer calibration estimation equations. The results
are tabulated in matrix form in Tables C-1, C-2 and C~3 of Appendix C
for the minimum, partial and full levels of calibration respectively. It
will be noted that the equations do not include compensations to be applied
to the M measurements in order to account for gravity coupling due to

significant misalignments and tilt of the rotary test table axis from



vertical. These corrections can be specified when the final pre-calibra-

tio}l alignment scheme is defined. Compensation for CIO and CIP in

the partial calibration estimation equations is shown in Table C-2.

The accelerometer scale factor error estitnation equations were

A s
determined from Eqs. (9-6) through {9-9), using the 0V  estimates from

Lo : I SRS B SRS B I
the accelerometer calibration equations (viz., 5VC s OVC s 6VC

3

A
§V ° 7) and the term A]'o. The regults are tabulated in Table C-4 of

Appendix C.

A
The elements of the TBA transformation matrix, which are a
function of the misalignments of the IAs of the accelerometers relative

to the ISU cube, are computed using Eq. (9-10) as a basis. The matrix
A

TAL in Eq. (9-10) is composed of the estimated nonorthogonalities
AA AA hA

(in 11, Xz and XS from Tables C~1, C-2 and C-3), as follows:
B A A 7]
NPAl -1 ‘NOAl
A A A
i NOA, NP4, 1 (9-23)
1 A A
NPAB I\TOA3

. . AAL ‘rs ABA . . .
Upon inverting T, and writing T in terms of the inertial sensor

M A
misalignments to be estimated (viz., MOA and MPA), Eq. (9-10) is’
expanded to yield:
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A A
-1 -MOA, *MPA | {1 0 0
A A A
TBA < MPA, 1  -MOA|={0 1 0|T
A A
-MPA, -MOA, I 0 0-1
_ L i

AML

A A
-NPAS 'NOAS 1
A A
-1 -I\TOA1 +NPA1
A A
NPA2 i -NOA 9
(9-24)

Upon performing the multiplications indicated and equating corresponding

elements in the resulting matrices, the elements of T

follows:

A A f
MOA, = NOA, - M, /'L,
M A A
MPA; = NPA, - M L,

A f A
MOA, = NOA, - M, L,

A

L

A A
MPA, = NPA, + M, L,

A A A
MOA, = NOA, + M, L,

A A A
= + .
MPA3 NPA3 M33 L2

9-10

A
are computed as

(9-25}

(9-26)

(9-27)

(9-28)

{9-29)

(9-30)



9.3 GYRO CALIBRATION ESTIMATION EQUATIONS

The gyro rate errors due to scale factor errors and the gyro
misalignments are calculated in a deferministic fashion as implied in
the first four rows of the calibration equations tabulated in Tables B-5,
B-6 and B-7. In this way a minimum number of runs are required to
estimate the terms and the calculations are relatively simple. The

regulis are tabulated in Table C-5.

The remaining gyro calibration terms in XG are computed by
applying the least squares equation [Eq. (9-5)] to the gyro calibration
equations in Tables B~5, B-6 and B-7. The results are tabulated in
matrix form in Tables C-6, C-7 and C-8 of Appendix C for the minimum,
partial and full levels of calibration, respectively. It will be noted that
the equations do not include compensations to be applied to the 1\./1 mea-
surements in order to account for earth rate coupling due to NOA and
NSA, the elements of (TGM ML). These corrections can be specified
in detail when the final pre-calibration alignment scheme is defined.
Compensgation for ClI and CSS in the minimum calibration estimation
equations is shown in Table C-6 and a similar approach is used in Table
C-7 to compensate for C__ and C__, in the partial calibration estimation

10 IS
equations,

The gyro scale factor error estirnation equations were determined
from Egs. (9 6) through (9-8), using the 5;b estimates from Table C-5,
(viz. , 61,.0 62,!) pairs for various table rates WT) and R' as estimated

in XG. Smce a third order term is not modeled for the gyro, the F6 term
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in Eqgs. (9-7) and {9-8) can be allowed to approach infinity (which eliminates
the third order term) and the resulting estimation equations are as
tabulated in Table C-9 of Appendix C. If the third order term is desired,
the F_ term is retained, and Eq. (9-9} provides the desired estimate

6 A
(note that Q1 in this case would be given by Eq. (9-7)).

The elements of the '{E‘BG transformation matrix, which are a
function of the misalignments of the I1As of the gyros relative to the ISU
cube, are computed using Eq. (9-10) as a basgis. The matrix '.%GL in
Eg. (9-10) is composed of the egtimated nonorthogonalities from Table

C-5, as follows:

— —

A A
I\TSA1 1 NOAl
A A A
TGL= -l\TOA2 -NSA2 1 {9-31)
'1 A A
i NSA3 NOA3 l

. . »GL s ABG . . T
Upon inverting T, and writing T in terms of the inertial sensor
A A
misalignments to be estimated (viz., MOA and MSA), Eq. (9-11) is
expanded to yield

A A T r- ] B A A 7]
1 -MOA, -MSA, 100 NSA, -NOA, I
A . A A A A
PG 2 MSA, 1 MOA, |=| 0 1 0 oML -NOA, -NSA,
A A O 1 A 1 A
MSA, -MOA, 1 0 NSA, NOA,
(9-32)
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Upon performing the multiplications indicated and equating corresponding

A
elements in the resulting matrices, the elements of ’I‘BG

as follows:

A A A
MOA, = NOA, - M 'L,

A A A
MSA, =NSA, + M, L,

A A A
= -+ .
MOA, = NOA, + M, L,
A A A
MSA, =NSA, - M, L,

A

A A
MOA, = NOA, + M,, L

3 3 3

A A A
MSA, = NSA, + M, L,

9-13

are computed

{9-33)

(9-34)

(9-35)

(9-36)

(9-37)

(9-38)



10. ERROR ANALYSIS
10,1 GENERAL FORM OF ERROR EQUATIONS

The error analysis of the calibration proc.ess is based on the general
form of the calibration equation developed in Section 7. Eq. (7-1) defines
the relationships between the various calibration terms (¥Y) and adjusted
measurements (1\;1), based on the average of the inertial sensor outputs
over the calibration run time (At). The sensor outputs are compensated

for significant and known inputs to the instruments such that
. - m
M, =H, + ¥.+0M, (7-1) & (10-1)

where ('-“31\'/];n is the total of all errors in the quantity M;n The error analysis
consists of identifying all of the significant error sources that contribute to
GMIJH and then determining the effect this has on the precision with which
the calibration terms can be estimated, Since the ferms are estimated
using Eq. (9-5), the problem is to determine the effect of 51\;{[?1 on

AXJ. in Eq. (9-5).

The errors are all assumed to be random variables with zero
means, The analysis is generally performed on a statistical basis in
terms of variances, Following this approach, it can be shown that the
covariance of errors in the estimation of the calibration terms is given

by the following matrix equation:

A A _ . . -
BY-Y' ) - a'm BT Eeaen’) m@Tm (10-2)
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where

T o8M. = column vector of errors M for instrument j
E[6M- 6N T] = expected value of the matrix of error correlations

= error covariance matrix of M., composed of
3 .
m . m
ess elements, the sum squared errors in de ;

assumed to be a diagonal matrix (10-3)

hez}
s
:

l

A
error covariance mairix of Xj; in which the
square root of the diagonal elements are the
standard errors {SE) of each of the estimated

A
calibration terms in Xj (16-4)

and Hj is defined in Eq. (9-3) as a matrix whose rows are the LIm of
Eq. (9-1), for the various test conditions (m). The error analysis now be-

comes a matter of defining E[Mo (3M‘II]:i for each gyro and each accelerometer.

The inertial sensor error sources (5ﬂ1m) are identified by taking
partial derivatives of the general calibration equation (7-1), as defined for
the accelerometers by Egs. (7-7) thru (7-9} and for the gyros by Eqs. (7-25)
thru (7-29). Errors in the compensation corrections within the M calcula-
tions, as given by Tables B-2 thru B-7, C-2, C-6 and C-7, must also be
considered. The general categories of the error sources are associated
with inertial sensor output pulse counting, sampling time, IA, OA, SA and
PA orientation errors, environmental acceleration and rate effects (viz.,
linear and rotational vibration of the test stand)}, inertial sensor noise
(internal and rebalance loop effects), compensation errors, second order
terms and other neglected error sources. Additional error sources in the

calibration of the gyros are due to test stand rate errors.
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A A A
In the case of determing TB and TBG, using Egs. (9-24) thru (9~30)
?\.nd (9-32) thru (9-38) respectively, errors in measuring the elemenis of
T+ must be included~to determine the errors in estimating the misalign-

ments between the inertial sensor IAs and the body axes.

10.2 PRE-CALIBRATION ALIGNMENT ERRORS

One of the errors in this category is associated with the measure-
ment of TM’L. Since details of the procedures have not yet been defined
the error analysis of this portion of the calibration procedure must be
postponed. The effect of the errors, however, is not difficult to incor-
porate later since they occur at the end of the analysis, in the determina-
tion of %‘BA and ATBG as shown in Eqs, (9-25) thru (9-30) and (9-33) thru

(9-38), respectively.

The effect of errors in TML on compensation for earth rate coupling
in the gyro calibration process are of second order and completely negligi-
- M
ble. The accelerometer calibration process does notuse T L compensa-

A
tion, except as noted above in the computation of T BA.

Pre-calibration alignment errors due to use of the bubble levels
and indexing of the ISU have not been defined in detail pending final defini-
tion of the pre-calibration alignment procedure and significant error
sources. The primary effect is expected to be associated with compensa-~
tion of the accelerometer output for 6¢E and 6¢N changes. ISU indexing
precision will also affect the accuracy with which the gyro nonorthoganal-

ily terms can be estimated.
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10.3 ENVIRONMENTAL ERROR SOURCES

The effect of test stand base motion is to cause extraneous rates
and accelerations to be sensed by the gyros and accelerometers. The
analysis is patterned after that in the UNIVAC study as pointed out in the

ground rules (Section 2. 3), and the significant error sources are;

Ag ~ = changein ngN and 6¢E (the derivative of this (AP n) is also
considered an error Source)
a, = vibration acceleration, assumed to be isotropic in all

directions

These errors a-re specified in terms of power spectral densities

(PSDs) as shown in Figs, 10-1 and 10-2%, The PSDs are approximated

for computational purposes as shown in Tables 10-1 and 10-2%%, It is

noted in Table 10-1 that there are several apparent inconsistencies

between Table 10-1 and Fig, 10-1. Since a ground rule of the analysis was
to use the results of the UNIVAC study (Ref. 4), this was done as shown in
Appendices E and F. Generally, a conservative approach was taken. The
discrepancies should be resolved, however, since the error source is
significant (for both the gyros and accelerometers) and the expected calibra-

tion precision is directly influenced.

Since the effect of Agzﬁn on the accelerometer output is particularly
critical, as discussed in Section D.1 of Appendix D, the bubble level com-
pensation procedure presented in Sections 8.2 and 8, 3 is specified, The

objective is to attenuate the low frequency portion of the 4¢ n spectrum. In

*These PSD's are as listed in Ref, (4), Figs., 3-3 and 3-4, which in turn
were reproduced from those presented in Ref. (8), Fig. 1-1.

*#The approximations are as listed in Ref. (4), Tables A-3 and A-2,
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accordance with the ground rules of Section 2. 3, the UNIVAC analyses was
used. On page 2-17 of Ref. 4, the following two models were proposed 1o
characterize the use of bubble level compensation:
{1) ';_‘he rotational noise spectrum, PSD (ﬁ}g&n), wag reduced to zero
below a frequency corresponding to a 50 minute period,
(2) The rotational noise spectrum, PSD (ﬂ¢n), was assumed to be
the squared modulus of a first order transfer function having

an RMS noise in'Agbn of 4.5 sec and a haif-power frequency of

...2 .
10 " Hz, corresponding to a 1, 7 minute period,

The results on the accelerometer output using these assumptions are
plotted in Fig., E-5, as reproduced from Fig. 2-5 on Ref. 4. Model #1
yields unsatisfactory performance and would imply that compensation is
required more often than every 50 minutes. Model #2 is more compatible
with the calibration precision goals and is used in the error analysis. A
preliminary analysis has indicated that the true model may be one that
slopes to zero as the frequency decreases from that corresponding to the
averaging time, Because of the critical nature of the error source, it is

recommended that further analyses be conducted.
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Table 10-1 Approximation of Test Stand Angular Vibration PSD

PSD (A9,)
f (Hz) radZ/Hz SECZ/HZ
0. to5x10°° 9.42 x 10™* £.0x10
5x10°° 10,317 2.345 x 10 42 9. 95 x 105472
. 317 to 3. 17 2.345 x 10 10 1072
3.17 t0 15,7 2.345 x 10 197 9.95 x 10 21
above 15. 7 1,022 x 107 5¢7° 434 x10%8°

Notes:
(1) This table was derived from Table A-2 of Ref. (4) by removing
the earth rate coefficient of PSD (A¢n).

(2) The second and third lines of the table are as listed in Ref, (4)
even though the values do not correspond to those in Fig, 10-1,

This is discussed in the text (Section 10, 3)

Table 10-2 Approximation of Test Stand Linear Vibration PSD

t(Hz) |PSD( ), & [Hz
910 1072 10710
10240 1071 10711
107 4o 1 107°
1 10 1027 1078
10 to 10° 107
above 103 0

* This was listed as 10° in Table A-3 of Ref, (4).

10-8



10.4 ACCELEROMETER ERROR ANALYSIS
10, 4.1 BError Sensitivities

The accelerometer error sources were identified as described in
Section 10,1. The detailed error sources considered are tabulated in
Table 10-3, including lo values of the magnitudes of the errors. Itis
noted in the table that pre-calibration alignment error sources are to be

determined, as discussed in the previous sections (10,2 and 10. 3).

The effect of these error sources on the accelerometer output
(i, e., components of 5Mm) are considered in detail in Appendix E for each
test condition (m), Each component of 5Mm is related to the error sources
of Table 10-3 as shown in Tables E-1 and E-2. The actual propogation of
the errors is shown in Table E-1, for accelerometer #1, and Table E-2 is
a summary of the numerical calculations used to determine the accele-

rometer error covariance maitrix elements for each test condition (m).

Appendix E also contains plots of the effect on 6M of each potentially
significant error source {see Figs. E-1 thru E-8). Use of these plots is
discussed in Appendix E. Fig. E~1 graphically shows the estimation pre-
cision goals stated in Table 4-3 and provides a basis for determining
acceptable levels of the various error sources, as described in Appendix
E. The critical error source is shown in Table E-2 to be the cross-coupl-
ing of gravity due to rotation of the test stand base (Aqbn). The errors listed
are for the case when bubble levels are used. Detailed discussions of
errors associated with bubble level compensation are contained in Sections
10.2, 10,3 and D.1. Fig. E-5 shows the final effect on 6M, as a function

of run time (At).
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TABLE 10-3 ACCELEROMETER ERROR SOURCES CONSIDERED

ERROR. NO, ERROR SOURCE SYMBOL 10 VALUE
. . 6
1 (?ompensaﬂon for C;q Cio (1)
i 6
2 Compensation for CIP CIP (1)
3 Compensation for magnitude of
gleffect of errvoris correlated) g 3ug
4 Compensation for ISU cube to
bubble level misalignment 6(E- L) (2)
(for calculating T BA)
5 Compensation for {8 ¢, 5¢ } (2)
6 Error in setting bubble level -
to null (Li- V) 1 sec
7 TAF 9, positioning error 0 ¢3 (2)
TAF ¢, positioning error 0 ¢4 (2)
Nonorthogonality of ¢_ and ¢ 4
axes 3 MO3! (2)
10 Nonorthogonality ofg 3 andg 2 axes MR3! (2)
11 Misalignment of 1A to body -
axes (cube) MIA(?’) 5/3 min.
12 Migsalignment of OA to body A .
axeg (cube) (0. B) 10/3 min,
13 Misalignment of PA to body .
axes (cube) (P. B) 10/3 min,
14 Misalignment of body axig fo N
bubble level (B- L) 10, 4/3 min,
15 Effect of uncompensated CIP Cip 10,g
16 Effect of uncompensated CIO CIO 10ug
17 Sampling time error 6{at) 1004 sec
18 Quantization of . 0025 A7 fps
412
19 Accelerometer internal random éA dt negligible
. nr
noise
20 Accelerometer rebalance A included
loop noise € reb with #18
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TABLE 10-3 ACCELEROMETER ERROR SOURCES CONSIDERED

{Cont. )
ERROR NO, ERROR SOURCE SYMBOL 1 0 VALURE
21 Angular base motion of test See Section
stand, about level axes Ag, 10.3
22 Linear vibration of test
stand(in all directions) ay See Figure
10-2
Negligible Error Sources
* Qp "pM
® Compliance (other than CIO and CIP)
® Rotational cross-coupling
& (Cross-coupling of accelerations along OA
e Second order terms (except as listed above) .

Notes: (1) These error sources are assumed negligible for this analysis,
pending results from laboratory tests

{2} Values for these error sources are tc be determined once the
pre-calibration alignment scheme is specified in detail

(3) MIA = oA + mpa?)l/?
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The error covariance matrix elements derived in Table E-2 were
used in Eq. (10-2) to determine the expected precision (i. e., standard
error) with which each accelerometer calibration term can be estimated.

This is considered in the next section.

10, 4, 2 Expected Accelerometer Calibration Precision

The error covariance matrix elements required to perform the
error analysis using Eq. (10-2)are derived in Table E-2 and summarized
in Table 10-4, The H matrix required in Eq. (10-2) is give'n for each
accelerometer in Tables B-2, B-3 and B-4 by selecting the appropriate
rows according to the measurements used in the estimation equation being
analyzed (see Tables C~1, C-2 and C-3). The results of the accelerometer

error analysis are summarized in Table 10-4,

Generally the estimation precision goal is met, except for 5‘}0",7
for accelerometer #3 which is 32% over the goal. It should be mentioned
that not all error sources have been included, as discussed in Sections
10,2 and 10, 3, pending final definition of the pre-calibration alighment

procedure.

A .
The effect of 0g (equal to 3ug) is included in the 5V terms, taking
Lnto account the fact that the error is correlated between the various
+1 -1
5 M The error propogates one-{o-one for 5 V and GV and by

A,
1/V2 for 6V *7 and 6Vc *7. The error has no effect on the other calibra-
tion terms. '

The precision of the Minimum and Partial Calibration processes

are essentially the same as that shown in Table 10-4, which is for the Full

Accelerometer Calibration Process. In the case of Partial Calibration,
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TABLE 10-4 EXPECTED ACCELEROMETER CALIBRATION PRECISION

Calibration Term Precision Standard Error(SE) of ¥V in

Estimated Units = Goal Aceel, # —

) FiZ) 23 B30 Filall data)
AL ug 8.3 5.96 3.76 3,98 2. 41
~-(NOA) g ug TBD  6.43 5.35 3.72 2. 91
(NPA) g ug  TBD 3,59 3.76 6.62 3. 40
Gy, +1 ug 8.3 3.02 3.02 3.02 3. 02
§%b“1 ug 8.3 3,02 3,02 3,02 3. 02
A ug 8.3 3.28 3,28 11,00 2,77
v, "+ 7 ng 8.3 3.28 6.70 2,77 2. 77
&rp ug/g® TBD 10.39 8,63 6.35 5. 43
1o ug/g® TBD  7.14 7.02 12.28 5.98

Squzare Root of Error Covariance
Diagonal Elements

S5 73 Fi(all)
o \/egns \/egé \/er:s \/esﬁs
4 .63 6.2 6.2 .63
5 6.2 6.2 .63 6.2
8 6.2 .63 6.2 6. 2
1 5.00 - .54 5. 00
2 - .54  5.00 5. 00
3 .54 5,00 - .54
7 3.5 -  3.56 3. 56
8 3.56 3.56 - 3. 56
9 - 3.56 3.56 5. 00
10 3.56 - 3,58 3. 56
11 3.56 3.56 5.00 3. 56
12 5.0 3.56 3.56 5.0
13 - 3.56 - -
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compensation for C 10 and C ig requlred Errors in this compensation
Wlll -only cause addl’uonal errors in 5V 1

5g 8C__ and.5g 50

and 5VC x that are equal to

10

Included in Table 10-4 is a column that indicates the expected
calibration precision assuming all data available is utilized. This was
done only for accelerometer #1 to illusirate the potential improvement that
is possible. However, it does not necessarily follow that more data (i. e.,
measurements M) will always yielci better results. Since the least
squares estimation algorithm is not optimum, it is possible that an
additional measurement can have arelatively large error associated with
it that can propogate through the weighting coefficients {of Appendix C)
so as to cause ceriain terms to be estimated with less accuracy. A
weighied least square algorithm would provide weighting coefficients that
could avoid this problem. It is possible that the relatively large error
associated with “5.Vc+' ! for accelerometer #3 could be reduced in this

manner. A study of this approach is recommended.

The precision with which '%BA can be estimated is dependent upon
the measurement accuracy of TML, as well as SE(N(A)A) and SE(N]?’A) as
indicated by Egs. (9-25) thru (9-30). The error propogation is one-to-one.
From Table 10-4,

— A A —_
.7 sec SE{NOA, NPA}< 1,4 sec (10-5)

which is within the precision goal of 1.7 sgc. To meet this goal, SE(TML)

must be < .0 s’éc.
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10.5 GYRO ERROR ANALYSIS
10, 5.1 Brror Sensitivities

The gyro error sources were identified as described in Section
10.1, The detailed error sources considered are tabulated in Table 10-5,
including 10 values of the magnitudes of the errors. It is noted in the table
that pre-calibration alignment error sources are to be determined, as dis-

cussed in the previous sections (10.2 and 10. 3).

The effect of these error sources on the gyro output (i.e., com-
ponents of 5Mm) are considered in detailed in Appendix F for each test
condition (m). KEach component of SM'™ is related to the error sources of
Table 10-5 as shown in Tables F-1and F-2. The actual propagation of the
errors is shown in Table F-1, for gyro #1, and Table F-2 is a summazry of
the numerical calculations used to determine the gyro error covariance

matrix elements for each test condition (m}.

Appendix I’ also contains plots of the effect on 8M of each potentially
significant error source (see Figs. F-1 thru F-8). Use of these plots is
discussed in Appendix F., Figs. F-1 thru F-3 graphically show the estima-
tion precision goals stated in Table 4-5 and provides a basis for determining
acceptable levels of the various error sources, as described in Appendix F,
The critical error sources are shown in Table F-2 {o be the angular rate of
vibration of the test stand (AQ.Bn) and the nonuniform table rate error(NUWT),
Very little can be done economically with the former, other tha;.n perhaps to
provide a more massive foundation for the test stand, whereas the later
error may be reduced by a better quality table rate drive. For the gyro

scale factor tests, the largest error source is the test table rotary angle
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TABLE 10-5 GYRO ERROR SOURCES CONSIDERED

ERROR NO,
1

10
11
12

13

14

ERROR SOURCE

Compensation for CII
Compensation for CSS
Cormpensation for CIO

Compensation for CIS
Compensation for ISU
cube to bubble level mis-
alignment (for calculating
A

TBG)

Compensation for earth
rate coupling through
TGMTML

Bubble level coordinate
frame to table axis mis--
alignment.

Nonorthogonality of ¢ 5 and
¢ 4 2Xes

Nonorthogonality of @S and
$o axes

TAFR ¢3 pogitioning error
TAF ¢4 posgitioning error

Scale factor error at earth
rate

Azimuth misalignment of
bubble level coordinate
frame to East

Misalignment of gyro IA
to body axeg(cube)
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SYMBOL

Iy
CII

MO3'
MR3'

0¢

8¢y

(L » N)

mial?)

1 0 VALUE |
(1)
(1)
(1)
(1)
(2)

< .5/3 min,
(2)

(2)
(2)

(2)
TBD(2)

200/ 3ppm

20 s?:c

5/3 min.



TABLE 10-5

ERROR NO,

15
16

17
18
19

20

91
" 929

23
24

25
26
27

28

29

30

‘Effect of uncompensated B

(cont. )

ERROR SOURCE

Migalignment of gyro SA to
body axes about IA

Migalignment of body axes
to bubble level

I
Effect of uncompensated BS

Tilt of test table axis about
Kast

Nonuniform table rate

Tilt of test table axis
about North

Distance of gyro along
normal to table axig

Sampling time error

Uncertainty of test table
angle read out

Ruantization

Gyro random noige

Gyro rebalance loop noise
Angular vibration of test
stand base, about level
axis

Angular test stand rate
about level axis

Error in setting table
rate
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SYMBOL:

s B)

NUWT
0¢

5(WT)

GYRO ERROR SOURCES CONSIDERED

10 VALUE

10/3 min
10. 4/ 3 min.

1.5%nhr/g
1. 5% nre/g
. 2 min.
3.7 s’éc
.2 min

10 inches
100 usec

6 sgc

See Note (4)
See Table 4-6

Included in #25
See Fig., 10-1

See Fig., D-17
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TABLE 10-5 GYRO ERROR SOURCES CONSIDERED
’ . {cont.)

Negligible Error Sources

® T.inear environmental vibration
® Error in setting bubble level to null

€ Second order terms (except as listed above)

Notes: (1) These error sources are agssumed negligible for this analysis,
pending results from laboratory tests
(2)

Values for these error gsources are to be determined once
the pre-calibration alignment scheme is specified in detail

(3) Mia= (M0oAZ + msa®)t/?
(4) qg = , 844 sec for Iwil < 30°sec. and 1.688 sec for
30 < [wil < 60°/sec.
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output error (6 (A¢2) ) with misalignment of the gyro IA parallel to the
rotary axis as the next largest. Both of these. errors could be reduced
without much irouble, if desired. TUse of the bubbile 1evels has little

effect on the gyro calibration precision (other than in measuring TML).

The error covariance matrix elements derived in Table F-~2 were
~ used in Eq. (10~2) to determine the expected precision (i.e., standard
error) with which each gyro calibration term can be estimated. This is

considered in the next section.
10. 5. 2 Expected Gyro.Calibration Precision

The error covariance matrix elements required to perform the
error analysis using Eq, -(10-2) are derived in Table F-2 and summarized in
Table 10 -6, The H matrix required i‘n Eq. (10-2) is given for each gyro
in_Tables‘Bv-S, B-6 and B-7 by selecting the appropriate rows according
to the measurements used in the estimation equation being analyzed (seé
Tables C-17, C:-8 and C-9). The results of the gyro error analysis are

summarized in Table 10-6.

Genex:ally, the estimation precision gecal is essentially met*. for

the bias and g sensitive terms, except B_ for gyro #2 which is about 50%

I
oyer the goal. For the major compliance terms, the errors are from 30%

. I
(#1), since the IAs and SAs are all nominally level for the other two gyros

to 62% over but probably are only significant for the C__ term of the Z gyro

when in flight, 1f all :L'h_e measurements (i. e., 2 extra samples) are used,

" within approximately 20% of the goal
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TABLE 10-6 EXPECTED GYRO CALIBRATION PRECISION

~ta

Calibration Term Precision Standard Error(SE) of Yin

Estimated Units Goal Gyro # .
\ . #1(z) #2{x) “#3(v) ¥1(alldata)
R mdh 7.0 8.52 7.42  7.77 7. 03
B, mdh/g 7.0 6,30 10.33  6.02 2,78
ﬁs mdh/g 7.0 8.54 7,45 7. 29 8. h4
.ﬁo mdh/g 7.0 8.54 T.74  6.38 6. 96
‘ éEL mdh/g? 8.3 13.46 13.93  10.90 8.15 .
Ceq mdh/g® 8.3 11,86 10.75 11,00 . 10,83
éis mdh/g? 8.3 17.26 19,07 16.05  14.90
éﬂj mdh/g? 8.3 17.23.15.21 14,98  12.93
A -t
Cos mdh/g? 8.3 20,45 29.34 , 20,82 . 17.09

Square Bbot of Error Covariance
Diagonal Elements

#1 #2043 - #1(alD)
R A
4 2.8 11.4 11. 4 2.8
5 11.4 11.4 2.8 11,4
6 "11.4 2.8 1.4  11.4
1 12,4 12.4 - 12.4
2 12.4 - 19. 4 12. 4
3 - 12.4 12,4 2.7
7 ) . 8.9 8.9
8 8.9 8.9 - 8.9
9 - 8.9 8.9 12.3
10~ 8,9. 12.3 8.9 8.9
11 8.9 89 . 12.3 8.9
12 12.3 8.9 8.9 12,3
13 - 8.9 12.3 -
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the goal can be met, as shown in Table 10-8. In the case of the cross
compliance terms, the-errors -are from 80 to }50% over and in the case of

CSS for the #2 gyro (%), 250% over, The estimation precision goals can-

probably be relaxed for the cross compliance tefms since gravity effects
will yield only second order errorg under normal flight conditions, and in
-the worst case; when the ISU is tilted 45° from the nominally level positio:
the resulting rate errors propagates at half the values shown in Table 10-t
Although not 2all error sources have been included (viz., those associated
with the pre-calibration alignment procedure), they are not anticipated to
alter the re'suﬁs of Table 10-6 significanily. They are i‘mg;ortant, however,

- in the estimation precision of TBG, which ig discussed below.

The precision of the Minimum and Partial Calibration processes
are approximately the same as that shown in Table 10+-4, which is for the
Full Gyro Calibration process. In the case of Minimum Calibration,
compensation for C “and C is required. Errors -in‘this compensation

It 55

will only cause additional errors in Rb and BI that are equal to . 55CSS and

l(. 50C SS+6 CH), respectively. The total error should be about the same

a8 that shown in Table 10-6. The BS‘ and BO terms .are not affected at all. ‘

In the case of Partial Calibration, compensation for CIO and CIS is
required. Errors in this compensation propagate at 40% into the estimation
A A, '

of the BI and CII

estimation precision compared to that of a Full Calibration. The other

terms, and is expected to cause a slight degradation in
terms are unaffected.

Included in Table 10-6 is a column that indicates the e\xPected
calibration precision assuming all dats available is utilized, 4,‘1" his was

done only for gyro #1 to illustrate the potential improvement that is

possible. However, it does not necessarily follow that more data

10-21



(i. e., measurements 1\.1'1) will always yield better results. Since the leasi
squares estimation algorithm is not optimum, it is possible that an addi-
tional measurement can have a relatively large error associated with it -
that can propagate through the weighting coefficients (of Appendix C) so

as to cause certain terms to be estimated with less accuracy. A weighted
least square algorithm would provide weighting coefficients that could avoid
this problem. It is possible that the relativelylarge errors associated with

with B, C__and C_ _ for gyro#2 and C__ for gyro #1 could be reduced in this

I' "I 0Ss II
manner. A study of this approach is recommended.

The precision with which 'IA'BG can be estimated is dependent upon
the measurement accuracy of TML, as well as SE(N&A) and SE(NéA) as
indicated by Eqgs. (9-33) thru (9-38). The error propogation is one-to-one,
The precision with which NOA and NSA can be estimated is determined using
the estimation equations in Table C-5 and the 51\71 errors given in Table F-2

for m = 41,51 and 61 and|[W| = 2°/sec. The results are as follows:

11,13 x 1073
x [2-(-2)]/360

I\ A
sE {Noa, Nsal

=,3 2 gec (10-86)"

The error in knowing WT has an insignificant effect in Eq. (10-6) Consider-
ing errors in aligning the bubble levels to the test table rotary axis, and

errors in the measurement of TML, a total of (1. 72 - . 322)1/2

= 1.6 sec
(10 ) can be allocated to these measurements and yet meet the estimation
. precision goal of 1.7 sec (1¢ ). .

In the case of the gyro scale factor error estimate, the errors prd-
pagate one-to-one as shown in Table C-5. From Table F-2, for m = 73,

82, and 92,
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SE(?B!,ac) < 6M = 18. 6 mdh for W© = + 2°/sec (10-17)

for any of the three gyros. This is within the precision goal of 62 mdh, as

shown in Fig, F-2,
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11, CONCLUSIONS
The following conclusions are drawn from the gtudies made:

1. The calibration system and procedure developed in
this study can be used in the laboratory as well as
under field conditions.

2. The calibration can be performed within an 8 hour
period, providing a minimum number of gyro scale
factor rates are used.

3. Accelerometer calibration precision is generally within
the goals specified.

4. Gyro calibration precision is generally equal to the
goals specified, except the B_ term of gyro #2 (which
is 13 mdh/g, rather than 7 méh/g).

5. Estimation precision of the compliance terms is worse
than that for the basic terms, but probably of acceptable
level for the accelerometers and marginal to probably
acceptable for the gyros.

6. The additional runs required to estimate the cross
compliance terms generally have only a minor affect
on the precision with which the other terms can bé
estimated.

7. Errors in the knowledge of |g| affect only the accelerometer
scale factor terms.

8. The data sampling error {6(At)) is critical for the gyros,
but not the accelert_)me‘cers.

9. The angular vibration (Aq&n) ig critical for the accelerom-

eters and the angular vibration rate (a9 ) is critic-
the gyros.
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10. Using data from additional runs to improve precision of

11.

estimates does not always yield the desired results,

depending upon the errors associated with the additional
measurements.

The hardware requirements to support the total calibration
process are considered to be feasible technically and
economically. The alignment accuracy of the ISU and
TAF gimbals before each run, however, are yet to

be specified in final detail.
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12, RECOMMENDATIONS

It is recommended that development of the calibration procedure
continue along the lines currently being followed since most objectives
are basically being met, However, the design can very likely be improved,
if deemed necessary, by considering a different combination of test con-
ditions. The primary results of this would be to reduce test time and
possibly improve estimation precision. Alternatively, estimation pre-
cision requirements should be reviewed to determine if any can be relaxed,

particularly for the gyro cross compliance terms.

Another way to provide significant improvements in the design is
to consider using weighted least squares, particularly for estimation of
the scale factor error coefficients. This is recommended since instances
of reduced calibration precision for certain terms were experienced in
this study upon using additional data, due to the relative errors of the
various measurements. This effect would be eliminated using weighted
least squares estimation algorithms, and may provide significant im-
provements in calibration precision and/or reduce test time with little

effect on computational complexity.

it is also recommended that the resolution of the test table pulse
output({for Agﬁz) be improved from 6 sec (10) to approzimately 1 to 2 sec,
along with reducing the sampling time error from 100 gsec to about 10 usec,
If the nonuniformity of table rate (NUWT) can be held better than 4. 3 sec/rev
(as defined in Eq. (6-1)), gyro calibration precision can be further improved
significantly. Reduction much less than ~2 see/rev is not warrantéd, how-

ever, assuming the other errors remain as shown in this report.
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It is believed that the pre-calibration alignment procedure proposed
is basically sound and is an improvement over previously used methods.
It is recommended that development of the method be continued along the
lines proposed, _and that the associated procedurés and error analysis be
ugdated accordingly. Similarly, final details of the data collection system

require definition.

The '"base-line' design proposed herein should be reviewed to de-
termine what changes are desired, if any, to provide a more "balanced"
design (i. e., tradeoffs between the various equipment perfor'mance

_requirements, calibration run times, alternate procedures, etc.}. Not
only is the error analysis useful in doing this, but consideration should be
given to the revisions associated with use of the flight computer to collect

and reduce the data, assuming a final decision is made along these lines.

It is recommended that the error analysis be revised to reflect
more final considefation of the various error sources. Also analysis of
the final precision in estimating TBA and TGA should be performed, as
well as that of the scale factor errvor coefficients. This would include
analysis of errors to be identified once the final pre-calibration alignment
procedures are finalized. * The effect of errors in compensation for com-
pliance terms in the Minimum and Partial Calibration procedures should

also be refined.

It is strongly recommended that the apparent inconsistencies of the
environmental models and associated error analysis in the Univac study be

-resolved and the analyses in this report corrected accordingly. Not only is

Such as compensation for 6¢... and 8¢, gimbal nonorthogonalities,
gimbal angle readout nonlinearities, etc.
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the environmental angular motion particularly critical, but an initial inves-
tigation has indicated a better analytical approach that will more realisticall -

determine the effect ofb bubble level compensation.

Finally, if is recommended that the centrifugal acceleration analysis
be refined to reflect a more precise value of the moment arm (m) of the
gyros from the SATS rotary axis. This effect on the gyro scale factor

error coefficients is potentially significant at the higher table rates.
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APPENDIX A
DEVELOPMENT OF ACCELEROMETER MATH MODEL

The purpose of this appendix is to document the salient errors
associated with a pendulum type of accelerometer under the condition
of vigorous linear and angular case motions. Detailed derivations are

not presented, rather the error sources are stated and categorized.

The performance equation for a pendulous accelerometer
(Fig. A-1) can be evolved by writing a moment equation about the
accelerometer output axis, thus,

I(6 +w)=-D§ -K§ +T +3T
Q 0 Q u

0 0 (a-1)

OA
where Io’ D, and K are the moment of inertia, damping constant and
spring constant, respectively and 60 is the pickoff angle on the output
axis. The spring constant in pulse-rebalanced instruments is the result

of torquing the float so as to null the float error angle. Tu denotes the

uncertainty torques, while & T represents the sum of all remaining

OA
kinematic and gravity related torques. This last term can be separated
as follows: -
z TOA =L T( linear )+ L T(gyroscopic) t 2 T(rotational)
accel. accel.

(A-2)

Using small angle approximations, the component of output-axis torque

due to linear accelerations in the absence of mass unbalance and gimbal

deformations is



Figure A-1

Pendulum
Reference
Axis

Pendulous Accelerometer Axis System



+ -
mi (ai Bap) . (A-3}
Torques arising from mass unbalance and (kinematically produced) gir..

i-zflections are expressed as linear and quadratic terms in the three c..o:
accelerations, Flere we lump them as one compliance term:,
¢ i o

.s ’ A-
M (a., a ap) (A-4)

and breakout the compliance of the pendulous axis as the following separate

term:

-ga =(C__a)la (A-5)
The dominant gyroscopic torque is

-(Ip - Ii) pri (A-~6)
while that due to rotational acceleration is

m£28(w§ - Wl - wl) (A-7)

Using these relationships Egq. (A-1} can be rewritten as

a.a_

éu + [ 1 - . -
1060 DBO KGO m,ﬂ(ai + Boap) IOWO + (Ip Ii) pri + CIo

+m£29(w2—w,2~w2)+T (a,,a ,a )+ T
p i o© ¢ i o p u

(A-8)



We now define the equation of motion of an ideal acceleromefer as

I + KBI =mi a, (A-9)

16 +D
ol
Denoting the difference in angular response of these two instruments as
e, =68 -8 (A-10)
yields

e +Dé + = - (I - +
Ioee De6 Keo mi Bap IOWO (Ip Ii)wpwi CIO a8

+m£26(W2"W.2- W2)+T (a,a ,a )+T
p 1 o ¢ I o p u

(A-11)
The corresponding steady-state error is
1 mi a, .
= = - - -4
€ "k {m4 ( 7 ) ap Io w0+(1p IJ._)WP W, CIOaiao
mea
2 i 2 2 2
+mi( 7 ) (Wp Wy WO} + Tc(ai, a ap) + Tu)
(A-12)
where we have used the relationship
PP (A-13)

O O "0



Converting the angle error to an acceleration error by muliiplying by

K/m#4 yields

e

ea =? aiap (cross-couplmg or v1bropendulous error)
IO .
-— W {OA rotation error)
mi o
(1-1.)
2 wpwi (anisoinertia or dynamic unbalance error)
+ CIOaiao (compliance of pendulous axis)
m.ﬂz 2 2 2
+ _ - . _ .
% ai(wp W, WO) (rotational cross~coupling error)
T (ai, a,a )
+ . _ . .
o (compliance error - not including CIO)
Tu
+ 0 (uncertainty error, including bias term)
‘mJj
+ {6 _E—) a,i (scale factor error)
(A-14)

The last term displays the dominant effect of an error in knowledge of the

ingtrument scale factor, mi4/K.



APPENDIX B
TABULATION OF CALIBRATION EQUATIONS

In Section 7, it was shown that both the accelerometer and gyro
<.y ration equations could be arranged in the following form:

YA = T Y, +61:\flx_n (7-1 and B-1)

J J 71 7 J

in which the various terms are defined by Eqgs. (7-7) (7-8) and (7-9} for
the accelerometers and Egs. (7-25) through (7-29) for the gyros. The
purpose of this appendix is to apply these equations to each inertial sensor
for each test condition (m) specified in the calibration procedure {Section
8). These equations are then used as a basis for deriving the calibration
term estimation equations in Section 9, as well as the error analysis in

Section 10,

The first step is to determine the relationships (i. e., fransforma-
tion matrices) between each inertial sensor coordinate frame and the
"enviromment' (i.e., g, w, and __vy_T). The transformation matrices are
defined in terms of the unit vectors that define the coordinate frames, as

follows:

W
=
|

w
1}
=
e
1
=
|tz

(B-2)

b
I
=




where a multiplication of the kth row of the 3x3 transformation matrix

TBE with the @_z columun represents Ek expressed in the Eﬂ frame.

For example, a vector v, known in the E,e, frame can be expressed

in the B frame by computing the dot product of both sides of Eq. (B-2),

as follows:

w B w U w_sin L
w + B = TBE w B = TBE 0 (B-3)
w B w ‘N w _cos L,
and
. = = i * . +
W Bl component of w, along ]_3_1 w sin L(Bl U) +0 (B1 E)

w cos L{B_ +N) (B-4)
e =1 =

where (Bl- ), (El-_]j]_l and (_]351- N) are the first row elements of TPF,

The components of W, along B_ and B_ are computed similarly. In

2 3
this appendix, the components of g, ‘Ee and ET along the inertial
sensor axes are determined for each test condition {m), using the above

approach,

The test conditions are defined in terms of the TAF gimbal
angles (¢3 and ¢4), the SATS rotary angle (gbz), and the test table rate
(WT). In addition, the following four angles are included in the trans-
formation matrices in anticipation of their possible use in the estimation

equations:



6¢N vertical tilt error of the rotary axis about North
6¢E vertical tilt error of the rotary axis about East

MR3! Nonorthogonality between the TAF outer gimbal
axis and the test table rotary axis, measured

about the Eé axis

MO3!* nonorthogonality between the TAF inner and outer
gimbal axes, measured about the 9_'3 axis

The transformation matrices relating the "environment' and the 1SU

body axes are as follows:

!
BRm

T rotary axes to body axes transformation matrix

il

BEm . .
T = earth axes to body axes transformation matrix

where
BEm _ BRm, R'Em

(B-5)
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,IB'Em _

1 1 1
TBMTMLTEITIOMTOO L O'Rm,_ RR
‘Eo 0- l. 1 L“L—loo_

M, gLy M, Ly
01 0 My L, -M, L, 1 010
._0 0 —1_ ] -1 M. L, M3z‘£3_ _0 0 1J
BM ML oL
n
o 1 o [ 1+ wmostoll o 1 o 1
. - 1 - — 1
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and the various transformation matrices are defined in Table B-1 and the
coordinate frames in Tables 5-1 and 5-2, Fig. 5-3 contains an illustratior;h
of the various coordinate frames. The elements of the TML matrix
represent the ISU optical cube to bubble level misalignments that are
measured when the ISU is mounted within the TAF, In the derivation

here, these elemenis are set equal to zero since the misalignment terms

in the ¥ vectors are defined relative to the bubble level coordinate frame

(L.). The way in which these terms are introduced is shown in Section 9.

The nominal transformations from the body axes to the inertial
sensor coordinate frames are based on the axes orientations illustrated

in Fig. 5-2, and are expressed in matrix form, as follows:

o] Fr o o] T T: o o7

o*=10 0o 1{B =& |[0%=|l0o 0 1B (B-11)
2 0 10 §_G 0 -1 0
- Tl - =n - -1 = - n
a1 [o 1 0 ¢ T Jo 1 o

o= |1 0o ol @9 |0% == o ol (B-12)
P 0 0 - s¢ 0 0 1

- T2 ¢ “n I PR —n

A 0 0 1 a 0 0 1

o= 4 o olr 10 |0% =|1 0 o|B (B-13)
P 0 -1 0 59 0 1 0

- 3 * “n - —3 + ~n



Mdtrix Degcription of Angle(s) that Characterizes Transformation

’I‘FE misalignment of test table rotary axis about North (6¢N)
TTF misalignment of test table rotary axis about East (5¢E)
1

TR T rotation of test table about rotary axis (¢~2); ZEro
value corresponds to TAF outer gimbal axis (¢>3 axis)
pointing Bast

RR' . . X
T nonorthogonality between rotary axis and QSS axis (MR3")
O'R . . .

T rotation of TAF ocuter gimbal about $g axis (¢3); Zero
value is when TAF inner gimbal axis (¢4 axis) and
rotary axis are parallel to each other

oQ! X

T nonorihogonality between TAFE ¢ 3 and ¢ 4 axes (MO3')

TIO rotation of TAF inner gimbal about ¢, axis (¢ 4) ; ZEero
value corresponds to the L bubble level aligned
parallel to the ¢3 axis.

TEI nominal relationship between bubble level and inner
gimbal coordinate frames -~ misalignments-assumed
io be negligible

ML R . .

T misalignment of ISU cube (mirror) coordinate frame
relative to bubble level coordinate frame; elements
of the form M, L. = nonorthogonality of M_ about
L, with respect to L. , measured about the positive L.
axig that is normal to Lb and L"c

BM s . .
T definition of body axes in terms of ISU cube (mirror)

coordinate frame

Table B-1 Transformation Matrices Relating Body Axes to Earth -
Ccordinates



At this point all the transformations required to relate the "environment™

coordinate frames to the ineriial sensors axes has been defined.

The next step is to define the "environment' as vectors in an

‘appropriate coordinate frame, as follows:

g = |o in the earth coordinate frame (E) (B-14)

= 0 in the earth coordinate frame (E) (B-15)

w =10 in the rotary axes coordinate frame (R') (B-18)
| 0

The above "environment vectors', transformation matrices, and inertial

sensor calibration equations were combined as indicated by Eqs. (B-3)
and {B-4), using a digital computer. The elements of the EjAmand _I'lem
row matrices were determined for each inertial sensor, for each of

the test conditions (m) (assuming 6M = 0). The results were organized
in matrix form and are summarized in Tables B-2 through B-4 for the
accelerometers and Tables B~5 through B-7 for the gyros, in which
products of small quantities have been neglected. Errors that are not

compensated for in the computation of M, or that are not negligible, are

considered in the error analysis (Secticn 10) as part of the M term,



In the case of the gyros, the runs for which the test table was
rc;"éating are tabulated separately, at the bottom of each table. These
runs are combined with each other and other ruas, as shown at the top
of each table. This is done to separate out certain calibration terms ant
‘simplify the estimation calculations. When other table rates {WT) are
used, as indicated in Table 8-6, the same six equations at the bottom of
each table are used, substituting the new values of m for those shown.
Rates other than WT= + 2°/sec are used only in the estimation of the gyro
scale factor error coefficients (ﬁb’ CAQI and £Q2), as discussed in Section
9 and Appendix C.

Although the wT+ and WTM values for a given test condition m are
nominally equal and opposite, the errors in setting WT are sufficiently
large to warrant using the actual (i. e., measured) values of WT, as
indicated in Tables B~5, B-6, and B-7. The compensation terms that
are functions of NOA and NSA should be _computed alter NOA and NSA
have been estimated. The terms can be estimated from ’I‘GM TML,

providing TGM is assumed known within approximately 15 to 30 sec (1o).
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= = Y
- 5o 253
(e 02 o2 10100100 olw g o 0
I
G .
(46 P&- 360057 F*) /1) B2 -w_sinL Mot 11001000 0,0 0 1 0
[L\EIDPG- 3SOOS¢P¢)Mt]62_-WQSmL e 11060100 00 ; 0 ] o 1
i=2 12 372
R 1 _m o T4+ T-m . -
Notes: (1) w' =5"p°/at {deg/sec) (8) & =Salw” - w" )7/360 (deg/br sec)
@) ™ w(wT++ w'lv-)m /360 (deg/hr s2c) {4} Matrix elements shown as .7 are actually equal to L2

Table B-6 Gyro No. 2 Calibration Equations

B-13



~

:\-}1524- o5 7]
h-'ISZ- _ I\ks

(I\.dé—z-l.- 1\7142—)}'.2

(ﬁ62+- Msz-”z

+ 42+

[(M +]\2[42') "042
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Noay/z
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22(P%/a1)° +w_cosL

s(P%/at) + w_(cosL - sinL)/yE"
23(P%/a1)® + 0

82(P%/81)° + (w_sinL) T
s2(P%/at) 0 w (cosL+ sinL) /T
28R /atytl 0

28P%/a0) 2 (w_sinl) /2

aep%/an 3 o

A@(PG/M)42+ - w cosL
A@(PG/M)‘&Z“ - wecosL
[aeP® - 360057 By /a7 2 w LSl
[aePS - 36008° ¥9)/a11°2 - w_sinL,

22(P%/apy 82"

s2(p%/a%%"

Notes: {1) wT = S¢P¢IM {deg/sec)

m+ +

(2) ¢ e ﬂ‘(WT

Table B-7

+ wT—)mISBO {deg/hr sec)

—]\7182: I~ | :1 0"
O
- 82— i |
M ——— — 10 1
.41 49- ~ _
M | 0 ¢ |! O -
! Icsz— o | b
| | B
b40 | T T T T T |- T 1
M 1 00-10000 0 5
. | N
M 110010600 0] -
. 60 I 0t
M 101001000, -
’ 1
e 11 001000 ol c 2
- | ssB
M 1 01001 0 0 01 o o2
‘ ! ) 1s8
vV 10010000 0 o 2
.7 | 10%
- M - [tm o075 005 0 o .2
.8 os®
M 1 0-7-% 0.5 0 0 .5] —1\-101—
. |
¥ 1-7 .7 0.5 .55 0 0| NSA
vt ? 1-7 0.7,5 0 0-5 0 } ;b_:
.11 ¢
M 1 0.7-7 0.5 0 o—.s} 5
L C .
nt2 1-7-7 0.5.5.5 0 0] i=3
|
_1\'/{13 1 1 0-7.7 0.5 0 0-5|
3=3- j=3
v _ _
Gk 1004 0000 0 E 0o w® o o
N2 1 00-1 0000 o0lo0o w90
. 594 | -
1 1 1 001000 0] 9° 0 10
=2 .52.. = ] G
W 11001000 0 ! o o o 1|X3
ek 1 0100100 0fiw2 0o 0o
3" 1 0100100 0 w? 0 o o
3=3 1=3
m '+ - _—
(3) ¢ = 1r(wT - wT )m/360 (deg/hr sec}

Gyro No. 3 Calibration Equations
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APPENDIX C
CALIBRATION ESTIMATION EQUATIONS

This appendix summarizes the accelerometer and gyro calibration
‘estimation equations for each of the four levels of calibration (minimum,

partial, full and scale factor error).

C.1 EQUATIONS FOR ESTIMATING CALIBRATION TERMS ASSOCIATED
WIiTH THE ACCELEROMETERS

Tables C-1, C-2 and C-3 contain the accelerometer calibration
estimation equations for the minimum, partial and full calibrations,
respectively. Each table presents the eguations for each accelerometer.
The Mm terms, which are functions of the accelerometer pulse count
(PA), run time (At), accelerometer scale factor (A@A) and magnitude
of gravity (g), are computed as indicated in Tables B~2, B-3 and B-4.
The number of calculations can very likely be reduced for manual data
reduction by expressing certain calibration terms as functions of other

calibration terms.

The accelercmeter scale factor error estimation equations are
contained in Table C-4, both in general form and for the data obtained
in Tables C-2 and C-3. These equations are applied separately to each

accelerometer (j).

A
The calculations for determing the 'I‘:BA matrix are listed in

Section 9. 2 (Egs. 925 through 9-30).



C.2 EQUATIONS FOR ESTIMATING CALIBRATION TERMS
ASSOCIATED WITH THE GYROS

Tables C-6, C-7 and C-8 contain the gyro calibration estimatic..
equations for the minimum, partial and full calibrations, respectively.
Each table presents the equations for each gyro. The Mm terms, which
are functions of the gyro pulse count (P ) run time (At) gyro scale
factor (A® ), test table pulse count (P ) and scale factor (S ), earth
rate (We) and latitude (L), are computed as indicated in Tables B-5,
B-6 and B-7. The number of calculations can very likely be reduced

for manual data reduction by expressing certain calibration terms as

functions of other calibration terms.

The gyro scale factor error esti::nation equations are contained
in Table C-9, in which the 6¢,J and ﬁz,b terms are determined as shown
in Table C-5. The calculatlons to determine the TBGmatrix elements
a.re listed in Section 9.3 (¥Egs. 9-33 through 9-38), in which the N(‘SA and
NSA terms are computed as shown in Table C-5. It will be noted from
Eq. (9-31) that the NC“)A, NgA pairs are the estimated misalignments of

the gyro IAs relative to the bubble level coordinate frame.



TABLE C-1 ACCELEROMETER MINIMUM CALIBRATION ESTIMATION

-

EQUATIONS
Accelerometer #1
= — _ _ s
A}') 0 .5 0 .5 0 M
- (Né:)A)g 0 -.5 -5 0 M;
(NPA)g | = 0 .5 0 -.5 0 M
.+ .
C
J\ » _l 3
WA R 0 0 0 0 | [ M”
i=1 =1 j=1
Accelerometer #2
— - - - s
AL .5 0 0 0 5 M
A .
-(NOA)g .5 -1 0 M2
(NPa) | = |.5 0 o - wi®
A .
8 v::l 0 0 1 0 0 W2
A
. . 3
| & v, ! i | 0 0 0 1 0 ] M
=2 j=2 j=2
Accelerometer #3
o . - ] .
' 4
A 0 0 .5 0 .5 M
L )
—(N(ADA)g 0 0 -.5 0 .5 MO
(NPA)g | = |-1 0 .5 0 .5 n®
A .
6v:1 0 1 0 0 0 nrt
! 0 0 0 1 0 M2
e c .d - .-..‘ . -l .
J=3 ]::3 J=3

*m
* The Mj terms are computed as indicated in Tables B-2, B-3 and B-4.
* Not shown are compensations for rotary axis tilt error (from vertical),



TABLE C-2 ACCELEROMETER PARTIAL CALIBRATION ESTIMATION

EQUATIONS
Accelerometer #1
- A —t puems -7 r—.4: —_
Al 0 .5 0 5 0 0 0 M
L .
~ (NOA)g 0 -.5 1 5 0 0 0 M
A i
- (NPA)E 0 5 0 “ 5 C 0 0O w®
AL+ 1
R 0 0 0 0 1 0 0 M
C
A -1 3
0V, 1 0 0 0 o 0 0 M
A ‘+.7 . 7 2
oV, 0 -,354 0 .354 0 1 0 M- 587Cq
| L8, & 2
6V, 0  .354 -, 707 .354 0 0 1 M t.5g Cip
R £ EAET =1
Accelerometer #2
" PE— - - -
Al .5 0 0 0 5 0 0 M
- (NOA)g .5 -1 0~ 0 .5 0 0 M°
M .
(NPA)g .5 0 0 o -5 0 0 M°
ALy :
6V, ! 0 0 1 0 0 0 0 M2
A, - ‘
6 v o 0o 0 1 0 0 0 M
5 -.354 0 0 0 .354 1 0 M8 - 5g2c
c y ) ) 10
g D-.7 '9 2
OV | [--854 L7070 0 -.35¢ 0 1| | M7+, 587 Cppl
3:2 J=2‘ J=2



TABLE C-2 ACCELEROMETER PARTIAL CALIBRATION ESTIMATION

- EQUATIONS (Cont. )

Accelerometer #3

- — "~
A{) 1 0 5
~(NOA)g 0 ¢ -.5
A
{NPA)g -1 0 5
A'+1 a
6VC = 0 1 0
A1
6V, 0 0 0
A.+.7
8V, .7 0 -.354
N |
6 Ve | 0 0 . 354
i=3

0

-. 354

~-. 354

—*

0

R
j=3

s

9

2
=88 Cyq

i 5gchP_
i=3

« The M;Il terms are computed as indicated in Tableg B-2, B~3 and B-4.

¢ Not shown are compengations for rotary axis tilt error (from vertical).



TABLE C-3 ACCELEROMETER FULL CALIBRATION ESTIMATION

- EQUATIONS
Accelerometer #1
- -
AL 0 .517 -,058 ,459 0 0 0
~{ NOA)g 0 -.435 +.779 -.656 O 0 0
A
(NPA)g 0 .459 .139 ~.401 0 0 0
A+
6vcl 0 0 0 0 1 0 0
A,-1
oV, 1 0 0 0 0 0 0
PO |
5V, 0 0 0 0 0 .5 0
As_"? .
6V, 0 0 0 0o 0 .0 .5
A
—. 5 " —. -
Crp 0 615 1,101 928 0 0 -1
- - +
)y 1|0 .B49 -.198 .588 O 10
ji=1
Accelerometer #2
A}'M .5 .125 0 0 .375 -.088 .088
-(NOA)| .5 .625 0 0 -.125 .265 -.265
P
(NPAK| .5 .125 0 0 .375 -.088 .088
A o
avcl 0 0 10 0 0 0
A-.']-
6V, 0 0 0 1 0 0 0
7
8V, 0 ~-.08 0 0 -,088 ,437 ,063
P
A L, 707 . 442 0 .265 ,187 ,313
(AEIP .707 -,354 0 0 -.354 250 .750
Cio .707 -.354 0 -.354 -,750 -.250

——‘-.4_
0 0 0g2||M
- 5
0 0 s13/{M
- 8
0 0 -.197||m
1
0 0 0
. 3
0 0 o |iM
-
5 0 o ||M
M
“ 10
0.5 0 1‘)’[11
0 1 .442||M
° 19
1 o .oro|lM]
=1 g1
_—‘4_
-.088 .088 O 1‘j'15
. 265 -.265 o]|M
‘6
-.088+ 088 oM™
‘2
0 o ol
3
0 0 0
' g
-. 063 +.063 .5/||M
‘9
.687 .313 -,5[|1M -
il
-.750-1.250 1|IM
12
.250 -.250 1/,
M
j=2 J

I

2



TABLE C-3 ACCELEROMETER FULL CALIBRATION ESTIMATION

Accelerometer #3

-. 058
-.140
-, 779

1.101

-. 197

-1.101

EQUATIONS (Cont.}
. 517 0 .459 0
-, 459 0 . 401 0
. 435 0 . 6566 0
0 0 0 0
0 1 0 0
-. 615 0 -.928 -
0 0 0
-. 649 0 .568 -1
.615 0 .928 1

0 .082
0 .19%7
0 -.313
0 0
0 0
1 544:2 T
0 -0
0 279
-2 -, 442

+The M?l terms are computed as indicated in Tables B-2, B-3 and B-4,

. Not shown are compensations for rotary axis tilt error (from vertical),




TABLE C-4 ACCELEROMETER SCALE FACTOR ERROR ESTIMATION
EQUATIONS

The following calculations are performed for each accelerometer(j)

A 2 A
Ay = (FyZ, - FZZZ)/(KF4 -F,)
A 2
Dy = (FgZy - FyZal (FFg - Fy )|
N 9 General form-for +
D, = (KZg - FoZ M(KF, - Fy)) pairs of inputs
D. = r 72
Dy = (FyZg - F2 )/ (FyFe - F, )J
where
£ 6y K
= _ 2

o I% (5VC)k . 2 = El(ai)k

Z, =% (a;) {6V = 4
K

Z = g 2 .61\: F = B a. 6

9 1(:;Li)k ( Vc)k 6 2 ( 1)k

K 3
Zg = %(ai)k (6 Veke K = mumber of data samples
and P 6‘\ -1

(6'\?c)1 = v, 7, (ai)1= -g

A = As T -
(5v°)2 ) A . (ai)z— -gf V2

A e A
(6VC)3 = , (ai)3= 0

A _ Ar +. 7
(Gvc)4 = oV, (ai)4 =+gf 2
(5 gl = +

GVC)5 = VC s (ai')s = +g

For the inpuls shown, the above general estimation equations

may be simplified, fo yield:

A

A = (252 - SZg/gZ)/3.5

A

Dy = (2.252Z, -2 523/g2)/. 5g2 ¢ For the data obtained in
Tables C-2 and C-3

A 2

?2 = (=32, +52,/gl3.5¢

D, = (-2.52, +3 Zslgz)/. 5g2

in which oniy the Z terms need to be computed.

C-8



TABLE C-5 GYRO NONORTHOGONALITY AND RATE ERROR

ESTIMATION EQUATIONS
Define ¢™ = a(w - we )™/360
Gyro #1
e _ - — -
NOA 0 0 T 71
A _ - -
NSA 0 0oyt 0 M
¥ P 0 0 0 Vak
C
A .
|6 0 1 0 0 ks
j:l j:l j:]_
where c, = a function of table rate (W‘T) used = 71,72,73,...... -
Gyro #2
NOA 0 0 -fc M
A 41- - Co”
NSA 0 0 -if¢ 0 M
. - . 41
§a+ 1 0 0 0 M
C -
6 0 1 0 0 ot
- ¢ =g, 'f-j=2 - ~ j=2
where Cy = 2 function of table rate (w~ ) used = 91, 92, 93, . . ..
G #3 ;
Qofs wa e
NOA 0 0 0 i/c M "
A 41- 3
NSA 0 0 -1 0 M
.t =
1 1 0 0 0 M*L
5" 61
KU 0 1 0 0 ] MO
=3 j=3 =3
where 03. = g function of table rate (WT) used = 81, 82, 83, .....
A, * A A ——
The units of ngc and M are deg/hr,, NOA and NSA are in sec, and
wr in deg/sec. The M::]n terms are computed as indicated in

Tables B-5, B-6, and B-T.



TABLE C-6 GYRO MINIMUM CALIBRATION ESTIMATION EQUATIONS

Gyro #1
A - x4 2., |
1 = M~ - C
R 0 25 .25 .25 .25 &~
b 50
1 - - -.25 -.25
By | .25 .25 -2 : 0 2
A M -8 CSS
gBS 0 0 -5 0 5 )
A Ml
B 0 5 0 -.5 0
_g O__ » _' 2 _ zc
j—l _ ...M g S§
J_l ’ j:l
Gyro #2
L ~ o {40 i
1
R, .25 .25 o .25 .25 (M
3 ‘50 2
g8, .25 .25 1 -.25 -.25| |M ECgs
A = - &
~g?C
gBg 0 5 0 -.5 o | [M g2 I
A el - C
g8 -5 0 0 o .5 | |M "8%ss
= j=2
Gyro #3
.- _ - [:.40 I
R! .25 0 .25 .25  .a25| |M
A i) 2
gB, -.25 1 95 -.25 95| |M "€ Cq
A = * 60 - ZC
¢Bq 0 0 -5 .5 o | |M 78 Tss
A - 2 2
M° -g2C
gBq -5 0 0 0 50 |3 € “ss
L=Fo) L 1w
J=3 =3 j=3

* The Ml;interms are computed ag indicated in Tables B~5, B-6
and B-T,

* Neot shown are compensations for earth rate coupling through
NOA and NSA.

C-10



TABLE C-7 GYRO PARTIAL CALIBRATION ESTIMATION EQUATIONS

Gyro #1
—A — —
R{ -, 014 497
A
gB1 .268 474
A
gBg | .118 021
A}
B ~. 020 496
g°Cyy .551 -1
2 A
& Css -, 069 -.512
=1
Gyro #2
- A — -
1
Ry 414 .003
A
gB; -.150 -.081
A
gBq L 021 .499
A =
g8, -. 379 -.004
2A
g Cq -, 465 . 085
2 A
L.g CSS__ o 429 . 498
=2
Gyro #3
- - _
! .515 -.083
"y
gB; .026 .268
A
- 2
gBg BE 004 -.020
R =
gBo .. 479 -.118
A H
gzgﬂ -.506 .620
A -, 512 069
g%l L
=3

-. 015

~-.150

-. 379
-, 021

-, 036

. 429

-. 083
.268
. 020
.118

.620
. 069

. 003
-. 081

-. 499

.004

. 085
.498

. 015

. 515

. 474 , 026

.496 -, 004
. 021 479
. 494 -, 506

. 512 -, 512

.015 414
LA74 < 150

. 486 ~.021

. 021 .379

. 494 -, 465
.B512 -, 429

. 004

-, 786

-. 034
. 006
. 839

. 020

. 142

. 249

-. 034
-, 201
-. 058
-.118

. 142
. 248

. 034

. 201

-. 058
-,118

Notes: (1) The M terms are computed as indicated in Tables B-5, B-6

J
and B-T.

{2) Not shown are compensations for earth rate coupling through

NOA and NSA.

C-11

L T4
. 024
« 50
o409 | | M
‘ 60
201 | | M
034 M’
-
o060 | | M
‘7.9
118 | | M +'°g2010
J=1 ]_‘;I8+.:5g CIS
kit
024 | 1
786 ‘Mso
‘6
006 | | M
© 1
cosa | | M
- 3
819 | | M \
020 MEJ“' 5g2010
je2 1 M58 Crg
— _]=_?,
024 | 3%
186 M
- 60
M
008 | | 1
‘g
034 1‘:&7 2
g1 | |M %8 “19
'020 N1+ 5 15
=3 j=3



. 025
. 217

.174

GYRO FULL CALIBRATION ESTIMATION EQUATIONS

. 460 -,

. 123 -,

. 336
. 325
. 083
. 379
. 827
. 300
. 460
. 364
. 028

. 408
. 193

. 220

716

509

L T07

-. 006
-, 054
.474
. 021
. 085
. 525
-. 076
-. 059

-, 128

-. 01177 . 498
~-. 084 ,193
-.5 0
0 -9
-. 054 -.716A
448  -.509
L T07 0
o -.707

-1.133 -1,194
-.138 ,037
.188 | 315
.083 -, 348
-.001 -, 122

. 547 -. 493
.079 , 356
.281 446
.004 |, 346
-.3156 ,749

~, 011

. 084 -,

. 054
. 448

.70

0

.281 -,

. 468
-. 388
. 050
479
-. 217
-, 501
-.548
-. 6486

1. 036
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. 004

. 433

. 018

385

.168
. 062
. 043
-.100
. 045
-.198
. 088
-, 717

-. 065

. 022

. 107

.105

. 004

.168~,.385

0 0
0 0
. 433
. 018
-1 0
0 1

. 148 -, 255 -,

-,304 O
-.261 O
-.126 0
L1010
.409 O
.119 0
.630 0O
- 287 0
. 379 -2

.022 0
.168 0

107 0

105 0

148 1

. 071
-, 504
.101
-.101
. 431
-. 142
-, 713
. 286

-, 289

= L = gﬁ

Pt
[\]

lg. go g.

—
i
oy
[
n
[y

-. 030 .09{
-. 261 .bH66
-.126-, 008
.101
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. 001

.119 ~, 056
4,370,801

- 287 .997

. 379,223
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TABLE C-8 GYRO FULL CALIBRATION ESTIMATION EQUATIONS

Gyro #3
P
1
Ry 504
g]%I -, 001
A
gBS -.124
A
gBy | |37
an |-
g CII -, 408
2¢ 505
g CSS .
2 175
g8 Cig| |
2¢ 002
g CIO .
2¢ 502
g€ Cogl |.:
Notes:

-.073 .,048 ,004
.441 ,189 206
-.026 -, 358 , 376
-.087 -,074 ,129
.546 -,181 -, 205 -,
.103 .433 .485-.
-.036 -, 506 .532
-.624 -, 268 -, 291 -,

-, 043 ,.528 ,502

(cont. )
372,124 -.
. 048 -, 046 -,

080 ,044 -,
239 .132 -.
570 , 068
319-.1786
L1138 , 082 -1,
0681. 066
. 425 073 -,

051
395
018

055

. 386

.073

026

. 958

030

.124
-, 046 -,
. 044
.132 -,
. 068
-.176 -,
. 062
-.934

. 073 -,

. 031

012

.188

144

. 017

044

. 265

. 016

982

. 051
. 385

. 018
. 08B
. 386
. 073
. 974
. 559

. 030

(1) The M'™ terms are computed as indicated in Tables

B-5, B~6 & B-T

(2) Not shown are compensations for earth rate coupling
through NOA and NSA.
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TABLE C-9 GYRO SCALE FACTOR ERROR ESTIMATION EQUATIONS

- - . 2\
Ry = (Z_ -~ FyZ,) | (KF, - Fy")
A
Q, = z, [ F general form - for + pairs
1 1 2 - > ; =
of inputs.
) 2
Qy -~ KZ?. / (KF4 - F2 )] J .
mere F, = o W)
Z : (ﬁibc)k !
- K m K
Z = AWy 7y F, = E(WT);i
K T 2 1
Zeo = L
2 = ¢ Wik 7
k = number of data samples
K 3 A .
Z, = ¥ (wh) =z e = (5 - Z lk
3 POWTy "k k - (8 vc)k o

A A, A -
+ ——
and z = R}'3 for WT = 0 is included, The (8 ?PC s 54’0 ) pairs for various

WT are obtained from Table C-5.

If a third order coefficient (QS) is to be estimated, the F6 terms in

Egs. (9-7) and (8-9) must be retained, where

G K 6

_ T
Fg~ = ?i(W)k

C-14



APPENDIX D

EFFEC’IT OF ENVIRONMENTAL ERROR SOURCES

The environmental error sources are as 'specified in Figs. 10-1
:»:_md 10-2 of Section 10. 3. In the case of Aq&n, the angular motion of the
test stand bhase, the effect is to cause cross coupling of (1) earth rate
. components to the IA's of the gyros and (2) components of specific force
due to gravity to the TA's of the accelerometfers. Components of the rate
of change of Acbn (i.e., 04 rl) in the direction of the gyro IAs are sensed
directly as erroneous rate errors, In the case of av, the linear vibration
of the test stand, the effect is significant only at the input to the accelerom-

eters.

This appendix presents the transfer functions and resulting effects
associated with the above error sources. The equations are presented in
this appendix and plots are provided in Appendices I and F. 7The analyses
used in the UNIVAC report (Ref. 4) are utilized, and in several instances
apparent inconsistencies were noted. * Some of these were resolved; others
are more involved and require more detailed analyses beyond the scope of

this study.
D. 1 EFFECT ON ACCELEROMETERS

The component of 5M due to theAg n and av environmental error

sources are given in the tirne domain as follows:

“These are identified wherever they occur.



m m i

TA = , A 1 N A m m
= = + -
(&) (&, 2T (J: (&g ) (a ) lat (D-1)
where
. ' -2
( eﬁ:qsn)m _ r&lag ) for 1A level | (D-2)
g(h® W2 for IA at 45° to level D-3)
0 for IA vertical (D-4)

Since Ag n and 8, are given in terms of power spectral densities
(PSDs), the autocorrelation function and Fourier Transform of Eq. (D-1)
is computed. This was done in Appendix A of Ref. 4 and the resulis are
summarized as follows:

Accelerometer TA vertical

0_2

A 9 I @
(en)=(_1n_1) l. J‘ 2Q-Atm cos 27f)

At L © (At™ 2471)2 {PSD(aV) } daf | (D-5)

Accelerometer TA at 45° to level

2l @
W[ 20~ 8™ cos 2nf) {PSD(aV) + g% PSD(A qﬁn)}df:l
2

( A 27)° (D-6)

2,.A 1
o (=
(e n) AR

Accelerometer TA level

2(éA) =, 1 2fes m
G - ar—— —
n' (fm |) 208t cos2mf fpgn, + g2psne )} at
o] m 2 v n
At 27D

(D-7)
where the PSDs are given in Figs. 10-2 and 10-1 and approximated as
shown in Tables 10-2 and 10-1, for the case when the bubble levels are

not used.



These equations have been solved (in Appendix A of Ref, 4) and the

2 ..
equations that relate the PSD's to ¢ (eﬁ) are repeated here as follows:

. - - -8
O‘Z(Gi) duetoy, = 1.1 %10 15+ 1.92 x10 {(D-8)
At (At)
D
PS (av}
-15
2. - -1 8.
o (eA}dueto =9.4x109~2.3x10 4At+ 7x10
n 2
9 (At)
g PSD(mn) ) {D-9)
- - -1
o (&) due to - 47x10 Y -1.15x10 At +3.35 x 10 0
n 2
9 @at)
g PSD (29 )
5 n
~ (D-10)

where g 2(él:i) has units of g2 and t is the run time in minutes. The effect
e, is shown plotted in Fig, E-6 of Appendix E (as reproduced from

Table 1-1 of Ref. 8, Fig. 2-3 of Ref. A, and Eq. (D-8), which is derived
in Appendix A of Ref, 4)* It will be assumed that the curve from Ref, 8 is
the correct one since the others are based on it and are inconsistent with
each other. Even if Fig, 2-3 of Ref. 4 were the correct curve, the effect

on the measurement errors.would be small (see Table E-2),

Without bubble level compensation, the efiect of A¢ n 28 given by
Egs. (D-9) and (D-10) is to cause excessively large errors (viz., 97 and
68 ug for IA horizontal and at 45°, respectively). However, when bubble
levels are used, as is the case considered in the error analysis, the terms

in Egs. (D-9) and (D-10) are reduced considerably. Upon applying the

*The curve from Ref. 8 is assumed correct, particularly since the two
.from Ref, A are apparently inconsistent.



two bubble level models discussed in Section 10. 3, the resulting average

accelerometer output errors are as shown in Fig, E-5 of Appendix E.
D.2 EFFECT ON GYROS
The component of 6M due to random gyro drift (e ) and the

A¢ and A¢ environmental error sources are given in the time domain

as follows.

m A
“G._ -G . -G G m .
(e )= (o) = L[ e + 5y +% )M a
n At o nr dn Ad T
(D-11)
where
+ G
e , - gyro internal noise (in terms of rate)
5 a1 cosL) Ad for IA vertical (D-12)
Aqﬁn W smL) for IA horizontal (D-13)
éG 0 for IA vertical (D-14)
Aqbn: Adn for IA horizontal (D-15)

Since 'egr and A¢n are given in terms of power speciral densities (PSDs),
the autocorrelation function and Fourier Transform for Eq. (D-11) is
computed. This was done in Appendix A of Ref. 4 and the results are

summarized as follows:

Gyvro IA vertical

m 2
0‘2 (éG) g . I 2(1- At coszf) {PSD( )
n At o (At 27f)
+ (We cosL)2 PSD (Mn)} df:[ (D-16)



Gvro IA Horizontal

2‘(uG)m (1 )2 uoM:z(m."“‘l 2qf) { G 2
o (e = 1t cos2w . ;
PSD(e " ) + sinl)” PSD@¢ )
n At™ gE (A2 7£)2 nr! (WS n
+ PSD( 46 ) df:[ (D-17)
where
psDe %) = psporel
nr nr
PSD(A¢n) = PSD of angular motion of test stand base,

about level axes

PSD(4 ) = PSD of angular vibration of test stand,

H

about leval axes

= (21rf)2 PSD(Aan)

where the PSDs are given in Tables 4-6 and Fig, 10-1, The standard deviation
of Eq. (D-17) is plotted in Fig. F-8 of Appendix F., Xach of the terms in

Eqgs. (D-16) and(D-17)have been solved separately (in Appendix A of Ref 4)

and the equations that relate the PSD's to Gz(éi )} are repeated here as

follows:

2,,.G -7 -9
0' _—
(€ "Yduetol , 1477, 2.6x10 4+5.5x10

) -
PSD (¢ °) At ( At) (D-18)
nr
2,.G
o {é ") due to ~ -12
n :1.8x107—2.4x10126t-8'£'§21L
15 2 (At)
(-\/—_é-) PSD(A(,ﬁn (D-19)



(:l'z(émG ) due td. -2 1

4,35 10 2.11 x 10
. - At * A 2
PSD (9 ) (At)

(D-20)" "

where the variances have units of (deg/hr. )2 and At is in minutes.

Fig. 2-1 of Ref. 4 is a plot of Egs. (D-18) and (D-19) and indicates
c(éf) is equal to 1. 4 mdh for 4t> 2.5 min. Although this is inconsistent
with the above equations, it is used in the error analysis (see Table F~-2}
since the equations in Ref, 4 appear to be inconsistent dimensionally and

it is more likely that the final results(in the form of curves) are correct,

Fig. 2-1 of Ref. 4 also contains a plot of Eq(D-20)%*, which is
reproduced in Fig, F-8 of Appendix F., Again the equation and curve are
inconsistent and the curve is chosen as being correct. Results using the
equations indicate very large calibration errors which appear to be
uﬁrealistic. The results -using the curve are one of the largest error
sources, as shown in Table F-2, and so further.‘ analysés are recommended
to verify results. Fig, F-8 also shows the effect when the gyro IA is at

45° to the vertical,

The effect on CTZ(éSr ) in Eq. (D=19) due to using bubble levels,
which changes PSD (& ¢n), is not significant since the effect was small in

the first place,

X
Although Fig., 2-1 of Ref. 4 includes Eqgs., (D-18) and (D-19), the pre-
dominant term is that in Eq. (D-20).



APPENDIX E
ACCELEROMETER ERROR EQUATIONS

The form of the propagation of the accelerometer error sources
into the accelerometer output errors (6M) are shown in Table E-1 for
accelerometer #1 (j = 1). Each component of OM is identified by a dash
number following the letter "A'" and is related fo the potentially significant
error sources of Table 10-3 as shown in Tables E-1 and E-2. The sensi-
tivities of the error propagations are indicated by the maitrix elements in
Table E-1, This information is used, in conjunction with numerical values
for the error sources ag listed in Table 10-3, to determine the components
of 6 M for each group of accelerometer orientations (m) and run
times (At). Those calculations are shown in Table E-2, along with the
statistical combination* of the 61\:’I components to yield estimates of the
expected errors in IVJ' (viz., 61\:’[) for each tesgt condition (m). The total
sum-~squared error for each test condition (m) is designated e?’s. "‘Although
the error propagation equations of Table E-1 are only for accelerometer
_?'r’“l, ‘the errors can be grouped according to ISU orientation and run time
(A1) and then extended to the other two accelerometers in accordance with
like conditions. The resulis are summarized in Table E-2, Not included
in the Table are pre-calibration alignment errors, which will be considered

separately as discussed in Section 10, 2 and 10. 3.

e

"The errors are assumed to be statistically independent and therefore are
combined on a sum-squared basis.
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At = 5 min [l At = 10 min
Error Source 1 Error Source 2 Sensitivity @) Error Component OA and PA not at 45° to Vertical  [OA and/or PA at 45°
No,! Symb, Value Units No, [ Symb. {Value [Units]| Value Units [} Value Units | No. LA Vert. | IA Horiz.|IA Vert. | Horiz[lIA 45® |IA Horiz
11 | (M1a)® {(5/8%  |mimn® 1° [, gs g | A-1 .1 .1
o > - 2(50 - 57, 3)2
14 1{B-L)" | (10, 4/3)° |min " " 51 " A-2 .5 .5
[¢:3) 4 " T
A —i 2 8 - 1 negl.
11 ((M1a) | 5/3 min 16 |cg | 10 J;&— 637573 oo 005 A-3 | fnegl. | negl. negl. |negl. [Inegl. g
i 1 H n " H H - L 1l M n
11 f(MI1A) 5/3% min 15 | Cpy A-4
A. — " " \fz' ] t - ]
12 ({0 B} | 10/3 min 15 | Cp (60-57.3) OL4 A-5
13 [{PB) | 10/3 min 16 | Cpq " " " " " " A-8 "
£at, M)~ . . . - - - -
17 | 6(at) 100 usec See Fig. E-3 A7 . 38 L7 .10
A TN T
E_f. . 0025/vE | fps 3 (32,2 600AL | fps A-8 .11 .11 . 05 .05 .05 . 05
o see _ f{at, ¢'s) - - - - - -
21 jbe, Fig.10-1 see g, E-5 A-9 6.2 5.0 5.0/ 5.0
sce flat}
22 |a, me el T | | sce Fig. -6 - A-10 .1 .1 . 04 04 [ .04 .04
. Errors ~ |7 sce T T T
3188 - 3 e Correlated Sect. 10.4. 2[” o A 11_ " ~ B
m
Notes: {1} Pre-caltbration alignment errors are ®ss (yg)z -39 38. 44 .29 25. 00412, 63 25. 00
not included. 9 - .
(2) Tglis 18 the sensitivity to g . The 8. (ppr) - 83 6.2 .34 5.00] 3.56 3. 00
£ /V2 sensitivity 1s not shown since 7,8,10
it 15 negligible. m for j=1 4 5,6 3 L2 11,13 9,12
(3) At 1s in minutes, 8,9,11
(1) Error sens:tivity plots of Error Com- m for p=2 6 45 2 L3 12,13 7,10
ponents A-1 through A-10 are contained 7,9 3,11
1 Figs, E-1 through E-6. m for =3 5 46 1 23 o, 12 13




Plots of the effect on oM of each potentially significant error
source are shown in Figures E-1 thru E-8, These sensitivity curves are
useful in providing a "balanced design' such that trade-offs can be per-
formed to ease equipment requirements whenever possible, without com-
promising calibration precision unnecessarily. Figure E-1 graphically
shows the estimation précision goals stated in Table 4-3 and provides a
- basis for determining acceptable levels of the various error sources.
However, to use the curves effectively, the propagation of the &M i
errors into errors in the estimates of the calibration terms must be
considered. This sensitivity is given by the calibration estimation equa-
tions themselves (Equations C-1 thru C-3), in which the weighting factors

are generally less than unity and in some cases will attenuate the errors

by more than a factor of 10,

The curves in Figure E-6,as reproduced from Refs. 4 and 8§, show
inconsistencies, The plot of Equation (D-8) is most likely incorrect since
the equations in Ref. 4 are dimensionally inconsistent and are numerically
inconsistent with Figure 2~3 of the same report (Ref. 4). Figure 2-3 pro-
bably reflects the final result with less chance for typographical errors,
ete., The difference between Figure 2-3 of Ref. 4 and Table 1-1 of Ref. 8
is not important since the error source is not major (see Table E-2).
Since Figure 2-3 of Ref. 4 was based on data from Ref. 8, the curve from

Ref, 8 is assumed 1o be the correct one.

The curves presented in Figure E-5 are based on the use of bubble
levels and reflect the difference between two models for PSD (4 qbn) that
were considered (see Sections 10.2, 10.3 and D.1). Since this is the criti-
cal error source, it is recommended that further analyses in this area be

conducted, as discussed in Section 10, 3.
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APPENDIX F

"GYRO ERROR EQUATIONS

The form of the propagation of the gyro error sources into the gy:c
output errors (M) are shown in Table F-1 for gyro #1{j = 1). Each com-
_ ponent of 0M is identified by a dash number following the letter "G" and is
related to the potentially significant error sources of Table 10-5 as shown
in Tables F-1 and F-2. The sensitivities of the error propagations are
indicated by the matrix elements in Table F-1. This information is used,

in conjunction with numerical values for the error sources as listed in

Table 10-5 | to determine the components of 6M for ecach group of gyro
orientations{m), run times@t) and table ra’ces(WT). Those calculations
are shown in Table F-2, along with the statistical combination* of the

5M components to yield estimates of the expected errors in I\;I(viz. s 61\31)
for each test condition {(m). The total sum-squared error for each test
condition(fn) is designated egﬂs. Although the error propagation equations
of Table F-1 are only for Gyro #1, the errors can be grouped according
to ISU orientation, run time(At) and table rate (WT) and then extended to
the other two gyros in accordance with like conditions, The results are
sumimmarized in Table F-2. The effect of pre-calibration alignment
errors is expected to have little effect on the e in Table F-2. They are
important, however, in the estimation precision of ’AI‘BG, which is dis-

cussed i n Section 10. 5. 2,

Plots of the effect on M of each potentially significant error source

are shown in Figs. F-1 thru F-8. These sensitivity curves are useful in

"The errors are assumed to be statistically independent and therefore are
combined on a sum-squared basis.
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sae _ see (6}
28 182 g 101 EBq.(D-19) | " L4 fmdh [ oo 42 | 1.442 1.4 1.4 1.4 L. 4ffZ 1.4 1.4
[on 1o: —1 " &ee 7|77 ) . R )
29 |86 g ooan| - Fin F-8 - - - |G-24 - 10/ 72 - 12,0 - 1012 1242 12
f.2 2
(610° {mdh)“} 284, 59 51,71 2.28 146, 28 3.28 51,171 74, 146.28
Notes: (1) Latitude sensitive terms are evaluated i"‘b Total of } e = e ] 471 2
at Le45°. ume Dependent [ | 550 |im) |] 16.87° | 7.19 1.51 12. 0¢ 1.81 7.18 8.64 | 12.09
{2) Pre-calibration ahgnment errors
are not included in 5441, 5451 or
aMB1, m 2
(31 4115 minutes and wT in deg/sec. Sum Squared}| %ss (mdn)® [[344.05 | 123.96 7.09 154, 64 8 08 ] 180,28 70,89 1182.15
(4) Error sensitivity plots of Error Error T
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(except G-14, 15, 16, 19 & 20} are con-
tajned m Figs., F-2 through F-8. m for )#i 72 51, 61 3 1,2 4 50,60 j7,8,10,11,13 9,12
(5) gC=.844 soe for |w [<30°/sec and -
1.588 e for 30<|wl<60°/ sec. m for 1=2 92 41, 51 2 1,3 8 40,50 |8,9,11,12,13 17,10
{6) The value 1, 4 was chosen conger- g
vatively between two wnconsistent m for 1=3 a2 41, 61 1 2,3 5 40,60 |[7,9,10,12 |8,11,13

values, as discussed in Appendix D.




providing a 'balanced design' such that trade-offs can be performed to ease

equipment requirements whenever possible, without compromising calibra-

tion precision unnecessarily. Figs., F-1 thru F-3 graphically show the
estimation precision goals stated in Table 4-5 and provides a basis for
determining acceptable levels of the various error sources. However,
to use the curves effectively, the propagation of the 0 M™ errors into
errors in the estimates of the calibration terms must be considered.
This sensitivity is given by the calibration estimation equations them-
selves (Eqs. C-5 thru C-8), in which the weighting factors are generally
less than unity and in some cases will attenuate the errors by more than

a factor of 10,

The "IA Horiz, " curve in Fig. F-8 was reproduced from Fig. 2-1
of Ref. 4. Although Eq. (D-20) is inconsistent with this curve, the curve
is assumed correct, as explained in Appendix D-2, Because the angular
rate vibration ( Aq’;n) is one of the largest error sources , as shown in

Table F-2, further analyses are recommended.
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Table Rate (WT) in deg/sec.

WTer(At) i 2 4 8 15] 30| 60

100 100| 50| 25} 13 T
200 200|100| 50| 25| 13 7
400 400| 200|100} 50| 27| 13 T
800 800 400) 200|100 | 53| 27 13

1500 750) 375]189(100| 50| 25
3000 7501375(200|100{ 50
6000 750{400;200}100

Table entries are values of sampling time
error 8{at), in usec.
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APPENDIX G
GLOSSARY

FORMATION OF SYMBOLS

Wherever possible symbols will be used which suggest the name of
the parameter involved.

Lower case subscripts are used to modify prime symbols and to index
over several items of the same kind.

The lowercase script m isusedto index over different test conditions.

Uppercase superscripts will be used to indicate coordinate frames.
For example, T is used to identify a transformation matrix and
lettered superscripts such as ML in ML identify the particular
transformation, as being in this case from the L frame to the M
frame.

Matrices will be denoted by capital letters.
An underline will identify a vector.

Unit vectors are used to identify lines in space such as instrument
axes and the axes of all frames of reference.

The component of any vector along any axis is indicated by a dot
product of that vector with the unit vector along the axis of mterest.

A triple line symbol (=) will be used for definitions.
A superior '"-" denotes an average of the quantity, but is omitted when
the meaning is clear,

A superior """

denotes an estimate of a vector or scalar.

A superior "dot' denotes scalar differentiation.



The abbreviation "exp' is used to indicate an exponent (e. g.,
AexpB = AB), but only when necessary to avoid ambiguity.

The Greek sigma (Z) will be used for summations, Where the limits
of summation are clear from the context, they will not be indicated
with the symbol,

The Greek A is generally used to indicate a change.
The Greek 6 is always used to indicate an error.,

S¢ and C¢ are sometimes used to identify the sine and cosine of the
angle ¢.

Misalignments expressed in the form M L are interpreted as the
misalignment of M_ about L, with respect £ L , measured about

the positive _L_b axis in accordance with the rlgh -hand rule.



I.IST OF PRIME SYMBOLS

Old Symbol Symbol Definition
a acceleration or specific force, d+fined

as sum of applied acceleration and
gravitational attraction.

a a acceleration due to vibration of test
{3} stand base

A unit vector representing accelerometer
input axis

Redefined A A A unit vectors representing the accelerometer
[3] system coordinates as defined by the
accelerometer IAs.

D Ab, A_b' accelerometer bias, prime refers to .
[:;)] quantity modeled in calibration equation

a..a, accelerations along TA, OA, SA and PA
aa of gyros and accelerometers, as
p applicable

gyro mass unbalance coefficients due
to acceleration along IA, SA and OA,
respectively. BI= ~MUSA and
B.= "MUIA

S
B..B.,.B unit vectors representing the ISU body
A axes,as defined by the ISU optical
cube faces corresponding to the
nominal directions of the gyro IAs
(assumed to be orthogonal)

elements of TBA

A
ke

elements of TBG

It

O.
8



Qld Symbol

An,n,.,n
A'TG

[3]

Symbol

BL:

Ck’ CT, CIVI

CII’ cSS

C...C .,C

IS° 710’ T0S

C...C

1P 710

Definition

Bubble Level

gyro damping coefficient; constant
(defined whereused); abbreviation for cosine

count of pulses in rebalance loop

major compliance coefficients of gyro

cross compliance coefficients of gyro

cross compliance coefficients of
accelerometer {C___ is the vibro-

pendulous coefficient and C10Q is
the compliance of the pendulous axis).

gyro damping coefficient (= ~C/Hr);
down

accelerometer dynamic bias

accelerometer scale factor error
coefficients

error

errors in accelerometer and gyro
outputs, as defined in Eqs, (7-2)
and (7-10)

error in accelerometer and gyro outputs
due to noise

average rate of change of eA and eCT
over time At

: S m
sum squared error in 6M , due to all
independent error sources, for test
condition m

East



Old Symbol

Redefined
(3l

Symbol
El T

B

E

[

G,G.G

By Bpl,

2

E

3

=

Definition

expected value of quantity in brackets
unit vector in-East direction

unit vectors representing the Earth's

coordinate system (E, is up, E, is Eastand
. —1 =2

_E_8 is North)

frequency (H )

function of quantity in parenthesis;
numerical subscripts refer to functions
defined where uged

functions of inputs to inertial sensors
used in scale factor error estimation
equations

unit vectors representing SATS frame
of coordinates of base

magnitude of specific force due to
gravitational attraction

the vector directed up that presents
the specific force due to gravitational
attraciion. Corresponding to popular
convention, this is referred to as the
"gravity vector"

unit vector representing gyro input
axis

unit vectorg representing the gyro
system coordinates, as defined by the
gyro IAs

angular momentum of gyro



0Old Symbol

Redefined
[3] -

Redefined

(3]

Redefined
[3]

L

Symbol

|

L

L

_1 2 _21 ____3

mdh

row vector of coefficients that relate:
YtoM

gyro moments of inertia (III’ ISS’ IO(J}

unit vectors representing the TAF
inner gimbal coordinate system

Input Axis

Inertial Sensing Unit
V -1

moment of inertia ratio (=
ent of inertia ratio ( IOO/Hr)
constant (defined where used); total
number of samples used in estimating

scale factor error coefficients

radius arm of proof massinaccelerometer

latitude

unit vectors representing the Bubble
Level coordinate system whichis
nominally defined by the TAF inner
gimbal coordinate system

moment arm of gyro from test table
awis; mass

+
millidegrees per hour (= deg/hr x 10 3)

unit vectors representing the ISU
mirror (optical cube) coordinate
system (assumed to be orthogonal)

adjusted measurements of accelerometer
and gyro outputs

elements of T



Old Symbol Symbol Definition

mO3! misalignment between O' and O coordinate
frames, about O!, representing the
nonorthogOnalitygbetween the TAF inner
and outer gimbal axes

MR3' misalignment between R' and R coordinate
frames, about R!, representing the
nonorthogonalitysbetween the rotary and
outer gimbal axes

MUIA, Mass unbalance along IA and SA
MUSA . of gyro (MUIA = ~Bg and
MUSA = - BI)

MOA, MPA, MSA misalignments of TA about OA, SA and
PA, relative to ISU optical cube

MIA migalignment ofI_A(=,/ MOA2+ MSA2 or
-Yvoa®rmraZ )

NOA, NPA,NSA nonorthogonalities of IA about OA, PA
and SA, relative to earth coordinates
for the accelerometers and relative
to the test table axis for the gyro

Partially N mumber of data sampling periods of
redefined inertial instrument output that are made
[3] available to the computer; North
N unit vector in the direction of true North
NUWT nonuniform test table rate
A G . .
0.0 unit vectors representing accelerometer

and gyro output axes

919293 uniit vectors representing the TAF outer
gimbal coordinate system. The primed
coordinate frame is defined in Sectionb.

OA Output Axis



0:1,052 [1]

At

FPA
A G
PR |

Qg

Qp
Ql’ Q2

'
Rb, ‘Rb

1 1 1
R R, By

Definition

unit vector representing accelerometer
pendulous axis

power spectral density, as a function
of £, of the quantity in parenthesis

pulse count out of accelerometer, over

time At(= T cﬁ*)

pulse count out of gyro over time

N @
At (= ECk)

pulse count out of test table, over
time At

pulse count cut of time reference

Pendulous Axis of accelerometer

quantization in accelerometer and gyro
outputs to computer

anisoinertia coefficient reléting Wiwg to
gyro output rate error (=(ISS*IH) /Hr)

anisoinertia coefficient relating wyw,to
accelerometer output acceleration egror

gyro scale factor error coefficients

gyro bias rate error, prime refers
to quantity modeled in calibration
equation

unit vectors representing rotary axis
coordinate frame that rotates with test
table. The primed coordinate frame is
defined in Section 5,

abbreviation sine



0l1d Symbol Symbol

lwn

SA
SATS

SE()

O

A BA

G BG

ML

Definition
South

unit vector representing autocollimator
line of sight

unit vector representing gyro spin axis

scale factor of test table ¢:2 angle
output pulses

scale factor of time reference

Spin Axis of gyro

Single-Axis Test Stand

Standard error of quantity in parenthesis

times at beginning and end of calibration
run, over which N sensor readouts are
provided to the computer ——

torque; transformation matrix relating
one coordinate system to another

transformation matrix for coordinatizing
vector components in the A coordinate
frame (accelerometer IAs) to vector
components in the B frame (body axes)

transformation matrix for coordinatizing
vector components in the G coordinate
frame (gyro IAs) to vector components
in the B frame (body axes)

transformation matrix indicating the
misalignment of the ISU cube (mirror)
coordinate system relative to the Bubble
Level coordinate system.



0O1d Symbol Symbol Definition

EIEZIB unit vectors representing test table
coordinate frame
TAF Two-Axis Fixture
g unit vector in the up direction
U Up
v velocity
VC computer determined acceleration
input to accelerometer
w w angular velocity
(3]
E W earth rate
w €
[3] Wi, Wo, WS rates with respect to inertial space about

IA, OA and SA, resgpectively

w \ij angular rate of test table
[3]
W West
v ) elements of vector Y
A G
YLY vector of accelerometer and gyro
calibration terms to be estimated
Redefined Zk’ Zo thru functions of outputs of inertial sensors,
[3] ” used in scale factor error estimation
3 equations
) error in quantity following symbol
A change in quantity following symbol

G-10



v

D
1

[3]

A6
[3]

e

[3]
[[ a.dt] [1]
t ' ind

(8, )md
[1]

0ld Symbol

Symbol
AP
oD

Ag
A n
At

AV

4P

ol )
g ()

Definition
accelerometer scale factor in velocity units
gyro scale factor in angle units

change in ¢ angles (specifically
g and QSE ) due to motion of test stand
base

angular rate of test stand base

V2482, 2442)

time over which measurement M is
obtained (= tN“ to)

computer determined change in accelerometer
input velocity, using accelerometer output
pulse count and scale factor (=A<1>A PA)

computer determined change in gyro
input angle, using gyro output pulse
count and scale factor (= A@GP )

gyro gimbal-to-case angular misalignment
about OA

angles of Single-~Axis Test Table and
Two-Axis Fixture that define orientation
of ISU ($; is about trunnion axis, @9
about rotary axis, @3 about outer gimbal
axis and ¢, about inner gimbal axis)

computer determined rate input to gyro

standard deviation of quantity in parenthesis

variance of quantity in parenthesis

G-11



0ld Symbol Symbol Definition

Z‘.}Z £d § Ck summation of pulses out of inertial sensor
5] T data sampling‘period at input fo computer
w angular frequency (rad/sec)
List of Subsecripis

a accelerometer

b bias

¢ computer; index agsociated with ISU
optical cube

e earth; index used to identify error
sources

E East

g gyro

i input axis;

Nj inertial sensor designator

k index associated with inertial sensor
pulse rebalance loops; index associated
with data used to estimate scale factor
errors ’

b4 index associated with bubble level axes

M time - modulation rebalance loop

n noise; nominal value

G-12



Symbol Definition

N North; reference to number of inertial
sensor data samplings made available
to computer

o) output axis; initial value {as used in to)
D pendulous axis

q guantization

T random; record; gyro rotor
reb rebalance

8 gpin axis

T ternary rebalance loop

u uncertainty

v vibration

v vertical

Z value resulting from zeroing process

List of Superscripts
A accelerometer; coordinate frame

defined by accelerometer IAs

B body coordinate frame
E earth coordinate frame
F SATS frame of coordinates relative

to tilt of rotary axis about North

"G gyro; coordinate frame defined by
gyro IAs
1 TA¥ inner gimbal coordinate frame
L Bubble Level coordinate frame

G-13



Symbol

Definition

index associated with test conditions
for each calibration run

mirror coordinate frame defined by
ISU optical cube

TAF outer gimbal coordinate frame

rotary axis coordinate frame that
rotates with test table coordinate

coordinate frame of autocollimator(s)
test table; transpose of matrix or
vector; test table coordinate frame

{of base) relative to tilt about East

reference to test table rotary angle output

plus input rate into gyro

minus input rate into _gyro

+1 g input acceleration into accelerometer

-1 ginput acceleration into accelerometer

+. 707 ginput acceleration into accelerometer

=. 707 g input acceleration into
accelerometer

G-14



