.

- @ @ @

= = S e e s
. .. .
. . . .

o =
eEs s aea
. . . .
. ... g
a%&&xﬁw%w - h\m.ww .
ﬁm

-
e s - M@L x, , : , |
. - . . .
= =
-

e e = 2
- .

= -
s

R . = = >
. : ) @ . .

s = =
. . o
. . .

A?‘c“ B
eq\)%
o
.
A
.

&
.

-

e
S

- . Z e
%e%a - . - s@
- - - -
. . e

e

ATEs

. = - .
. . ‘ . .
- - ; ’ e

RS e
\%myﬁmw«wm - A %MWW\WW% .
. - %wﬁ%mx - %@w
: 4 e 2 - - - %3&‘“%%%%%%% . « ..N\
e H ; : .. .

7 o

k-
:

e .

- -

S S

@

o e
- . .
- ‘» .
- o -
.

and Evaluat

220
o . o
Rooi . >
: o o ,,»«%%W‘.\%Mmmi - . . .
. - - = .
o = . - 4 . -
s m%wwmw
- - -

= -
- > o - :

:u,.?i ‘
r»%«mw .

i

I
L

-
-

o
o
S

-

can = %\\“M‘ -

v‘.‘mm

Results

AVERAGE
EVOKED POTENTIALS

Methods

b/

ﬁef&.\«
.

. e
- - .

= - = o
o -
S
-

-

|

i
- .
| o ’ - . - o
. .
& G e o = e > ¥ S
. .
-
e
- . ‘ -
= = 2 e

= T

=

=

o - ,v

= : =

e o
=

- . . .
mm.wy o %;&@MM%K ﬁm?«ww%m %wﬂ% fm%w%%% . &M%wm
= e e -
- .

w\a xa
- ..
S : : 2 - - - - %ﬂ - - -
. - . .-
% i S =
. -




NASA SP-191

AVERAGE
EVOKED POTENTIALS

Methods, Results, and Evaluations

Edited by
EMANUEL DONCHIN DONALD B. LINDSLEY
NASA-Ames Research Center University of California
Moffett Field, California Los Angeles, California

and University of Illinois,
Urbana, Illinois

A conference organized by the Ameri-
can Institute of Biological Sciences
under the sponsorship of the Bebavioral
Biology Program of the National Aero-
nantics and Space Administration, and
beld at San Francisco, California, Sep-
tember 10-12, 1968,

Scientific and Technical Information Division

OFFICE OF TECHNOLOGY UTILIZATION 1969

NATIONAL AERONAUTICS AND SPACE ADMINISTRATION
Washington, D.C.




For sale by the Superintendent of Documents

U.8. Government Printing Office, Washington, D.C. 20402
Price $2 (paper cover)

Library of Congress Catalog Card Number 78-600641




Foreword

THIS DOCUMENT presents the proceedings of a conference sponsored
by the National Aeronautics and Space Administration and the
American Institute for Biological Sciences. The conference was held
in San Francisco in September 1968 to discuss current problems in the
study of average evoked potential. As can be seen from the list of par-
ticipants, most laboratories, in this country and abroad, that actively
use signal-averaging techniques in processing electroencephalographic
records were represented at the conhference. Qur objective in organizing
this conference was to provide a forum for discussing the problems
involved in conducting these studies and in communicating the results
of experiments.

For this purpose, the conference was organized in the following
format. Six investigators were invited to prepare critical reviews of the
literature—each on one of six assigned topics. The reviews were made
available to all the conference participants 4 to 6 weeks before the con-
ference. Each review was to serve as the text for one 3-hour session at
the conference. The reviewer was allotted 20 minutes to restate some
of the main points presented in his paper; then discussion was opened
to all participants. The discussions were moderated in each case by an
assigned discussant.

Chapters 2 through 7 present the review papers and the ensuing
discussion. The remarks made by the reviewer were deleted since their
substance is presented in the review.

A1l the principal speakers completed their assignment on time, and
the reviews were sent to the participants. However Dr. Vaughan’s
report, as included in this volume, is substantially different from the
document that he circulated to the participants. For this reason, the
discussants ignore much of the material presented in his present
chapter.

In addition to the working sessions of the conference, two evening
sessions featured extended presentations. In the first one, Dr. Lindsley
surveyed the evoked potential technique, its history, and achievements;
in the second one, Dr. Frank Morrell discussed the neurophysiological
mechanisms underlying the average evoked response. Dr. Lindsley’s
talk provided the material for Chapter 1. A supplement contains

I



v FOREWORD

reports that were submitted by participants to expand and elaborate
upon some of the comments they made in the discussion.

The conference would not have been possible without the support of
the Office of Space Science and Applications, NASA Headquarters and
Dr. Orr Reynolds. Dr. Norman Weissman of NASA Headquarters was
instrumental in providing support, both in the organization of the con-
ference and in the publication of the Proceedings. His patience and
understanding are deeply appreciated. Ames Research Center, where
at the time I held a National Research Council Resident Research
Associateship, provided much necessary help. Dr. Jorge Huertas was
especially considerate. The organization of the conference down to the
last detail was in the very capable hands of Mrs. Mary-Frances
Thompson of the American Institute of Biological Sciences. Special
thanks are due her for the magnificent job she has done.

Since we have deleted all the chairman’s non-technical remarks, the
Proceedings fail to underline the able chairmanship provided by
Dr. D. B. Lindsley, who ran the meetings and regulated the discus-
sions with a sage and firm hand.

In the preparation of these Proceedings, a great service was pro-
vided by Mrs. Pat Walter of the UCLA Brain Information Service,
who verified most of the references. The BIS, however, is not responsi-
ble for any errors since many references were added to the list after
their verification. My personal thanks are gratefully extended to my
assistant, Miss Janice McMillin, whose help was exceedingly impor-
tant in the preparation of this volume.

Finally, I would like to thank all the participants in the conference
for their interest and help.

ExmanverL DoNcHIN
April 1969 NASA Ames Research Center




Preface

AN UNDERSTANDING of the neural mechanisms underlying behavior
has been of continuing interest to NASA. The ability to perform
tasks during space flight depends ultimately on the capability of the
nervous system to perform its vital control functions in the space
environment. Thus, the influence of weightlessness and other space-
craft environmental variables on the central nervous system must be
assessed carefully and thoroughly. Furthermore, techniques must be
devised whereby the level of functioning of the nervous system can
be assessed during flight without unduly interfering with the subject.

The electroencephalogram (EEG) has provided useful information
on the state of the central nervous system in the clinical situation. The
application of averaging techniques to the EEG may greatly expand
its use. The average potential of the nervous system allows the evalu-
ation of the neural responses to specific stimuli in human subjects with
a minimum amount of interference with the subject. As such it has
no equivalent.

Since averaging devices have become commonly available, the studies

“of the average evoked potential (AEP) have burgeoned, much of it
with the support of NASA. The bibliography to this volume indicates
that hundreds of papers have now appeared on this subject, and nu-
merous laboratories are actively engaged in this research. As can be
expected when investigators move into a new area of research, the
literature is replete with different terminology and general differences
in approach. This has made it difficult to compare, evaluate, and digest
usefully much of this research.

Several investigators believed that the time was right to convene a
meeting of evoked-response investigators to try to achieve a compre-
hensive picture of the state of the art, and to try to define the applica-
tions of this technique, as well as the pitfalls that must be avoided.
Furthermore, a measure of uniformity in interlaboratory communica-
tion was sorely needed. The present volume summarizes the ensuing
conference as a statement of the status of the evoked-potential research.

Norman W. WEIssMAN

National Aeronautics ond Space Administration
Office of Space Science and Applications
Bioscience Programs

v



Acronyms

Average evoked potential reports are replete with acronyms. This
book is no exception. The independent spirit of the participants in this
conference has made it impossible to impose a uniform usage on all
the reports. To assist the reader we have spelled out each acronym
on its first appearance in a given context. A list of the acronyms defined
is provided here.

AEP—Average Evoked Potentials
AER—Auditory Evoked Response
CNV—Contingent Negative Variation
EP—Evoked Potentials
EAP—Eye Artifact Potentials
EEG—Electroencephalogram
EKG—Electrocardiogram
ERG—-Electroretinogram
ERP—Event-Related Potentials
EMG-—Electromyogram
EOG—Electrooculogram
GSR—Galvanic Skin Response
MP—Motor Potential
RP—Readiness Potential
SEP-—Somatic Evoked Potential
SER—Somatic Evoked Response
SPS—Steady Potential Shifts
VER—Visual Evoked Response
VEP—Visual Evoked Potential
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Welcoming Remarks

JORGE HUERTAS
Chief, Neurobiology Branch
NASA Ames Research Center

YOU ARE congregated here as members of a highly sophisticated
group to discuss a subject that rates a very high priority in your
interests. You are here to discuss, during the next 2 days, your current
work on the evoked potentials of the electroencephalogram. It is my
privilege to welcome you to this symposium on behalf of the National
Aeronautics and Space Administration.

During this last decade, man has succeeded in escaping the physical
constants that characterize his living and evolving milieu; the fleeting
moments spent by man in the new environment have demonstrated his
capability to survive, at least temporarily, in outer space. Also during
this last decade, he has succeeded in sending automated man-made
‘objects to Earth’s immediate neighbors—the moon, Venus, and Mars.
As a consequence of these two achievements—traveling in space and
sending utensils to the planets—the enticement of getting there is a
strong challenge to humanity.

The exploration of space has presented man with the possibility of
looking upon himself from a new perspective, as well as the possibility
of studying Earth from distant places at other evolutionary stages.
The present-day status of science and technology is ripe for such an
endeavor.,

Next to survival, man’s main concern has been to understand himself
and to be able to attribute to himself a role in the universe. Today the
challenge of space gives him the opportunity to travel to new frontiers.
But this opportunity has also reminded him that he is an organism
ecologically bound to Earth and more delicate than his own rockets,
but more versatile than his own computers. For the exploration of
space, evoked potentials are a unique method of studying the perform-
ance of the brain. They can be correlated with many variables such as
intrinsic functions, metabolic functions, and behavioral patterns. The
method to be discussed permits the correlation of the three main com-
ponents that contribute to the information process of an organism—

X



X WELCOMING REMARKS

the sensory input, the central neural processing expressed as an elec-
trical potential (the evoked potential), and the performance of the
organism.

The advances in methods and knowledge for the study of perception,
conditioning, and learning have opened the door for more refined
studies, such as the relationships between arousal and learning or
vigilance and attention. The use of several species to obtain a more
precise knowledge of the phenomena previously cited is mandatory,
and a comparison of data from different species will be part of your
deliberations. The differences in encephalization of cats, monkeys, and
humans can be used, so to speak, as a dissection for the comparison of
brain functions at different stages of phylogenesis.

Your interest in this subject assures your permanent attention during
the symposium. Your suggestions concerning how evoked potentials
can be used adequately as a means of studying the basic mechanisms
of neuronal and brain performance as well as their permanence during
space flight will be of importance to NASA. Your suggestions con-
cerning how to continue using evoked potential techniques as a means
of advancing further the understanding of the brain will fulfill the
goal of this research applicable to space and will also be pertinent to
scientific, industrial, and humanitarian purposes.

We hope that, at the end of this symposium, you consider that the
time spent here was worthwhile and that you return to your labora-
tories with new enthusiasm and new ideas. The symposium proceed-
ings will be the subject of a NASA Special Publication, the success of
which is in your hands because its contents will be your contributions.
The caliber of the invitees makes it easy to predict that this meeting
will be a success.
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CHAPTER 1

Average Evoked Potentials—Achievements,
Failures and Prospects

DONALD B. LINDSLEY
Departments of Psychology and Physiology, and Brain Research
Institute, University of California, Los Angeles

DR. BRAZIER and guests: It is a great pleasure for me to welcome you

: to this meeting. I hope that at the end you will all feel well repaid
for coming, and I believe that you will. Let me say at once that it was

Dr. Emanuel Donchin, a former student and colleague of mine,
who brought all of you here and that it was he who organized this pro-
gram. I have been mainly an interloper sitting on the sideline,
consulting a bit about it here and there. I find this workshop idea—a
kind of question-and-answer procedure, in which we can informally try
to find solutions to problems that bother us, or bring up problems that
we feel others may be bothered by—very attractive.

We are all highly indebted to Dr. Orr E. Reynolds, Director, Bio-
sciences Programs, NASA Headquarters in Washington, and to Dr.
Norman W. Weissman, 2. member of his staff, who gave their enthusi-
astic sanction and support to this program and the publication of the
proceedings. We also owe our sincere appreciation to Mrs. Mary-
Frances Thompson of the American Institute of Biological Sciences,
who through ATBS-NASA liaison has been very busy corresponding
with many of you about this meeting and in making detailed arrange-
ments for these sessions here in San Francisco.

My presentation this evening will be anything but a formal one. In
fact, as you will observe later, I shall attempt to introduce a bit of
levity and novelty into this opening session in an effort to prevent it
from becoming too august, formal, and boring. I am afraid that I shall

1



2 AVERAGE EVOKED POTENTIALS

not live up to the title assigned to me by Dr. Donchin, partly because
I hesitate to preempt subjects assigned to later speakers and partly be-
cause I do not feel qualified to evaluate all that has been done in this
field in terms of success and failure.

As I look around, I see that I am probably senior to most of you
here, with the exception of Dr. Hallowell Davis, with whom I had the
privilege of working at Harvard Medical School (Boston) 35 years
ago when brain waves were first being recorded from human subjects
in this country, both there and in Dr. Jasper’s laboratory in Provi-
dence, Rhode Island, only 40 miles away. As you probably know, the
first two American publications concerned with the EEG in human
subjects appeared in the same year and came from those laboratories
(Gibbs, Davis, and Lennox, 1935; Jasper and Carmichael, 1935). In
1983-84, 1 was working on electromyography in the Harvard labora-
tories under Hallowell Davis and the late Alexander Forbes, and was
simply one of the subjects and an onlooker at these early EEG studies.
However, I also knew Dr. Jasper, and he and I had been fellow grad-
uate students under Dr. Lee Edward Travis at the University of Towa.
Hence, I was an occasional visitor to his laboratory at Bradley Hos-
pital and Brown University. In this way, I became acquainted with the
EEG work going on in both laboratories more or less concurrently.
But I am getting ahead of my story ; let me back up a bit.

I started out to say that in view of my age I might use it as a prerog-
ative to review sketchily some of the history of brain potentials. Of
course, as we all know, our Madam Chairman, Dr. Brazier, is an
authoritative EEG and neurophysiology historian ; so I must be care-
ful. However, before coming to more contemporary matters, I would
like to take a few brief glimpses backward.

EARLY HISTORY OF EVOKED POTENTIALS AND THE EEG

The first published recordings of evoked potentials were made by
Caton (1875) nearly 100 years ago. I want to quote a paragraph from
Caton’s article because there seems to be ample indication from what
he says that he was recording evoked potentials or currents in response
to sensory stimulation, and possibly what we now know as spontaneous
activity of the brain, or even the contingent negative variation (CNV)
first described by Grey Walter (1964a).

In every brain (of monkey or rabbit) hitherto examined, the galvanometer
hags indicated the existence of electric currents. The external surface of the grey
matbter is usually positive in relation to the surface of a section through it. Feeble
currents of varying direction pass through the multiplier when the electrodes are
placed on two points of the external surface, or one electrode on the grey miatter,
and one on the surface of the skull. The electric currents of the grey matter ap-
pear to have a relation fo its function. When any part of the grey matter is in
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a state of functional activity, its electric current usually exhibits negative vari-
ation. For example, on the areas shown by Dr. Ferrier to be related to rotation
of the head and to mastication, negative variation of the current was observed to
occur whenever those two acts respectively were performed. Impressions through
the senses were found to influence the currents of certain areas; e.g., the currents
of that part of the rabbit’s brain which Dr. Ferrier has shown to be related to
movements of the eyelids, were found to be markedly influenced by stimulation
of the opposite retina by light.*

Below are some of the principal names of investigators of electrical
activity of the brain and the dates of their publications. Following
Caton there was a certain amount of work by investigators in Poland,
Russia, Austria, and Germany—but nothing of any great significance
until Berger (1929), whose monumental first communication and sub-
sequent publications for the next 8 years gave us much of the story that
we know today about spontaneous activity of the brain. I am afraid,
unfortunately, that we don’t know so very much more about the nature
of the alpha rhythm or the other rhythms that Berger so ably described
in that series of papers.

Some Early Publications On Brain Electrical Activity

Caton (1875) Bartley and Newman (1930)
Fleischl von Marxow (1890) Bartley and Newman (1931)
Beck (1890) Travis and Herren (1931)
Danilewsky (1891) Travis and Dorsey (1931)
Gotch and Horsley (1891) Davis and Saul (1931)
Beck and Cybulski (1892) Adrian (1931)
Larinow (1898) Adrian and Buytendijk (1931)
Trivus (1900) Bishop and Bartley (1932)
Techiriev (1904) Travis and Dorsey (1932)
Kaufman (1912) Fischer (1932)
Prawdicz-Nemingki (1913) Kornmiiller (1932)
Cybulski and Macieszyna Perkins (1933)

(1919) Bartley (1933)
Prawdicz-Neminski (1925) Gerard, Marshall, and Saul
Berger (1929) (1933)

Berger had been working since 1924 to record the human EEG and
even before that in attempts to record electrical activity from the
brains of animals. Very few people seemed to be aware of his efforts,
and those that were paid relatively little attention to his publications
(as evidenced by the fact that they did not refer to them) until Adrian
and Matthews (1934) confirmed the fact that rhythmic potentials
could indeed be recorded from the surface of the human scalp.

Apparently Adrian gradually had become convinced that slow
potentials could be recorded from the central nervous system and from
isolated insect ganglia although he and other classical neurophysiol-

* Caton, R. : The Electric Currents of the Brain. Brit. Med. J., 2, 278, 1875.
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ogists of the day seemed reluctant to think of anything occurring in
the nervous system other than the well known spike potentials accom-
panying neural discharges in nerve fibers. Adrian and Buytendijk
(1981) recorded rhythmic slow potentials in the isolated brain stem
of the goldfish, and Adrian (1931) found rhythmic changes in isolated
ganglia of the water beetle. Earlier, Adrian (1930) had published a
note on electrical activity in the nervous system of the caterpillar. In
the goldfish, they found rhythmic slow potentials in the same frequency
range as normal gill slit movements. Adrian (1982),in The Mechanism
of Nervous Action, had this to say about it, which reflects the gradual
change in his thinking and acceptance of the idea that another form
of electrical activity other than the classical spike potential could be
recorded from central nervous system structures:

Since impulses cannot pass down nerve fibres without causing potential changes,
the existence of a wave might mean no more than the existence of a discharge
of impulses in the nerve tracts of the brain stem. But the form of the waves
does not suggest that they are built up out of impulse potentials in the nerve
fibres. They rise and subside slowly and are often quite free from the very
rapid irregularities which would be present in a wave formed by the summation
of impulse potentials. They suggest instead a slow change of potential taking
place in the nerve cells or dendrites, the duration of the change in each cell being
of the same order as the duration of the recorded wave.?

EARLY INVESTIGATIONS OF BRAIN POTENTIALS IN THE USA

What is little known and even less acknowledged (referring again
to the previous list of early contributors) is the fact that in America
some studies of electrical activity in the brain of animals were going
on about the time Berger published his initial study of the human
EEG. In Travis’ laboratory at the University of Iowa, studies had
been in progress since 1927 in which reflex time in humans and ani-
mals had been studied by electromyography. An excellent recording
instrument (Westinghouse mirror oscillograph), with high-frequency
capabilities but low sensitivity, was used with amplifiers having a
transformer-coupled input and output. This was adequate for muscle
potentials, but of course did not pass the slow, low-frequency potentials
of the type Berger had been recording. At about that time, through
annual visitations of Professor Raymond H. Wheeler to the Iowa
campus during the summer sessions, Bartley, then a graduate student
in psychology at the University of Kansas, became acquainted with the
type of apparatus Travis and his colleagues were using and obtained
a Westinghouse oscillograph and built his own amplifiers (also with
a transformer-coupled input). Bartley and Newman (1930a, b), fel-

3 Adrian, BE. D.: The Mechanism of Nervous Action. Philadelphia : University
of Pennsylvania Press, 1932, pp. 82-83.
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low graduate students at Kansas, then published the first two notes
concerned with cerebral potentials in the dog, followed by more ex-
tensive studies (Bartley and Newman, 1931; Bartley, 1933a,b; also
Perkins, 1933).

Travis and his associates at Iowa, following their interest in reflex
activity, began to explore the electrical activity of the brain in search
of higher level reflex manifestations in the dog and rat (Travis and
Herren, 1930, 1931; Travis and Dorsey, 1931, 1932). Variations in
the background high-frequency activity were found to be associated
with sensory stimulation, reflex elicitation, and motor activity; how-
ever, little of significance could be interpreted from these records, and
there were no slow potential changes observed because the transformer-
coupled input and output passed only the higher frequencies. In none
of these studies was there reference to the work of Berger; therefore,
it seems apparent that they were not aware of his published work at
that time. The same was true of the early studies of Davis and Saul
(1981) and Saul and Davis (1938). These investigators, following up
the Wever-Bray effect recorded in the eighth nerve, began to push on
into the brain stem and more rostral regions of the auditory path-
ways, including the cortex, in search of auditory potentials. Although
these investigators used resistance-capacity-coupled amplifiers with-
out transformer-coupled input and output, their goal seemed mainly
to determine how well auditory pathways in the brain responded to
higher frequencies of stimulation. From the limited records presented,
it appears that they found evoked potentials to auditory stimulation
within the auditory pathways of the brain stem, and they reported
similar effects in auditory radiations and cortex. If, indeed, there were
any slow-wave manifestations, they didn’t mention them, nor did they
comment on the slower-than-spike potential characteristics of the
evoked potentials.

It is interesting that in all of these early studies, except for Berger’s,
it was almost an anathema to mention slow-wave activity—if indeed
any had been observed—so fixed was the idea that the only electrical
activities that could occur in nervous tissue were spike potentials. This
is reflected in an article by Gasser and Graham (1933), who, in study-
ing reflex activity at the spinal cord level beyond the dorsal roots,
found that there were slow negative and positive potentials that they
rather reluctantly admitted could not be accounted for in terms of
classical spike potential phenomena. For want of a better name, and
because they could find no reason to include them with nerve after-
potentials, they called them intermediary potentials and suggested the
internuncial neurones as their probable origin. That they were begin-
ning to think that these slow potentials might represent something
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different is indicated in the following quote from the discussion section
of their paper:

The most interesting feature of the cord electrogram is the prolonged potentials
which, provided there is sufficient depth of narcosis, present a perfectly smooth
contour. Their duration and freedom from oscillations place them in the group
of potentials which have from time to time been described as occurring in the
central nervous system. Potentials of a duration longer than the spikes of periph-
eral nerve impulses have been recorded in recent years from the cerebral cortex
by Prawdicz-Neminsky, Berger (who reviews the older literature), Bartley and
Newman, and Fischer. (Note the first reference to Berger's work in any of these
early studies!) As recently deseribed by Bishop and Bartley, the waves in the
rabbit have a duration of 30 to 100 sigma (msec) and are free from oscillations.
Wiaves of similar type have been derived from the optic lobes of the goldfish by
Adrian and Buytendijk. They have the rhythm of the respiration and durations
up to 14 second. All the authors are in agreement in holding that the waves in
question are long potential changes rather than a summation of shorter ones.®

SOURCES OF THE EEG

Spontaneous slow rhythms from the brains of animals (rabbit, cat,
monkey) as well as localized evoked responses to visual, auditory, and
other kinds of sensory stimulation were soon described by Fischer
(1982) and Kornmiiller (1932) in Germany and by Gerard, Marshall,
and Saul (1933) in the United States. So, spontaneous and evoked
potentials were gradually becoming accepted. With the verification of
Berger’s findings in human subjects by Adrian and Matthews (1934),
the acceptance of a new type of neural electrical activity, the slow,
spontaneous or autonomous potentials, often rhythmic in nature, was
established. The flood-gates were opened, and the next 5 to 10 years
witnessed a slightly mad rush to be first to identify some kind of psy-
chological or physiological correlate of the ubiquitous alpha rhythm,
or other rhythmic variants. Some studies were done quickly and care-
lessly ; others were more systematic. The early promise of the EEG
in clinical neurology and related fields diverted much energy into the
study of pathological phenomena, and not without benefit. However,
the fact that we still know so little about the source, nature, and regu-
lation of alpha and other spontaneous rhythms after all of these years
makes one pause as we now find ourselves hurtling into the field of
average evoked potentials and other slow potential shifts (CNV). It
is not that we should not do so, but that we should do so with caution
and due consideration for what has gone on before and with as clear
vision as possible as to where we want to go and what the most critical
problems are that we must solve in order to get there. That, of course,
is one of the reasons for this conference.

® Gasser, H. 8. and Graham, H. T.: Potentials Produced in the Spinal Cord by
Stimulation of Dorsal Roots. Amer. J. Physiol., 1933, 103, 303-320.
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After Adrian and Matthews had confirmed Berger’s results, Adrian
and Yamagiwa (1935) studied the distribution of potentials on the
human head, very much as we are doing now in relation to the locus
and possible source of average evoked potentials. They were curious
about the topographical distribution of potentials over the head and
tried to determine the best way to localize the source by phase reversal
techniques as well as by frequency and amplitude comparisons. After
they established some of these localizing characteristics over the scalp
of living persons, they tried to duplicate them by placing a potential
generator inside the skull of a cadaver filled with material calculated
to resemble the brain in the hope that there would be some clues as to
the possible source of the generators in the living brain. Some of the
more recent attempts to determine the source of evoked potentials and
compare those recorded in the brain with those on the surface are
suggestive of this sort of thing, although in the present day context
there have been a limited number of opportunities to place electrodes
deep in the brains of living patients except when this seemed justified
for other reasons.

The spontaneous activity of the brain, the so-called autonomous
activity, has given us much excitement over the years, and, I suppose
one should add, many disappointments. Methodologically, it has taken
many years to standardize even partially such aspects of EEG prac-
tice as electrode placements and input recording conventions, such as
scalp-to-scalp, and scalp-to-ear, or other reference locations. Not the
least of disappointments have been frequency analysis methods such
as Fourier transforms or other time-voltage plots. Theoretically, many
of these notions seemed ideal, but practically they appeared to be lack-
ing in desired benefits; in any event, they do not seem to have moved
us much forward in our thinking and conceptualization. Often the
purpose to which they were put led only to more and more complex
accumulations of frequency spectra that could not be resolved easily
in connection with the set goals. Perhaps this was less a matter of the
efficacy of the method or its theoretical soundness than of the perspi-
cacity of those who sought to employ it. Perhaps the right questions
were not being asked, and accordingly the solutions were diffuse and
hazy. Whatever the cause, our basic understanding of the EEG and
its significance did not seem to have been advanced greatly by such
methods. This raises a note of caution with respect to average evoked
potentials and the various methods used to enhance their value to us,
both in terms of neural mechanisms and our understanding of them
and in terms of what general advances can be made by isolating and
employing them in practical as well as theoretical ways. Certainly,
we should attempt to learn from the mistakes that have been made
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in our approaches to the analysis of spontaneous electrical activity of
the brain—what we can avoid or what we can improve by our attempts
to analyze and utilize evoked potentials.

As 1 indicated earlier, the nature of the spontaneous activity,
especially the alpha waves, has not been resolved in terms of an under-
standing of just what are the specific generators of such potentials,
and just what are and where are the pacemakers of the potential
rhythms. We know something about generator potentials, graded
synaptic potentials, local dendritic potentials, and the like, but we
don’t know precisely the origin of rhythmic, spontaneous, alpha waves
or the locus and nature of the systems that play a part in their regu-
lation. As rapidly as we seem to be moving along in the average evoked
potential field, we must remember that there are many people who
are still concerned with trying to get a basic understanding of the
particular areas, layers, cell configurations, and contacts in the cortex
that may be contributing spontaneous as well as evoked potentials,
and the particular thalamo-cortical relations that may perpetuate or
modify such rhythms and evoked potentials.

A book by Per Andersen and Sven A. Andersson is supposed to give
us answers to such questions, for its title is Physiological Basis of the
Alpha Rhythm. I hope that it does; however, I suspect, like so many
other “solutions” that we have had, that it will not be a complete an-
swer. (This book did appear following the conference (Andersen and
Andersson, 1968) and seems to make a very substantial contribution
to a number of the questions with which we have been concerned.
Specifically, it attempts to document the role of thalamic generators
of rhythms that control cortical generators giving rise to local poten-
tial changes. It is dominated by the point of view and experience of
those, including the authors, who have sought to understand what hap-
pens in and around single cells by intracellular and extracellular
microelectrode recordings and in terms of unitary EPSP and IPSP.
These levels of understanding are often quite precise and clear so far
as the individual unit is concerned, but are often a far-cry from
revealing what a total population or aggregate of units may be doing.
George Bishop once told me “Nothing happens in the CNS in terms
of a single unit.” Nevertheless, very important clues have been pro-
vided by microelectrode studies in many areas, and I think that this
book will be of great value to all of us as we think about and work
with spontaneous and evoked potentials, whatever our mode of ap-
proach may be. One criticism of the book is its somewhat spotty selec-
tion of studies bearing on grossly recorded potentials and rhythms
against which to compare and analyze the results of unit studies.
Another is that the authors sometimes plunge de novo into areas that
have been well trod by others, as if nothing counted but their own
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purview of the territory with their own approaches. There are of
course certain advantages in this, and the authors do apologize for
the overwhelming devotion in the book to their own data at the ex-
pense of those of others. But let me return to my historical theme. I
mentioned that Adrian and Matthews finally convinced classical neu-
rophysiologists and others of the verity of Berger’s findings.

A TRIBUTE TO HANS BERGER

Berger, in whose honor I think we should often dedicate meetings
such as this, was not a neurophysiologist in the traditional sense; how-
ever, were it not for Berger’s persistence in the face of repeated failure,
I suspect it would have been some time before the basic fact of spon-
taneous electrical activity of the brain was discovered, even though
people were getting close to establishing that there were wave-like
rhythmic activities of a slower nature than the classical spike potential
found in peripheral nerves and in central neural pathways. A consider-
able period of time might have elapsed before his findings would have
been duplicated by others, especially with respect to the human EEG.

Figure 1-1 is a photograph of Berger, presented to some of us, who,
at the instigation of Fred and Erna Gibbs, contributed small sums to
a fund for Mrs. Ursula Berger, in the difficult days following Berger’s
death. With the rise of Hitler and the approach of World War II,
Berger found it more and more difficult to carry on his work; eventu-
ally his health broke, and he died on June 7, 1941. The following is a
brief note that appeared in the New York T"imes on June 10, 1941 :

Hans Berger

Discoverer of Electrical “Brain Waves” in Humans Was 68

Berlin, June T—Professor Hans Berger of the University of Jena, who
discovered the effects of electrical manifestation on the human brain,
died today at the age of 68.

About sixteen years ago Dr. Berger attached small electrodes to the
skull and wired them to a modified radio receiver in which were tubes
that could amplify feeble currents a million times. Thus were so-called
“prain waves” discovered. They were later called “Berger’s rhythms.”
Knowiledge of them has been particularly helpful in the study of the
disease of epilepsy.

Dr. and Mrs. Frederic A. Gibbs, who early made the acquaintance
of Dr. and Mrs. Berger and visited Berger’s laboratory in the mid-
thirties, were some of the first to read and abstract the numerous arti-
cles of Berger and publish them informally in 1986, which they dis-
tributed to their friends then working in the field. Jasper’s (1936)
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Fieure 1-1.—Professor Hans Berger (1873-1941), neuro-
psychiatrist, University of Jena, Jena, Germany, first to
discover and describe in 1929 a unique kind of eleetrical
activity recorded from the brain of man, which he named
the electroencephalogram ( Elektrenkephalogramm).

early review of that time was an important landmark in bringing the
work of Berger and others to the awareness of many people.

Following Berger’s initial publication in 1929, as his discoveries
became known, Adrian, Bishop and Bartley, Bremer, Fischer, Korn-
miiller, and others began to look for sources of these potentials in the
brains of animals. But this is along story, and time will not permit
discussing all of its ramifications now. I shall do so only briefly in
order to stress the similarity that existed then with respect to problems
related to the origin of spontaneous rhythms and that which exists
now with respect to average evoked potentials. In the case of the latter,
except under unusual circumstances at the time of operation, we cannot
penetrate the brains of humans in search of potential sources; there-
fore, animal experiments are exceedingly important to us now as
they were in the early 1930’s.

In looking back over the progress that was made, it seems to me that
it has not been primarily the specific techniques that were important,
i.e., the types of electrodes, their placement, the types of amplifiers and
recording systems, and all of the rest, but rather the conceptual think-
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ing along certain system lines of approach that provided the greatest
forward movement. For example, Bremer’s (1935) sectioning of the
brain stem and observation of the behavioral and electrophysiological
state of the organism after his famous encephale isolé and cerveau isolé
preparations had great importance. The work of Morison and Demp-
sey (1942), through electrical stimulation of midline thalamic nuclei,
opened up a whole new realm of conceptions relative to thalamocortical
relationships, involving recruiting and augmenting responses. Moruzzi
and Magoun (1949), in discovering the functional role of the reticular
formation by its electrical stimulation, brought forth a tremendously
stimulating concept of ascending activation and its effect on electro-
cortical activity and behavior.

It seems to me that as one looks back over these early, and more re-
cent, periods, it may be observed that the thing of greatest utility in
probing the nervous system was often a non-naturally occurring event
in the nervous system, such as electrical stimulation, or the specific
interruption of certain pathways. Certainly recruiting responses are
generated by non-natural electrical stimulations of mnonspecific
thalamic nuclei at about 8 per second; electrical stimulation of the
reticular formation at 100 or 300 per second is another example. In
each case, something quite reproducible and reliable could be effected
in the nervous system and then studied in relation to other events and
circumstances. In almost every area, we can discern evidences of arti-
ficial experimental procedures that have led to significant advances.

SOME FURTHER HISTORICAL NOTES

I will hastily finish this historical introduction and get on with the
subject of average evoked potentials. Figure 1-2 shows one of the first
human EEG records taken in this country by Jasper and Carmichael
(1935) at Bradley Hospital and Brown University in 1934. Carl
Pfaffmann, one of our psychologist friends and now Vice President of
Rockefeller University, was the subject.

Ficure 1-2.—Sample of the first EEG tracing taken at the Bradley Hospital, E.
Providence, Rhode Island, by H. Jasper and L. Carmichael. Subject: Carl
Pfaffmann. Date: July 9, 1934. Record, which shows prominent alpha rhythm
of about 11.5 per second, was made with a Westinghouse, galvanometer-type,
mirror oscillograph. Time line above: 25 Hz.



12 AVERAGE EVOKED POTENTIALS

Freure 1-8.—Hlectrophysiological equipment used in audi-
tory research and initial EEG studies in the laboratory of
Hallowell Davis, Department of Physiology, Harvard
Medical School, Boston, Massachusetts. First animal and
human electroencephalograms recorded in this laboratory
in 1934 with cathode-ray oscillograph (center) and Wes-
tern Union ‘“undulator” (above center), an inkwriting
pen oscillograph. Subject: D. B. Lindsley; operator ad-
justing undulator, A. J. Derbyshire.

Figure 1-8 shows that another psychologist (myself) was a subject
for Gibbs, Davis, and Lennox (1935) and others who were pursuing
this problem at the same time at Harvard Medical School. The operator
of the apparatus in this particular picture is A. J. (Bill) Derbyshire,
who has spent much of his professional life in EEG work. Most of this
equipment was for auditory studies carried on by Hal Davis, Bill
Derbyshire, S. S. Stevens, and others, but it was also used for record-
ing brain waves. They could be recorded on the oscilloscope, but for
continuous recordings were traced on L4-inch paper tape by a single
inkwriting pen of the Western Union Undulator device mounted just
above the oscilloscope. E. L. Garceau had built most of this equipment
for Hal Davis’ group (see Garceau and Davis, 1935), but Albert
Grass, an engineer from Massachusetts Institute of Technology, was
soon to supply the first especially built EEG for Gibbs and Lennox
at Boston City Hospital (Fall of 1935) and for the Davises and others
at Harvard Medical School. Jasper, with the help of Howard
Andrews, a physicist, designed and built his own equipment at Bradley
Hospital ; they used a Westinghouse multi-element mirror oscillograph
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as their recording instrument, and subsequently an Offner-type crysto-
graph inkwriter driven by rochelle salt crystals across which the ampli-
fied potentials were applied. This they also made themselves. Offner,
a physicist, was beginning to develop amplifiers and recording equip-
ment for Ralph Gerard at the University of Chicago; however, Wade
H. Marshall was responsible for the design and construction of am-
plifiers used by Gerard, Marshall, and Saul (1933, 1984, and 1936).
Theodore A. Hunter and Paul E. Griffith, radio engineers, built most
of the early equipment used by the Travis group at Iowa.
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Ficure 1-4.—Alterations in the electroencephalograms of normal subjects by
sensory stimulation and by mental effort. From Gibbs, Davis, and Lennox
(1935). A.S.D. (A.S. “Bill” Derbyshire; D.B.L. (D. B. Lindsley) : F. W. (Fred
‘Waite) ; H. D. (Hallowell Davis). Recordings made in summer of 1934.

Figure 14 shows some of the tracings recorded by Gibbs, Davis, and
Lennox (1935) from Derbyshire (ASD), myself (DBL), Hal Davis
(HD), and Fred Waite (FW), a laboratory technician. These were
recorded with the Undulator. One can observe in these single-pen
tracings the blocking of the alpha rhythm during eyes open, mental
arithmetic, or solving the clock problem and so on. These maneuvers
were characteristic of early investigations of the EEG that were done
in those days in trying to find out what affected the alpha rhythm, what
it meant, if anything, and in what relationship it stood not only to
‘psychological events but to physiological states as well.

I am going to end this little historical prelude with a bit of levity.
In 1939, Jasper was called to the Montreal Neurological Institute and
McGill University by the neurosurgeon, Wilder Penfield, where he
opened a laboratory and also established EEG recording facilities in
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Fieure 1-5.—Participants and invited guests at the opening of the Electro-
physiological Laboratories in The Montreal Neurological Institute, February
24-26, 1939. First row; left to right: Robert 8. Schwab, S. Humphreys, Herb-
ert Jasper, A. Cipriani, Garret Hobart, N. Frazer, W. V. Cone. Second row:
L. F. Nims, David P. C. Lloyd, Joseph G. Hughes, Stanley Cobb, E. Newton
Harvey, Alfred L. Loomis, Alexander Forbes, Hallowell Davis. Third row:
Colin Russel. (unidentified), Margaret Rheinberger, E. J. Baldes, G. E. Hall,
Theodore C. Erickson, John E. Goodwin, Theodore J. Case, Molly R. Harrower-
Hrickson, Mrs. Robert S. Schwab, Arthur Elvidge. Fourth row: Howard L.
Andrews, Joseph Evans, Donald Y. Solandt, (unidentified), John Kershman,
J. Roy Smith, Donald B. Lindsley, Choh-Luh Li, Simon Dworkin.

the neurosurgical operating room with a glassed-in amphitheatre for
observation. Figure 1-5 shows the group of people invited there for the
opening of these new laboratories and a scientific program celebrating
this occasion. Following the ceremonies, a fine banquet, and other fes-
tivities, those interested in skiing went to a resort in the Laurentian
Mountains, which I believe was the forerunner of the FEastern EEG
Society’s subsequent annual ski meetings.

Following the banquet, a group of the younger neurological and
neurosurgical workers put on a fine show for the visiting dignitaries,
and some of them composed a little ditty about the EEG and the group
assembled. I always thought it very funny and once gave a “benefit”
performance of it before the American EEG Society in Atlantic City.
My voice has not improved with age; on the other hand, I am not
entirely sure it has gotten any worse! So, if you will bear with me for
the next four slides I will try to sing it for you. In case you don’t
recognize the melody from my rendition, it was meant to be sung to
the tune of “A Tisket, A Tasket.”
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A meeting ! A meeting!
They’re gonna have a meeting !
Electrophysiologists from all points of creation.
They’ll wrangle and quibble
Such scientific dribble
Design new leads and coin those words that flabbergast the nation.

‘Wires were pulled down off the wall,
It was gonna be a free-for-all.

The epileptics ducked their heads
Beneath the covers of their beds.

“Cobb found one ! Cobb found one!
Yes, on the wards he found one !”
They shaved her head and bound her to that instrument of Satan.

Did she scream ? No, No, No.
Have a fit? No, No, No.

Bite her tongue? No, No, No.
Still they traced her undulations.

A brain wave! A brain wave!
The patient hias a brain wave !
It’s not an alpha, beta, gamma, delta, but a new one.
They found it ! They found it!
Yes, in her bean they found it !

Their supercharger picked it up—they knew that it could brew one.

So Hallowell Davis grabbed the phone
From the clutches of Wee Willie Cone.
“Let’sitell the papers tout de suite

So the world can learn of our great feat.”

Colossal! Gigantic!
Stupendous and magnantic!
And if it doesn’t bring us fame Harviard will suffer shame.

Said the News—No, No, No.

Said the Times—No, No, No.

Said the Star—No, No, No.

But it made the Hicktown Transcript.

The focus ! The focus!
They had to find the focus!
Baldes said, “Now boys be calm ; let’s get down. to essentials !”

We'll find it ! We'll find it!
Said Robbie Schwab, “We'll find it !”
“If we just plug in all the leads and use reversed potentials!”
When the writers began their dizzy dance,
Herbie went into the usual trance.
The Chief said, “Herb ! don’t let us down
‘With all these potentates around.”

348-516 O - 69 - 3
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These brain wave dispensers
Then blew six condensers
Before they found this new rhythm that they were looking for.

‘Wias it Bach? No, No, No.

Was it Liszt? No, No, No.

‘Was it Strauss? No, No, No.

It was just a swing-time rhythm.

To name it ! To name it !
The boys had now to name it!
The Greeks must have a word for this:astounding undulation !

They guarreled and quibbled
Saliva sprayed and dribbled.
Then Loomis said, “Let’s all cool down and try some concentration.”

Just when things had become an awful mess
Don Solandt said, “I must confess

These rhythms are not brain waves at all,
But the elevator in the hall.”

“I found the connection
And have a recollection
That Arthur Elvidge did it as another boyish prank.”

‘Were they pleased? No, No, No.
Shout with joy? No, No, No.
Laugh it off? No, No, No.

They electrocuted Arthur!

AVERAGE EVOKED POTENTIALS: PROBLEMS AND PROSPECTS

I thought that this little ditty would not only remind us of the past,
but also would portend some of the problems of the future that we may
have reason to discuss during the next few days. It may not be the
elevator in the hall, but it may be gremlins in the computer with which
we average our potentials! At any rate during the thirties and forties,
there was much concern about how to separate the waves and rhythms
of the spontaneous EEG. There were alpha, beta, gamma, delta, and
theta waves, and eventually we got in a few additional Greek letters
such as kappa and lambda waves. People who didn’t like to categorize
or name the waves nevertheless kept trying to fractionate the frequency
spectrum by breaking it up into little packets of rhythms thought
to have some special significance; e.g., 2-5, 5-8, 8-12, 1218, 18-30,
30-50, and so on. It became quite a problem. And so it is today with
average evoked potentials. Different investigators find and label dif-
ferent numbers of components, with different latencies and sometimes
different polarities for supposedly the same components, depending
upon the recording convention of whether negative or positive is up.
This led Grey Walter not long ago to send out a questionnaire asking
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the question, “Which way is up ¢” Apparently some don’t know or at
least don’t label their published records so that the reader will know.

These and many other problems are reminiscent of the past; how-
ever, there are also many new ones, particularly since evoked potentials
recorded on the surface of the scalp are relatively small signals com-
pared with the background “noise” furnished by the much larger alpha
and other ongoing activities. Certainly we must consider it a notable
success and a “breakthrough” to have been able by means of computer
technology to separate time-locked signals generated by a sensory
stimulus from the ongoing or spontaneous background activity whose
relationship to the stimulus onset is essentially random. In this way, we
have been enabled to see not only the larger later components of the
evoked potential, but also in some instances to identify the initial or
primary components. However, we have not been able, with great
clarity and reliability, to bring out the initial or primary response
components to natural, receptor-initiated stimuli such as a flash of
light to the eye. On the other hand, we do know from directly recorded
evoked potentials on the visual cortex of the cat that a single supra-
threshold pulse to the optic nerve or tract will cause not only a well
demarcated surface positive primary response, but also three or four
sharply defined initial components of that response, the first of which
is a radiation response component, and the subsequent ones successive
excitations up through the lower cell layers (Chang and Kaada, 1950;
Bishop and Clare, 1952, 1958a). To a flash of light on the retina of the
cat, the major surface-positive primary component is obtained but
not the initial, rapid subcomponents. These seem to be washed out by
a greater dispersion of impulses generated in the retina than when the
optic nerve is stimulated directly. If greater dispersion and variability
oceur via receptor-initiated impulse discharges, it is understandable
why the relatively short-lasting primary components of the average
evoked response tend to get wiped out or reduced and occur with great
variability. This seems to be true for both visual and auditory primary
components of the average evoked response. On the other hand, somato-
sensory average evoked responses resulting from repeated stimulation
of the median nerve provide much more clear and precise early com-
ponents (Allison, 1962).

LOCUS, VARIABILITY AND COMPONENTS OF THE AEP

In order to illustrate further this point about the primary com-
ponents of the average evoked response, as well as to examine the con-
sistency of later components recorded from different topographical
regions, I should like to present some data from a very interesting and
important paper by Gastaut et al. (1967). Figure 1-6 illustrates some
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FicURe 1-6.—Average evoked responses to
visual, somatosensory, and auditory stimuli
recorded at inion, temporal, rolandie, and
vertex regions with contralateral ear refer-
ence. Positivity at active electrode down-
ward; recording epoch 500 msee. All
recordings from same subject. Heavy trace
in top three sets represents sense mode cor-
responding to area of recording: visual-
inion; auditory-temporal; somatosensory-
rolandic. (From Gastaut et al., 1967, in:
‘“The BEvoked Potentials.” Amsterdam : Else-
vier, 1967, by permission of author and
publisher.)

of these problems. Each set of three traces was recorded from a par-
ticular region of the head: inion, temporal, rolandic, and vertex. The
heavy trace in each is for the specific modality represented in that area.
In the top set, the heavy trace is the average evoked visual response in
which, during the first 80 to 100 milliseconds, it is generally conceded
that a primary component of specific character appears. For visual
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and auditory areas, an early primary sensory response has not been
considered a very reliable kind of response until recently. Even now
it is dubious in the auditory area. Up to 80 or 100 msec, the early com-
ponents in repeated averages for the same individual vary, but show
some consistency; however, from individual to individual, they are
exceedingly variable as we shall see in figures 1-7, 1-8, 1-9. Only the
somatosensory average evoked response shows moderate consistency
across individuals for these early primary responses.

From 100 to about 300 msec, there are major response components
that most of us have been recording with some reliability. We call
these “late” components, and in any given individual there is a certain
amount of consistency; however, from individual to individual, there
is much greater variability. Beyond 800 msec, there are the after po-
tentials, the secondary potentials, and the after discharge, which some
people have not observed because they have not extended their analysis
epoch far enough. As Rémond points out, the epoch must extend at
least 700 or 800 milliseconds in order to encompass the after discharge,

e

R

S.L.L Y. 500msec Inion Rol. Vertex

FreuBe 1-7.—Average visual evoked responses recorded at visual
(inion), somatosensory (rolandic), and vertex regions in five
different subjects. Positivity downward; 50-msec epochs.
(From Gastaut et al., 1967, in: “The Evoked Potentials.”
Amsterdam-: Elsevier, 1967, by permission of author and
publisher.)
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SOM, YF. 500msec Rol. Inion Vertex

F16URE 1-8.—Average somatosensory (median nerve) evoked
responses recorded at rolandic, inion, and vertex regions in
five different subjects. Positivity downward; 500-msec
epochs. (From Gastaut et al., 1967, in: “The Evoked
Potentials.” Amsterdam : Elsevier, 1967, by permission of
author and publisher.)

and perhaps even farther than that, which of course raises the question
of how frequently can one stimulate without overlapping the preced-
ing response in the train.

In the temporal region, there is no very characteristic early response
to auditory stimulation, but one sees that there is one in the vertex
recording, which oftentimes shows it better than the temporal region.
Somatosensory stimulation, mainly because it has been given by elec-
trical stimulation to the median nerve, tends to give a sharp, high-
amplitude discharge in a large number of fibers, i.e., a concentrated
volley, which tends to produce a much sharper evoked potential than
one sees for visual or auditory stimulation in their respective cortical
regions. Consequently, the somatosensory has been a favored region
and a favored sense mode to use if one wants to investigate activities
of primary or specific sensory nature as opposed to the nonspecific
response associated with later components.

The very fact that there may be both specific and nonspecific com-
ponents in the average evoked response is significant in that it sug-
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AUDIO 500msec  Temp, inion \m

Fraure 1-9.—Average auditory evoked potentials recorded at
temporal, inion, and rolandic regions in five different sub-
jects. Positivity downward; 500-msec epochs. (From Gas-
taut et al., 1967, in: “The Evoked Potentials.” Amsterdam :
Elsevier, 1967, by permission of author and publisher.)

gests that there may be ways of disentangling these components and
identifying them with certain systems of operation within the brain,
rather than simply relating them to a given stimulus mode or one par-
ticular state such as attention or arousal, and so on. In any case, I think
that we need concurrent animal work, and, where neurosurgical con-
siderations permit it, investigations of the relationship of deeper brain
structures to human cortical evoked responses. It is even possible that
through certain strategies in the use of computers the specific and non-
specific components of the average evoked potential can be separated,
and at the same time spontaneous background activity and de-shifts or
CN'Vs separated or segregated as well.

In figure 1-6, one can certainly see by comparison of visual, somato-
sensory, and auditory responses in their respective areas, as well as in
other zones, that there is a marked across-modality variation. Let us
now look at across-individual variation for each of these three modali-
ties as shown in figures 1-7, 1-8, and 1-9.

Figure 1-7 shows the average evoked potentials to visual stimula-
tion at the inion, rolandic region, and vertex for five different subjects.
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The response over the inion (first column) shows a fairly consistent,
large, positive component in the 100- to 300-msec range in four of the
five subjects. In front of it, there appears to be almost no consistency
of the primary or specific components from person to person. If one
looks next at the visual response recorded from the rolandic region
(center) or the vertex (right column), it is difficult to see any consist-
ency, although it may be that the same nonspecific, late positive com-
ponent underlies another more general type of activity. Certainly
the visual area gives the most reliable pattern of response to a visual
stimulus.

Figure 1-8 shows averages for different subjects in rolandic, inion,
and vertex regions for somatosensory (median nerve) stimulation. In
the rolandic region, an early positive component is consistently pres-
ent in four of the five subjects, and following it is a large negative-
positive-negative complex of quite constant form. In the visual area
(inion), these characteristic early responses are not seen; nor are the
later ones. In contrast, and perhaps because of its relative proximity to
the rolandic area, the vertex shows some of the early response com-
ponents and quite similar large, late components. The reason T am
showing these particular figures is that they raise a question about the
topography or distribution of average evoked potentials on the head.
The vertex, as most people have found, and as Gastaut and colleagues
so ably pointed out, seems to show prominent later components with
some consistency in response to all types of sensory stimulation, but
seldom are there good early or primary components. Because the ver-
tex responds so similarly to all types of stimulation, Gastaut et al.
(1967) warn against its use asa common reference.

Figure 1-9 shows responses to auditory stimulation for five different
subjects over temporal, inion, and vertex regions. Unlike visual and
somatosensory stimulation, these auditory average evoked potentials
defy any orderly classification or correlation between subjects. The
auditory area does not seem to give any consistent pattern, and cer-
tainly the inion does not. The vertex shows a large response but not
of the type shown in the auditory area. It is possible that the location
of the primary auditory cortex, relatively hidden in the sylvian fissure
and with other active areas on either side of it, makes it difficult to find
a suitable location for auditory electrodes that will provide a constant
and stable auditory average evoked potential. It is even possible that
it becomes contaminated with hippocampal responses, as well as pari-
etal and temporal contributions.

Finally, figure 1-10, also from Gastaut et al. (1967), demonstrates
that somatosensory and visual evoked responses (five overlapped
averages of each) recorded over their respective zones for a 200-msec




ACHIEVEMENTS, FAILURES, AND PROSPECTS 23

SOM Rol 200msec S.L.I. inion 200msec

SOM. Inion 200msec

F1cure 1-10.—Superimposition of five somatosensory
(SOM) and five visual (S.L.1.) average evoked re- ~
sponse traces recorded from rolandic and inion
regions. Positivity downward; 200-msec epochs.
(From Gastaut et al., 1967, in: “The Evoked Poten-
tials.” Amsterdam: Elsevier, 1967, by permission
of author and publisher.)

epoch show a reasonable consistency of early and late components,
whereas only late or nonspecific responses show some commonality
over other regions. It is encouraging that regional visual and somato-
sensory average evoked responses provide reasonably clear and con-
sistent early (primary and specific) and late (secondary and possibly
nonspecific) components when recorded from scalp to contralateral
ear reference. Whether further improvement in the reliability of such
responses can be achieved remains to be seen. Bipolar and vertex
referenced derivations do not seem to provide the answer, and, as
Gastaut and colleagues suggest, a vertex reference may be contraindi-
cated because the primary components are not clearly seen and the late
components may be contaminated by other activities. Special computer
strategies, as previously suggested, may help to separate further com-
ponents and background interferences.

This important paper by Gastaut et al. (1967) serves as a signifi-
cant point of departure for this conference because it touches on some
of our most crucial problems concerned with where and how we record
average evoked potentials (topography); how and where the most
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definitive sensory evoked responses can be recorded so far as primary,
secondary, and other nonspecific components are concerned ; and with
what consistency intra-individual and inter-individual responses can
be obtained. Several other aspects of this study should be discernible
as we proceed with our discussion.

NATURE AND SOURCES OF EVOKED POTENTIALS

I think it will be evident from what I have said earlier that in addi-
tion to standardizing our methodology and procedures for recording
average evoked potentials in order to obtain consistent and definitive
response patterns, a major problem is the theoretical and actual source
of the potentials (generators) and the factors that modify and control
them (modulators and regulators). Obviously the generators and
some of the controlling mechanisms reside within the cortical layers,
whereas synaptic drive imposed from specific thalamic relay nuclei
and other rhythmic pacemakers presumably residing in non-specific
thalamic nuclei furnish additional control and regulation. A very
significant contribution along these lines is provided in a paper by
Creutzfeldt and Kuhnt (1967). They have shown schematically (see
fig. 1-11) a corticogram and an intracellular record, and, below
these, the hypothetical intracortical potential distribution and mech-
anism presumed to account for the above schematized electrical rec-
ords. This model is based on empirical data from Creutzfeldt et al.
(1966 a, b). It attempts to explain the relationship between individual
cellular activity and the evoked potential as shown in the corticogram.
It does this by hypothesizing the sequential intracortical steps by
means of which specific and nonspecific projections upon pyramidal
cells change the distribution of potentials during the course of the
evoked potential. The details of this model, which seem very plausible,
are illustrated in the diagram and explained in the legend. The em-
phasis here, of course, is on the results of electrophysiological investi-
gations carried on by Creutzfeldt and collaborators, with only the
simplest neurohistological schemata hypothesized, including specific
and nonspecific excitatory and recurrent collateral inhibitory synapses.
The relationships are undoubtedly much more complex, as the work
of Collonier (1966) and others, working with the electron microscope,
attest. The type T and type II synaptic contacts, the number and distri-
bution of the spines, the morphological and physiological columnar
arrangements, and a host of other details, including some of Collonier’s
more recent differentiations of rounded and oval terminals and their
differential distributions on pyramidal cells and their assumed dif-
ferential inhibitory or excitatory functions, all serve to complicate
this problem. Nevertheless, Creutzfeldt and his colleagues have made
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FicureE 1-11.—Hypothetical transcortical potential distribution underlying
an evoked potential recorded at the surface of the cortex. Top trace:
Schematic evoked potential from sensorimotor cortex after electrical
stimulation of specific thalamic projection nucleus VPL. Surface positivity

downward. Second trace: Intracellular record from a pyramidal cell
© (BPSP upward, IPSP downward). Traces 3 and 4: Spike discharges in
two afferent fibers. Bottom: Schematie drawings of a pyramidal cell
with its specific (8), nonspecific or unspecific (U), intracortical (I) af-
ferent, and recurrent collateral (R) from a neighboring cell, considered
to be inhibitory, whereas other afferents are excitatory (all shown in ¥').
At A, a synchronized afferent volley depolarizes cell, causing it to discharge
an impulse via its axon, but the basal negativity gives rise to a surface
positive wave in the corticogram; at B, the negativity spreads upward to
the surface and gives rise to a large negative wave; at C, a return to
positivity along the entire cell and its apical dendrite gives rise to
positivity at the cortical surface (C)—because of IPSP; in D, an un-
specific afferent discharge (arrow with two tails) impinging on apical
dendrite interrupts polarization and causes surface negative wave; E,
partially synchronized discharges in U and S afferents depolarize whole
cell and cause efferent discharge of spike during the after-discharge and
Spontaneous spindle waves—recurrent negativity ; ¥, a return to a resting
polarized state. (¥rom Creutzfeldt and Kuhnt, 1967, in: “The Evoked
Potentials.” Amsterdam: Elsevier, 1967, by permission of author and
publisher.)
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a very auspicious start in the analysis of the functional basis of the
evoked potentials.

In these diagrams, they are trying to illustrate those particular fea-
tures that they conceive in the matrix of the cortex as underlying the
electrocortical activities that one can record from the surface of the
scalp. I think this is a particularly important development for us.
There have been difficulties in trying to correlate activities recorded
by microelectrodes and gross surface recordings—we have sometimes
thought that never the twain shall meet. Li and Jasper (1953) at-
tempted to do this several years ago. However, much progress has
been made, and there is more to come. Part of the difficulty is caused
by the fact that the conditions under which we record one type of
activity are not really the best conditions for recording the other. But
there are many other reasons, as well. This is a problem that we must
solve if we are going to understand better the nature of these average
evoked potentials that we record from the outside of the scalp.

Creutzfeldt and Kuhnt recorded (Figure 1-12) from occipital,
parietal, precentral, and temporal areas. They tried to indicate how one
could determine where a certain wave began and ended. Using the
characteristic six waves of Ciginek and the early primary positive
wave (CD) of Cobb and Dawson, they plotted the positive and nega-
tive reversal points. Whereas Gastaut recorded from one electrode on
the scalp and one on the contralateral ear, Creutzfeldt and Kuhnt
recorded with a reference electrode on the chin. They found by this
method of analysis that they can detect very reliably each of these
component waves, except for No. 2, which seems to be less clear and
definite than the others.

Many other attempts have been made to separate these wave com-
ponents. If two or three things are happening in the same period of
time, the electrical activities as recorded are bound to interfere or inter-
act with one another. If some are going positive while others are going
negative, it is like the electroretinogram, where the A and B waves
antagonize one another. If you can remove the B wave by poisoning
the retina, or by anoxia, the A wave will come into prominence. Simi-
larly, if one could remove some of the underlying mechanisms that are
generating particular components, then the pattern should change, and
this may be one of the ways of analyzing records by lesion, by cooling,
or cryogenic blockade. In this way, it may be possible to determine
whether some components are part of another component, or whether
they are quite independent, and whether they are operating in opposite
directions.

Creutzfeldt and Kuhnt demonstrated another point I wanted to
bring up. In studying the development of brain potentials—both the
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FigUrRe 1-12.—(A) Mean of visual evoked potentials (VEP) from 20
individuals recorded over occipital, parietal, precentral, and temporal
regions; (B) state of VEP, characterized as negative (down) or
positive (up), at top CD equals Cobb-Dawson early positive wave,
followed by Roman numerals designating Ciganek’s classification of
components—reversal of the small vertical lines corresponds in the
main with waves classified by Ciginek, except for wave 2 and wave
CD. This procedure aids in identifying the wave components of the
evoked response. (From Creutzfeldt and Kuhnt, 1967, in: “The Fvoked
Potentials.” Amsterdam : Elsevier, 1967, by permission of author and
publisher.)

spontaneous activity and the evoked activity—I think we have a pro-
cedure for gaining some insight into the possible separation of com-
ponents. I will show a little later, in the kitten, that a particular
component will appear at certain stages, and not until later in de-
velopment will another component appear. This is in part what
Creutzfeldt and Kuhnt have shown (see fig. 1-13), where they have
compared average evoked potentials at a few days of age with those
of a couple of months, 3 to 9 months, 1 to 2 years, 2 to 4 years, and 5
to 14 years of age. Throughout there is a consistent negative wave that
is of long latency and small at the start, but, as it grows in amplitude,
it shortens in latency.

They state that it is not until 6 years of age that the principal pat-
tern or maturity of the average evoked potential has been achieved.
Before that time, they believe that it has not been well established
although, generally speaking, most of us thought that it was.
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Ficure 1-13.—Superimposed VEP of different individuals in different age groups
shown as days, weeks, months, and years. (A), (B), and (C) Evoked poten-
tials classified according to their shape; (D) mean of potential from small
samples shown at left, age at right. At birth only a flat, broad biphasic nega-
tive-positive wave is seen with long latency ; subsequently its latency shortens;
it becomes compressed, and other components appear. Wave V of Ciginek
doesn’t appear until fifth year. Thus, age differentiation of VEP assists
with classification and analysis. (From Creutzfeldt and Kuhnt, 1967, in : “The
Evoked Potentials.” Amsterdam : Elsevier, 1967, by permission of author and
publisher.)

Another point made by Creutzfeldt and Kuhnt concerns the effect
of the characteristics of the stimulus that produce changes in evoked
potentials. Figure 1-14 shows how increasing the intensity of the
light shortens the latency of a large, long-latency component ; however,
more than that, it adds another new, shorter latency component. It
was demonstrated by Donchin et al. (1963) and by Wicke et al. (1964)
that if one starts with a very bright light, there will be, as shown here,
80 and 160-msec peaks. As light intensity is decreased, the short-
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FigureE 1-14—(A) VEP elicited by flashes at different inten-
sities: values in lux, (B), relative intensities of photoflash.
Pattern and latency change with intensity. (C) Double log
plots of intensity against latency. Both log and power func-
tions fit the data. (From Creutzfeldt and Kuhnt, 1967, in:
“The Evoked Potentials.” Amsterdam : Elsevier, 1967, by
permission of author and publisher.)

latency wave will diminish in amplitude and eventually drop out,
leaving only the longer-latency component. Creutzfeldt and Kuhnt
emphasize that the latency and amplitude relationships to stimulus
intensity are identical in cats and humans, that the data could be ex-
pressed by logarithmic as well as power functions, and that the two
were very similar.

SPATIO-TEMPORAL DISTRIBUTION OF POTENTIALS

Grey Walter (Walter and Shipton, 1951) was one of the first to
use the toposcope to display distributions of potentials on the surface
of the scalp. More recently, Rémond in Paris has used chronograms,
topograms, and spatio-temporal maps extensively (Rémond and Le-
sevre, 1967). One of the goals of this work, which relates to our present
concern, is determining the relationships between background alpha
rhythm and the response of the visual cortex to repetitive light flashes
of independent and fixed-frequency or of a frequency-determined and
triggered by an alpha source or sink. Their spatio-temporal maps, as
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Fieure 1-15.—Three spatiotemporal maps corresponding to
the average visual response by a transverse montage, from
the same subject with closed eyes: (1) repeated flashes
at fixed frequency; (2) flashes at the time of a maximum
alpha source; (8) flashes triggered at the time of a maxi-
mum alpha sink. Black: zone of negative gradient; white:
zone of positive gradient. Zero time corresponds to onset
of flashes. (From Rémond and Lesévre, 1967, in: “The
Evoked Potentials.” Amsterdam: Elsevier, 1967, by per-
mission of author and publisher.)

illustrated in figure 1-15, show the differences, especially in the nature
of the after-discharge, when the light flashes are introduced under
these three conditions: no relation to alpha, related to maximum alpha
source shown by phase reversal, and related to maximum alpha sink.
Their attempts to use these transverse montages in displaying the
average alpha activity and the contrast to those with visual stimulation
and visual evoked responses obtained by autostimulation form marked
contrasts. The former shows regularity of alternation of negativity
and positivity, whereas the visual stimulation shows the various
components of the evoked response but no clearly differentiated after-
discharge such as is shown if the visual stimulus is linked to the maxi-
mum alpha sink. This is a promising way to seek out the relationships
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between spontaneous and evoked activity, and a variety of dynamic
and unusual patterns result.

This reminds me of the work of John Lilly (1958) some years ago.
With a high concentration of electrodes over a relatively small area of
the cortex, he plotted topographically the distribution of these poten-
tials during the course of stimulation. He could show that wave-like
activity, not unlike the contour distributions of some of these patterns
of Rémond and Lesdvre, could be demonstrated and photographed
under a sort of tent-like arrangement showing a kind of geodetic dis-
tribution of potentials rising and falling dynamically as background
and evoked activity interacted.

DeMott (1961, 1966) at the University of Rochester, did something
similar. He implanted in the skull of a monkey a high concentration of
electrodes—perhaps 160—with the intention of having 160 low-cost
amplifiers because they were mainly going to amplify those frequencies
above 50 Hz. He demonstrated to skeptical engineers that he could do
this and demonstrated to me that the potentials generated under these
points would illuminate little lights on a screen, which, when photo-
graphed, showed clearly that the pattern of flashing lights changed
distinctly when a stimulus was administered. Even though we believed
at the time that the higher-frequency components above 50 Hz were
out of the field of interest of most of us, nevertheless, this young man
demonstrated that whatever it was he was recording changed system-
atically with the stimulus. This is what we seem to be seeking in the
average evoked potential. We seek some kind of systematic change
that corresponds, or correlates, with change in the stimulus variables
themselves—the duration, the intensity, the wavelength, etc., or the
various states that we attempt to conjure up of a psychological nature
such as a state of attention, or set, a probability situation, or one of
expectancy, in which the subject’s state of psychological anticipation
is such as to produce a CNV or a negative dc shift.

AVERAGE EVOKED POTENTIAL AND ATTENTION

Because Ciginek is unable to be here and since we have referred to
his system of wave or component classification, I would like to present
one of his figures that illustrates, not only the components, but also
the method that he uses to differentiate changes in the components
under different psychological states or conditions. In an investigation
of attention and distraction, he has used paired flashes (see fig. 1-16)
and finds that the response to the second one often better reflects the
amplitude changes in the late components where attention or distrac-
tion is involved. The six or seven components that he classifies in the
whole average evoked potential are shown for the first flash and also

348-516 O - 69 - 4
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10msec

FicUrRE 1-16.—Average EEG response evoked by paired flashes with an
' interval of 100 mseec. Repetition rate of paired flashes, one per three
seconds. Hach average, 50 double stimuli. Flagshes ¥y and F: marked by
vertical lines. Leads Oz to Pz; negativity at Oz upward. Solid line: re-
sponse with attention; dashed line: response with distraction. Statisti-
cally significant difference marked by dotted fields. Significant differences
in waves 1, II, III, V, and VII occur only after the second flash. (From
Ciganek, 1967, in: “The Evoked Potentials.” Amsterdam: Elsevier, 1967.

by permission of author and publisher.)

for the second flash. The shaded area, in the case of the second stimu-
lus, emphasizes the change (enhancement) in amplitude of certain
components when the subject is attentive to the task (distinguishing
whether there were two or three flashes) in contrast to the condition
when he was distracted (simultaneously doing mental arithmetic). As
illustrated here, these components are I, IT, and 111, plus a late com-
ponent VII. Cigének calls attention to a component during distraction
which he identifies as a rudimentary wave V, which is not otherwise
prominent.

There is, of course, considerable published work that emphasizes
that some of the later components (probably corresponding to III to
VI or VII, according to Cigének’s classification) are enhanced in am-
plitude during attentive tasks (Garcia-Austt et al., 1963, 1964 ; Haider
et al., 1964; Spong et al., 1965; Davis, 1964; Chapman and Bragdon,
1964 ; Donchin and Lindsley, 1966; Satterfield, 1965). There are also
some studies that have shown attention to be accompanied by a reduc-
tion in amplitude or no change (Callaway et al., 1965 ; Satterfield and
Cheatum, 1964 ; Van Hof et al., 1962).

Nitéinen (1967), working in my laboratory, confirmed the finding
of enhancement of late components with attention given to regularly
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spaced stimuli, as were used in all of the previously described experi-
‘ments; however, he did not find it when the stimuli were presented
irregularly. This led him to question the role of selective attentiveness
as the amplitude-enhancing factor and to attribute it to anticipatory
and preparatory arousal and activation differentially preceding the
relevant stimuli (stimuli to be attended to or responded to, in contrast
to irrelevant stimuli to be ignored). This is indeed an interesting find-
ing and one not to be overlooked or ignored ; however, the question may
be raised fairly whether it is possible to assume and maintain an atten-
tive set toward given stimuli when it is impossible to organize and
regularize one’s internal neural systems of response because of irregu-
larity of stimuli presentation. Certainly the task is made much more
difficult; in general, it has been found that more difficult mental and
physical tasks raise the level of arousal or activation, which, within
limits, has its own excitability and amplitude-enhancing influences.
In this connection, Spong and Lindsley (to be published) have found
that in selective attention experiments where differential levels of
alertness or task difficulty were involved, two factors were operating
to produce amplitude enhancement of the later components in the case
of the selectively attended-to stimulus. One of these was clearly the
greater level of arousal or alertness required by having to make a dis-
crimination relative to the selectively attend-to stimulus (ie., to
respond to the dimmer of two flashes, or weaker of two clicks or
~ shocks). The second factor was one of selective attention to a given
sense modality of the two or three alternately presented. Thus there
may be a factor of selective attentiveness involved, as well as an un-
derlying arousal or alertness level. The former emerges to a greater
extent when task difficulty is reduced and when it is apparently un-
masked by a more diffuse and powerful influence (general arousal
level). It thus might appear that some degree of arousal or alertness
was essential to selective attention and the enhancement in amplitude
of late components; however, arousal pushed to greater limits may
work at cross-purposes so far as performance efficiency and enhance-
ment of evoked potentials are concerned, with the result that selective
attentiveness may become impossible. This would seem to be the case
where a heavy load of information processing is involved (e.g., multi-
ple and rapidly occurring stimuli), where stimuli occur irregularly
spaced and it is difficult to organize responses to them, and where the
level of anxiety or emotionality exceeds motivating and reinforcing
effects and leads to disorganization of behavior. One additional point
from the Spong and Lindsley study is relevant to our consideration
here, namely, that in the case of the much more distinct and reliable
primary somatosensory responses, there seemed to be a clear indication
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in the selective attentiveness experiments that although the late com-
ponents were enhanced in amplitude with attention directed toward
that mode (shock to median nerve), the early or primary components
were affected in the reverse manner; they were reduced in amplitude.
This led us to ponder the relative role of arousal, alertness, and atten-
tion upon specific (primary) and nonspecific (secondary) mechanisms.

SPECIFIC AND NONSPECIFIC SENSORY SYSTEMS

I was speaking earlier about a systems approach and the possibility
of interfering with specific or nonspecific systems in such a way as to
demonstrate that particular evoked potential components or responses
might be accounted for by combinations of these activities of specific
and nonspecific nature. It so happens that Rose and Lindsley (1965,
1968) were able to separate quite clearly two such systems in the de-
veloping kitten between birth and 80 days of age. At about 4 days of
age, a long-latency negative wave was the sole response to a flash of
light (see fig. 1-17). At 10 to 15 days of age, two responses were seen
clearly separated in time—a short-latency positive-negative complex
and the original long-latency negative wave. The former was found
only over the visual area, whereas the latter was present over the vis-
nal area and over certain nonvisual areas (hence visually nonspecific).

F1euRE 1-17.—Visually evoked potentials in same kitten from 4 to 42 days of
age recorded under light pentobarbital anesthesia. Arrow before brain indi-
cates eye stimulated. Light flash at initial pip on lower line. Superimposed
tracings at day 36 show consisteney of response (flash at onset of traee).
Upward deflection negative at recording site. Calibration: 100 msee, 100 uv.
Note only long-latency negative wave at day 4; short-latency positive-nega-
tive complex (specific) followed by long-latency negative (nonspecific) there-
after until latter coalesces with former at 31 days ; thereafter evoked response
similar to that.of an aduit cat. (From Rose and Lindsley, 1968, by permission
of author and publisher.)
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From 10 to 30 days of age, the latency of the long-latency negative
wave was reduced greatly, and it coalesced with the negative com-
ponent of the short-latency positive-negative complex to form the tra-
ditional evoked response of the more mature animal.

Thus there was evidence of two separate response systems very
early in life that had a differential time of onset, different latencies,
and differential topographical distribution. Furthermore, the assump-
tion was made that the short-latency positive-negative complex, which
was relatively invariant in latency, was a response of the specific or
classical visual pathway to the visual cortex via the lateral geniculate
body. It was hypothesized that the early-appearing, long-latency neg-
ative wave, which eventually coalesced with it and had both a visual
and nonvisual cortical area distribution, was perhaps a secondary or
nonspecific type of response that followed a caudally directed pathway
from the optic tract via the brachium of the superior colliculus to the
superior colliculus and pretectal area. We decided to make selective
lesions of these two systems and investigate. A lesion of the superior
colliculus and pretectal region in a 15-day-old kitten, when the re-
sponses were clearly separated in time, blocked the long-latency nega-
tive wave ipsilaterally but not the short-latency positive-negative
wave. A lesion of the lateral geniculate had the reverse effect. A lesion

-of the brachium of the superior colliculus (see fig. 1-18) neatly re-

moved the long-latency negative wave. These and other maneuvers
seemed convincing that these were indeed two separate, but undoubt-

- edly interacting systems—one a specific and direct projection to the

visual cortex that evoked a short-latency positive-negative wave com-
plex and the other a nonspecific or indirect system possibly operating
via the reticular formation, the pulvinar, or other diffusely projecting
systems from the thalamus. This response system was believed to affect
some of the later components of the evoked response in the mature
animal.

The reason for mentioning this now is that we are seeing evidence
in our average evoked potentials of the differential influence of stimu-
lus parameters or states of arousal and attentiveness and so forth upon
the different component waves of the average evoked response. This
experimental evidence from kittens studied in the course of their early
development suggests that there may indeed be two or more sensory
systems; specific, nonspecific, ete. Some of our evidence from the use
of computer strategies in the study of background EEG and evoked
potentials in humans are suggestive of this also. Thus I think we
should be on the lookout for ways to bring out any possible ditferential
effects that we can while studying average evoked potentials. This
would suggest the action and interaction of two or more neural systems
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Kitten M43R2

Fieure 1-18—Effect of lesion of right brachium of
superior colliculus on nonspecific, long-latency, nega-
tive wave in 13-day-old kitten with both short- and
long-latency response components well developed.
Left eye stimulation. (A) and (B) Before lesion,
show positive-negative complex (specific response)
in R6 and L5 (right and left visual area—marginal
gyrus) followed by high amplitude, long-latency
negative wave (nonspecific response), but R8 (non-
visual, midectosylvian gyrus) shows only the non-
specific response. (C) and (D) After lesion, show
only the short-latency positive-negative complex
(specific response) on the side of the lesion (RS6);
nonspecific response also abolished in R8. Both re-
sponses are intact in L5 contralateral to lesion.
Short-latency specific response was unaffected by
lesion indicating mediation by direct geniculo-
striate pathway. When lateral geniculate destroyed,
this response also disappeared. (From Rose and
Lindsley, 1968, by permission of author and
publisher.)

that may be contributing to the variations in these potentials. In this
way, if we can separate systems by their evoked potentials, we will be
able, possibly, to correlate and tie in our results with those rapidly
developing in the more direct approaches utilized in animal studies in
identifying the loci and conditions of the cortex and subcortical
centers that contribute to and modify the electrocortical activity re-
corded from the cortex or human scalp.

Another indication of the role of nonspecific systems upon electro-
cortical activity, and especially those of the midline thalamus to which
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we were originally introduced by Morison and Dempsey (1942, 1943)
and Dempsey and Morison (1942a, b) when they demonstrated that
7 to 8 Hz stimulation there would cause recruiting responses over wide-
spread areas of the cerebral mantle, has been followed up by many
investigators. These studies have involved stimulation and lesion in
the thalamus aimed at determining what pathway these influences took
and where they might be blocked. Recent investigations by Velasco
and Lindsley (1965), Skinner and Lindsley (1967), and Velasco et al.
(1968) have shown that anterior thalamic lesions (ventralis anterior
and reticular nucleus) block recruiting responses initiated more caud-
ally in midline nuclei. Similarly, it was found that the only cortical
ablations that block recruiting responses and spindle bursts created by
a previous mesencephalic tegmental lesion are lesions of the orbito-
frontal cortex. Skinner and Lindsley (1967) found a forebrain con-
necting pathway (ITP—inferior thalamic peduncle) from nonspecific
midline thalamic nuclei to orbitofrontal cortex where local lesions, or
local cooling with a cryogenic probe, would block spindle bursts and
recruiting responses, but not augmenting responses initiated more
laterally, and nearer to, specific thalamic nuclei. The blocking of these
effects in an acute cat preparation by cryogenic cooling of ITP was
reversible when the local region was brought back to normal tempera-
ture and spindles and recruiting responses returned. With cryogenic
" probes located bilaterally in the region of ITP in a chronic cat prepara-
tion, cooling to +10° C. not only blocked recruiting responses and
failed to block augmenting responses, but also blocked synchronized
electrocortical activity, enhanced evoked responses in the visual cortex
elicited by optic tract stimulation, and blocked ongoing bar-pressing
behavior previously learned (see fig. 1-19). Thus blocking of the mid-
line thalamo-orbitofrontal cortex system had significant effects on
nonspecific, diffuse electrocortical activity, upon specific visual cor-
tical responses and upon learned and motivated behavior. It is quite
probable that this is not the only thalamocortical system that is con-
cerned with the control and regulation of electrocortical activity ; how-
ever, it is one that has something to do with spontaneous rhythms as
well as evoked potentials, and this is what should interest us in relation
to average evoked potentials. Andersen and Andersson (1968) con-
tend that synchronized after-waves can be created by sending an af-
ferent volley into any specific sensory relay nucleus, as well as several
nonspecific ones although the duration of the effect may be much less
extensive. The upshot of all of this is that it is becoming increasingly
clear that thalamic rhythmic regulators have much to do with the
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Ficure 1-19.—EBEffects of cryogenic blockade of the inferior thalamic peduncle.
Stimulation of the optic tract (OT) evoked responses in the visual cortex
(VCx) ; each of three superimposed traces represents the mean of 30 aver-
aged responses. Stimulation of n. centralis medialis (NCM) evoked recruiting
responses on ‘ipsilateral posterior sigmoid gyrus (PS). Cumulative response
records of bar-pressing (BP) for milk reward; (E) chronic preparations
with cryoprobes implanted bilaterally in critical region of ITP; (C) con-
trol preparations with cryoprobes implanted bilaterally close to, but not
in, critical region of ITP. Left columns (PRE-) in (E) and (C) show
responses before cooling of tip of cryoprobe; right columns (COOL) during
cooling to 10° C. Calibrations: 100 uV for vertical amplitude markers; 0.5
sec for recruiting response, 5 msec for visual response, and 1 min for bar-
press. Note that cooling blockage of ITP (thalamo-orbito-cortical pathway)
enhanced evoked response of visual cortex, blocked recruiting response, and
blocked or inhibited the bar-pressing response for milk. Similar cooling in a
region slightly displaced from I'TP did not have these effects. (From Skinner
and Lindsley, 1967, by permission of author and publisher.)

nature of electrocortical activity of both spontaneous and evoked
nature. Some of these changes seem to bear an important relation to
the performance of learned behavior, possibly through their effect on
neural systems that regulate or influence inhibitory mechanisms of the
cortex. These in turn, when differentially affected, serve to regulate
attention through selective action upon the evoked potentials of the
various sense modes, or through differential action upon general and
specific modulators of electrocortical activity.
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SLOW POTENTIAL SHIFTS: THE CNV

Another aspect of human electrocortical activity has only recently
come into our consideration through the work of Walter et al. (1964)
and Walter (1964). This is in connection with the slow de potential
shifts associated with anticipation or expectancy, which Grey Walter
refers to as the contingent negative variation (CNV). Thus we now
have the possibility of recording not only spontaneous EEG activity
such asalpha waves and other ongoing rhythms, but also by averaging
we can bring out evoked potentials that otherwise are generally so
small that they are lost in the background activities, and also the slow
de potential shifts.

If we return to the Cold Spring Harbor Symposium of 1936, we find
that Bishop (1936) and Jasper (1936) presented papers there that
hinted strongly at the possibility that the ongoing alpha activity bore
a relationship to slow de shifts of potential. De amplifiers of that day
were either too unstable or insensitive to record such changes, but at
that time laboratory-made R~C coupled amplifiers didn’t have all of
the restrictions of modern-day commercial models. That is, they had
sufficiently long time constants to record some of the slow dc potential
shifts. It was reported by these investigators that some of these slow
potential shifts were accompanied by reduction or disappearance of
the alpha rhythm and a return of it when recovery or a reverse shift
occurred. So I think we must investigate the problem of the nature of

. the dc shift in relation to spontaneous activity, as well as to evoked
activity. We are doing this in my laboratory, and I am sure that others
have or will in the future.

At about the time Walter et al. (1964) and Walter (1964) first re-
ported on the CNV, we were also concerned with an effect that we did
not recognize at that time as being dependent on the de shift. Whereas
Walter and collaborators used a warning or anticipatory stimulus to
be followed by flashing lights to be turned off by the subject, thus per-
mitting a period of buildup of the de potential by the expectancy of the
flashes or some other imperative stimulus to response, we used a dif-
ferent paradigm. Our subjects were told that they would see three
light flashes about 0.5 second apart and that they were to press a key
on the appearance of the third one. Two patterns were practiced with
the same instruction, i.e., press on the third flash. One pattern (flash-
flash-flash) consisted of three flashes in a series separated by 0.5 sec-
ond ; the other (flash-flash—flash) consisted of three flashes, but with
the second and third flashes separated by 1 second. Thus the subject
was faced with a probability decision when the two patterns were
intermixed. Would he find the third flash at the third (regular series)
or fourth (delayed series) position? If he decided it would be the
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regular series and the third flash was delayed so that there was no
stimulus in the third position, we found, nevertheless, that there
appeared to be a response, as if triggered internally. We soon dis-
covered after the report of the Walter group that our R—~C coupled
amplifiers were not responding to the slow dc negative buildup be-
tween the first and third flashes but were responding to the marked
and more rapid shift that occurred upon termination of the expectancy
and the de buildup. Soon we began to record with dec amplifiers as well
as the others. The R-C coupled amplifier shows the average evoked
response to each of the three flashes just as the de amplifier does, but no
de buildup ; the de amplifier shows nicely the gradual negative dc shift
and its termination when expectancy was confirmed or disaffirmed and
a response made.

‘We have come to believe that there are some indications, based on
latency of responses and other characteristics, that the subject’s antici-
patbion, expectancy, or readiness prepares an internal response that

" may trigger a change when no external stimulus occurs in the regular
expected series. There are indications that something like an “Aha!”
occurs when the subject’s expectancy or decision in this rapidly mov-
ing sequence of events is upset. This internal program or schemata
built up through practice and expectancy then seems to release a re-
sponse that causes the dc potential to display a delayed notch or
shoulder before subsiding to the baseline. If the third flash occurs in
the third position rather than the expected fourth, there will be a sim-
ilar delayed response following the one elicited by the third flash.
Although these clues are only suggestive and not strictly confirmed,
we believe that they hold some promise for further investigation and
possible value of evoked potentials in the investigation of cognitive
processes, imagination, thinking, and so forth.

CENTRAL AND PERIPHERAL FACTORS IN AEP

Finally, I want to draw your attenticn to a problem that can be of
concern in the interpretation of average evoked potentials; namely,
what is caused by central factors and what is caused by peripheral
factors? This problem was brought home to us in a study that used
monkeys in a visual masking situation, comparable to visual perceptual
masking that we have used in human subjects (Donchin and Lindsley,
1964, 1965). Monkeys were trained to discriminate between a square
and a triangle, and gradually the time for the presentation of this
informational discrimination flash was reduced to 10 msec. The mon-
keys learned to perform this task with 95 to 100 percent proficiency
after which a brief, bright masking flash was introduced following the
informational flash. It was found (Adkins et al., 1969), as in humans,




ACHIEVEMENTS, FAILURES, AND PROSPECTS 41

that when the interflash interval was about 35 msec, the monkeys were
still performing at near 100 percent; however, at lower values, their
perceptual discrimination was impaired, and by 18 to 20 msec, their
performance was at chance level. That is, their perception of the infor-
mational content of the first flash was masked by the second.

At first it was thought that the interference was occurring centrally
and that the arrival of the volley of impulses to the second or masking
flash at the cortex interacted and interfered with the consolidation and
elaboration of the responses generated by the first or informational
flash since some of the primary and all of the secondary response com-
ponents were overlapped by the responses to the second flash. How-
ever, by recording simultaneously at the visual cortex, in the lateral
geniculate body and the optic tract, it was discovered that all record-
ing stations showed the same kind of effect (Fehmi et al., 1969). The
response to the second flash, as the interflash interval (IFI) became
smaller, began to overlap the response to the information flash and, to
our amazement, could essentially displace most of it without inter-
fering with the animal’s ability to make the discrimination and per-
form at near 100 percent proficiency (80-msec IFI); however, at a
15-msee IF1, performance was at a chance level (complete masking),
and the response to the second flash had completely displaced that of
the first (see fig. 1-20). Since this occurred in the optic tract fibers
whose cell bodies are the ganglion cells of the retina, as well as in'the

lateral geniculate body and cortex, it was obvious that the interference
was occurring in the retina. Thus much of the masking (although
apparently not all) effect was caused by lateral inhibition or other
interactions in the retina. To prove that there was no residual response
to the informational flash at any of the three recording levels when
the masking flash followed by 15 msec or less, we subtracted the
average potential to the masking flash alone from that to the combined
informational-plus-masking flash. The result was that there was no
residual ; on the other hand, at a 30-msec IFI when performance was
near 100 percent, a similar subtraction showed that there was a residual
response to the first flash at all levels (see fig. 1-21). These studies con-
firm the conclusion that we made from our studies of average evoked
potential correlates of masking in humans (Donchin and Lindsley,
1965).

In relation to our problems with average evoked responses in hu-
mans, it should be noted that the cortical response in these monkeys
to the first flash had secondary or late components, but these could be
overlapped and interfered with by the evoked responses to the mask-
ing flash without causing any change in the animal’s perceptual dis-
crimination performance. Thus whatever functions the late potentials
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FIeurE 1-20.—Computer-averaged evoked potentials recorded from right optic
tract (ROT), right lateral geniculate (RLG), and right occipital cortex
(ROC) of monkey, while attempting visual discrimination of square from
triangle in test flash (T') followed by masking or blanking flash (B) at
interflash intervals indicated on ordinate. Visual discrimination perform-
ance was at chance level at TB 15, and nearly 100 percent correct from TB
30 to TB 250. T occurs at zero time; B occurs at small vertical mark.
Responses are clearly separated at TB 250, but response to B progressively
overlaps response to T as the interflash interval diminishes and finally
at TB 15 completely displaces it. Note that only a very small portion of the
T response is present at TB 30 when monkey’s performance was nearly 100
percent correct; this was true at each recording site. None of T response is
evident at TB 15 where performance was no better than chance level. All
traces an average of 66 stimulation trials. Negativity at recording site, rela-
tive to a diffuse reference, gives upward deflection. (From Fehmi, Adkins,
and Lindsley, 1969, by permission of author and publisher.)

serve, they did not in this case appear to be essential to the discrimina-
tion process, or at least that process was not interfered with by the
simultaneous occurrence of two sets of response in the same visual
cortical area.

T have brought up this last problem to emphasize the need to attempt
to confirm in animals some of the functions we study by means of
evoked potentials in humans, and to go back as far as possible toward
the receptor side of the system in search of interacting and interfering
factors. The point is that in the interpretation of average evoked re-
sponses with respect to stimulus parameters, we must be sure that the
changes observed at the cortical level are not caused by interactions
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Fiqure 1-21.—Computer-averaged evoked potentials from right optic tract
(ROT), right lateral geniculate (RLG), and right occipital cortex (ROC)
of monkey during critical IFI for masking (TB 15) and nonmasking (TB
30). Blanking flash alone averages (B) were subtracted from TB averages
to demonstrate absence of T response residual in trace (15) TB-B when
performance at chance level, and presence of T residual in trace (30)
TB-B when discrimination performance was correct. Test flash alone aver-
ages (T) are for comparison with T residuals. (From Fehmi, Adkins,
and Lindsley, 1969, by permission of author and publisher.)

at the receptor level (e.g., retina) and therefore are only reflected at
the cortical level, but do not originate there.

These are only some of the problems and concerns of which we must
be cognizant. I am sure that this conference will bring out many
more and perhaps supply answers for some of the problems I have
mentioned.







CHAPTER 2

The Relationship of Brain Activity to Scalp
Recordings of Event-Related Potentials’

HERBERT G. VAUGHAN, JR.
Saul R. Korey Department of Neurology
Albert Einstein College of Medicine

THE TECHNIQUE of response-averaging has made it possible to relate
directly components of the electroencephalogram (EEG) to
specific psychological variables. Although averaging was introduced
primarily as a means of enhancing the signal-to-noise ratio of evoked
potentials relative to the random background EEG, the procedure has
broader implications for the statistical treatment of neuroelectric data
and the formulation of a strategy for investigating brain-behavior re-
lationships. The requirement that signals be related constantly to a
specific time reference brings the analysis of electrophysiological
events into direct conformity with the behavioral analysis of stimulus-
response sequences. A stimulus initiates a sequence of physiological
events underlying its perception as well as processes leading to an overt
behavioral response, so that the analysis of electrical activity occurring
between stimulus and response can provide clues concerning the tim-
ing and anatomical location of physiological events which have direct
psychological correlates. Since cognitive and motivational variables as
well as stimulus and response (SR) may be readily manipulated within
the framework of reaction-time experiments, the SR paradigm provides
a potent and flexible approach to behavioral physiology. Subjective
experience may also be amenable to physiological correlation since per-
ceptual and cognitive processes have a temporal course which may be
defined rather precisely.

Although an SR approach figured prominently in early psycholog-
ical (Donders, 1868) and physiological (Sherrington, 1906) ap-

1 Research supported by U.S. Public Health Service Grants NB-03356 and
MH-06723 and Research Career Program Award 1-K3-NB-31,816.
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proaches to the analysis of brain-behavior relations, both disciplines
did not fully realize its potential, largely because of technological lim-
itations which existed until quite recently. Random variations of
neural responses in the unanesthetized experimental animal, as well
as the difficulty of differentiating relevant neural signals from spon-
taneous background activity and artifacts introduced by gross body
movements, placed severe limitations on the physiological analysis of
behavior. These problems led to the use of anesthetized preparations.

The interesting initial observations of Caton (1875)and Beck (1890)
were lost in the ensuing flood of experimental data from anesthetized
animals. Although anesthesia succeeded in reducing background
rhythms and response variability, thereby permitting the recording of
highly reliable evoked responses from all levels of the central nervous
system, it delayed for half a century significant attempts to relate di-

, rectly brain physiology to behavior. The discovery of the human EEG
led to several attempts to introduce the reaction time (RT) technique
to the analysis of sensory information processing in man (Cruikshank,
1937; Durup and Fessard, 1936 ; Bernhard, 1940; Monnier, 1949) ; the
variability of the electrophysiological measure and the difficulty in
detecting components specifically related to stimulation or to volun-
tary movement (Bates, 1951) again defeated a general application of
the method to behavioral physiology.

The advent of convenient methods for EEG-averaging permitted
an experimental fulfillment of the ideas advanced by Donders and his
successors over a century ago. I suggested that, by suitable applica-
tion of the averaging procedure, it should be possible to detect and
analyze separately the sensory and motor components of sensorimotor
sequences and to approach directly the problem of the central cor-
relates of human perceptual and cognitive processes ( Vaughan, 1962).
This presumption has received substantial empirical support (e.g.,
Vaughan and Costa, 1964; Vaughan et al., 1965; Vaughan et al, 1966;
Gilden et al., 1966; Vaughan et al., 1968). Since cerebral processes
may be related to voluntary movement and to relatively stimulus-inde-
pendent psychological processes (e.g., Sutton et al., 1967; Ritter et al.,
1968), the term “evoked potentials” is no longer sufficiently general
to apply to all EEG phenomena related to sensorimotor processes.
Moreover, sufficiently prominent or distinctive physiological events
may serve as time references for averaging, in addition to stimuli and
motor responses. The term “event-related potentials” (ERP) is pro-
posed to designate the general class of potentials that display stable
time relationships to a definable reference event.
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EVENT-RELATED POTENTIALS

The electrophysiological phenomena to be considered here comprise
five classes of average ERP: (I) the sensory (evoked) potentials,
(IT) the motor potentials, (III) long-latency potentials related to
complex psychological variables, (IV) the steady potential shifts, and
(V) extracranial potentials. In many experimental situations, more
than one class of potential is present concurrently. The investigator is
faced, therefore, with the task of distinguishing the classes in analyzing
the electrophysiological correlates of specific psychological variables.
Characterization of specific ERP is assisted by the temporal, spatial,
and morphological features related to experimental manipulations of
psychological variables. As yet, neither the effects of psychological
manipulations nor the descriptive features of the ERP are completely
known; therefore, our treatment will be necessarily tentative. It is
clear, however, that rational approaches to classification and deserip-
tion of these highly complex phenomena are required. I shall, in the
succeeding portions of this review advance preliminary definitions
of the five ERP classes and delineate some approaches to defining the
underlying brain processes and their psychological concomitants.

Class 1: The Sensory {Evoked) Potentials

- These potentials are the most familiar and extensively studied of
the cerebral events disclosed by averaging. Stimulus-evoked potentials
_of noncerebral origin, such as the ERG (Class V), are arbitrarily ex-
cluded from this category, as are potentials which are associated with
motor responses (Class IT) or are elicited only when the stimulus
carries information of significance to the organism (Class IIT). The
sensory potential is an obligatory brain response to a specific stimulus,
the properties of which depend upon the stimulus parameters and the
state of the brain at the time of stimulation.

Evoked responses in man have been elicited by auditory, somato-
sensory, visual, and olfactory stimuli, as well as by electrical stimula-
tion of afferent pathways. Some information on the morphology and
cranial distribution of these responses has been reported, although no
definitive studies are yet available. The fragmentary basic information
on evoked potentials and attempts to study the effects of various com-
plex, and frequently poorly defined, psychological variables have pro-
duced an increasing volume of uninterpretable data. The need for
careful parametric analysis of stimulus variables and the need for
normative spatial data comprise the single most important task of in-
vestigators seeking to use evoked response measures as electrophysio-
logical indices of behavior.

The morphology of the evoked responses has been described exten-
sively and variously. The waveforms depicted in figure 2-1 are typical
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FigURE 2-1.—Averaged evoked re-
sponses obtained from eight adult
+ subjects. Bach tracing is the com-
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of referential (monopolar) recordings of anditory, somatosensory, and
visual evoked responses obtained from alert adults. These responses,
composites of the evoked potentials obtained under standard stimulus
conditions from eight normal subjects, illustrate the typical waveforms
obtained at moderate levels of stimulus intensity. The amplitude and




RELATIONSHIP OF BRAIN ACTIVITY TO SCALP RECORDINGS 49

peak delays of the various components vary as a function of stimulus
parameters and arousal level of the subject. When stimulus and state
variables are carefully controlled, and the number of samples taken
is sufficient to reduce the level of background EEG adequately, wave-
form stability within subjects is quite high. In contrast, individual
differences in the absolute and relative amplitudes of the various com-
ponents are prominent. Peak delays tend to be substantially more
reliable, so that for given stimulus conditions, a “standard” evoked
response waveform can generally be defined. Discrepancies which ap-
pear in the literature may be attributed to the joint effects of variations
in electrode placements and stimulus parameters, as well as variability
contributed by background EEG activity and fluctuations in arousal
level.

The substantial variations in amplitude, peak delay, and even the
presence of evoked response components found under different experi-
mental conditions demand a more flexible and informative nomen-
clature than the mere enumeration of peaks heretofore employed. A
standard format 2 which would accomplish these ends and eliminate
the present confusion concerning identity of components comprises
an abbreviated designation of (1) electrode placement, (2) component
polarity, (3) component peak delay, and (4) component amplitude in
microvolts measured from baseline (optional). Thus the auditory
evoked response depicted in figure 2-1 may be denoted as

Cz/Ch: N(18,3.3) ; P(42,1.3) ; N (104,18) ; P(196,8.8),
* the chin reference being abbreviated “Ch.”

Class 11: Motor Poleniials (MP)

These potentials are obtained by averaging with reference to the
beginning of an electromyographically monitored muscle contraction.
The MP comprise a series of deflections anteceding and accompanying
all voluntary movements, including phonation and ocular movement.
Typical waveforms recorded from scalp overlying the cerebral point
of maximum amplitude are depicted in figure 2-2. Systematic dif-
ferences in waveform associated with contraction of different muscles
have not been observed although the amplitude of the MP varies with
vigor and speed of contraction, and the lag between the fast antecedent
components of the MP and the EMG burst increases as the distance
from the brain increases.

Since it is difficult to ensure that the individual muscle contractions
which contribute to the averaged MP are identical, systematic ex-
ploration of the relevant parameters of force, velocity, and mass of

2 A formal proposal to implement this suggested system of designation will be
presented separately.
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F1gURE 2-2.—Motor potentials (lower trace of each pair) and associated abso-
lute EMG for (A) unilateral contraction of lower facial muscles, (B) clinching
of fist, and (C) foot dorsiflexion. Time line 1 sec (negative down) .

active muscle tissue is a challenging task. Furthermore, the MP are
intrinsically compound in nature since the muscle contraction gener-
ates kinesthetic feedback which presumably contributes to the MP
waveform. Further experimental analysis of the MPs should provide
important insights into the timing and location of central processes
underlying motor control.

The occurrence of MP must be anticipated in all experimental situa-
tions in which overt or covert muscle contractions in response to stimuli
are present. It must be recognized, however, that the MP will not
usually be time-locked to the stimuli, but to the motor activity, so
that their contribution will not be proportional to the number of EEG
samples taken. However, if their contribution is not assessed by averag-
ing with reference to the response, misinterpretation of the complex
of cerebral activity may occur.
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Class HI: Long-Latency Potentials

These potentials, long-latency (300 to 500 msec) positive compo-
nents of evoked responses, are elicited in experimental situations which
suggest a direct relation to the subjective response to the stimulus.
The phenomenon, originally reported and studied in detail by Sutton
and coworkers (Sutton et al., 1965a,b; Tueting, 1968) has been shown
in more recent investigations (Ritter et al., 1968) to be closely related
to the orienting response. It is observed in all situations involving eval-
uation of the perceptual significance of a stimulus, whether demanded
by an unexpected change in stimulus characteristics or by a task vari-
able such as discrimination of different stimuli. Sutton has also shown
that this activity may be elicited by the absence of an expected stimulus.
The delay of the major positive peak following a stimulus varies, de-
pending upon the nature and the amount of stimulus change. In tasks
involving a motor response, these P300-500 components occur con-
currently with the large positive component of the MP so that these
phenomena must be differentiated by appropriate experimental
controls.

Class IV: Steady Potential Shifts (SPS)

The most widely celebrated of these phenomena, whose physiological
origin remains obscure, is the “CNV” or “expectancy wave” (Walter
et al., 1964c) recorded during the foreperiod in simple reaction time
tasks. Antedating the more recent observations, the careful work of

"Kohler and associates (1952) demonstrated steady potential shifts
during prolonged auditory and visual stimuli in recordings from the
scalp of human subjects and the cortex of experimental animals. These
phenomena have been studied in a variety of experimental situations
in animals (Rowland, 1968), which indicates that SPS may accom-
pany a variety of sensory, motor, and motivational processes. In man,
SPS occurrence with voluntary movement was demonstrated by Korn-
huber and Deecke (1965) and by Gilden et al. (1966). In view of the
varied behavioral correlates of SP in man and experimental animals
and the difficulties encountered in excluding the contribution by ex-
tracranial sources (notably the EOG), it is clear that investigators of
human SPS have not yet come to grips with the complexity of their
behavioral and physiological correlates.

Class V: Extracranial Potentials

Several physiological potentials originating from extracranial
sources may be recorded from the scalp electrodes used to detect the
EEG and the time-locked cerebral potentials it contains. Some of
these are of considerable behavioral and physiological interest, provid-
ing measures of receptor activity (ERG) or muscular responses
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(EMG). To the extent that their size and distribution confound the
activity of cerebral origin, they present a major problem for the in-
vestigator of human brain-behavior relations. Undoubtedly, the most
serious difficulty is presented by the corneoretinal potential (which
generates the electrooculogram or EQG) since its large size in com-
parison to cerebral potentials permits it to contaminate significantly
recordings taken from points as distant as the vertex. Its propensity
for time-locking to stimuli, particularly in tasks requiring visual fixa-
tion, has led to the serious errors committed in the early work on the
CNV. The ERG is a lesser problem since its amplitude decreases
sharply as light intensity decreases and is quite small in the light-
adapted eye. The EMG activity, celebrated by the caveat advanced
by Bickford (1964), proves significant in situations in which stimulus
intensity is high, muscular tension is maintained, and electrode place-
ments overlie the cranial musculature. It is important to recognize
that intracranial activity as well as extracranial muscle potentials
may be affected by the maneuvers commonly employed to elicit the
myogenic components of evoked responses; thus, this test does not
establish unequivocally the extracranial origin of all potentials en-
hanced by muscle contraction.

The EKG seldom disturbs EEG recordings unless a non-cephalic
reference is used, or the scalp-electrode interfaces are grossly unequal
in impedance. If averaging is locked to the QRS complex, however, the
EKG will appear large in scalp recordings. Furthermore, changes in
impedance associated with cerebral and cranial blood flow changes
may alter response recorded from scalp electrodes. Therefore, neuronal
changes related to the cardiac cycle may be reflected inaccurately in
scalp recordings. The GSR and respiratory effects are usually neg-
lected, as is the cardiac cycle, in cerebral ERP studies. Such neglect
is justified only when their time relation to the phenomena under
study is random and the ratio of variance attributable to their action
to that of the cerebral potentials is sufficiently small. Although in
most instances this is probably the case, the paucity of data on this
question suggests the need for some caution, particularly under ex-
perimental conditions in which intrinsic mechanisms of cyclic control
might contribute to the timing of behavioral events. The tendency
for ocular movements and respiratory activity to become coupled with
voluntary movements of the extremities demands particular care in
experimental monitoring and control.

THE PHYSIOLOGICAL BASIS OF ERP

The ultimate significance of the ERP recorded from scalp elec-
trodes will be determined by the extent to which they may be related
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quantitatively on the one hand to psychological variables, and on the
other hand to the basic brain processes which underlie experience and
behavior. Even under the best of circumstances, detailed observations
of neural activity within the brain, using microelectrode techniques,
provide a limited and biased sample of cellular behavior, and a num-
ber of practical considerations further limit analysis of neural inter-
actions within the CNS of the higher organisms. The activity of
individual neurones is even more difficult to analyze in sufficient detail
in the behaving organism, despite the tantalizing glimpses provided
by recent investigations (Evarts; 1966, 1968). Neither can studies of
unit activities contribute directly to the analysis of human experience
and behavior.

For these reasons, studies of reliable physiological indices of

psychological variables provided by the ERP recorded from human
subjects and experimental animals must share a substantial role in
elucidating the biological basis of behavior. Although neurophysiol-
ogists have long been skeptical of the usefulness of the EEG in
this quest, it must be recognized that earlier failures of the EEG as
a tool in behavioral physiology arose from the lack of satisfactory
behavioral correlations rather than from intrinsic difficulties in phys-
iological interpretation of the EEG waveforms.
- F. Morrell (1967) has asserted, “Given what is now known of
the biophysical properties of cortical pyramidal cells and the differen-
tial localization on the membrane surface of inhibitory and excitatory
- synapses from specific, unspecific and intracortical terminals, as well
as the careful analysis of intracortical potential fields by Spencer,
Brookhart, and Calvet, et al., it is now possible to explain in detail the
mechanisms that generate most of the wave shapes contributing to the
EEG.” Although Morrell overestimated the current understanding of
intracortical synaptic mechanisms and field characteristics, it is never-
theless clear that the problem is not whether it is possible to relate
intracortical processes to EEG recordings, but whether it is worthwhile
to try. Such efforts are indeed worthwhile—indeed essential—respect-
ing the ERP that comprise physiological correlates of time-delimited
psychological processes.

There are three requirements of such an analysis: (1) differentia-
tion of intracranial potentials from those of extracranial origin, (2)
definition of the anatomical location of the intracranial generators,
and (8) determination of lawful relationships between variations in
the ERP waveforms and activity of their sources. This section con-
siders some basic issues confronting solutions to the third problem.
Approaches to the first two questions will be described later.

Consider the relationships among the electrophysiological phe-
nomena that signal the functioning of brain mechanisms and their
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parallel and largely unknown relationship with experience and
behavior:

Experience-Behavior

ERP « ERP «— Local extracellular <« PSP <« action unit
(Scalp)  (Cortical and slow potentials potentials
intracerebral)

This diagram forces an explicit recognition of the chain of neuro<
physiological and biophysical variables separating scalp-recorded
ERP from the firing patterns of individual neurones. To the extent
that each of the four transformations in the pathway may be evalu-
ated quantitatively, the relations between the end variables may be
specified. Usually, interest centers on the question of predicting unit
firing pattern from scalp or cortical ERP. The reason for this par-
ticular concern is the general belief that the “codes” underlying the
organization of experience and behavior are to be found in the firing
‘patterns of cerebral neurones. Although it may be granted that all
cbservable motor behavior is fully defined by the firing pattern of
motorneurones, it is by no means clear that all of the critical informa-
tion concerning the physiological determinants of perception, cogni-
tion, motivation, and memory is contained in the firing patterns of
cerebral neurones. This question should be viewed at present as un-
answered, so that attempts to discount the importance of graded po-
tentials as critical measures of brain function are unacceptable on the
basis of present evidence. On a more pragmatic plane, evidence on
most of the transformations is insufficient to permit more than some
inspired guesses on the likelihood of establishing generally useful
rules for relating gross ERP recordings to cellular behavior. It is use-
ful, nevertheless, to identify the variables which must be defined in
order to establish such rules.

Four basic presumptions underlie any analysis of relations between
graded potentials and unit activity: (1) firing is determined statis-
tically by a specific threshold level of membrane depolarization in the
region of the initial axon segment, (2) membrane potential in this
region is defined by the spatio-temporal pattern of postsynaptic po-
tentials (PSPs) over the neuronal surface, (3) the PSPs are conducted
electrotonically and (4) over 90 percent of the average neuronal sur-
face area is dendritic. These presumptions (which may not be en-
tirely factual) imply that graded potentials near the axon hillock (i.e.,
axosomatic PSPs) are prepotent in determining cell firing, and that
dendritic synapses should be substantially less efficient in this respect.
To the degree that axodendritic endings represent highly redundant
inputs, the electrotonic propagation of their effects could provide an
important modulation of cellular excitability. The prominence of
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axodendritic projections of the nonspecific thalamocortical system, in
contrast to the more proximal endings of the specific thalamic projec-
tions upon cortical pyramidal cells, may represent an example of such
a relationship. The geometry of synaptic distribution indicates that
the absolute magnitude of PSP activity must be overwhelmingly
dendritic. At first glance, this fact would suggest that extracellular
potential fields generated by PSP also would be determined primarily
by dendritic activation. If this were true, it would be rather easy to
see that cell firing and extracellular potential changes are likely to be
very loosely coupled, so that any physiological situation in which
axosomatic and axodendritic synaptic activity were poorly correlated
would result in a similarly low correlation between firing pattern and
extracellular potentials. Unfortunately, theoretical analysis of the
extracellular current flow patterns which might occur following
synaptic activation of neurones has not been attempted at more than a
primitive level (e.g., Rall, 1962). The popular explanations of extra-
cellular potentials seem to be based largely on speculation, supported
neither by detailed empirical data nor the quantitative analysis of
field distribution of distributed current sources required to substanti-
ate investigation of this problem.

In the absence of such data, what hope exists for relating neuronal
events to the ERP? Any hope that presently exists arises from studies
that surmount the no-man’s-land of intracortical electrodynamics and

_compare the firing patterns of cortical neurones directly with extra-
cellular potentials recorded either locally (i.e., somewhere near the
neurone) or at the cortical surface. The report by Fox and O’Brien
(1965) is a widely celebrated example of this approach. In this study,
a virtual duplication of the poststimulus histogram (PSH) of unit
firing was achieved by recording the average evoked response wave-
form through the same microelectrode following mechanical destruc-
tion of the neurone from which the action potentials had been recorded.
These results suggest that an extracellular potential field generated by
PSP in neighboring neurones either reflects or modulates the mem-
brane potential changes that determine cell firing. The data would be
consistent either with a synaptically determined synchronization of
neural populations, with ephaptic influences, or both. The requirement
for averaging an extremely large number of responses to obtain the
observed fit of PSH and evoked potential indicates that the coupling
of unit firing and slow potentials is probabilistic. The illustrative data
reported by these workers (Fox and O’Brien) provided no informa-
tion on the incidence of such relationships or their spatial extent
within cortex. John and Morgades (1968) have reported similar results
in recordings taken from the diencephalon of cats trained to perform
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visual and auditory discrimination tasks. These data pose some in-
triguing problems of interpretation and seemingly provide a basis for
expecting better correlation between ERP and unit activity than
might be expected. John’s data raise the virtually incredible possibility
of rather extensive extracellular fields closely linked to the probability
of the firing of all neurones within such a domain. These data demand
careful attention to the biophysical possibilities for neuronal coupling
by other than classical synaptic mechanisms. Regardless of the mech-
anism underlying these relationships between extracellular potentials
and unit activity, there is an inescapable implication that the linkage
between unit firing and local slow potentials depends critically upon
the state of the organism and the specific behavioral operation being
performed.

It is clear that use of anesthetic agents alters not only the behav-
ioral capacity of the organism, but also the relationship between unit
activity and slow potentials (e.g., Li and Jasper, 1953). Even the use
of unanesthetized, paralyzed animals is not likely to escape this prob-
lem, since uncontrollable shifts in arousal level and attention occur
in such preparations. Because of the differential projections of non-
specific and specific afferents upon cortical neurones, fluctuations in
behavioral state may modify the relationship between unit firing and
extracellular slow potentials. It is quite essential that these problems
be given substantially greater attention by workers in behavioral
physiology since a substantial amount of basic empirical data remains
to be obtained on the critical relationships among behavioral state,
slow potentials, and unit activity.

A further removed step is relations between surface cortical evoked
responses and intracortical unit activity. The studies by Calvet et al.
(1964) ; Creutzfeldt et al. (1966ab); and Spencer and Brookhart
(1961a,b) indicate that definite patterns of individual cellular behavior
are related to certain spontaneous and evoked surface-recorded poten-
tials. Even the few types of cortical potentials that have been studied
do not relate to unit activity in a manner that can be predicted from the
appearance alone of the surface potential. Knowledge of the intra-
cortical potential distribution is required to differentiate potentials of
the same surface polarity, but possessing different relations to the prob-
ability of unit discharge. It is important to recognize that these am-
biguities, which appear to preclude any useful inferences concerning
neural activity from the surface potential record, do not actually imply
such indeterminacy if, as in the case of the previously studied poten-
tials, there are for a given type of potential known and consistent
relations between the two phenomena. In order to define such relation-
ships it will be necessary to extend the observations to the ERP in
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behaving animals by concurrently recording surface potentials, unit
PSH, and laminar patterns of intracortical slow potentials.

Our observations from the striate cortex of monkeys adumbrate the
complexities to be expected in resolving the problem of relations be-
tween surface-recorded evoked responses and the firing pattern of
subjacent cortical neurones. Several PSH patterns are found in figure
2-3. In many neurones, there is a close relation between the peaks of the
evoked potential and the firing maxima and minima. The sense of this
relation can be in either direction although the relations of surface posi-
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Ficure 2-3.—(A) Evoked response to light flash from striate cortex of un-
anesthetized monkey. Voltage 50 uV/box. (B,C) Poststimulus time histograms
from the same unit taken 1 hour apart. (D) PSH from an adjacent neuron.
Sweep duration 1 sec (negative up).
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tivity to increased firing and surface negativity to decreased firing seem
more common. If, as is usually assumed, the surface potentials primar-
ily reflect activity in the perpendicularly oriented pyramidal neurones,
and the relatively large size of these cells favors their sampling by
microelectrode recording, one might presume that the evoked potential
and most of PSH selectively reflect the behavior of cortical pyramidal
cells. This correspondence of PSH and surface cortical evoked response
extends the observation of close correlations between local fields and
unit activity noted by Fox and O’Brien and by Joha to a site relatively
distant from the neuronal site whose membrane potential is presumed
to determine its firing. Furthermore, the reciprocal linkage of in-
creased and decreased firing rate with evoked potential polarity
strongly suggests that the occurrence of excitatory (depolarizing) and
inhibitory (hyperpolarizing) PSP is reflected rather accurately at the
cortical surface. It is possible that the various demonstrations of dis-
sociation between surface slow potentials and unit activity (Purpura,
1967) are quite irrelevant to the normal state of affairs in the cerebral
cortex. This remains to be seen.

It is commonly noted that the initial biphasic deflection of the evoked
potential most faithfully depicts the firing pattern and that, by increas-
ing the number of samples making up the PSH, the correspondence
for later portions of the response tends to be improved. Recordings
taken over long periods of time from the same neurone demonstrate a
substantial stability of firing pattern although, as seen in figure 2-3 (B)
and (C), the unit activity may undergo changes in absolute magnitude
of firing while retaining the same pattern of excitation and inhibition
of discharge. The PSH patterns follow accurately changes in evoked
response produced by alteration in stimulus parameters.

Another feature of cellular behavior seen in figure 2-3, is the pro-
longed suppression of firing after the initial transient response, fre-
quently occurring with intense stroboscopic stimulation. In this record,
no surface potential correlate of the unit depression is seen. This fail-
ure of correspondence is of instrumental origin, because of the short
amplifier time constant used in this study. Fully adequate assessment
of surface responses and unit activity requires dc or long time constant,
capacitively coupled amplifiers. In addition to the PSH patterns that
relate closely to the evoked response waveform, several less common
types are seen. One shows a decrease in firing during the entire evoked
response, some follow only one of the deflections, and others are shifted
in phase with the evoked potential so that they appear to be related
more closely to its slope. Neurones of the latter type have been re-
ported by Dill et al. (1968) in a lateral geniculate body and by Free-
man (1968a,b) in prepyriform cortex.

Although a detailed analysis of the relations between cellular
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behavior and slow activity at the surface will be an arduous undertak-
ing, it is a task of greatest importance to behavioral physiology. Since
the detailed analysis of neuronal interaction within the brain requires
intracellular recording in anatomically favorable structures, using
simple afferent activation (e.g., Kandel et al., 1961), there is little like-
lihood that the patterns of brain activity associated with normal
behavior may be analyzed directly by these techniques. Chronic micro-
electrode recordings, although feasible in behaving animals, are
laborious and provide a limited view of brain activity within a circum-
seribed region. Recording of gross potentials, in contrast, may be taken
concurrently from chronically implanted electrodes in many sites.
When the inferences concerning unit activity that may be drawn from
gross potential recordings are defined more clearly, we may anticipate
the development of a behavioral physiology that can explore readily
the patterns of brain function within all relevant neural systems, rather
than in the limited areas that heretofore have been scrutinized in a
single experimental study. If, as we shall show in the succeeding section,
scalp recordings of ERP may be related to specific sites of intracranial
activation, an investigative chain of behavioral physiology will have
been forged, ranging from quantitative correlations of human expe-
rience and behavior, with scalp-recorded ERP at one end and the
mechanisms of cellular behavior at the other. It will remain for the
creative ingenuity of psychobiologists to assure that information
~ begins to flow freely in both directions along this chain.

ANALYSES OF THE SOURCES OF ERP

The literature provides little encouragement concerning the possi-
bility of defining quantitative relationships between activity of intra-
cranial sources and their reflection in scalp recordings. Most of the
empirical studies of intracerebral and scalp recordings have concerned
the spontaneous EEG (e.g., Abraham and Ajmone-Marsan, 1958;
Cobb, 1957; Cooper et al., 1965; DeLucct et al., 1962). This work
suffers from the virtual impossibility of defining the geometry and
strength of the actual sources of the EEG. For this reason, it has not
been possible to apply the principles of volume conduction to compute
expected intracranial and extracranial field distributions. Although
some attempts to do this have been reported (Shaw and Roth, 1955),
the lack of reasonable hypotheses concerning the intracranial sources
of the EEG has thwarted application of a powerful technique for pre-
dicting the distribution of scalp-recorded potentials. The lack of a suit-
able quantitative model of cranial volume conduction has left
unchallenged the impression from the empirical data that volume con-
duction ordinarily has a small role in defining the EEG at points more
than a small distance away from a generator.
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These conclusions concerning the insignificance of volume conduc-
tion possess some validity when the spatial and temporal relationships
among the generators are complex and loosely correlated, as is probably
the case with spontaneous EEG activity. The situation is quite differ-
ent when a small number of generators are present and their geometri-
cal features and timing permit them to be viewed as specifically
definable current sources. Unfortunately, the conclusions concerning
the “insignificance” of volume conduction for the spontaneous EEG
have been accepted uncritically by investigators of evoked potentials
despite the presence of strong evidence for intracranial volume con-
duction of evoked potentials. A study particularly relevant to the
volume conduction of ERP in man (Kelly et al., 1965) demonstrated
by means of transcortical recordings of somatosensory evoked re-
sponses in locally anesthetized human patients that the SER was gen-
erated in a localized region conforming to the primary projection area

~defined by cortical stimulation. The widespread potentials recorded
by monopolar techniques were caused by volume conduction from the
primary areas, shown by their absence in transcortical recordings
taken outside of these areas. These important data not only emphasize
the importance of volume conduction in interpreting recordings of
evoked potentials taken at a distance from their sources, but also sug-
gest that the generators of evoked cortical responses may be circum-
seribed much more than might be expected from the rather extensive
distribution of these responses in scalp recordings. We have demon-
strated the somatotopic representation of the motor potentials (MP)
and SER in recordings taken from the human scalp (Vaughan et al.,
1968) and have presented evidence confirming the contention of Gold-
ring and his colleagues that the SER was generated solely in the pri-
mary somatosensory projection area. The results of this study prompted
us to reconsider the feasibility of predicting the scalp distribution of
ERP generated by intracranial sources from a model conforming to
the configuration and impedance characteristics of the human brain
and its coverings.

The quantitative analysis of volume conduction within the body has
been developed extensively by students of electrocardiography, and
interest has begun to develop in applying these methods to the anal-
ysis of cranial current flows. The computations required to evaluate
a model of sufficient complexity to portray accurately even a simpli-
fied physiological system are quite formidable but are well within the
capability of modern digital computers.* We have approached the
problem of identifying the intracranial sources of ERP by comparing

* A quantitative treatment of the model will not be presented here. This study

has been done in collaboration with Mr. James Siagus and Dr. Herbert Schimmel
and will be published separately.
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the potential distributions obtained from scalp recordings with the
field computed from the model, assuming generator configurations
suggested by known anatomical and physiological features of the
brain. Although an intracranial source configuration cannot be pre-
dicted unambiguously from the epicranial field distribution, in prac-
tice, the limited number of reasonable hypotheses concerning location
and configuration usually permits the selection of one alternative.

Mapping studies have been completed for several representatives
of each class of ERP. The general procedure followed in these studies
has been reported in detail (Vaughan et al., 1968). After preliminary
studies defining the morphological features and general distribution
of the potential under consideration, electrode arrays were placed so
as to be centered upon the point of maximum amplitude, with spac-

ing and orientation appropriate for definition of the spatial gradients.
In all instances, a reference was chosen (chin or nose) that showed
no significant activity when referred to a noncephalic reference. Care
was'taken to note the presence of muscular and eye movement artifacts
in preliminary runs for each subject and to eliminate these by appro-
priate instructions and positioning. These precautions proved essential
for obtaining reliable ERP maps. For each ERP study, the data were
displayed for each subject in montages, thereby greatly facilitating
. the assessment of the complex waveforms over the entire spatial ar-
ray. The information provided by visual inspection served as the basis
~ for selecting specific points of the ERP for measurement to provide
the quantitative mapping data. This step proved absolutely critical
since the validity of the entire procedure rests upon the correct identi-
fication of ERP “components” generated from a single, stationary
intracranial source. Although visual inspection is subject to inter-
pretive error when it constitutes the sole basis for conclusions, there
is not as yet a practical alternative possessing its power and flexibility
in detecting regularities in complex configural data. Our experience
with computer analysis of evoked-response waveform indicates that
careful visual scrutiny of the raw data cannot be replaced without
serious hazard, by formal and seemingly more precise data reduction
techniques.

A number of general points concerning ERP measurement should
be noted. Since most prior investigations of these phenomena have
been concerned with the morphology of the potential when recorded
from electrode placements yielding maximal amplitudes, the impor-
tance of assessing the level of residual background activity has not
been fully appreciated. The relation of background EEG activity to
the potential of interest becomes of substantial importance in those
portions of the recording array where the time-locked activity has
decayed to a fraction of its maximum value. Consider, for example, a
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subject whose mean peak-to-peak EEG amplitude is 25 xV and whose
auditory evoked response is 10 pV at its maximum point. Averaging
responses to 100 stimuli will produce a signal-to-noise ratio of about
4:1 (100X10:10X25). At a point where the AER has decayed to
one-fourth of its maximum amplitude, the signal-to-noise ratio will
be only 1:1, and substantial measurement errors will be unavoidable.
For this reason, a routine estimate of background amplitude to facili-
tate selection of an appropriate sample size, as by the = method of
Schimmel (1967), and several estimates of the mean ERP at each
recording point are necessary to assure reliable results. In general,
ERP components less than 5 4V in maximum amplitude have proven
difficult to map with precision except in subjects selected for low-
amplitude-background EEG activity. Even larger components may
be resolved inadequately in subjects with large and widespread alpha
rhythms during sleep, or in patients with abnormally high-voltage
slow activity. This should be considered in any study involving routine
application of standard experimental conditions to groups of subjects
since individual differences in background EEG may render the data
from some subjects unsuitable for quantitative analysis.

The studies reviewed here used a minimum of six subjects to provide
the field distribution data. In several ingtances, the studies have been
replicated with changes in stimulus parameters and reference elec-
trode position to confirm the generality of the results. We shall con-
sider first the ERP of Classes I, II, and III, which comprise the
discrete time-locked potentials of cerebral origin.

Class I: Visual, Auditory and Somatosensory Evoked Responses

When recorded to stimuli of moderate intensity, these ER comprise
a complex series of low-amplitude deflections that peak earlier than
100 msec. A more prominent biphasic negative-positive sequence fol-
lows (peaks indicated in figure 2-1). Over a group of Ss, the late
negative and positive deflections show comparable changes in ampli-
tude over the head so that for purposes of amplitude mapping, they
may be considered as a unit. This peak-to-peak measurement is more
accurate than measurements from a prestimulus baseline because of
its greater size. It also eliminates the occasional “negative” values of
a positive wave that prevents the amplitude scaling required to stand-
ardize measurements across Ss. The maps shown here are based upon
the average scaled peak-to-peak measure of the “late” components
of ER in each modality. The conclusions derived from these maps
relate to some of the shorter latency components, which are, however,
significantly more difficult to map accurately because of their small
amplitude. Errors in interpretation may occur if it is not recognized
that the smaller components may be confounded both with background
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EEG activity and with myogenic responses, unless special measures
are taken to identify and eliminate these contaminants.

Somatosensory responses—Evoked-response maps obtained from
electrodes placed over the left hemisphere during electrical stimulation
of the right median nerve and right superficial peroneal nerve are
depicted in figure 2-4. The zones of maximum amplitude overlie the
estimated location of the Rolandic cortex, with the response to lower-
extremity stimulation located just laterally to the vertex and the

(&) )

JF16URE 2-4-—Isopotential maps of P200 compo-
nent of somatosensory evoked response, (A)
Shock to right median nerve and (B) shock
to right peroneal nerve. Chin reference.

348-516 O - 69~ 6
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response to upper extremity stimulation about 4 cm laterally to the
midline. The distributions of both responses conform to the field of
dipole layer of the size and depth of the appropriate sensorimotor
cortical area.

Auditory responses~—The map of auditory responses to binaural
1000-Hz tones at a 60-db sensation level is shown in figure 2-5. Respon-
ses are absent along a circle defined by the plane of the Sylvian fis-
sure as it transects the surface of the head. Above this line, the evoked
response is opposite in polarity to those recorded below it. Both the
coronal field distribution (fig. 2-6) and the sagittal distribution con-
form to dipole layers in the position of Heschl’s gyri. The dipole
orientation is parallel to the surface of the scalp, so that a null poten-
tial is recorded in the plane of the layer and opposing polarities above
and below it.

Visual responses.—The recorded evoked responses to a circular 10-
msec light flash subtending 5° of visual angle with luminance of about

0.5 log mL showed a more complex configuration and distribution than
either the somatosensory or auditory responses. A map of the deflec-
tions comparable in latency to the responses in the other modalities is
presented in figure 2-7. Although both the early and late components
of the VER show a maximum overlying the occiput, the later wave
possesses a secondary peak in the central region. Inspection of the in-
dividual data indicates that these late components, although similar
in appearance, are not identical in that the central component in some
subjects peaks at a different latency than the posterior component, and
the relative amplitudes of central and occipital components differ

Frevre 2-5.—Isopotential map of auditory evoked
response (P200). Chin reference.
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Ficure 2-6.—Left: Solid line: Coronal amplitude distribution of P200 com-
ponent of AER (AI). Dashed line: Theoretical distribution of components of
AER generated by sources located in primary auditory cortex (center left).
The sum of these components matches the observed distribution. Right: Simi-
lar plot for the P300 wave. (AII) This field corresponds to the sum of two
fields, each generated by sources in parietal association cortex.

markedly from subject to subject. These data suggest that the late
components of the VER result from two distinct generators rather
than from volume conduction of the occipital response.

Since the geometrical arrangement of the visual cortex is substan-
tially more complex than either the somatosensory or auditory, the
dipole model is not as simple. Nevertheless, the very complexity of
striate cortical geometry provides a test of the assumptions underlying
the field analysis. The projections of the central retina are located at
the occipital pole, and the peripheral projections are at the mesial oc-
cipital cortex. Furthermore, the upper hemiretina (receiving input
from the inferior visual field) projects to the superior bank of the cal-
carine fissure and the lower half of the inferior bank. Similarly, the
right homonymous field of vision projects to the left striate cortex and
vice versa. Taking into consideration the retinocortical projections
and the field distribution for an appropriate configuration of dipole
layers, a number of predictions can be made. Foveal and immediately
parafoveal stimuli will activate cortex on the surface of the occipital
pole, representing a dipole layer with axes perpendicular to the sur-
face. As field size is increased so that the mesial occipital cortex is
activated, very little change in the evoked response is expected because
of the symmetry of opposing dipole layers of mesial occipital cortex.
This fact has been repeatedly confirmed (cf. DeVoe et al., 1968)
although it usually has been attributed erroneously to a lack of surface
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Fieure 2-7.—Isopotential map for P200 compo-
nents of VER. Note the complexity of the field
with a secondary zone of increased amplitude
at the central region.

reflection of activation of the peripheral retina. As has been shown
(Eason and White, 1967), punctate stimuli presented to the peripheral
retina can generate sizable evoked responses. As first suggested by van
Balen and Henkes (1962), these have a different scalp distribution
from foveal responses, as predicted by the model. If care is taken to
exclude the prominent effects on the visual evoked response of stray
light striking the fovea (Vaughn and Silverstein, 1968), the features
of the focal distribution to peripheral stimuli may be defined ac-
curately. The technique is as follows: First, the position of the calca-
rine fissure must be established by plotting the field of foveal
stimulation. This is essential because of individual variations in the
geometry of the occipital lobe. Arrays of electrodes are then placed
around the posterior portion of the head, passing through the point of
maximum foveal response. Selective stimulation of the peripheral
retina is then carried out, using stimuli within the scotopic range of
luminance (i.e., below cone threshold) or using a suitable adapting
field for photopic stimuli. As expected by the geometry, the field of
peripheral stimulation conforms to a dipole layer with the axes
parallel to the surface of the scalp at the occipital pole. A number of
specific features of scalp distribution remain to be analyzed in detail,
particularly the specific contributions of rod and cone mechanisms
in the periphery. The most easily interpretable results will be derived
from selective stimulation either of the fovea or an asymmetrical peri-
pheral locus. The data now at hand permit an appreciation of the
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spatial variables which must be taken into account in future studies
of the human VER.
‘ Class li: Motor Potentials

Both the negative component of the MPs preceding muscle contrae-
tion and the positive wave that accompanies the movement show the
somatotopic distribution over central cortex depicted in figure 2-8.
The generators for hand and foot MP are smaller than for the
somatosensory responses and are therefore almost certainly limited
to the precentral gyrus. The somatosensory responses to electrical stim-

FIGURE 2-8.—Isopotential maps for the
motor potential. (A) Hand movement and
(B) foot dorsiflexion.
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ulation probably arise from both precentral and postcentral gyri,
because of the activation of muscular afferents that project to the
precentral motor cortex as well as the cutaneous afferents that have a
strictly postcentral projection (Albe-Fessard and Liebeskind, 1966).
Such subtle distinctions in distribution inferred from scalp-recorded
data are quite unexpected and emphasize the importance of precise
mapping carried out under carefully standardized experimental
conditions.

The MPs associated with tongue movements and articulated speech
arise from generators near the lower end of the Rolandic fissure that
are larger in extent than those associated with hand and foot move-
ments. They are bilateral, in contrast to the predominantly contra-
lateral generators for hand and foot movements. As yet, there is no
evidence for lateralization of MPs associated with verbal utterances,
as might be anticipated from the hemispheral specialization of speech
mechanisms. This question merits further investigation.

" Eye movements also are associated with antecedent cortical poten-
tials. Their distribution is not as yet well-defined because of the
extraordinary difficulty of conclusively excluding small eye movements
(and consequent contamination by the EOG during ocular fixation).
Present evidence indicates that antecedent potentials are present both
over the posterior frontal (premotor) cortex and in the inferior
parietal-posterior temporal region. Following each eye movement,
an evoked potential (lambda wave) appears in the occipital area,
conforming to the distribution described for the flash evoked responses
(Remond and Lesdvre, 1965).

Class Hl: ‘Long-latency Potentials

The large P800-500 waves are found in several previously described
experimental situations involving stimuli of any sensory modality.
‘We have mapped their distribution during visual and auditory stimula-
tion in one of the experimental arrangements which elicit these waves.
The maps shown in figure 2-9 were obtained by stimuli, presented
at infrequent intervals, which elicited orienting responses. Although
the distributions of the waves elicited by visual and auditory stimuli
are not identical, they extensively overlap and center upon the mid-
parietal region. Distributions with this extent cannot be attributed
conclusively to one specific source, as was possible with the more
localized distributions previously described. They could be caused
either by a large cortical area of activation, roughly corresponding
with the extent of parietal association cortex (fig. 2-6), by a deeper
source (posterior thalamus), or by both. A generator subtending a
large angle with the surface produces fields that decay less sharply
as a function of depth than those of smaller generators, so that large,
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Ficure 2-9.—Isopotential maps for P300 com-
ponent. (A) Auditory stimuli, and (B)
visunal stimuli.

deep sources could be reflected at the surface of the scalp if they possess
a suitable geometry. It should be noted, however, that the cellular
anatomy of most subcortical nuclei suggests that they would be poor
external field generators because of unsystematic cellular orientation
or closed configuration (e.g., lateral geniculate). Empirical studies
have shown the field of subcortical structures to be quite complex
(e.g., Freeman and Patel, 1968), so that accurate predictions are not
possible without detailed anatomical and physiological knowledge of
each structure.
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Class IV: Sieady Potential Shifts (SPS)

The cranial distribution of SPS can be mapped in a manner similar
to the other classes of ERP. These potentials present difficulties not
encountered in mapping the transient responses because of the almost
ubiquitous contamination by the EOG. We first encountered this diffi-
culty in mapping the initial slow component of the MP and the SPS
seen In reaction time tasks (“CNV?”). According to the data reported
by Low et al. (1966a,b), the latter potentials were most prominent over
the frontal lobe as had been asserted by Walter et al. (1964). Upon
monitoring eye movements with an orbital lead, we found that the
more anterior SPSs were associated with vertical eye movements that
occur before a motor response or in anticipation of a tachistoscopic
visual stimulus. When these ocular movements were attenuated or
eliminated, the maximum SPSs were found at, or near, the vertex. In
the case of extremity movements, either selfpaced or in response to
4 signal, a somatotopic central distribution of the SPSs was found,
comparable to that of the later positive component of the MP. In tasks
requiring a sensory discrimination, SPSs were found to center upon
the scalp projection of the sensory-evoked responses. Thus, in visual
discriminations, an occipital negative SPS was recorded, distinct from
the central SPS associated with preparation for a motor response. In
choice reaction time tasks requiring a different motor response to each
stimulus, the central SPS was small or absent during the interval
between warning and presentation of the response signal; when a
response was required to only one of the signals, the central SPS
_reappeared contralateral to the extremity responding to the positive
signal. This shift was always smaller than in the simple reaction time
task. These observations suggest that SPSs may be developed spe-
cifically in relation to sensory and motor preparatory sets and reflect
some process that antecedes an anticipated activation of the specific
sensory or motor cortical area. This interpretation is consonant with
the observations by Shvets (1958) on the SPSs which appeared over
the sensory and motor cortex of rabbits during the elaboration of a
conditioned response.

Class V: Extracranial Potentials

The ubiquitous presence of the EOG has already been noted. A
typical distribution is depicted in figure 2-10. These potentials are
particularly troublesome in tasks requiring visual fixation or motor
response, or when intense, unexpected stimuli are presented. Since these
conditions are frequently present in behavioral experiments, constant
attention must be directed to this problem. Although an instrumental
method for reducing the effects of the EOG has been suggested (Me-
Callum and Walter, 1968), it cannot be relied on for a general solu-
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Freure 2-10.—Isopotential map of EOG for vertical eye movement.

tion since the distribution of EOG potentials differs from subject to
subject and for movements that differ in direction. The only fully satis-
factory method is the elimination of all trials on which eye move-
ments are detected. Optical methods, although more difficult than
electrical monitoring, are most satisfactory. This problem seriously af-
fects recordings of ERP in clinical populations and must be taken
into consideration whenever voluntary ocular fixation cannot be
assured.

Muscle potentials (EMG) present the second major challenge to
valid extracranial ERP recording. Their distribution has not been
resolved in detail except for the postauricular potential, originally de-
scribed by Jacobson et al. (1964). In mapping this response to high-
intensity clicks, we found that it was sharply circumscribed to the
immediate vicinity of the muscle, as predicted by the volume con-
duction model. It appears, therefore, that extracranial muscle po-
tentials may be eliminated from ERP recordings by avoiding electrode
placements that directly overlie the superficial cranial musculature
(i.e., mastoid, inion, temporal region). When records are required from
these regions, scrupulous attention to relaxation of the underlying
muscles and use of moderate stimulus intensities can succeed in
eliminating myogenic potentials from the ERP records.

To sum up our data on the distribution of the ERP, we have found
that:

(1) The distribution of the late biphasic deflection of auditory,
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somatosensory, and visual-evoked responses is consistent with local-
ized sources located within their respective primary projection areas.

(2) An additional central field is noted for visual responses over the
central region. This may reflect the direct polysensory projection to
motor cortex. The extent of the somatosensory field also suggests
precentral activation., There is no evidence for a similar additional
projection of auditory responses.

(3) The motor potentials for extremity movements and for move-
ments of facial and tongue muscles possess fields pointing to genera-
tors in precentral motor cortex according to its known somatotopic
organization.

(4) The long latency (P300-500) potentials associated with orient-
ing responses and discrimination tasks have similar distributions for
both auditory and visual stimulation overlying parieto-temporal asso-
ciation cortex. A deeper generator cannot be ruled out conclusively
but appears less likely because of anatomical considerations.

(5) Steady potential shifts are present over the areas from which
the sensory responses and the motor potentials are recorded under con-
ditions that imply a state of preparation or expectancy. The distribu-
tion of these potentials is quite different from that suggested by early
studies of the “CNV?”.

(6) Extracranial potentials, notably the EOG and EMG, fre-
quently present in scalp recordings, may be distinguished by their
cranial distribution. Their presence must always be suspected, and
efforts made to eliminate them or to differentiate them from the in-
tracranial ERPs.

Several general comments upon the results and their limitations
should be made at this point. The data are surprising, and the con-
clusions drawn therefrom conflict with long-established beliefs con-
cerning the localization and presumptive origin of the long-latency
components designated “vertex waves.” The results reported here
leave little doubt that the major source of these waves is the specific
cortical projection areas. The possibility of a second central generator
(possibly because of polysensory projections to motor cortex), strongly
suggested by the visual-evoked response data, leaves some vestige of
the classical vertex potential. Recent evidence obtained by Williamson,
et al. (1968) indicating that all components of the somatosensory-
evoked response are eliminated ipsilateral to lesions involving the
lemniscal system also is inconsistent with a “nonspecific” origin of the
late components. This evidence reemphasizes the importance of the
primary sensorimotor cortical regions and shows the necessity for
elucidating the mechanisms producing their prolonged activity follow-
ing the arrival of an afferent volley. These mechanisms undoubtedly
involve subcortical as well as cortical structures, providing an oppor-
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tunity for the intermodal interference effects noted for the late com-
ponent of evoked responses (Allison, 1962).

Further analysis of the shorter-latency components of evoked re-
sponses is required. This is difficult in scalp recordings, and as re-
ported by Goff (this conference) and ourselves, the distribution of
these components shows considerable variation across subjects, seem-
ingly because of contamination by evoked myographic activity.
Broughton (1967 and this conference) has obtained useful data on
somatosensory responses from cortical recordings in man. Whenever
available, this type of recording can provide invaluable aid in clarify-
ing the small early components and assisting in defining their origin.
In these studies, however, careful quantitative application of field
theory is essential for properly planning and interpreting the
observations.

ERP AND BEHAVIORAL NEUROPHYSIOLOGY

I have sketched the lines along which research on brain electrophys-
iology may provide data linking the cellular mechanisms underlying
experience and behavior with gross electrical phenomena (ERPs)
which may be observed directly during appropriate psychological
experimentation. There are many who question the value of research
which records macropotentials from the scalp of man or the brain
of experimental animals. There is a current vogue for microphysiol-
ogy which discounts the importance of the grosser neurophysiological
phenomena. Nevertheless, there is a large gap to be traversed between
the behavior of individual neurones in striate cortex and the perception
of form. Large areas of brain, most of which remain unexplored by
the microelectrode, must function in concert to produce the simplest
visual experience. Where are these areas? When within the span of
perception should we seek the relevant neural events? Some answers
to these questions already emerge from the study of the ERP in man.
In the visual modality, the VER has permitted us to define cortical
events specifically related to geniculocalcarine input to striate cortex
(Vaughan and Katzman, 1964 ; Vaughan and Gross, 1966) ; to bright-
ness perception ( Vaughan and Hull, 1965 ; Vaughan, 1966) ; to spectral
sensitivity and other aspects of foveal vision (DeVoe et al., 1968) ;
to the suppression of pattern vision during saccadic eye movements
(Gross et al., 1967) ; to metacontrast suppression (Vaughan and Sil-
verstein, 1968); and to motor responses to photic stimulation
(Vaughan et al., 1965a, b). None of the direct quantitative correlations
that have been possible in the human subject have been obtained, to
my knowledge, with microelectrode recordings in experimental ani-
mals. Although feasible in principle, concurrent behavioral and physi-
ological studies in animals are substantially more difficult than com-
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parable studies in man. Human subjects may readily modify their
behavior in response to instructions and may be studied repeatedly
and extensively under a wide variety of conditions. Although
animals may be trained to a wide variety of specific tasks, they possess
neither the flexibility of the human subject nor his unique cognitive
abilities. The latter, in addition to providing convenient means of
experimental manipulation, offer the greatest challenge to an under-
standing of brain mechanisms. Although beyond our present ex-
perimental ken, the linguistic abilities of man must not be dismissed
arbitrarily from the realm of behavioral neurophysiology. Similarly,
the phenomena of consciousness, long banished from psychology,
cannot be ignored in any attempt to comprehend the physiological
basis of perception, cognition, and effect. The myth that only ex-
ternally observable motor behavior can accurately reflect psychological
processes has been demolished by observations of brain responses di-
rectly correlated with subjective perceptual variables.
" There remains an enormous task. The neurophysiologist must pro-
vide a substantially more detailed indication of intracortical processes.
The mechanisms underlying the striking linkage between neuronal
firing pattern and extracellular potential field observed in some con-
ditions and not in others, the biophysical determinants of current
flow and associated intracortical fields, the effects of glial modula-
tion (Grossman and Hampton, 1968) and macromolecular binding
(Adey, 1967) upon these processes, and other problems await resolu-
tion by the neurobiologist. In the last analysis, however, none of these
details of cerebral physiology will provide us with an understanding
of human experience and behavior. Only direct demonstrations of con-
comitant variation of psychological and physiological variables will
suffice. This task falls to the investigation of ERP in man and behav-
ing experimental animals. Consideration of the history of human
“evoked-potential” investigation over the past few years suggests that
a reconsideration of the requirements for effective implementation
of the powerful technique of averaging is required.
Unfortunately, the wide availability of the EEG averaging pro-
cedure has permitted a “magical” approach to human psychophysi-
ology. There has been a widespread tendency to view the evoked
response as just another psychophysiological measure such as the
GSR. Thus, we find numerous attempts to correlate evoked responses
with a host of complex psychological variables ranging from 1.Q.
to psychiatric diagnosis. Although it is possible that such exercises
may accidentally stumble upon some stable and comprehensible rela-
tion, the possibilities at present seem to be rather dim (none of the
widely publicized correlations appear as yet to have survived the
test of cross-validation). It is necessary for investigators of human
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ERPs to deal explicitly with the anatomical, biophysical, neurophysi-
ological, statistical and psychological variables which define their
system of inquiry. To neglect any one of these factors may render
an otherwise well conceived study just an accidental case whose rele-
vance to the puzzle of behavioral neurophysiology may long remain
obscure. If one adopts an approach to ERP analysis that recognizes
the anatomy of the human brain, the physical properties of its cov-
erings, and the necessity for comparing psychological and physiologi-
cal measures directly, the power of ERP analysis is no more limited
than that of any presently available method of neurophysiological
or psychological investigation. The problem may be stated rather
simply. The neurophysiologist must recognize the specific impact of
behavioral variables upon the validity of his observations; the psy-
chologist must accept the necessity for dealing with the intimate
details of brain function in his quest for the mechanisms of behavior.
There is no easy path. Neither the facile analogies so glibly adopted
by neurophysiologists nor the mindless correlations fashionable among
psychologists provide more than an illusion of understanding. The
biophysical and neurophysiological anlagen of experience and be-
havior will be disclosed only by a laborious quantitive analysis of
each step along the long path from molecular biology to psychology.

DISCUSSION

Dr. Kxorr: My remarks are based upon the problems as they have
‘existed for many years in electroencephalography, where we have been
trying to determine the exact geometrical relation between the electri-
cal activity recorded on the scalp and the electrical activity in the cor-
tex. In electroencephalography, the problem of relating cortex and
scalp activity bas existed for some 85 years. We are pleased that there
are now other investigators who are also interested in the problem.

‘While one presumes from simple schemata of an electrical field that
an electrical event at the cortex at point A would be proportionally rep-
resented on the overlying scalp at point A’, investigation was not ade-
quately provided until 1958 (Karl Abraham and Cosimo Ajmone-
Marsan, 1958). These investigators simply plotted the relative
amplitude of cortical spikes and the same spikes at the scalp. While
there was a seemingly reasonable correspondence, it was by no means
perfect. The ratio of the voltages at the cortex and the scalp may
change with time for the same cortex versus scalp leads. A ratio of
50 to 1 may increase rather strangely to a ratio of 90 to 1 or more, or
may become infinite, which means that the spike is not apparent
on the scalp, although it still is apparent at the electrodes on the cortex.
‘When the position of a reference electrode was shifted, it became ap-
parent that the position of the electrode pair in relation to the field was
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an extremely important factor. While this is obvious, especially follow-
ing Brazier’s classical analysis of fields (1949), perhaps it is a point
that needs to be reemphasized from time to time.

A study by DeLucci, Garoutte, and Aird (1962) revealed rather
interesting data. Electrodes were implanted on the pia mater of the
cat, while other electrodes recorded from scalp surface directly above;
the degree of correspondence between the two ongoing electroenceph-
alograms (pial and scalp) was determined. The electrodes in the
cortex were very small and scattered over a comparatively small area.
The EEG derived from a single electrode on the cortex, under a scalp
electrode, did not show tremendously good correspondence with that
from the scalp. When a number of cortical points were recorded to-
gether, the correspondence with the scalp was extremely good, show-
ing that the area of electrically active brain is important when one
wishes to correlate scalp EEG with cortical events.
~ Cooper et al. (1965) have addressed themselves to the same problem

with human subjects, using visual-evoked responses as a measure of
cortical and scalp electrical activity. It is extremely interesting that
a “ringing” response could be recorded from scalp more clearly than
from the cortex just beneath the scalp electrode. Again, brain area is
probably very crucial in this matter. They also noted the variability in
the relationship of the voltages and reported ratios of cortical-to-scalp
voltage as low as 2 to 1 on some occasions, with maximum ratios of
about 5000 to 1. In general, they concluded that these ratios become
larger if the brain areas involved are smaller.

An experiment by Morrell and Morrell (1965) presented to the
American EEG Society a computer analysis of these problems. By
using scalp electrodes and electrodes lying over the dura mater in man,
they were able to construct contour maps that enabled them to distin-
guish the components of an evoked response that were primarily deep
midline in origin and those which were predominantly propagated over
the cortical surface. What appears on scalp, therefore, may have rather
varying origins and cannot be arbitrarily assigned to immediately
underlying cortex.

Bickford and his associates have been engaged in some exciting
contour mapping. He and Harris have been able to program a com-
puter to give the probable contour over a fairly large area by using a
relatively small number of electrodes (see fig. 6~16). If experimental
verification of this can be extended, some tremendously important leads
may be provided with respect to the correspondence of surface activity
to underlying events.

Goff, Rosner, and Allison (1962) studied evoked responses from a
number of points on the scalp, using both chin and nose as a reference
(generally getting off the scalp and off the ear—hence “off the head”—
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so that the plotted evoked potential (EP) field would be contaminated
minimally by activity at the reference point). They observed a great
variability in the EP depending upon the active scalp point. It is
interesting that their data can be interpreted as showing either a very
broad projection to scalp, for somatosensory EPs, or a very broad
spread of the field.

The reason for the apparently broad spread can be easily understood.
A scalp electrode is, in reality, far from the skull. When the thickness
of the skull is added, plus the distance from inner table to actual cortex,
the pickup lead is found to be some distance from the presumably
active cortical tissue. If one studies visual-evoked potentials, he must
remember that most of the calcarine cortex (area 17) is not at the
convexity. Still more remote from convexity is the auditory cortex.
Perhaps we should recall the classical study by Marshall, Woolsey, and
Bard (1937), which showed very small responding areas of somato-
sensory cortex. Considering these data with those showing that area
of cortex is important in relating direct brain events and scalp events,
the magnitude of the problem can be appreciated.

This is not to state that these problems cannot be solved. It is only
that we need to generate a degree of caution, and perhaps a little
modesty now and then, and to steer a course which will keep us from
beginning to believe ourselves when the accuracy of some basic assump-
tions may be in question.
~ Dr. VaueHAN: I would like to emphasize that the problems encoun-
tered in the application of volume-conduction theory to EEG data
derive from two important aspects of earlier approaches. First, studies
of spontaneous EEG activity, either normal or pathological, suffer
from the fact that it is difficult to define accurately the location and
orientation of the generators. It is axiomatic that the characteristics of
dipole generators within a spherical volume conductor cannot be de-
fined uniquely by the fields measured at its surface. This limitation
becomes considerably less forbidding when the generators can be as-
sumed to be very simple in their configuration and limited in number.
Then, the constraints are such that it is necessary to test only a few
anatomatically reasonable hypothetical generator configurations
against the observed field distributions. This is what we have succeeded
in doing for the ERPs.

The second problem concerns the relationship between generator
size and field penetration. It is well established (e.g., Abraham and
Ajmone-Marsan, 1958) that EEG activity that is synchronous over
a substantial cortical area is well represented at the scalp, while activ-
ity such as epileptic spikes, although of large amplitude at the cortex,
may be generated within a circumscribed area and fail to be seen in
scalp records. The reason for this is illustrated in figure 2-10(A.). For
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simplicity, a uniform conducting sphere is depicted here; however,
the principles for a multiple shell, which more accurately represents
the brain and its coverings, are the same. The maximum potential
generated at the surface by a. dipole layer subtending a solid angle of
10° and located 89 percent of the distance from the center is only one-
third as great as the maximum generated by a similarly situated layer
subtending 30°. As the generator is moved further from the surface,
or alternatively as layers possessing different conductance are inter-
posed, the disparity between small and large sources becomes increas-
ingly great. While the field of a 70° generator suffers relatively little
attenuation, the potentials produced by a small generator become ex-
tremely small. The common assertion that the scalp is a “spatial aver-
ager” is not a correct description of the mechanism underlying the
observations. These follow directly from the properties of a volume
conductor and are just as true for potentials recorded within the brain
as for those recorded from the scalp. It is also important to note that
the “smearing” of fields, which has been described frequently (e.g.,
Geisler and Gerstein, 1961) is more apparent than real. If the half-
amplitude point on each curve is taken as a measure of dispersion, this
point moves out very much only forthe small generator as the distance
of the generator from the surface increases.

It must be emphasized that the conclusions presented in my paper
are derived from averaged data from several normal subjects. Indi-
vidual variations in field distribution are seen which are to be ex-
pected, considering the variation in thickness of the layers covering
the brain and differences in gross morphology of the brain. Thus, the
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very detailed spatiotemporal displays obtained by Rémond and
Lesevre (1965) for individual subjects will tend to emphasize these
differences, rather than common features of distribution that permit
the gross but quite unequivocal localizations we have inferred from
our data.

Dr. BroueaTON : For the past 4 years at the Montreal Neurological
Institute, we have studied the somatosensory-evoked potential (SEP)
of epileptic patients undergoing lobectomy, under local anesthesia,
for temporal lobe seizures. The cortex in the region of the central
sulcus was essentially normal. We have been able to compare pre-opera-
tive scalp recordings referred to an earlobe electrode with direct cor-
tical recordings referred either to an earlobe or to the bone. This has
given data suggesting the possibility of dividing the early portions of
the SEP into a sequence of current generators with different spatial
orientations as the basis of different components. It has also helped to
clarify the important problem of cortex-to-scalp transfer.

The most striking and constant feature of the cortical SEP is the
inversion of polarity of early components 1 and 2 across the central
sulcus. Figure 2-11 shows a recording at parallel locations on the pre-
central and postcentral gyri, the latter being at the point where direct
cortical stimulation produced sensation referred to the contralateral
index finger. Stimuli in all the studies consisted of a percutaneous de-
polarizing shock over the contralateral median nerve at the wrist

sufficient to produce a just-visible thumb twitch.

Stim: Right median n. Just clonic.

6a...20 yr
N=50

F1aUuRe 2-11.—Distribution of
the cortical SEP at the cen-
tral sulcus (positive down).
Note apparent inversion of

O postcentral gyrus compo-

nents 1 and 2 over the

5 precentral gyrus. Brief

: spike-like potentials are only

recorded on the postecentral
gyrus. Component 3 appears
to be present only on the
postcentral gyrus. Compo-
nent 5 is synchronous over
both the precentral and post-
central gyri, and component

0 is absent.
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The SEP components 1-5 are well developed on the postcentral
gyrus. The precentral gyrus shows a potential whose polarity is in-
verse to that of postcentral negative component 1 and positive com-
ponent 2. Brief spike-like potentials ride on component 1 over the
postcentral gyrus, a phenomenon present in about one-half of the cases.
Whether these are somatic or not, I do not know. But they have been
seen by other workers (Kelly et al., 1965) and are never recorded over
the precentral gyrus.

Figure 2-12 shows the polarity inversion of components 1 and 2 in
four additional patients, the last (Ab) also demonstrating spike-like
potentials. Negative component 3 is usually present only on the post-
central gyrus or on a precentral and postcentral gyri synchronously.
Positive component 4, on the other hand, shows a very different spa-
tial distribution, being of higher amplitude and more widespread dis-
tribution in the posterior parietal region.

. These distinctive field distributions also are observed on the scalp.
Figure 2-13 presents records of the scalp SEP of a normal subject
showing the same polarity inversion of postcentral components 1 and
2 between the parietal and central electrodes. This inversion is obvious
in about 30 percent of scalp recordings. In the others, the more wide-

Distribution of the Cortical SEP at the Central Sulcus
Stim: Contralzteral median n. Just clonic. N=50 Cal.=20pv

[ .24y W
{iavel of mouth)

MASYr L)

A

Ay )

ggg =3
g

[thumb] ,
msec B m o ° 5

P
Figure 2-12.—The cortical SEP at the central sulcus in four subjects (positive
down). All four patients show polarity inversion of postcentral component 1

and, usually, component 2 on the precentral gyrus. This is sufficient alone to
locate the central sulcus.




RELATIONSHIP OF BRAIN ACTIVITY TO SCALP RECORDINGS 81

spread postcentral potential appears to obliterate the relatively local-
ized inverted precentral potential. Positive component 0 at 15 to 16
msec is widespread over the scalp, but is generally not apparent on
the cortex. Component 4, on the other hand, has a more posterior loca-
tion, being maximal in the parietal region.

In the early part of SEP, therefore, positive component 0 is present
diffusely in scalp recordings and absent on cortex-to-bone recordings;
components 1 and 2 show constant polarity inversion on the cortex
in the region of the central sulcus, and this is sometimes visible on the
scalp. Component 4 on both cortex and scalp is maximum in the parie-
tal region. These findings suggest different origins or generators for
the different phenomena.

Stim. Lt. Median N. Clonic threshold N=100
Sh...34yr

Fy-h,

CaA,

Ps-A,

0,-A4

25 50 L] 160 125
msec

Fieure 2-13.—Topographical distribution of the scalp
SEP (positive down). The polarity inversion of early
components over the central region is apparent in
this scalp recording.
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Component 0 can be explained as reflecting a potential of subcortical
origin that is equipotential for cortex and bone. The ascending thal-
amo-cortical radiation volley or a ventro-basal thalamic potential is a
likely candidate. Recordings in the thalamus have shown latencies of
this order (Mathews et al., 1968).

Components 1 and 2 are best interpreted as arising from a hori-
zontally oriented “dipole” generator, probably the primary somato-
sensory cortex folded into the posterior wall of the central sulcus.
With this orientation, the precentral electrodes would “look” at the
top of the dipole, whereas electrodes over the central sulcus “look” at its
bottom. In the latter situation, the usual positive-negative polarity is
inverted to a negative-positive sequence. Component 4 appears to rep-
resent yet another independent posterior projection to the parietal
cortex, perhaps from thalamic association nuclei or secondarily from
the primary somatosensory cortex. Additional generators can be
hypothesized for later components 5-6 and 6-7, even if they require
‘transmission in the primary cortex, as Williamson et al. (1968) impor-
tant data suggest.

The problem of cortex-scalp transfer is of equal importance in our
analysis of evoked potentials. Figure 2-14 shows the SEP of a patient
at corresponding scalp (solid line) and cortical (dotted line) posi-
tions before and during surgery. Note that the scalp reflects the cor-
tical potential accurately, although it is attenuated considerably in
amplitude. Contributions from scalp, muscle, or eye movements are
therefore improbable.

Such combined scalp and cortex studies can also clarify other prin-
ciples of cortex-scalp transfer. The next two figures demonstrate two
of these. In the figure 2-15, scalp electrodes C—4 and C-6, in solid lines,
show a wide positivity peaking at about 40 msec whereas the underly-
ing cortical points, in dotted lines, show a briefer positivity of earlier
peak latency. Moreover, the scalp electrode at C—4 shows a small notch
riding on negative component 1 at 20 msec, which is synchronous with
a spike-like potential on the underlying cortex. Figure 2-16 helps to
explain both these features. The upper right insert shows the cortical
electrode positions. The scalp electrode C—4 was over the half-moon
position in the parietal region. It now becomes evident that the briefer
positivity peaking at about 28 msec in the cortex directly below C—4
is being averaged with a larger and later positivity present more an-
teriorly, together producing a single large positivity (fused compo-
nents 2-4). The later components on the cortex always tend to be of
greater latency than on the scalp, apparently because of cortical cool-
ing. In this patient, spike-like potentials, which usnally are very local-
ized on the cortex, were recorded on the scalp only because of their
widespread distribution. The scalp electrodes therefore perform a
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Left median n. stimulation.
Just clonic. Le..i7yr (m)
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F1euRre 2-14.—Comparison of scalp and cortical SEP
in the same patient (positive down). The scalp and
subjacent cortical recordings have been superim-
posed for those electrodes where close topographical
relationships were possible and show good cor-
respondence. The cortical SEP (dotted line), how-
ever, shows somewhat increased latencies of all com-
ponents by about 2 msec, believed to be caused by
cooling of the exposed normal somatosensory cortex.
Component 0 (positive, 16 msec) is not present in
cortical responses.

temporal-spatial average of subjacent cortical activity; widespread
potentials are conducted preferentially, even when of lower amplitude
or containing high frequency components.

Cortical recordings, therefore, help in the analysis of the scalp-
evoked potential both in terms of underlying generators and in terms
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An.24yr (m) Fieuge 2-15.—Comparison of scalp

and cortical SEP (positive down).
The C4 electrode shows component
1 with a brief spike-like potential
synchronous to that of the subjacent
cortical electrode. The curves are
also identical for the beginning slope
of positive component 2. But on the
scalp, there is a virtually fused com-
ponent 2-4, whereas the underlying
cortical point shows a well devel-
oped component 3 (negativity at 40
msec) and a lower voltage compo-
[} % 50 75 100 125 nent 4. Similar findings are observed
msec at electrode C6.

of certain principles of cortex-scalp transfer. Thus looking at a scalp-
evoked potential, one can surmise the underlying cortical activity,
. when noncerebral potentials have been excluded.

Dr. Storm vax Leeuwen : I wonder whether the classification that
has been presented by Dr. Vaughan will serve as a model which we will
use in coming days. If so, I think we are very fortunate to have such a
classification. However, the meaning of the various items is not com-
pletely clear to me. For instance, the category III seems somewhat
vague. I am also not certain that the extracranial potentials (category
V) belong in this classification. It might be better to have a dichotomy
between noncerebral and cerebral potentials and then classify the cere-
bral potentials in four categories. May I also ask how Dr. Vaughan
would classify the lambda wave?

Dr. Vaveran : There is, of course, a certain arbitrary nature to my
classification, which is in large measure dictated by the practical
inaccessibility of most brain structures to the recording probe of the
behavioral physiologist. In the history of psychology, measurement
of the relationship between stimulus and response has appeared to
provide a means for inferring some of the properties of the intervening
mechanism. These “transfer functions” have in some circles become
substitutes for a direct analysis of brain mechanisms. In using electro-
physiological data readily accessible in the intact human, we are lim-
ited to certain phenomena such as the ERGs which are generated early
in the SR sequence, to electromyographic indices of behavioral re-
sponse, and to those intervening cerebral events that manage to reach
our recording electrodes through the skull and scalp. I believe, never-
theless, that the five classes possess, for the time being, heuristic value,
whether one is disposed to consider the extracranial events of category
V as artifactual nuisances or as valuable indices of peripheral compo-
nents of the sensorimotor chain of events.
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Dr. Storm van Leeuwen has raised an interesting question, namely,
the status of the “lambda wave.” This phenomenon may be considered
a true evoked potential, elicited by the burst of afferent activity which
occurs at the onset of the fixational pause following each saccadic eye
movement. These potentials are absent in the dark and show charac-
teristic changes in amplitude and latency with variations in luminance
of the field of view. We have demonstrated physiologically (Gross et
al.,, 1967) the phenomenon of “saccadic suppression” of the VER,
which predominantly affects the input of information concerning form.
The lambda wave presumably represents the disinhibition that occurs at
the termination of the eye movement. It is noteworthy that the lambda
wayve, like saccadic suppression, is related primarily to pattern vision.
Thus, the lambda wave provides an important example (which I had
inadvertently neglected and am indebted to Dr. van Leeuwen for call-
ing to my attention) of an ERP of category I not elicited by a discrete
external stimulus, but by a change in excitability of the nervous system
time-locked to an observable behavioral event, i.e., saccadic eye move-

Cortical Recording of SEP
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F1eure 2-16.—Distribution of the cortical SEP (same subject as figure 2-15). A
sketch of the exposed cortex in the position of the electrodes relative to the
gyri and sulci is seen in the upper right-hand corner. The circled location
1 on the postcentral gyrus is the point where direct cortical stimulation pro-
duced sensation referred to the contralateral thumb. Some of the recordings
were performed above the upper bone margin at the level of the dotted notched
circles.

This figure, along with figure 2-15, indicates that the spike-like potential
in the scalp recording in this case probably reflected cortical activity. And the
apparent fused component 24 on the scalp is caused by spatial averaging over
a wide area of cortieal activity.
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ments. It is necessary to recognize the distinction between the motor
potentials associated with voluntary eye movements and the evoked
lambda activity. These have distinctive spatial and temporal proper-
ties, with the lambda waves localized to the occipital distribution
characteristic of visual-evoked responses, and the antecedent motor
potentials preponderant over the inferior parietal region. Frontal ac-
tivity is also present, but this is very difficult to differentiate conclu-
sively from the oculogram and does not begin before the onset of the
eye movement. In the latter regard, the frontal activity conforms to
the unit recordings by Bizzi from the frontal eye fields which con-
trast with observations from motor cortex (Evarts, 1966). No units
began firing before the onset of voluntary saccades. Since the timing
relations between cortical MP from motor cortex and the unit data are
in good agreement, there is reason to believe that the command signals
for eye movements may arise from the posterior eye fields rather than
fromthe frontal region.

Dr. Lirsuarrz: Would it not be appropriate to include among the
event-related phenomena, in category V, those changes which are not
phase-locked to the stimulus ? It would seem appropriate that any event
which is related to the stimulus must also be considered part of the
event-related response, even if it is not phase-locked. Thus spectral
distribution changes, coherence changes, etc., although they do not
show up in the average, should be considered part of the response.

Dr. CLyxEs: A review of developments that have occurred in this
field in the last 6 or 7 years suggests that we have been looking at
sensory inputs in too much of a “single-channel” manner. For example,
our working concept of the visual-evoked potential system seems
largely an attempt to regard vision as a single stimulus modality
rather than as a many-channe] experience.

Stimuli vary in quality as well as in quantity. In a particular re-
sponse waveform, there are various components. The results we have
obtained in our own experiments suggest that these components do
not bear a simple relation to stimulus parameters. A flash may be a
simple thing from the physicist’s point of view, but as the physiologist
sees it, it is quite complicated. This is caused in part by the interaction
of different fields within portions of the retina. Even a flash will cause

-a relative inhibition of retinal area, so that the evoked potential caused

by a flash is by no means a simple function of the intensity of the
stimulus, even when we consider only the sensory end of the com-
munication channel.

Figure 2-17 shows flash AEP to the flash generated by a Grass
stimulator, as well as AEPs elicited by a “solid” color and an assembly
of random dots of much reduced intensity (10 000 times). The latter
AEP is a much larger response than the flash AEP. This figure also
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Ficure 2-17.—Potentials evoked by a bright flash of a Grass stimulator (top
left) ; by reflected light from a screen of 8100 cm?® area illuminated with red
light from a 500W projector (top middle), many small random dots of total
area 500 cm® (upper right), are responses to single dots and to a con-
figuration of five dots, as illustrated. Note the simplicity of the responses to dots
and the large amplitude obtained from the random dots. Modes of visual field
structures are more important than energy of illumination in determining
character and amplitude of the response. Little color differentiation is seen in
the central field. The peripheral green response, however, is very small (not
shown). Note the straightening of the wave and appearance of the initial peak
in comparing the 5-dot response with that for single dots. Note also the dc shift
seen for single dots in trace 8. This de shift occurs at a latency of about 80
msec and is present at very low intensities of stimulation (negative down).

illustrates how an assembly of dots will inhibit portions of the re-
sponses to single dots. A single-dot AEP has a certain response shape,
whereas two-, three-, five-dot stimuli will accentuate certain AEP
components and inhibit others. The very large response caused by dots
is an indication of how this system is sensitive to the visual structure,
edge and unit, rather than just intensity.

Figure 2-18 shows in the left corner an AEP to a green stimulus as
opposed to the previous black stimulus. The four traces are from a
rosette configuration. We see that different components appear at dif-
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F16URE 2-18.—The left side of this figure shows how the response to green from
black (top) is changed by the presence of a small steady white center light
diffused over a 10-cm circle (middle). Note that the initial peak disappears in
traces 2 and 3, and is altered in traces 1 and 4, while all other components
appear unchanged. With steady white light over the entire screen, the response
to green is shown. This eliminates all but two major components, those on sec-
ondary and tertiary latency. The central group shows responses to different
size intensity steps of green and red. These are rather similar to those on the
bottom left but have different spatial orientation, The white “background,” of
course, contains red and green. Note also the absence of color discrimination.
The response shapes are largely independent of the size of the step and the
range of intensity from which the step is taken, provided that the initial level is
high enough, paralleling the perception of color saturation beyond a certain
intensity. On the right are shown low intensity responses emphasizing the
different sensitivities of various components to intensity. The de shift of traces
2 and 3 in the lower group of records is present for quite low intensities and
seems, from most indications, to be a rod phenomenon. Increasing the intensity
by a factor of 100 does not increase this component (top left). Instead, the
initial peaks are emphasized (negative down).

ferent angles. The next lower trace shows how one of these components
can be controlled visually through a simple change in the form of the
stimulus, leaving the other components unchanged. Thus, there is an
individual control of components that appears to have no relation to
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influences other than the actual visual configuration. With a white
background, one may control other components, making the response
simpler. This figure shows also that if colored stimuli are changed by a
step of intensity, without a change in hue (thus stimulating the same
set of cones), they elicit a very simple type of AEP. For very low
intensity, the dc shift still appears in the second and third traces,
representing the 90° angle in all three colors. There are precise proc-
esses that cause very different types of shapes depending on the stimu-
lus qualities. ‘

Figure 2-19 shows how response components and shapes relate to the
stimulus shape. Dots and line coordinates were used; if these stimuli
are defocused, the response amplitude is reduced although the total
amount of light in the stimulus is not changed. Changes in the structure
of the visual stimulus are clearly reflected by corresponding changes
in the patterns. Note on the top right of the figure the appearance of a
number of different components which look different; the orientation
of these components can be obtained by the examination of the angles
at which they are maximal or minimal.

To show how well changes in structure are reflected in the evoked-
potential shape, Table I shows how a computer can recognize both size
and shape of a line stimulus: circles and squares drawn in different
sizes. Table I shows recognition of simple line circles and squares
(white on black) of size 6 and 12 inches. The maximum correlation
identifies both shape and size, the next highest being the same shape of

~ different size. The computer thus is able to recognize the family of
shapes and the particular size.

Each correlation figure in this table is the result of adding the sum
of four correlation coefficients corresponding to the respective four
leads of the master and test patterns. Leads of corresponding angles
are correlated against each other, and the four correlation coefficients
added. Maximum correlation means identification of the test with the
master pattern. (See also: Clynes, M., Kohn, M., Gradijan, J., Com-
puter Recognition of the Brain’s Visual Perception Through Learning
the Brain’s Physiologic Language. IEEE International Convention
Record. Part 9, pp. 125-142. 1967.)

Figure 2-20 shows the inhibition produced by steady white lines
on a solid black background. The solid background here is thousands
of times more intense than the few concentric lines in the lower set. In-
version and inhibition of the particular component at about 80 milli-
seconds occurs—a very radical change in evoked potential caused by
the continuous presence of lines.

I am discussing these properties now, before we get into the question
of classifying the various AEP shapes, so that we become aware that
these AEP shapes are related to stimulus qualities, and not to a single
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Freure 2-19.—Examples of varieties of shape obtained from various visual field
structures of lines and shapes. Lines are projected on black background except
at bottom right. Amplitude of responses drops sharply when images are defo-
cused. Color differentiation is marked for the defocused images and is
relatively masked by the edge sensitive responses to the focused images. Top
right is a response to a black central circular field 12-inch diameter sur-
rounded by red. Below it is a red central field of similar size surrounded by
black. With these response shapes, component analysis reveals the existence
of four main independent spatial components of different latency; this is also
largely evident from visual inspection. Responses to radial lines and circles
appear to be basic. The bottom right response pattern illustrates that the
response to lines is greatly sensitive to the color and intensity of the sur-
rounding field. This important aspect is analogous in space to the color sensi-
tivity shown when changing from one color to another at constant intensity.
Peaks of random dot responses occur later than the initial peaks for solid red
and green (see Figure 2-1). Two initial peaks close together tend to coalesce,
resulting in a single broad peak, for some of the responses to dots and lines.

quality. There are a number of qualities in each sense, and we should
determine the number and nature of these qualities. We must deter-
mine whether and how qualities are related to the spatio-dynamic
nature of the specific components, each of which is rather simple when
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TasLe I.—Identification of Circles and Squares and Their Sizes

Test 1 Test 2 Test 3 Test 4

Master (small (large (small (large

cirele) circle) square) square)
Small eirele- - ... 2.785 1. 948 1. 039 1. 849
Largecirele. ... ____. 2. 181 2. 474 1. 011 1,782
Small square_..____________.______ 1. 389 . 912 2. 860 2. 254
Large square. . _______________ 2. 092 1.375 2. 061 2. 669

compared with the entire complex shape of the evoked potential. In
the visual sense these different channels are related to hue brightness,
saturation, and the visual field structure. In auditory and somatic
types of experiments, there would be others—loudness, pitch, etc.—
which I will not discuss. I think we ought to bear stimulus qualities in
mind as inherent in the data, processing channels of our nervous system.

Dr. Surerey: I would like to second this point, but with another
sense modality in mind. Too often, in the literature on the “somaesthe-
tic” sense, one is unable to find an exact specification of the nature of
the stimuli that were used. Shock stimulation on the finger, for
-example, is a fundamentally different event from touch or tempera-
ture stimulation, though they are all too often casually grouped under

- the terms “somaesthetic” or “somatosensory.” I would like to empha-
size that all research papers in the field of evoked responses, and par-
ticularly those in the somaesthetic modalities, should specify quite
exactly the nature of the stimulation used. We have done some work
in our own laboratory trying to compare shock-evoked responses to
touch or to temperature-evoked responses, and these can be very dif-
ferent; however, one says, “well, they are all somaesthetic.” T would
emphasize very strongly that the peripheral neurology is different for
these sensory qualities, as the peripheral neurology of the retina is
different for shapes and for colors, so that the stimulus parameters
used should be specified very carefully. This stricture, in the long run,
is quite as important as that upon electrode configuration.

Dg. Doncuin : Dr. Vaughan has commented on the large variability
sometimes observed in evoked-response data. His comment implied
that such variability is often excessive and that one should try to
reduce the variability. This, of course, is a commendable sentiment.
However, it brings up an interesting point. If you consider the pub-
lished evoked-response studies you immediately note that there are
two major types of studies. There are some studies in which there is
very little variability and others in which there is as much variability



92 AVERAGE EVOKED POTENTIALS

e, S, Pataie od
YA

-
.w..' P

AN -
b LPONY e,

.

o

Figure 2-20.—Effect of continuous presence of thin white radial lines on re-
sponses to whole-screen color illumination. Marked changes occur in components
1 and 8 of red response. DC shifts are also affected. Astonishingly large effect
of this steady presence of four thin radial lines of low intensity shows how
important field structure and inhibition are in determining evoked potential
shape. Groups of four traces from electrode rosette are supplemented by two
additional traces representing sagittal pairs of electrodes, occipital to vortex,
and vortex to frontal, respectively. In each case there is an inversion of com-
ponent 1. In green, there is remarkable accentuation of characteristic com-
ponent (latency 150 msec), noted previously. Comparison of lower groups of
traces with upper group shows striking changes that result in perhaps even
greater color differentiation.

as there was in the data commented on by Dr. Vaughan. The first
types of studies are usually those in which the investigator uses two
or three subjects and studies them very intensively over a long period
of time. Commonly, the authors themselves participate as subjects as
well as some trusted laboratory technicians. In this case, the inter-
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subject variability is quite small. In the second group of studies, a
large number of subjects, usually from the undergraduate pool at the
university or from a hospital population, are employed. Naturally,
these subjects cannot be used for an extended period, and most of the
data are collected in one or two sessions. Under these circumstances,
one discovers an immense amount of intersubject variability. A pos-
sible factor working to increase the variability in these experiments is
the intrusion of effects related to Vaughan’s third category. When you
have a large number of subjects, each entering the session with a dif-
ferent set of prejudices, worries, and attitudes, you might expect to
find a greater amount of intersubject variability. Another possibility
that might be considered is that the variability results from the fact
that electrodes that are placed according to skull landmarks are in fact
placed in different locations with respect to the brain in different sub-
jects. I wonder if those who have recorded evoked responses directly
on the cortical surface have observed a larger or a smaller degree of
intersubject variability than that which is observed on the scalp.

Dr. Ruam: Our experience with cortical recordings has suggested
that evoked responses exhibit as much variability at the cortex of
man as at the scalp. Therefore, we cannot attribute such variance to
electrode placement or to the distances between neural material and
the electrodes (Ruhm, Walker, and Flanigin; 1967).

Dr. Sracass: We have worked with large numbers of subjects, and
the variability, of course, from subject to subject is enormous. There i3

" much intrasubject consistency. We studied the same subjects over and
over, particularly in an attempt to see what changes were brought
about by treatments in psychiatric patients. We were very discouraged
by the fact that treatments that would change the patient consider-
ably did not seem to do much to the evoked response, and that there
was a great deal of consistency apart from that.

We have also had the opportunity to examine the evoked responses
in animals with implanted electrodes for a period of approximately
134, years; here again the variability is enormous in recordings taken
directly from the cortex. In fact, amplitude changes range from 100 to
75 uv in the same animal, with the same configuration, from one week
to the next.

Dr. Gorr: Grey Walter (1969, in press) has examined restricted
areas of frontal cortex with depth electrodes and found each area to
have its own individual responses to sensory input.

Dr. Sumvrin: I have been doing studies with twins, using in one
study somatosensory stimulation (a touch stimulus of the index fin-
ger) and in another using visual stimuli. It is quite striking how sim-
ilar the evoked responses to somatosensory stimulation are in twins. The
similarity between the AEP is not as great when the stimuli are visual.
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Dr. Ropin: We are supposed to be raising provocative questions at
this symposium, so I hope you don’t mind if I do raise what I regard
as a provocative question with regard to basic assumptions of our aver-
aging techniques. One is the assumption that, as we continue averaging,
we cancel the background and enhance the signal; therefore, the next
assumption is that whenever we get a curve, all aspects of this curve
are indeed a response to the signal. Now I don’t know whether this
assumption is really justified or not. As a matter of fact, it seems to
me that we may not cancel the background entirely, and that part of
the background could slip into the curve, and we can get a conglomera-
tion of true response and some background activity. This may also
introduce considerable variability in the appearance of the evoked
response.

Dgr. Conmen: I think maybe we are all to be congratulated that finally
as physiologists we have found responses that are individually differ-
ent in humans. We should not. be surprised that we have variability
‘when we are dealing with behavior. Thank goodness we are now seeing
in the neurological substrata some individual variability that is con-
sistent, and which perhaps relates to an individual’s experiences and
life patterns. We have reached a level where we can look at individual
differences. I think this is probably one great reason for looking at
human behavior, in addition to animal behavior.

Dr. Lirsurrz: I wonder whether it is appropriate to think of a
signal in a background of noise. Thinking that we are averaging out
the information and being concerned about whether we are cancelling
the background may lead to conceptual errors. All of the brain’s elec-
trical activity is probably affected by any perceptual input. Our per-
ception of a repetitively presented stimulus varies from moment to
moment even though the stimulus remains constant. The sum of all
previous experience affects any new input, and any new input probably
affects, in a diffuse sense, all ongoing activity. When we use averaging,
we are left with a representation of some small part of the response
which tends to occur repetitively, and it is very difficult, if not impossi-
ble, to know how good a representation of activity uniquely related
to a stimulus this is.
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Cross-Modality Comparisons of
Averaged Evoked Potentials’
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West Haven, Connecticut
and
Yale University School of Medicine

THERE is extensive literature documenting the characteristics of
human averaged evoked potentials (AEP). However, differences in
emphasis, procedure, recording techniques, and other technicalities
have obscured systematic intermodality comparisons. About 3 years
ago, we decided to extend our analysis of the averaged somatic evoked
_response (SER) to other sensory systems because we believed that an
examination of commonalities and differences among them would
advance understanding of a modality. We especially hoped that we
could identify homologous components among modalities and differ-
entiate modality specific components from nonspecific components.
Secondly, we contemplated similar studies in chronically implanted,
unanesthetized monkeys and hoped that cross-species, cross-modality
comparisons would indicate similar kinds of homologies.

We decided to begin with an examination of the form and distribu-
tion of auditory, visual, and somatic AEP recorded in the same sub-
jects under identical experimental conditions from an array of elec-
trodes large enough to give a reasonable representation of cranial
topography. In view of recent reports of time-locked potentials gener-
ated by extracerebral sources in all three modalities, it was appropriate
to include in our array electrodes that would permit analysis of the
distribution, and therefore the degree, of “contamination” of cerebral
responses by these extracerebral generators.

* Supported by U.S. Public Health Service Grant MH-05286, National Science
Foundation Grant GB-5782, and the Veterans Administration.
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Neither the idea of a large-scale topographical analysis nor of cross-
modality comparisons was original with us. For example, Rémond
(1964) and Rémond and Lesdvre (1965) have published spatio-
temporal maps of visual evoked responses (VER) from a montage
of as many as 57 electrodes. Grey Walter (1964a) recorded visual,
auditory, and tactile AEP from scalp and intracerebral electrodes;
Gastaut et al. (1967) compared the three types of responses from six
electrodes; and Ciganek (1967a) used a P,~O, bipolar derivation.
However, a large scale, cross-modality topographic analysis has not
been reported.

This was our first cross-modality study, and it generated many
problems. Since the purpose of this conference is to discuss problems
occurring in the conduct of AEP experiments, we think it appropriate
to present the problems we encountered that seem to be of general
importance for cross-modality studies.

Our study required an electrode array that included the scalp eleec-

" trode locations of the 10-20 system and O,, an electrode on the outer
canthus of the right eye, electrodes on the right and left mastoid
processes, and one over the neck muscles near the second cervical ver-
tebra—a total of 24 electrode locations. For each subject, we obtained
8 averages of 64 responses per electrode per modality—576 averages
or 36 864 responses per subject. Twelve subjects participated in the
main experiment. Our LINC computer is set up to sample four data
channels simultaneously. Even if additional data channels were avail-
able, considerations of time and the subject’s comfort would not permit
the application of the entire array in one session. We therefore sam-
pled electrode locations in a constrained, random order using six
electrodes per session and sampling each electrode twice within a ses-
sion. It required 16 sessions to sample each electrode 8 times. The
LINC controlled the entire experiment ; it presented the stimuli in the
three modalities also in a constrained, random order and summed the
responses according to the modality stimulated.

Having chosen our electrode locations, we had to choose between
bipolar and monopolar (or referential) recording. In many excellent
articles, we have found that it was essentially impossible to compare
the results to our own work, or that of others, because of differences in
reference electrode location. There is an astounding lack of consis-
tency, and inadequate concern, in the choice of a reference location.

Consider the literature on VER as we did in the course of prelimi-
nary work for the cross-modality study. Ebe et al. (1962), Nagata and
Jacobson (1966), and Schwartz and Shagass (1964) compared wave-
forms from monopolar and bipolar records and noted more complex
or variable waveforms in bipolar records. Vaughan (1966) compared
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the two methods and called most of the bipolar components artifactual.
On the other hand, Bergamini and Bergamasco (1967) emphasized
the similarities between monopolar and bipolar data. In despair, we
investigated this problem for ourselves using Maxwellian-view stimu-
lation of the right eye. P,~O, is a commonly used bipolar derivation
for VER. We recorded from both locations against the left (contra-
lateral to the stimulus) earlobe. Experiments, which we will discuss
later, showed this reference to be essentially indifferent for the VER.
We also made bipolar recordings between these locations.

Figure 3-1 compares the monopolar and the bipolar records at three
levels of flash intensity. The dashed line is the monopolar record from
the P, location, and the dotted line is the monopolar O, record; the
solid line is the bipolar P,-O, record. First, it is apparent that stimulus
intensity has a marked effect upon the waveform of the VER. That
is, components that are quite well differentiated at low to moderate in-
tensities, such as components P4a and P5a, tend to fuse at the higher
intensities. It is also apparent that bipolar derivation introduces dis-
tortions into the evoked response, which in the absence of reference to
monopolar records from the two recording locations, can be very
misleading. For example, one of the most consistent features of the

....... ; % _ 36x10%f1-L
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FicoRe 3-1.—Comparison of bipolar and monopolar
records from P, and O: at three intensities of light
flash to the right eye. Monopolar: reference is left
earlobe; positivity up at scalp electrode. Bipolar:
negative down at O: (from Matsumiya et al., in
preparation).
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monopolarly recorded VER is the so-called “vertex potential,” a nega-
tive-positive wave with a latency to the peaks of approximately 140
and 190 msec, respectively. These are labelled N4b and P5a in figure
3-1. In bipolar recordings at moderate intensities, this potential is al-
most obliterated, and at higher intensities, the bipolar potential in this
latency range becomes negative. Reference to the monopolar records
shows that the vertex potential is of approximately equal amplitude at
P, and O, at moderate intensities. Thus the algebraic difference be-
tween them in bipolar recording is negligible. At higher intensities,
the P, amplitude somewhat exceeds that of O,. Thus O, is negative
with regard to P,, and the bipolar record shows a negative potential.
Thus we conclude, as did Vaughan (1966), that bipolar recording
methods introduce uninterpretable distortions into evoked response
records. The distortions are more serious in cross-modality compari-
son. The differences in the distribution of the components (as de-
scribed later) may cause (with a given reference electrode) some
‘records to be effectively monopolar (i.e., the reference electrode will be
on a relatively inactive area), while others would be effectively bi-
polar (ie., both electrodes will be on active areas).

If we are convinced that bipolar recording concatenates confusion,
the practical alternative is monopolar recording. Unfortunately, there
is no such thing as monopolar recording. The term is used when the
second electrode is located in an area which, in the ideal case, is iso-
electric with regard to the evoked potentials we seek to record, but
is equipotential to other leads with regard to other electrical activity
such as muscle potentials, 60—Hz interference, etc. It is impossible
to demonstrate that such an area exists because even when no poten-
tial difference is recorded between two locations, this may mean either
that neither electrode is picking up evoked activity or that they are
both picking it up identically.

If bipolar recording can distort evoked potential records and create
spurious response components, and monopolar recording is impos-
sible to establish, what can we do? We must settle for a reference-point
location that can be demonstrated to be relatively indifferent with re-
gard to the evoked signals. We can estimate the probability that a
location would be indifferent by comparing a selected location with sev-
eral other locations that are not likely to have identical voltage-time
functions. If little or no consistent time-locked activity is found at
these locations, even at maximal stimulus intensities and in all mo-
dalities, we have found a common reference location that is unlikely to
distort evoked response waveform.

In preliminary experiments, we tested in this way several possible
reference locations such as the earlobes, mastoid processes, nose, nasion,
and chin. We found that the earlobe contralateral to the stimulus was
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the best common reference point for all three modalities. Figure 8-2
shows records from various nonscalp electrodes using the left ear as a
reference. Responses recorded at the same time from C, are also shown
to compare cerebral potentials. The stimulus intensities were 80 to
95 db above absolute threshold for the auditory, 3 ma above the thumb
twitch threshold for the somatic, and 82 000 £t—L for the flash stimulus.

Records from the right eye show that the source of most of the
potentials seen in the nonscalp locations used arise from the eye region.
The component peaking at approximately 100 msec is recorded bi-
laterally from anterior scalp locations such as Fy; and Fyp.. This
component is also seen in bipolar records across the eye. It is apparent-
ly a reflex of the musculature in the eye region. It is curious that the
potential in the eye region is far larger to somatic and auditory than
to visual stimulation. In most subjects, this potential is also seen at the
nose, and, in some cases, a temporally similar potential appears at the
chin. Myoelectric activity usually present at the chin obscures the
record and also eliminates the chin as a reference location in many
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FicuRe 3-2.—SER, ABR, and VER from the outer canthus of the right eye,
the midline forehead, the bridge of the nose, the point of the chin, the right
earlobe, and the vertex (C.). In this and all subsequent figures, negative is
down with reference to the left earlobe.
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subjects (e.g., subjects T.F. and E.L.). It is worth noting that this
experiment was a part of our initial screening when naive subjects
are maximally apprehensive and jumpy; thus the possibility of pick-
ing up these potentials was maximized. Even under these “worst-case”
conditions, recording between the earlobes yields a relatively “silent”
record. As we have said, this could mean that the earlobes are isoelec-
tric with regard to the cerebral potentials shown at C,, or that they
are equally and simultaneously active. The latter seems unlikely.
Futhermore, any potential arising from the left ear should appear in
common to some degree at all electrodes shown; it does not. We have
examined these records on a fast time base, and the results are the
same. Some potential difference does arise in some subjects between
the earlobes. Our experiments indicate that the source is the earlobe
ipsilateral to the stimulus. This indicates that for unilateral stimula-
tion, the contralateral earlobe is preferable to the linked earlobes.

While absolute proof of “indifference” is impossible, we believe that

. these data show that the contralateral earlobe is a reasonable reference
for AEP recording in all modalities.

In summary of this discussion of recording techniques, we suggest
that for general use in evoked potential studies, bipolar recording—
that is, recording the algebraic difference between two electrodes
placed on known neuroelectrically active areas of the scalp—is disad-
vantageous. It may be useful for specific purposes, such as improving
the resolution of very small potentials or precisely localizing the source
of an AEP component by the phase reversal technique. Even for this
latter purpose, we believe that monopolar analysis of distributions
shows quite adequately the focus of cerebral potentials. In any event,
interpretation of bipolar records should always be made with reference
to simultaneous monopolar records. We believe that it will facilitate
progress greatly in evoked potential research if we can establish a
standard reference location that is adequate for all modalities. Only”
then can we integrate results of experiments performed in different
laboratories.

Having established our recording method, how would we stimulate?
After consideration of possible visual stimulating systems, we chose
the Maxwellian-view system because it provides measurable intensi-
ties of light while eliminating intensity variations caused by pupillary
constriction (Riggs, 1965) and has been veported to give the most
reliable VER results (Shipley et al., 1966). We were immediately in
trouble because the Maxwellian-view requires a fixed head position,
and this is best achieved by means of a biting board. But in most sub-
jects, the myoelectric activity associated with biting is incompatible
with evoked response recording. We substituted a chin rest, head holder,
and fixation light which enabled the subject to maintain adequate
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fixation and minimized the myogram. The auditory stimulus was a
I-msec click via an earphone; the somatic stimulus was a 0.5-msec,
constant-current median nerve shock using a system which we had
designed (Allison et al., 1967).

The next problem was the choice of stimulus intensity. High inten-
sities increase the possibility of evoking myogenic potentials, especially
in the auditory system. Furthermore, as we have seen in figure 3-1,
response components that are differentiable at moderate intensities
may fuse at higher intensities. Finally, since the amplitude of response
is a function of stimulus intensity, the extent of the distributions could
be affected by stimulus intensity because of passive spread. On the
other hand, if intensity is too low, smaller components may not be re-
solved. We chose to use moderate intensity levels and decided that it
would be of interest to compare the amplitudes of responses in the
different modalities when the subjective intensities were equated.
Therefore, in a preliminary psychophysical experiment, we obtained
subjectively equal stimulus intensity values using a cross-modality
matching technique. We chose a light intensity of 3600 ft-L and,
using it as a standard, obtained matched click and shock intensity
values using a method of limits.

From past experience with naive subjects’ apprehension about being
shocked, we were afraid that our inexperienced subjects might give
us exceptionally low shock values as a match for the less emotional
visual and auditory stimuli. The values that we obtained are shown in
table I. The shock values are quite consistent despite considerable
differences in experience ranging from 10 years for the top subject to
none for the last. The auditory values were also reasonably consistent.
The psychophysically matched stimuli were used on the first six sub-
jects. Two problems arose with this group which caused us to change
our procedure for the second six subjects. For all subjects in the psy-
chophysically matched group, the equated shock values were higher
than was needed to evoke a well differentiated SER. It has been our
experience that the more intense the stimulus the more trouble one
is apt to have with shock artifact. The second problem concerns the
first group, in which we were unable to resolve certain early VER
components reported by others (Brazier, 1958; Cobb and Dawson,
1960 ; Gastaut et al., 1967). Therefore, in the second group, we dropped
the psychophysical matching and used stimulus intensity values that
we considered optimal for the particular modality. These were 3 ma
above thumb twitch threshold for shock, 85-db sensation level for click,
and the visual stimulus was raised to 18 000 ft-L: in an attempt to
resolve early VER components.

On balance, we do not believe that there is much to be gained from
using psychophysically equated stimuli in cross-modality comparisons.
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TaBLe I.—Psychophysical Matches to 10-msec, 3600 ft—L Light Flash

Subject Shock Click
(ma) (db S.L.)

WG e 6. 4 95
T A 4.6 74
GG 4.9 82
Y. Moo 51 97
G.H e 10. 1 90
B D 4.1 82

It is probably better to determine intensity values on the basis of the
technical considerations of the particular modality and purpose of the
experiment. It was relevant to use subjectively equal intensities in this
study because it allowed us to compare the amplitudes and distribu-
, tions of the vertex potentials which are said to be modality nonspecific.?
An analysis of variance revealed that the SER and AER vertex poten-
tials were significantly larger (p< .05) than the comparable VER com-
ponent. The amplitude distribution of the positive phase of the VER
vertex potential distributes more posteriorly than the other two; there
was also some difference in the latency distributions. Thus, the vertex
potential has characteristics that are differentiable in terms of the
evoking modality.

Stimulus repetition rate is an important variable in cross-modality
comparisons because while recovery time within modalities has been
examined by many laboratories (e.g., Allison, 1962; Schwartz and
Shagass, 1964 ; Ciganek, 1964 ; Bergamasco, 1966; Davis et al., 1966),
a systematic study of cross-modality recovery functions has not been
done. From the available evidence (Allison, 1962), we can infer that
interactions between modalities probably have a shorter time course
than within modalities. If we are interested in examining the total
evoked response, we must set the stimulus repetition at a rate which
the within-modality recovery studies indicate is slow enough so that
the latest components are not seriously suppressed. The suppressive
effects of stimulating at high rates are all too frequently ignored in
AEP experiments. However, when large numbers of stimuli are used,
even a second added to the interstimulus interval significantly pro-
longs the experiment and increases the possibility of alterations in
mm “modality nonspecific” is ambiguously used in evoked potential
research. Most authors apparently mean simply a wave that is grossly similar
in appearance and is evoked by different modalities. However, if is easy to move
from this meaning into physiological connotations and construe “modality non-
specific” to mean generated by a population of neural units of the type which

Buser and Imbert (1961) called “polysensory.” This may well be the case, but
it has not been demonstrated.
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attention and of drowsiness, which we know affect AEP components
markedly. Thus, we chose a rate of 1 per 4 seconds as a compromise
between these two considerations.

These then are some of the problems which will be encountered in
the data acquisition phase of cross-modality experiments. With the
exception of the electrode placement problem, about which we’ll have
more to say in the context of our distribution results, they are the less
complex problems. Much more complex problems are encountered in
the data analysis phase of a cross-modality experiment:

(1) Establishing a nomenclature that is informative and applicable
across modalities.

(2) Establishing a meaningful system of measurement of response
components.

(8) Presentation of data in such a way that communalities and
differences across modalities will be maximally apparent.

(4) The differentiation of all extracerebrally generated potentials
s0 as to avoid confusing cerebral potentials in one modality with extra-
cerebral potentials in another.

Obviously, these problems, especially nomenclature and measure-
ment, are not unique to cross-modality comparisons. However, any
approach to them should consider the goal of such comparisons. As we
see it, this goal is to discover homologous components between modali-
ties in man and to derive homologies between human cerebral com-
ponents and evoked response components in animals so that hypotheses
about the neural systems generating the components can be explored
fully by basic neurophysiological techniques. We think it parsimonious
to assume that the somatic, visual, and auditory systems process sensory
information in analogous ways. If this is the case, the resultant sum-
mation of this neural activity should produce components that are
functionally homologous.

The first step in finding such homologs is to select components of
similar appearance across modalities and then compare them for other
characteristics. Such comparisons would be facilitated greatly by a
common nomenclature, that is, consistency in the way we label the
complex sequence of peaks, valleys, and inflections that comprise hu-
man AEPs. Tt seems especially appropriate to discuss the problem here
since it is seldom mentioned formally in the literature. There are a
number of labeling systems now in use, and it is often difficult even
for those doing research in this area to determine whether X labora-
tory’s wave 3, for example, is or is not the same as Y laboratory’s P.,.
Consider the nonspecialist trying to make sense of this literature. If
one is optimistic, as we are, that the evoked response technique will
spread from the basic research laboratory and become accepted pro-
cedure in the larger world of clinical neurology, then it is clear that
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eventually we will need some standardized way of characterizing
evoked responses.

A good labeling system would include the following properties.
It should be descriptive in two senses—first in providing information
about the response, and second in avoiding any implicit assumptions
about the nature of the potential being named. The system should be
sufficiently flexible so that if waves need to be added or deleted from
the original description, the 'whole system will not be jeopardized.
From the point of view of cross-modality comparisons, the system
should be constructed in such a manner that if homologies across mo-
dalities are established, the same label will probably apply to the
response of any modality.

‘With these considerations in mind, let’s examine three typical sys-
tems presented in figure 3-3. The upper trace shows Ciganek’s ter-
minology for the VER in which the waves are numbered sequentially.
A preferable system, because it denotes component polarity, is illus-
. trated by the middle trace. The disadvantages of both these methods

are:

VER
Vil 7
1] CIGANEK 1961

AER
DAVIS et al 1966

N2
SER
3 GOFF et al. 1962

,2 4

]
[ T T T | 1
(] 100 200 300 400 500

msec

Fieure 3-3.-—Examples of different ter-
minologies for AEP.
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(1) If additional components need to be labeled, all later compo-
nents must be renumbered or subscripts must be added to the subscripts,
an awkward solution in either case.

(2) In any sequential system, identical components may have differ-
ent labels at various electrode locations because not all components
appear at all locations, The bottom trace shows the terminology we
have used for several years for the SER. It is subject to the same
criticisms as the other systems but has the possible advantage of
dividing the total complex response into a relatively few components.
Its crucial disadvantage is the arbitrary and inconsistent method of
parcellation; some components being measured base-to-peak, others
peak-to-peak. This brings up an important point with regard to no-
menclature; we are dealing not only with a system of identification
but also of measurement, and the way we measure reflects assump-
tions—often unstated-—about the nature of the activity being studied.
A peak-to-peak measurement assumes that the negative and positive
portions of a response reflect 2 unitary neural process properly
described by a single measurement. If animal work is any guide, such
an assumption is probably wrong. Even the simplest cortical evoked
response studied in animals—the primary positive-negative response
of the projection areas—is clearly not a unitary potential change.
Abundant evidence shows that the positive and negative phases are
caused by separate neural events (e.g., Amassian et al., 1964; Bishop
and Clare, 1958b; Purpura, 1961; Towe, 1966) ; that if consecutive
responses are measured, there is a zero correlation in the amplitude
of the two phases (Tunturi, 1959) ; and that changes in behavioral
state can be associated with opposite amplitude changes (Allison et al.,
1966). The neurophysiological evidence, then, indicates that, when-
ever possible, a potential should be denoted as a base-to-peak change
and measured accordingly.

To give an example from human research, Wilkinson and Morlock
(1967), in an experiment on the effects of alterations in attention on
the auditory evoked response (AER), measured all response com-
ponents base-to-peak. They found that increases in level of attention
(as operationally defined by them) produced a statistically signifi-
cant increase in the amplitude of three components, no change in one,
and a significant reduction in another. The component that did not
change was the positive phase of the vertex potential; the negative
phase increased. The commonly used peak-to-peak measurement of
the vertex potential would have shown an increase but would have
obscured the fact that the change was entirely in the negative phase.
This might well be important to neurophysiological interpretation
of the results.

Taking these factors into consideration, we are now using a method
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F1eUBE 3—-4.—Suggested system of nomenclature appli-
cable to the three types of AEP indicated. The total
ARBP ig divided into six latency ranges with limits
as indicated by the vertical lines.

of nomenclature illustrated in figure 3—4. It is not the ideal method,
but it is a possible basis for standardization. It provides labels that
are applicable across modalities, specifies the polarity, and gives a
rough indication of latency. Furthermore, modifications can be in-
troduced without a complete revision of the system. The total evoked
response is divided into six latency ranges. The choice of ranges was
based on latency data for the three modalities in our distribution
study. All potentials within each latency period are designated by
the same number, with a prefix to denote polarity and a suffix to de-
note order of appearance within the latency range. If components are
added or deleted, only this suffix changes. The first latency range in-
cludes intracranial activity probably representing afferent neural
inflow to the cortex and possibly the cerebellum. Fast reflex myogenic
activity is also included. Latency range 2 covers the period of the
first positive scalp deflections of cortical origin from somatic and
auditory stimulation, while latency range 3 covers a subsequent posi-
tive wave from somatic and auditory stimulation, as well as the first
positive potential of the VER. Our purpose in setting up the six la-
tency ranges is to maximize the probability that potentials with
approximately the same latency and waveform, which may subse-
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quently be shown to reflect similar neural substrates, will have the
same name regardless of polarity. Thus, the positive wave at about
200-msec latency, usually called the V-wave or vertex potential, and
the only potential which appears to be homologous across all three
modalities, is designated Pba. Note that if we use the P,~N;-P, sys-
tem, the somatic vertex potential would be designated P;, the audi-
tory, P,, and the visual, P;. This is unnecessarily confusing.

In setting up a nomenclature in this way, we encounter at least two
difficulties. First, the latency ranges chosen are appropriate only for
responses evoked by moderate stimulus parameters. For example, dif-
ferences in latency at extreme intensity values might require some re-
adjustment to the latency ranges. Second, we violate a precept
mentioned earlier, that terminology should be descriptive only and
not make assumptions about what is being measured. In practice, this
is probably not completely possible or even desirable because, as mere
description hopefully gives way to understanding, this must be re-
flected in the way in which we name and measure evoked response
components. It is true that this terminology reflects some working
hypotheses about homologous intermodality potentials. But at worst,
if these hypotheses are invalidated, the system still serves equally well
as a description of the data; at best we will have a systematic and com-
parable set of terms for the comparable waves of the response to any
stimulus modality.

In summary, we feel that the problem of evoked response nomen-
clature should be discussed by those active in the field with the goal
of improving communications. A uniform and internationally under-
stood terminology is a continuing problem in any scientific discipline.
Although the history of such attempts does not justify great optim-
ism, we believe the attempt is worthwhile.

The problem of nomenclature is related to the problem of meas-
urement. We believe base-to-peak measurements should be made.
Unfortunately, base-to-peak measurements do not always reveal fea-
tures that a visual examination of the data indicate are there, especially
a component measured at multiple electrode locations or at different
intensities. For example, in our distribution study, there are cases in
which a component is clearly negative at most locations in most sub-
jects. In some subjects at some locations, however, adjacent positive
potentials become very largé, lifting the negativity above the baseline.
Such cases show a negative-going component with a positive base-to-
peak value. Another example involves a component that maintains
consistent polarity in relation tothe baseline, but “rides” onan adjacent
component whose amplitude changes radically. In this case, the com-
ponent may appear to remain approximately constant, but its distance
from the baseline is altered as a reflection of changes in its neighbor.
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Data from a cross-modality comparison experiment should be ana-
lyzed in a way that underlines communalities and differences across
modalities. We prefer to make maximal use of the raw data and to
avoid transformations unless they are necessary. After consideration
of alternatives, we decided to create topographical maps of ampli-
tudes and latencies of all components that we could differentiate and
measure sufficiently. For amplitude, the measurement at each location
for a given subject was normalized to the maximum amplitude, taken
as 100. On the basis of these normalized values, maps for each com-
ponent for each subject were constructed ; they showed the estimated
area in which the amplitude was 75 percent or greater of the maximum
and between 50 and 75 percent of the maximum. To derive a group
map, medians of the normalized values for each electrode location for
each subject were obtained and plotted in the same way as the in-
dividual maps.

Figures 3-5, 3-6, and 3-7 present group amplitude distributions for
the SER, AER and VER, respectively. The various components of
each type of AEP are shown and labeled on schematic responses. Since
not all components are seen at every electrode location, different loca-
tions are used to illustrate different components. Not all components
were mapped since, for reasons discussed earlier, meaningful measure-
ments could not always be made. In figure 3-5, we see that the early
positivity Pla has a very extensive bilateral group distribution, while
the next three components, N1b, P2a, and P3a are restricted to
the general locus of the somatosensory receiving area in contralateral
posterior parietal cortex. The SER P3¢ bas an extensive, ipsilateral
group distribution. Component P4b is distributed in the region of the
eyes, and P4a appears in the contralateral posterior parietal cortex
though more diffusely than earlier components in that area. Com-
ponents N4c and PHa are the negative-positive peaks of the vertex
potential ; their distribution is as expected. Thus, in the somatic sys-
tem, the results are fairly neat. If we consider N1b, P2a, P3a, P4a,
Ndc, and Pba, we see short-latency potentials localized to the
posterior parietal area with a gradual diffusion and with increasing
latency up to the central distribution of the vertex potential. Excep-
tionsto this scheme are SER Pla, P3¢, and P4a.

The auditory system presents a less coherent picture, as shown in
figure 3-6. An important question is whether we see short latency com-
ponents whose distribution suggests that they are generated in primary
sensory cortex as we do in the somatic system. We might expect the
foci to be in the temporal areas; however, recent evidence indicates
that short-latency cerebral AEP components are recorded clearly from
the vertex region (Mast, 1965; Ruhm et al., 1967 ; Celesia et al., 1968).
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F1eure 3-5.—Group amplitude distributions for SER components plotted on
schematic diagrams of the head. The number of individual subjects (N)
contributing to each distribution is indicated. Components are ‘identified on
schematic representations of responses at representative electrode loecations.
(Component Ple, indicated by the dashed line, is seen only in occasional sub-
jects.) Blectrode locations according to the 10-20 system plus eye (E.), mastoid
(M:, M>), and neck (N:) locations. The 100-percent points, the distributions
of the 75- to 100-percent range and the 50- to 75-percent range are shown.
The limits of these distributions were estimated by locating points between
electrode locations proportional to the percentage of amplitude of the compo-
nent and conneeting these points in smooth curves. Jagged edges indicate indefi-
nite boundaries resulting from lack of delimiting electrode locations (from
Matsumiya et al., in preparation). [In figures 3-5 through 3-10, the electrode
locations showing maximum response amplitudes (1009%) were indicated by
cross-hatching. In reproducing the figures, the cross-hatching filled in. Thus,
those locations which appear to be missing from the 759 maps are actually
the 1009 points.}

Auditory components Pla and N1b have diffuse distributions bearing
no consistent relation to the temporal or vertex areas. Components P2a
and P3a, however, are short-latency components localized to the vertex
region. Components N8b, N4b, and P5a also are localized to the vertex
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AER

FIGURE 3-6.—Group amplitude distributions for the AEBR components. Explana-
tion as in figure 3-5 (from Matsumiya et al., in preparation).

region as expected since they comprise the negative-positive peak of the
AER vertex potential. We question whether N3b and N4b are really
different components. Finally, components P4c and N4d have a re-
stricted focus in the occiput.

In the visual system, component P3a, peaking at a median latency
of 41 msec (range 34 to 42 msec), was the earliest visual component we
observed. The group distribution shows a bilateral focus in the occiput.
Component N3b is much more diffuse in the central occipital region.
Both of these components are easily distinguished from the ERG
a-wave and b-wave which occur at similar latencies. Component P4a
has an occipital focus although the frontal leads picked up an appar-
ently identical component with 50 to 75 percent amplitude. Component
P4b distributes around the eye; N4c and P5a are the VER vertex
potential. The distribution of N4c is rather different from its SER
and AER counterpart in showing a considerable ipsilateral focus.
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For distribution data, we think these ‘topographical maps achieve
the goal of expressing cross-modality data in ways that elucidate com-
munalities and differences. For example, it is straightforward to
identify SER and VER P4b and AER P4a as extracerebral potentials
generated by musculature in the eye region. It is easy to see the differ-
ences in the distribution of SER and AER components P2a and P3a
although these potentials occur with similar waveform and latency
at overlapping electrode locations.

An important problem that concerned us is the degree to which these
potentials based on a group of subjects represent the distributions for
an individual subject. This problem is not unique to cross-modality
comparisons; however, our analysis of it was related to the fourth
problem which is accentuated in cross-modality comparisons, namely,
the problem of separating legitimate cerebral responses from extra-
cerebrally generated potentials. We said earlier that an initial goal in

VER

ERG q-wave

Figure 3-7.—Group amplitude distributions for VER and ERG components.
Explanation as in figure 3-5 (from Matsumiya et al., in preparation).

348-516 O -89 - 9
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these comparisons was to discover components that are “similar” across
modalities. “Similar” does not necessarily mean recorded from the
same electrode location ; nor does it mean modality nonspecific. The
SER and AER components P2a and P3a are “similar” in that they
have comparable latencies, waveshape, and polarities. The possibility
of error in relating cerebral components in one modality to extra-
cerebral components in another is increased because each modality has
its own sources of extracranial generators. Thus in the visual system,
extracranial sources are the ERG, the “photomotor” response which
Bickford (1964 ; Bickford et al., 1964b) has reported to have latencies
of 55 msec in the face and 60 to 80 msec at the inion, and liminal or
subliminal contractions of the forehead and orbital musculature which
may be triggered by the flash and therefore summed. In the auditory
system, Bickford and associates (Bickford et al., 1964a, b; Cody et al.,
1964) have given us “sonomotor” responses. Mast (1965) has shown
~ that a diffuse sonomotor response at approximately 30 msec, apparently
arising from several head muscle sources, can affect legitimate cerebral
auditory responses even at the vertex although this is significant under
special conditions such as extreme muscle tension and high intensities—
conditions normally avoided in evoked-response studies. Short-latency
“somatomotor” responses also have been reported although these are
rather easily differentiated from cerebral SERs (Cracco and Bickford,
1968; Goff et al., unpublished observations). Finally, there is the
possibility of “startle” motor responses. These have longer latencies
than the motor responses just mentioned. They tend to habituate but
may be significant in the naive or anxious subject or at the beginning
of an experimental session.

On the other hand, comparisons of evoked potentials recorded from
the scalp and directly from the cortex in the auditory (Rubm et al.,
1967 ; Celesia et al., 1968), visual (Gastaut, 1949 ; Hirsch et al., 1961;
Rayport et al., 1964 ; Corletto et al., 1967), and somatic (Jasper et al.,
1960; Domino et al., 1964, 1965 ; Kelly et al., 1965; Broughton et al.,
1968) systems have established that many scalp-recorded AEP com-
ponents are faithful representations of neuroelectric potentials occur-
ring at the cortical surface except for amplitude attenuation.

There are various ways of minimizing or eliminating particular
myogenic responses such as local motor nerve blocks, curarization, or
complete voluntary relaxation of a muscle (Bickford et al., 1964a).
Obviously, these are not practical for the typical AEP experiment,
and their use would not eliminate other sources such as the ERG. In
the general and practical case, probably the best way to differentiate
cerebral from extracerebral components either within or across modali-
ties is by judicious choice of recording locations based on knowledge
of the topography of both types of responses. In our distribution ex-
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periment, therefore, we made no attempt to maximize or minimize
extracranial components. We examined their distributions under
fairly typical recording conditions to determine what components
might be admixed under these conditions. The necessity for head re-
straint for the Maxwellian view gave us a somewhat greater degree
of muscle tension than we would get in complete relaxation.

In analyzing the variability of the individual distributions upon
which the group distributions presented in figures 3-5, 3-6, and 3-7
are based, it became apparent that for some components the variability
was small, and the group distributions consequently were representa-
tive, while for others the variability was so great that the group dis-
tributions were misleading. An example appears in figure 3-8 in which
individual distributions for early SER components are compared with
the group distribution at the far left. The individual distributions for
Pla are highly variable with multiple foci; those of the other
components are quite homogeneous. Initially we thought this a signal-
to-noise problem, that is that Pla was too small to be measured accu-
rately. But the median amplitude of both P1a and N1b is equal at 1 V.
Further examination showed that other components that were larger
in amplitude had heterogeneous individual distributions. For example,
SER P3c (fig. 3-5) had a median amplitude of 8.5 xV, but individual
subjects showed disparate foci and even dual foci for this component.

A second possibility is that the heterogeneous individual distribu-
tion resulted from coalescence of potentials arising from more than one
source. In other words, it seemed possible that for these components
showing diverse foci across subjects, there was a mixture of cerebral
and extracerebral potentials. If this were the case, we might expect
that those components which other types of experiments such as direct
cortical recording had demonstrated to be legitimate cerebral com-
ponents should have homogeneous foci and distributions. Those po-
tentials which on other evidence were likely to be contaminated by
temporal coincidence with extracerebral potentials should be the ones
having multiple foci and/or more variable distributions. The data were
examined from this point of view.

Considerable evidence supports the cerebral origin and lack of
contamination of SER components N1b, P2a, and P3a. As mentioned
earlier, responses were identical in latency and waveform, though
larger in amplitude, were recorded from the cortical surface. Also,
Cracco and Bickford (1968) found that these potentials were not
changed by local muscle tension and judged them to be of cortical
origin. The individual distributions for these components, presented in
figure 3-8, show consistency of focus and distribution with the excep-
tion of one subject in whom a neck muscle potential similar to P2a
is recorded.
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Fieure 3-8-—Comparison of individual and group distributions for SER com-
ponents. Group distributions at extreme left. Distributions in columns are from
the same subjects for the four components. Some subjects show more than
one 100-percent point; this results from inability of the measuring technigque
to resolve differences between these locations. Derivation of distributions as
explained in figure 3-5 and text (from Matsumiya et al., in preparation).

In all three sensory systems, the vertex potential is acknowledged to
be cerebral in origin and free from myogenic contamination. Figure
3-9 presents individual distributions for the positive phase of the SER,
AER, and VER vertex potential-—component P5a in our terminology.
For the SER and AER, the consistency of focus and distribution is
apparent. There is greater variability in the VER component.

Short-latency auditory responses are reported to be an admixture of
vestibular mediated sonomotor responses and auditory cerebral re-
sponses (Bickford et al., 1964a, b; Mast, 1965). Recently, however,
Ruhm et al. (1967) compared early AER components from the scalp
and cortex. The latencies and waveforms of their responses compared
favorably to those we record as AER P2a and P3a. They concluded
that “there was clear early response componentry at the vertex which
was interpreted to be cochleoneurogenic.” Figure 8-10 shows individual
subject distributions for AER Pla, N1b, P2a, and P3a. Components
Pla and N1b show multiple foci which bear no consistent relation to
the vertex. Indeed they are mostly focussed at the periphery as would
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be expected if they were in whole or in part myogenic. There are more
homogeneous distributions for AER P2a and P3a, which are generally
focused along the coronal line at, or encompassing, the vertex. This
supports their neurogenic origin; however, we may expect some in-
trusion by myogenic sources in some subjects, e.g., Y.M. for component
P23 and E.D. and P.C. for P3a.

On the basis of this evidence, we believe that much of the variability
in focus and distribution of scalp-recorded AEPs results from the
temporal coincidence and resultant confusion of cerebral and extra-
cerebral-evoked potentials. Extracerebral sources include the shorter-
latency sonomotor, somatomotor, and photomotor responses; involun-
tary, frequently subliminal, twitches of the orbital and forehead mus-
culature possibly associated with so-called startle reactions and, to a
much more limited extent, the ERG.

These distribution data illustrate three points. First, they empha-
size the distortions inherent in bipolar scalp-to-scalp electrode place-
ment. For example, it is apparent that electrodes placed in frontal re-
gions risk contamination by “eye-blink” potentials with a latency of
around 100 msec in all three modalities (SER and VER components
P4b; AER P4a; fig. 3-5 to 3-7). In the auditory system, there is a
short-latency (median, 32 msec; range, 30 to 40 msec) component that

SER P5q

VER P5a

Ficure. 3-9.—Comparison of individual and group distributions for the positive
phase of the vertex potential (P5a) for the three modalities. Group distribu-
tions at extreme left. Individual distributions in columns are from the same
subjects (from Matsumiya et al.,, in preparation).
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Figure. 3-10.—Comparison of individual and group distributions for AER com-
ponents. Note that these components are comparable to those shown in Figure
3-8 for the SER. Group distributions at extreme left. The first four columns
are for the same subjects. In the remaining two columns, different subjects
are indicated by initials (from Matsumiya et al., in preparation).

apparently is also a “blink” potential. A frequently used reference
for SER recording is located a few centimeters anterior to the in-
teraural circle somewhere between C; and F; (for right-side stimula-
tion). As we pointed out earlier (Goff et al., 1962), this produces a
muddle of monopolar and bipolar recording and can be expected to
increase SER variability across subjects. Finally, in the visual system,
a parietal-to-occipital bipolar derivation is commonly used. Reference
to figures 3-7 and 3-9 (VER P5a) shows that in most cases, both elec-
trodes are active to varying degrees, and the algebraic sum will pro-
duce a distorted and highly variable record. The ERG a-wave and
b-wave are quite localized and probably would be significant only in
the anterior frontal region.

Second, the relation between variability in focus and distribution
and cerebral versus admixed components reveals something about the
security with which we can attribute given components to cerebral
versus extracerebral origins. Third, knowledge of the focus and dis-
tribution reveals where to record in the different modalities in order to
minimize the possibility of confusing neurogenic with myogenic com-
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ponents both within and between modalities. For example, SER com-
ponents N1b, P2a, P3a, and P4a have homogeneous distributions and
are probably of cerebral origin. Location P; is within the 75 percent
range for all. The SER vertex potential (N4c, P5a) is best recorded
from location C, as are the vertex potentials in the other modalities.
If one were restricted to one electrode for the somatosensory system,
the P; location is within the 50 percent range for the SER vertex po-
tential; thus, P, will serve for all SER components. In the auditory
system, the focus-variability criterion indicates that components P2a,
P3a, N3b, N4b, and P5a are neurogenic cerebral potentials, and the dis-
tributions indicate that the C, location is optimal for recording all of
them. The origins of AER P4c and N4d are not clear. The individual
distributions are moderately variable and mostly occipital; P4c is
within the 75 percent range at the inion in one subject. Finally, VER
present the muddiest data of the three sensory systems. The individual
distributions for all of the possibly cerebral components—P3a, N3b,
P4a, and P5a—show considerable variability in the extent and focus
of their distributions, and some show multiple foci. Our data indicate
locations O, or O, are optimal for VER components (assuming right-
eye stimulation), with the exception of the vertex potential. There-
fore, under our stimulating conditions, electrode locations P, C,, and
O, or O, referred to the left ear are the optimal AEP recording array
for cross-modality experiments.

In summary, we have discussed the problems encountered in an ex-
“tensive cross-modality experiment, which we believe are of general
relevance to the conduct of any such study. We believe that the pre-
dominant need for cross-modality comparisons and indeed for all
AEP studies is development of standardized techniques so that the
work of different laboratories may be compared directly and accu-
rately, thus minimizing overlap and duplication of effort. To this end,
we have suggested that the general use of bipolar recording, especially
in the absence of adequate consideration of placement, introduces con-
fusion and retards progress in AEP research. We have indicated a
common nonscalp reference location that appears to be relatively in-
different for evoked activity in all three modalities. We have suggested
the need for uniformity of measurement and of component nomencla-
ture and suggested a system which, while we do not expect its adop-
tion as such, we hope may serve as a basis for achieving agreement.
We have attempted to illuminate the question of sources of variability
in AEPs and suggested that this is intimately related to the serious
problem of “contamination” of scalp-recorded AEPs by extracere-
bral generators. On the basis of homogeneity in focus and distribution
among subjects, we have designated AEP components that appear to
be of cerebral neurogenic origin and indicated electrode locations for
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the three modalities that are likely to record them without serious
distortions from extracerebral sources. These locations suggest an-
other possible basis for standardization.

We have adapted the hypothesis that the neural substrates of sen-
sory information processing in the auditory, somatic, and visual sys-
tem operate in similar ways and should thus produce homologous AEP
components. Such homologies are more likely to become apparent
when we have minimized spurious technical variability.?

DISCUSSION

Dr. Linpstey: I would like to ask one question about figure 3-2 in
which you show large potentials at the eye, elicited by auditory and
somatosensory stimuli, but not by visual stimuli. Why did the visual
stimulus not produce any response in this area?

Dr. Gorr: I don’t know why. Possibly, it is related to the use of
Maxwellian-view stimulation.

Dz. Livpsuey: Your bipolar derivations were done with electrodes
separated by a considerable distance; is that correct ?

Dr. Gorr: The ones that we used in our experiment were the P,-O,
derivations commonly used in visual evoked response work.

Dr. Linpstey: Have you done any recording where the electrodes
might be only 214 cm apart over the visual area or the auditory area?

Dr. Gorr: No, we have not. When we started this experiment, we
found (as others did) that it is difficult to record early visual evoked
components. We were concerned about the reasons for these difficulties.
We came to the conclusion that these components were a function of
the bipolar recording and were not comparable to the monopolar
analysis that we wanted to do.

Dr. Linpsiey: Assuming for the moment that you could get suffi-
cient potential differences between two electrodes that are close
together, wouldn’t this method rule out, to a considerable extent,
potentials generated at a distance that might influence the response
in different areas, particularly extracranial responses? Do you think
that it would do that?

Dr. Gorr: It would depend upon the distribution of the extra-
cranial generators. Certainly, it is more likely to cancel them out. But
you could not be certain. This is one of the points I have been trying
to make, that until you know the distribution of extracranial genera-
tors, or any other response component, you can’t say what contribution
they are making to a bipolar record.

Dr. Warte: My discussion of Dr. Goff’s paper will be quite brief. I

*We gratefully acknowledge the assistance of Dr. George Heninger and Mr.
Thomas C. Fisher in this research.
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F1eure 3-11.—Responses to four visual patterns. Four replications
for each condition, N=100 for each replication. Binocular
stimulation (negative down).

have studied only visually evoked responses and therefore cannot dis-
cuss his somatic and auditory work. I would like, however, to note that
we also have decided to use the monopolar type of recording exclusively,
and we use one or both of the earlobes as the reference.

Most of my comments are more general and are related to earlier
papers, and to other things which have been said here. Dr. Clynes men-
tioned the “quality” of the stimulus. In our work in vision, we have dis-
covered that the most exciting—if I may use this term—responses were
in relation to pattern vision. Figure 8-11 presents some examples
which illustrate points raised in this discussion.

With regard to individual differences, Figure 8-11 presents AEPs
from two individuals responding to four different types of patterns.
At the top is a checkerboard ; the second stimulus is a horizontal grat-
ing in which the distance between the black lines is about the same as
the width of the “checks” in the checkerboard. The third stimulus is a
group of concentric circles, and the last is a set of radial lines.*

*The last three stimuli are part of the moire pattern kit available from
Edmund Scientific Company. We have found this kit quite useful.
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F1gURE 3-12.—Bvoked potential and check size. Largest checks at top of record.
In “Check 5” each unit subtended 10 min of arc; N=50 per record. Binocular
stimulation (negative down).

There were four replications on successive days, and 100 stimuli in
each replication. There is a high degree of intrasubject reliability;
note also that there is much intersubject variability, its degree depend-
ing upon the type of pattern.

The radial lines elicited quite a different pattern in the two subjects.
It turned out that there was a good reason for this; one subject was
badly astigmatic, and the other was not.

‘We subsequently conducted a study of the effect of the size of the
checks in a checkerboard on the AEP. A similar study was conducted
by Rietveld and his associates (Rietveld et al., 1967). Figure 3-12
presents some of the results of this study. The bottom record was
elicited by a pattern with 5 minutes of arc per unmit check, the
next about 10, then 20, 40, and so forth. The independent variable is
thus the density of the contour. As contour density increases, there is
a very striking increase in the amplitude of response. Note that the
increase in response amplitude is most marked at the 100-msec point
and at about 180 msec.

These data corroborate the findings of Rietveld and his associates
very well. We also find, as they do, that there is a size of the checker-
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board element that elicits a maximum AEP and that it subtends a
visual angle of 10 minutes of arc.

Figure 3-13 introduces another aspect of the work. This, and
figure 3-14 represent work previously reported by Harter and White
(1968). Subjects were presented with a checkerboard of the optimum
design, elements of 10 to 15 minutes of arc. The stimuli were presented
in focus and out of focus to four subjects. The records labeled “front”
were obtained when a transparency was placed in front of the diffusing
milk-glass light window, while “back” indicates that we placed it
behind the milk glass. The front condition produced a clear, sharply-
focused image, while the back condition caused a badly blurred image
of the checkerboard.

Again there were individual differences, but there were components
common to all subjects (we have labeled them A and B). Rietveld
and his associates discovered essentially the same two components and
called them Gamma and Z. The A is a negative intrusion that occurs
at about 100 msec after the flash when there is contour present, and it
seems that the amplitude of this negative intrusion is related to both
the amount and quality of contour (the sharpness of the contour).

FRONT

BACK

FRONT

STIMULUS POSITION IN RELATION TO TRANSLUGENT SCREEN

BACK

SECONDS

Freure 3-13.—Responses to sharply focused (front) and blurred
(back) images for four subjects; N-==100 per record. Binocular
stimulation (negative down).
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FieUre 3-14—Change in responses as a function
of degree of sharpness of contour. Most sharp at
top of figure ; N=100, presentation rate 8 per/sec.
Subject LB. Binocular stimulation (negative
down).

Our A, in this figure, appears for every individual. Its amplitude peaks
when the stimulus is in focus. In subject LB, an actual inversion can
be seen from negativity to positivity, depending on whether the stimu-
lus is in focus or out of focus. In the case of CW, the curve never goes
positive. This may be a function of age, because the other subjects
were all in their early twenties.

Component B is most positive at 180 msec when the stimulus is in
focus. This was true in four subjects and in all the replications. We
have replicated this study with about 40 to 50 subjects in the past
year, and we have generally obtained the same results.

Figure 3-14 shows results obtained when ophthalmic lenses were
used to defocus the image in gradual steps, from 1 to 6 diopters. You
can see the gradual shift in both the A and B components.
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There is evidence that these components are definitely neurogenic
and that they are visually specific. These components can only be
recorded from a very restricted area of the scalp over the occipital
cortex. If you record at the inion, on the midline, and towards the
vertex in small steps, a certain point is reached about 2 inches above
the inion where these components will disappear. It is a marked and
sharp break.

We assume that when we present a very complex figure, such as the
checkerboard, that the AEP we record is the sum of the responses to
flashes of light, with a nonspecific type of response, as well as a
response to the contour that was presented. We were interested only in
the contour response. We thought it feasible to eliminate all of the
other components by obtaining a set of responses and then subtract-
ing the response to unpatterned light. We thus completely defocused
the image and subtracted, by means of the computer, the same number
of flashes that we used with the various checkerboard stimuli. Under
these circumstances, we hoped to obtain a better estimate of the combi-
nation of the contour.

This method is not infallible because there are interactions between
the sources of the AEP. For example, with sharp images, there is not
as much of the “ringing” after-effect as with a defocused image.

Figure 8-15 shows an example of the subtracting process. At the
top left is-the standard response of a normal adult human to a sharply
focused checkerboard of optimum size; below it are the responses

" obtained using lenses of 1, 8, and 6 diopters. On the right side of the
figure are records from which we have subtracted responses to 50
flashes, with —10 diopter lenses before each eye. At 6 diopters, the rec-
ord is at the noise level.

Figure 8-16 shows the effects of astigmatism on the AEP of a sub-
ject. A grating of fine black lines was presented at different angles—
first horizontal, then up to the right, then vertical, and then up to the
left. If you know what to look for, you can immediately see that one
of these is better than the others; however, the subtraction technique
makes it very clear. Good responses were obtained when the grating
was horizontal ; we obtained just noise otherwise. Under these circum-
stances, this person could only see the lines when they were horizontal,
or 5° or 6° off horizontal. Anything else appeared completely blurred
to him.

He is an ideal subject, because his right eye does not have any appre-
ciable astigmatism. The right side of the figure shows the response to
right-eye stimulation at horizontal, 45°, 90°, and 135°. After subtrac-
tion, the largest response was at 135° ; next highest was at 90°, next at
45°, and the lowest at the horizontal. His perceptual response verified
this. He could see all of these lines very clearly, but the highest con-
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Fieure 3-15.—Example of subtraction technique. Original
records are at left. At right are the results after an equal
number of responses to a stimulus with no contour infor-
mation have been subtracted. Binocular stimulation.

trast was at 135° and gradually decreased to a medium gray. The
optometrist who studied him for us agreed with this but said that the
degree of astigmatism present in his right eye was so slight that he
would not bother to correct it.

Dr. Davis: I want to support, most enthusiastically, the proposi-
tion that Dr. Goff put before us because I think that, as was said earlier,
we are now entering a new era—an era of almost infinite complexity,
and I am afraid also infinite confusion. One follows directly from the
other. At the outset, he gave us some factual recommendations for
reducing the degree of confusion and a way of establishing certain
conventions and a nomenclature by which we can communicate. It is
going to be very important for us to communicate across our various
interests and specializations. Otherwise, we are going to be like the
blind men feeling the elephant from different aspects. But if we can
have a certain degree of commonality, it will allow us much greater
and more successful communication.

I like Dr. Goff’s particular recommendations because they coincide
almost precisely with the conclusions that we have reached—I won’t
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F1oure 3-16—Example showing the effect of astigmatism on the evoked
response. Stimulus was a grating pattern consisting of fine black lines.
Subject had marked astigmatism in the left eye and a very slight amount
in the right eye (negative down).

say completely independently, but pretty much independently in our
own laboratory—although we were definitely oriented to the auditory
“ system and dealt right from the start with the vertex potential. But I
am a monopolar man from the early EEG days, and I have found
empirically that the vertex-to-earlobe or mastoid arrangement seems
to give us the greatest stability and reproducibility of the responses.

Recently we began venturing away from purely auditory stimulation
and encountered some of the complexities of somatic and visual stimu-
lation. Incidentally, I want to support the proposition that “somatic”
stimulation must be defined very carefully and that one should specify
exactly what the somatic stimulation is. Electric stimulation of a nerve
and tactile stimulation are really quite different. We came to the same
choices of electrode placements in parietal, occipital, and vertex areas
as has Dr. Goff’s group.

On nomenclature, all T can say is that we have been using the one
that was illustrated on Figure 3-8—the N,—P;, P;, P;—and we are
dissatisfied with it for exactly the reasons that Dr. Goff cited. I offer
the general proposition that we cannot in principle find a satisfactory
nomenclature that will work across modalities without specifying at
least four items. We will have to specify something about the stimu-
lus that is employed, something about the time zone in which the com-
ponent appears, and then the various subdivisions. Whether we can
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agree on any practical nomenclature as a group, I’'m not sure. I very
much hope we can. It would be very nice if we could also agree which
side is right side up. I reversed the polarity of my records a few years
ago to make them negative-up in order to become aligned with clinical
electroencephalography. I am ready to reverse again if it is really
going to help. I hope we can make that decision also, but I am not sure
we can.

Dr. Leamann: I would like to question the notion that the ear is
an indifferent reference point. Evoked responses recorded between
ear and occiput are very similar to responses recorded between mas-
toid and occiput, and we know that the mastoid is not an indifferent
location. In general, it is very difficult to localize electrical sources
and sinks of evoked potentials on the scalp when two sources are to
be expected, as is the case when we stimulate both eyes or one eye
of a subject. We investigated a simplified visual system in a subject
with a longitudinal split of the chiasma, where input presented to
one eye reached only one hemisphere directly. In this subject, we stud-
ied the electrical fields on the scalp (fig. 3-17) that were generated by
monocular light stimulation (Lehmann, Kavanagh, and Fender,
1969). Almost all of the evoked potential during the 250 msec after
the flash could be accounted for by a single occipital source ipsilateral
to the stimulated eye. The electrical field showed considerable strength
near the mastoid area.

Dr. Waurer: In response to Dr. Goff’s plea for nonprejudicial
words, may I direct our attention to the word “latency,” which
suggests events that are prepared covertly and, after a latent period,
expressed overtly. Particularly since our attention earlier in the day
was directed to possible partial cancellation between spatially distinct
generators, I think the epistemology that is latent in the word “la-
tency” ought to be rejected. As a less prejudical word, I suggest the
word “delay” or perhaps “delay after triggering.” At any rate, some
comment about the use of the word “latency” should improve our
thoughts.

A second prejudicial word is “potential.” My sister-in-law, who
performs what is euphemistically termed “special education” for
emotionally disturbed children, thought that “evoked potentials” re-
ferred to the psychosocial results of successful special education. But
more specifically, we all know, if asked, that what we record is a dif-
ference of electrical potential that must be produced by electric cur-
rents flowing in the brain, the skull, and the scalp. We all know that,
if asked, but we seldom talk that way. I think the only cure for the
disease of talking about potentials when we should use some words
which suggest the unknown neural source or sources of marks on
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Fieure 3-17.-—Distribution of the electrical field evoked by mo-
nocular stimulation (A) left eye and (B) right eye, 92 to 140 msec
after the flash in a subject with split chiasma. The figures in
square brackets indicate relative amplitudes (from Lehmann et
al., 1969).

- paper will be to wait for the payoff on Dr. Vaughan’s promissory note
about a volume model for whatever we should call them, “evoked
current records,” or something of that kind.

I would like to call your attention to the electric model of Remond
and collaborators. They reproduced the temporality and the topog-
raphy of their “average alpha” records with marvelous fidelity, using
only two to four oscillating punctiform monopoles. But this model
should alert us to the fact that even a physical, electric model may
not necessarily produce indisputable objectivity because I personally
doubt that the cortex consists of two to four punctiform oscillating
monopoles. ‘

Dr. Brazier: Dr. Goff’s schema seems very rational indeed for the
normal adult. Has he thought how those of us who look for changes
in clinical cases, and those who look for changes with drugs, anoxia,
and anesthesia are going to describe these changes when the nomen-
clature is on a time base. Also, how are we going to describe these
potential differences on a time base when we are working with
children ¢

Dr. Surron: I admire very much the systematic way in which
Dr. Goff has approached these problems which have concerned all

348-516 O - 69 - 10
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of us. Nevertheless, I would like to sound a discouraging note. I don’t
think we should try to solve finally these problems at this time. For
example, Dr. Goff has come to the conclusion, as we have in our own
laboratory, that it is more satisfactory to measure amplitudes from
a baseline defined at stimulus onset rather than to make peak-to-peak
measurements; the reasons he gives are highly cogent. But he also
notes, as we have noted, that when a waveform is riding on a slow
potential, measuring amplitude from baseline may become meaning-
less. Under such conditions, a peak-to-peak measurement makes more
sense.

Secondly, with respect to the nomenclature problem, there also is
a paradox. If you use sequence of appearance to name the components,
then you can’t cope with the fact that under some experimental con-
ditions or with some subjects, there might appear an extra little pip.
How large must that little pip be to be counted as an extra component
and alter the sequence? If you use latency, there is the variety of
experimental conditions, by no means limited to the intensity of the
stimulus and intersubject differences to which Dr. Brazier referred,
which also alters latency. .

T wonder whether the wisest course is not to attempt an immediate
solution of these problems. I would be very unhappy if we started
talking routinely about a 300-msec component or a 200-msec com-
ponent, when I have experimental conditions that can take the 300-
msec component over to 800 msec (Sutton et al., 1967). Perhaps what
we must wait for—and this is an endeavor that I know Dr. Goff has
also been involved in—is the discovery of experimental operations that
uniquely alter a particular component. In other words, if we are so
fortunate as to find a drug, or a lesion, or perhaps a scalp distribu-
tion of potentials that would eliminate one component and leave the
others essentially unchanged, then nomenclature would become really
meaningful. I think we have to remain open-minded with respect to
nomenclature until such development.

Dr. Gorr: Of course these points are valid. First, with regard to
drugs or anesthesia (I am responding here to Dr. Sutton’s comments),
in order to be able to denote alterations in the first place, you have
to have some idea of what the shape of the response is in the normal
case. Perhaps we could apply the nomenclature to the response as it
is seen in the normal case, and then keep the same nomenclature for the
response as the latencies change. What I had in mind initially, of
course, were normal data.

With regard to children, mentioned by Dr. Brazier, and develop-
mental studies in general, maybe what we have to do is to establish
norms, latency-range norms, or some norms, in categories of age groups.
This brings up something I didn’t mention in the formal presentation,
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Freure 3-18.—Scalp electrode positions of the international 10-20 system. (Jasper
1958). The electrode positions take into account the size and shape of the head,
are very reproducible in a given subject, are usually adequate and can be
supplemented with intermediate electrodes, when desirable.

but which concerns me. For example, clinical neurologists come to me
with a patient having a sensory deficit and ask if his evoked potential
is normal. T have to admit that we really don’t know what a normal
evoked response is. What we need is a vast amount of data, which I
don’t believe any single laboratory could collect, but which might be
gathered from different laboratories if standard recording methods
could be established. With computer facilities, means and standard
deviations of latencies and amplitudes for these normative data could
be established. Of course, this would have to be done for several age
ranges. But then we might be able to establish, in terms of means and
standard deviations, what is a normal response, and could then specify
in terms of probability, based on knowledge of variability, whether a
given response deviates from normal.

Dr. BrouguToN: I believe that this part of the discussion is very
important since we are considering decisions that would help stand-
ardize techniques and so facilitate interlaboratory comparisons. Four
aspects appear of particular relevance. The first concerns standardizing
the electrode placement positions by adopting the International 10-20
System (Jasper, 1958). This system (fig. 3-18) takes into account the
relative size and shape of the head. It has many advantages over other
systéris used by somie experimenters in which constant distances from
various reference skull points are measured (Dawson, 1950; Goff
et al., 1962; Vaughan and Katzman, 1964; Shagass and Schwartz,
1964 ; Giblin, 1964 ; and many others).

If a midline occipital electrode (O,) is added, the International
10-20 System is quite satisfactory for at least the somatosensory, vis-
ual, and auditory evoked potentials. Moreover, supplementary elec-
trodes can be added as desired.
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For somatosensory stimulation, the standard central electrode is
found—in the absence of atrophy of a temporal lobe—to be regularly
over the Fissure of Rolando and at, or near, the point where direct
cortical stimulation produces sensation referred to contralateral hand
areas innervated by the median nerve (Broughton, 1967). Interme-
diate electrodes between the standard central electrode and the midline
central or midtemporal electrodes are located at, or near, somatosensory
cortex representing the face, and sensorimotor cortex representing the
leg, respectively. This is valuable for facial or lower extremity
stimulation.

In relationship to the early auditory evoked potential, the midtem-
poral electrode is truly over the midtemporal region as is shown in
the illustration. But there is increasing evidence in our own work and
that of others that the earliest potentials arising apparently from the
primary auditory cortex (muscle contamination excluded) are recorded

,best at, or just lateral to, the midline. This suggests that the primary

auditory projection area in the superior temporal cortex acts as a
vertically oriented generator, which is quite reasonable.

The earliest parts of the visual evoked potential were shown long
ago by Cobb and Dawson (1960), using bipolar arrays with short inter-
electrode distances, to be maximal at the midline several (3 to 6)
centimeters above the external occipital protuberance or inion. We have
confirmed this location of the earliest VER on the lateral hemispheric
cortex near the midline by using direct cortical recording of the mesial
and lateral surfaces of the occipital lobe (unpublished studies, two
cases). It is therefore suggested that an intermediate parieto-occipital
electrode be added to the International 10-20 System for recording the
early components arising from the visual striate cortex. Later compo-
nents of all modalities are recorded satisfactorily with this system.

The second point concerns referential recording. There is a palpable
tendency at this meeting to accept, suddenly after many years of
searching, that we in fact do have an indifferent electrode—the earlobe.
I have been using the earlobe reference for over 6 years, having previ-
ously rejected the chin, nasal bridge, cervical seventh spine, and other
references for various reasons. Although it usually is the best reference
for all modalities, the earlobe can be active and shows, in particular,
cerebral activity following auditory stimuli, myogenic potentials after
auditory stimuli, and oculomotor potentials following visual stimuli.
It has become apparent that certain problems are best solved by com-
bining simultaneous bipolar and referential derivations.

Thirdly, I believe that we could take an important step at this meet-
ing by deciding arbitrarily—because it is an arbitrary decision—
whether we want “positive down” in referential recordings. It is a
small point; however, the visual aspect of these curves is important,
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especially when comparing one’s own results with those of others, often
shown at different analysis times.

Fourthly, I would like to suggest that peak-to-peak measurements
of evoked potentials have many advantages over baseline-to-peak meas-
urements. In the latter, you have the problem of establishing the base-
line. More seriously, when you have a “component” or deflection of
constant polarity and onset and offset latencies which varies from one
summed response to the next by reaching and possibly crossing the
baseline, the problems are very considerable. If positive-going, it will
be called negative when it does not cross the baseline to the positive
side; when it does, it will be considered positive. Nevertheless, the
physiological event remains the same phenomenon. But very different
data will be measured according to where the event is situated in rela-
tion to the baseline. One cannot consistently use both a positive-nega-
tive nomenclature (e.g., P1, N1, P2, N2, etc.) and employ baseline-to-
peak measurements unless the letters indicate only the direction of
polarity change.

Peak-to-peak measurements of components are purely descriptive
and do not have these important inconveniences, particularly those of
having both the polarity and amplitude dependent upon the dc level
of the potential at the time of a component’s onset.

- Dgr. Orwrrz: I would like to add a word about latencies of peaks,
and how we label them with respect to the state of consciousness be-
_cause a little bit of drowsiness in the subject will begin to alter peak
latencies markedly. We work with sleeping children (Ornitz et al.,
1967b), and in these subjects age as well as sleep-stage influence
latency. We must decide how to label wave N,, which is not on Dr.
Goff’s scheme, and also P5a, which is (we call it P,) the point when
the latencies shift. Latencies are usually longer in children in deeper
stages of sleep than they are in waking adults. To make matters worse,
during sleep in children, peaks P3a and N4b often disappear. There-
fore, it becomes difficult to discuss a wave Pba, and so forth. The real
issue is not the labeling, but rather the choice between accepting these
waves as completely different in different age groups or in different
sleep stages, or accepting that there are some homologies-across differ-
ent states of wakefulness and sleep and across age groups. I think we
must now define what is the normal latency range in respect to states
of consciousness and developmental level.

Dr. Doncuain: I would like to make two points. The first concerns
the “bipolar-monopolar” arguments. One major advantage of mono-
polar recording is that it is possible to retrieve bipolar from two
monopolar records by simply subtracting one monopolar record from
the other. It is impossible, however (without a common reference), to
retrieve the monopolar records from the bipolar records.
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The other point I wanted to make concerns the notion of homologous
components. Dr. Goffi—if I understood him correctly—defines com-
ponents as homologous if they have similar distributions over the skull.
However, components, as have been pointed out by many here, tend to
change with the conditions of the experiments. Thus, it is quite possi-
ble to find that the same spatiotemporal distributions reflect two differ-
ent components under different circumstances.

Let me give you an example. We know that the evoked response
waveform is quite dependent on stimulus intensity. As we reduce
stimulus intensity, there are consistent changes in the latency of some
components as well as a change in the amplitude of other components.
As the intensity is reduced to near threshold levels, a fairly marked
change in the AEP waveform is observed (Wicke et al., 1964). The
common two-peaked waveform is replaced by one component, a rather
slow positive-going shift. Vaughan has interpreted this as an indica-

. tion of a shift from photopic to scotopic mechanisms (Vaughan,
1966). While this is a very plausible explanation, it is important to
point out that as the intensity is reduced to very low levels, the sub-
ject’s task becomes considerably more difficult. He is now quite uncer-
tain when, if, and where, he is going to see the stimulus. Now, if stim-
uli that resolve uncertainty produce a large P; component, as Dr.
Sutton has reported (chapter 6), the near-threshold stimuli might
elicit this component, which is then only indirectly related to the effects
of intensity on the AEP.

In a study of AEPs elicited with near-threshold stimuli (Donchin,
1968), the subjects were presented with a very dim stimulus and were
instructed to report the position of the stimulus (which could be in
one of eight possible positions), as well as to indicate whether or not
they were certain about their position judgments. Whenever
the subject was certain about his judgment, whether or not he was
correct, a very large positive component with a latency of about 250
msec appeared in the AEP. This component thus appears to be re-
lated more to the subject’s task than to the purely psychophysical
aspects of the stimulus. When we did this experiment, we believed that
we were running a pure, well controlled psychophysical study. How-
ever, the experimental design introduced nonstimulus-related factors
that greatly affected the AEP. It is, thus, very important when defining
homologies among AEP components obtained with different stimuli,
or with “the same” stimulus, to specify clearly the circumstances under
which the AEPs are recorded and to specify carefully all the variables
that might affect the response. Thus, I am not sure how we are going
to identify homologies between components if we don’t include in
the definition some notion of the variables that we are operating with
when we are recording the evoked response.
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Dr. Vaveuan : T would like to comment on some aspects of Dr. Goff’s
presentation and to state my position concerning the problem of ERP
nomenclature. I am in substantial agreement with the views of Dr.
Sutton on the latter question. It would, I believe, be unwise to crystal-
lize a nomenclature about any limited set of evoked potential data. The
effects of stimulus parameters, state of subject, maturational factors,
and other variables are so significant as to preclude at this time any
physiologically significant designations. What is needed is redoubled
effort to specify with precision the effects of these various factors on
waveform and spatial distribution since only parametric data on these
questions can provide a substantive basis for some future descriptive
system. As a corollary, it seems to me that premature designations will
confuse, rather than clarify, attempts to relate findings of different
studies. For example, the appelation P, carries with it connotations
concerning latency, distribution, and even of the physiological proc-
esses underlying its generation. The erroneous assumption of the
“nonspecificity” of this so-called vertex potential has for some time
colored interpretations of evoked potential data. It seems to me that
the fewer the interpretive assumptions concerning evoked response
waveforms, the better, until substantive evidence has been obtained to
support such assumptions. For this reason, the notion of component
homology across modalities espoused by Dr. Goff does not appeal to
me as a basis of evoked response classification. The differences in
‘physiological organization of the various sensory systems would seem
to be reason enough for caution until more parametric information is
at hand. My own preference, stated in my paper, would be for a specific
designation of electrode placements and of the peak latencies of each
component. This method is precise, noncommittal, and tends to call
attention to the details of spatio-temporal configuration that become
obscured in more summary designations. This proposal, I think, pro-
vides greater clarity at the current stage of research in this area.

I have some comments on the apparent discrepancies in the distribu-
tion data presented by Goff and myself. Actually, there is substantially
greater agreement than might perhaps be apparent at first glance. We
have, of course, come to somewhat different conclusions concerning
the late “vertex” wave, but I think that Goff’s own data on the loss of
this component after unilateral interruption of the lemniscal path-
ways, as well as the conclusive transcortical recordings by Goldring,
make it absolutely clear that the P200 components in each modality
are associated with activity in their respective primary projection
areas. The major reasons for the differences in our findings are the
choice of reference and the placement of the cranial electrodes. I can
confirm the difficulties encountered by Goff in the use of nose or chin
reference. We decided that these were preferable to the ears, however,
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when it became apparent that the latter site was not inactive for audi-
tory ERs. We worked to eliminate the artifacts present at nose and
chin and found that in our experienced subjects, these placements
could be employed quite satisfactorily. Unfortunately, the 10-20 sys-
tem is not adequate for ERP distribution studies since it does not pro-
vide sufficient spatial resolution near the vertex region. Since the
observed ER distributions are the sum of fields from bilateral gener-
ators, the distributions all peak at or near the midline. It is these subtle
distinctions that are absolutely critical for differentiating the intra-
cranial generators. I was quite amazed to see what small spatial dif-
ferences were associated with rather gross alterations in generator
configuration. Only when one has looked at this problem quantitatively
do these facts become clear. I believe that workers in the evoked
potential field have been “brainwashed” by views long held in electro-
encephalography, and expressed earlier by Dr. Knott, into the belief
‘that these phenomena are extraordinarily crude and unreliable indices
of underlying brain activity. Although volume conduction theory has
been invoked at several times during the history of EEG research, one
can search the literature in vain for any substantial effort to make a
quantitative application to empirical data. Some tentative attempts
were made by Roth and colleagues, but these were doomed to failure
for reasons already noted. Other workers (e.g., Geisler and Gerstein,
1961) have failed to obtain adequate empirical data to test their model.
It is not surprising, therefore, that one can cite a number of “failures”
of the volume conduction treatment. In fact, a volume conduction
analysis cannot be invalid; it may at worst be inaccurate. Since field
distributions within the cranium are defined by the same physical laws
as any conductive system, volume conduction cannot “fail” to occur
although its lawful operation may not be apparent to an observer who
does not know what to expect. In the future, these comments will ap-
pear both self-evident and trivial, but at the present time it is neces-
sary for workers in this field to recognize that physical laws are as
applicable in this field as in any other, and that their quantitative
assessment can serve to define more clearly the potentialities and limi-
tations of ERP analysis.

Dr. Storm van Leevwen: I agree with Dr. Donchin that it is in a
way immaterial whether one uses bipolar linkages or leads to a common
reference, because the one can be derived from the other. It is only a
matter of convenience which combinations of derivations should be
used. In fact, in some cases it can even be useful to record to a common
reference electrode situated in an area of maximum amplitude, for
example, in the case of visual responses to a common occipital electrode.

As far as terminology is concerned, I have always objected to the
use of the term “monopolar.” We all know that we are recording the
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difference between two poles; thus we are always recording bipolar,
and monopolar recording does not even exist. Therefore, I urge calling
it recording to a common reference and dropping the term *“mono-
polar,” which is not correct and which is misleading.

T agree also with Dr. Vaughan that the temporal areas are not always
indifferent. Particularly in epileptic patients, responses sometimes oc-
cur in these areas. Therefore, a point which is really indifferent under
all circumstances does not exist, and one should adapt his recording
technique from case to case as the situation demands. What one should
try to do is to construct a proper topographic potential distribution
over the head of the electrical phenomena.

Dr. Lansing: We have been impressed not only with the variability
of evoked potential waveforms from one subject to another, but also
with the complexity and variation produced for a single subject by
varying the physical parameters of the stimulus. As Drs. White and
Clynes have shown, different components of the visual evoked potential
can be enhanced selectively by manipulation of color, contrast, pattern,
background illumination, and so forth. Since in addition to this de-
pendence on experimental conditions, these components occur at some-
what different latencies for different subjects, it is not surprising that
we have had difficulty arriving at a uniform system of labeling wave
components.

It seems to me that one direction in which we might move is to
identify components on a functional basis, according to the manner in
‘which they change in response to change in a given stimulus dimension.
This would be difficult if just the extremes of a dimension were
sampled ; however, if a parametric study is done, progressive shifts in
latency and amplitude can be observed, and the components properly
identified. We have found for example in our visual recovery cycle
work (Lansing, Landis, and Crown; 1968) that wave components may
be selectively reduced or enhanced according to the interflash interval;
however, the total waveforms produced are so complex that the identi-
fication of wave components is frequently impossible, with only a few
widely spaced, paired flash intervals. When the successive flash inter-
vals are spaced more finely, the waves can be identified successfully as
they emerge, disappear, or change in amplitude and latency.

I suppose the real problem in using these functional classifications
(for example in clinical investigations) is the time necessary to carry
out such parametric testing. A convenient means of quickly manipu-
lating critical stimulus dimensions would be required so that you
would not have to carry out a month’s experimentation with each sub-
ject before you could begin testing him.

Dr. Crynes: I would like to reiterate that latency is a stable measure
in distinction from the variability as found in amplitudes. That is one
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of the physiologically remarkable phenomena that we encounter. There
is much greater stability in latency than there is in the amplitude of
the components that can be identified. I would like to show data from
different individuals on this matter. Figure 8-19 shows the AEPs of
different individuals elicited by the same stimulus, namely, an area of
red presented after black. The visual angle is important because any
one of these waveshapes appears with stimuli of a particular size. If
one studies these AEPs in detail, he will note that there is enormous
variability in one particular lead. However, if he studies the data from
one individual, something methodical and systematic emerges, and it
becomes clear that the variability that is found is only a mask for the
order that really exists there.

All of the data can be shown to contain the three specified com-
ponents. What is remarkable about these three components is the
stability of their latency and the fact that they are in themselves rather

~simple. Figure 8320 shows a similar finding; different types of com-
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Fieure 3-19.—Comparison of the responses of eight adult males to the same
stimulus—red from previous black. Three principal components 1R, 2R, 3R,
may be distinguished in each of these response groups. The relative amounts
of these components are different, but their timing is similar for different
individuals. Note the similarity between the two groups of responses on the
right of the figure and also between the bottom two groups.
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Fieure 3-20.—Comparison of green-black responses of
different individuals. Main components peak at 70,
110, 200 msec =3 percent approximately. At least two

other characteristic components of rather small
amplitude are present between 70 and 150 msec.

ponents are shown to be characteristic when green is presented after
black for the same area.

Table II shows the latencies for red grouped together for different
individuals. They are comparatively stable across different individuals.
The standard deviation across individuals is only 5.4, around a mean of
86 msec. The o of the second component latency is 6.5 for a mean of 199
msec. For the third component, o is 104 msec. Thus the standard
deviations increase in proportion to the mean latency.

For a given individual, the latency stability is at least an order of
magnitude greater than it is for the group. In fact it is so stable that
no statistically significant latency variation can be detected by averag-
ing 200 or even 500 responses, under similar experimental conditions,
with sessions spaced up to a year, while amplitudes may vary readily
as much as 30 percent,

To sum up then, there is the importance of the difference between
latency and amplitude in establishing the stability of a spatiotemporal
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TasLE II.—Red-Black Components for Different Individuals

Peak locations
(CAT address numbers, each address = 5 msec)

Comp. ig Comp. 2g Comp. 3z

16 23 34

- 16 23 37

18 26 35

17 24 33

16 23 39

19 23 36

17 24 32

18 25 35

19 26 39

i8 22 36

17 25 34

18 24 36

16 23 37

18 22 33

16 22 37

17 24 36
Mean peak time_....__._.___.___ 86 msec 119 msec 178 msec
Std. dev. o 5.4 msec 6.5 msec 10.4 msec

Polarity relations of components for the 4 traces

Comp. 1z* Comp. 2 Comp. 3g®
0° 45° 90° 135° 0° 45°  90° 135° 0° 45° 90° 135°
0 + + + — 0 + + 0o - - -
+ + + 0 - - 0 + - - — 0
+ + + 0 + + + ] - —- - —
- 0 + + - 0 + + - - - 0
0 + + + - - 3 + + - - —
- 0 + + - 0 0 + + - —
- 0 + + e 0 + + - - - 0
0 + -+ + — - 0 + 0 - — —
- + + + 0 + + + 0 - — —
0 + + + 0 + + + 0 - — —

a1y and 3g, often null near the 0° direction, are of almost opposite polarities,
while 2 generally tends to null nearer the 90° position.

pattern. The “spontaneous” variability that one sees in different people
as well as in the same person is accounted for to a considerable extent
by variation in amplitude of the separate components that are mixed
together in different amounts. The various uncontrolled factors giving
rise to variability tend to affect the amplitude rather than the latency.
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That is why I like the idea of identifying these spatially separate
components on a functional basis (not on a simply empirical basis) in
terms of latency rather than amplitude.

Dr. Gorr: It seems to me that the discussion and comments of the
opponents of possible standardization might be summarized as fol-
lows. We can all think of conditions under which standardized nomen-
clature or any other kind of standardization might prove a little awk-
ward. Therefore, there is no point in trying to do it at all.

With regard to Dr. Donchin’s comments about homologous com-
ponents, I did not specify homologous components as those having
similar distributions. We think there is a good possibility that the
early auditory and somatosensory components (in my nomenclature,
P2a and P3a) may be homologous components in the sense that they
subserve similar functions in the processing of sensory information.
The distribution is quite different, as we have shown.

The comment was made that the bipolar versus monopolar discus-
sion was rather trivial because you can always recover one from the
other. But if one is trying to make sense out of a publication, one does
not have the data available to make these transformations from mono-
polar to bipolar, and indeed, unless the data are recorded on some
kind of storage medium, such as magnetic tape, from which it can be
recovered and transformed by computer, it is difficult and probably
impractical for another investigator to compare records. Furthermore,
bipolar records can be generated from monopolar, but not the reverse.

Of course, I would not suggest that we label components without
specifying the conditions under which they were recorded. In our work
on sleep (Goff et al., 1966), for instance, there are components that
are not seen in the waking subject; they are only seen during the
synchronized stages of sleep. Obviously we could not really label them
without specifying the conditions under which they are recorded.

In sleep studies, it has been said that these late, large-amplitude
components that appear during the synchronized phases of sleep are
the sleeping state counterparts of the waking state vertex potential;
I think this is deceptive. We have some evidence—which we are explor-
ing further—that these waking and sleep evoked potentials may not
have the same neurophysiological substrates at all. Perhaps it would
be better not to label them as the same components with different
latencies until we are sure that they are.

It is rather curious that the discussion was initially directed towards
refuting the possibility of using the earlobe as an indifferent reference
and then progressed from the earlobe to the mastoid process to the
temporal area. I never said that the temporal area, or the mastoid
process, was indifferent. I should perhaps have included in figure 8-2
records from the mastoid process showing that it is not indifferent. It
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is near the postauricular area which Bickford has shown to give
myogenic potentials. What I said was that the earlobe appears to be
relatively indifferent and is the best for all three modalities. In our
previous work, we used the nose, and we would continue to use the nose,
except that, as I showed, it is not good for the other senses, and per-
haps not ever good for the somatic response. All I said was that the
earlobe appears to be the most practical, relatively indifferent elec-
trode as a common reference for recording in all three modalities.

I agree with the majority of points ably made by Dr. Vaughan. He
has done us a valuable service in proposing a formal classification of
the several types of “event-related potentials.” I want to clarify some
apparent misunderstandings of the purpose of our paper and to dis-
cuss certain points upon which I disagree with Dr. Vaughan.

We did not mean to suggest that we thought it possible to formulate
immediately a complete, comprehensive, descriptive nomenclature for
. AEPs. We were emphasizing the manifest need to direct our attention
to the problem. Since much AEP research is done on normal, alert
adults, using moderate stimulus intensities, we suggested that we start
with this group. While agreeing with the need for continued careful
parametric analysis of factors affecting AEP configuration, we dis-
agree with the “wait and see” approach espoused by Drs. Donchin,
Sutton, and Vaughan. We do not think that continued specification
of parametric data, however precise, will by itself eventually reveal a
proper descriptive system. Increased knowledge of factors producing
configurational differences will not eliminate these differences; thus
a nomenclature capable of coping with the differences is needed now
and will be needed in the future.

We certainly did not mean to suggest component homology as a
basis of evoked response classification. The classification suggested
was based on similarity of appearance in components in terms of wave-
form and latency. We suggested that components that appear similar
were candidates for homology pending further analysis. Rather than
dwell on the differences in physiological organization of the somatic,
auditory, and visual sensory systems, we are impressed with the simi-
larity of the primary thalamocortical and association area activity of
these modalities including single-unit organization and mechanisms
such as revealed when the work of Mounteastle is compared to that of
Hubel and Wiesel. Therefore, we are inclined to think that a system
that permits similar descriptions of similarly appearing AEP com-
ponents is preferable.

Our suggestions for standardization were not restricted to nomen-
clature but included electrode locations and recording conventions as
well. Frankly I am tired of reading repeatedly in the literature the
meaningless “escape clause” that discrepancies between the findings of
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X and Y probably are caused by differences in recording techniques
when these differences could be eliminated easily in many instances.

I must also disagree with Dr. Vaughan’s comments regarding the
use of peak-to-peak measurements, especially with respect to the vertex
potential. We found differences in the base-to-peak amplitude distri-
butions of these two phases of the potential especially in the somatic
and the visual systems. Furthermore, it has been demonstrated (Wil-
kinson and Morlock, 1967) that the negative and positive phases of the
vertex potential can vary independently with different subjective states
of the subject. Thus the use of peak-to-peak measurement seems to
violate Vaughan’s own well-spoken admonition that AEP analysis
must recognize the impact of behavioral variables on the validity of
the observations.

I think there is no disagreement in our respective interpretation of
vertex potentials. We have suggested previously on the basis of our
data ‘to which Dr. Vaughan refers that these late potentials are
modality-specific in the sense that they depend upon the integrity of
the projection to primary cortical areas. A

Finally, we have data that are compatible with Dr. Vaughan’s
suggestion that late VER components arise from two generators. In
individual subjects, we have seen a more occipital distribution for VER
than for SER and AER. In two subjects, we have seen a secondary
amplitude focus in the occiput. Data from our analysis of the effects
of intensity on VER waveform from which figure 3-1 is adapted
suggest that the appearance of one or two amplitude foci for Vaughan’s
P200 component (our N4b-P5a) is a function of stimulus intensity.
At low intensities, such as used by Vaughan, peak-to-peak component
amplitudes measured at P, and O, are similar. A distributional anal-
ysis at this intensity might well reveal two foci. With increasing
intensity, the peak-to-peak amplitude at P, (and by inference at C,)
increases more rapidly. Thus, at the higher intensities, such as used in
our experiment, the distributional analysis indicates in most subjects
a single maximum amplitude focus at the vertex.







CHAPTER 4

Very Slow Brain Potentials
Relating to Expectancy: the CNV

JEROME COHEN
Northwestern University
The Medical School

INTRODUCTION

S INCE THE publication by W. G. Walter and his colleagues (1964),
in which the contingent negative variation (CNV) was initially
reported, there has been a steady growth of interest in this phenom-
enon. Grey Walter’s findings were confirmed and extended in several
laboratories. The clinical applications of such techniques are now
being explored. ‘

Dr. Walter’s group reported that the effect consists of a slow shift
in the average baseline potential that is correlated with conditional
expectancy and thus represents a cerebral response in the Pavlovian
sense. They hypothesized that the CN'V is a shift in the apical cortical
dendritic potentials in the direction of depolarization that “primes”
the cortex for action and that reducing the excitability threshold
facilitates cortical responsivity, with the result that the efficiency of
overt activity is increased (Walter, 1964b).

In this paper, I shall review studies of “steady” cortical potentials,
sometimes referred to as de shifts or very slow potential changes. This
includes phenomena with a latency of 200 to 300 milliseconds and a
duration of 0.5 second or more. There is no implication of a dc genera-
tor as a source of a steady potential between the surface of the brain
and a neutral reference. I am dealing with activity slower than delta
waves (1to4 Hz). Sensory evoked responses (ER) have rapid primary
components with a latency of about 50 milliseconds, later secondary
components with a latency of 100 to 200 milliseconds, and often “slow”
components from 200 to 500 milliseconds with variable durations.

There has been interest in the study of baseline changes since the
development of stable, high-input-impedance dc amplifiers. Caspers
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(1961) concluded from his investigations and those of others that the
steady-potential gradient between the surface of the brain and an
extracerebral reference electrode is built up in the upper cortical lay-
ers in the apical dendritic network. He hypothesized that the slow
changes in potential are synchronized in large numbers of neurones.
Clare and Bishop (1955) demonstrated that dendritic excitation does
not conform to the “all or nothing” principle of axonal discharge.
Accordingly, either direct electrical stimulation of the cortex or neuro-
nal stimulation from ascending fibres would cause a negative de shift at
the cortex. Goldring and O’Leary (1951, 1958) have demonstrated
actual shifts in the dc level of the cortex using both electrical and
physiological stimuli. They have recorded long-lasting slow poten-
tial shifts during spontaneous spike discharges of epileptogenic foci
(O’Leary and Goldring, 1960). Kohler et al. (1952, 1955a,b, 1957)
demonstrated a slow potential shift that accompanied prolonged visual

. and auditory stimuli in cats, humans, and monkeys. They found the
maximal negative shift at the vertex rather than near the primary
sensory projection areas as they had expected. Contrary to results with
animals in which they found a steady negative potential shift over the
visual cortex, they found in humans a positive potential because they
used an electrode at the vertex as the reference lead and the occipital
position as the active lead. Since we have found the vertex to be the
area of greatest negativity of the CN'V and it is often the position for
recording the maximum amplitude of the secondary components of ER,
it is the least neutral area that could be chosen for the electrical
reference.

Caspers (1961) demonstrated a slow shift in rats in the negative di-
rection in connection with locomotion, exploratory behavior, alerting,
and orienting bebavior. Grooming behavior, on the other hand, was
accompanied by a positive shift. He found the shift to be nonspecific
to the type of stimulation and maximal in the central and frontal
areas of the rat’s brain. It related to increased firing of cell units in
the reticular system. The steady potential shifted to positive polarity
when the animal’s alertness decreased in the transitional stage between
waking and sleep. Arousal from sleep was accompanied by a shift in
cortical activity in the negative direction.

Rowland (1961) reported slow-potential shifts in cats after a con-
ditioning signal. It was initially positive and then shifted to negative
during a 10-second application of clicks that signalled that electric
shock was to follow. He measured negative shifts of 300 to 500 #V,
lasting up to 30 to 70 seconds, and demonstrated the extinction of the
response during nonreward trials and also a swing from negativity to
positivity after several such trials. The maximal negative shift oc-
curred in the early acquisition trials, and the positive shift in nonrein-
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forced trials appeared after only a few extinction trials. He also
showed that the degree of negative shift was related to drive-induced
states caused by food deprivation and feeding reinforcement (Row-
land and Goldstone, 1963). Somewhat similar slow potential shifts
in rats caused by electrical reinforcement following conditional signals
were reported by Wurtz (1966).

A potential shift in humans preceding a voluntary motor response
by a half second was reported by Kornhuber and Deecke (1965).
They termed that slow negative potential the “readiness potential”
and found it to be bilateral, but maximal on the contralateral side to
the responding limb. This was also observed by Gilden et al. (1966)
who described its distribution and amplitude, attributing it to a gen-
erator in the Rolandic area corresponding to the neural area involved
with the initiation and control of a voluntary movement. The readi-
ness potential will be related to the CNV in the discussion.

DESCRIPTION OF THE CNV IN HUMANS

The original experimental paradigm that was utilized in the early
work of Grey-Walter et al. and subsequently adopted in many other
laboratories, involved a first, or conditional, signal (S,) such as a click,
a constant delay of 1 second or more, and then a second or imperative
stimulus (S,) such as a series of repetitive flashes to which the subject
responded by pressing a button. The development of the CNV in such
a paradigm is shown in figure 4-1. The baseline measure of potential is
established to each of the signals when presented alone, and then when
paired, no change in slow potential is seen in the interstimulus in-
terval. With instructions to press the button, a slow wave shift of
about 20 microvolts at the vertex is seen arising in the interval just
after the ER to S, and ending with the ER after S,. Averages of
ten to twelve 4-second intervals are commonly taken to enhance the
signal-to-noise ratio in order to make the electrical response clearly
visible. Figure 4-2 shows the CNV in a series of single trials in a
subject with a high-amplitude CNV that is seen clearly without
averaging.

METHODS OF RECORDING

‘We have recorded the CNV in this basic paradigm in more than 100
normal individuals of college age and adults and also in about 90
children. The CNV response is present in practically all normal and
cooperative adults. In the few cases of failure, we have observed that
the recording equipment or the experimental procedures were faulty.

Presently we record the EEG on an Offner type TC EEG recorder
with the time constant altered to either dc or 8 seconds. In working
with children, however, we find it sometimes necessary to record
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with a 1-second time constant to obtain sufficient stability. Silver
chloride disc electrodes are attached to the skin with collodion after the
cleaning of the skin with ether and application of conducting jelly.
The resistance is reduced to 3 to 4 kilohms, and the offset potential
between electrodes is minimized by keeping them shorted together in
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F1cUrE 4-1.—Development of the CNV as a conditional
response. (A) Vertex response to click alone, (B)
response to series of flashes, (C) response to click
followed by flashes, and (D) CNYV appears as slow
negative wave following the click when subject
presses button to stop flashes.

saline solution when not in use.

The physiological stimulus and response data are recorded on an
8-channel P.I. Co. magnetic tape recorder; two channels of data are
monitored on the CAT averager on line. A fter the experiment, all data;
channels are analyzed by the CAT and written out on a plotter from

which data are measured by hand.
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REVIEW OF RESEARCH ON THE CNV

After the initial discovery by Walter’s group of the CNV as the
electrical correlate of expectancy, related work has been done in other
laboratories. Cohen and Walter (1966) found that the CNV is seen
in anticipation of a pictorial presentation with no overt response on
the part of the subject as well as when an operant response is re-
quired. There have been many attempts to define the psychological
process as associated with the CNV. Cohen and Walter take the view
that it relates to the psychological state of “expectancy” and have some-
times used the term “E Wave” as an interchangeable term for the
CNV.

Irwin et al. (1966b) studied the CNV as a function of motivation
and reported that the amplitude of the response is subject to attitudinal
effects. Chiorini (1966) demonstrated the CNV in cats during the
acquisition of a conditioned avoidance response; however, in humans,
Irwin et al. believed that the motivational aspects of the response are
more significant than the conditional expectancy.

Low et al. (1966a) demonstrated the CNV in humans as a con-
ditioned response. They considered conation as the important part of
the mental state relating to the response and suggested the term “cona-
tive negative variation” as more appropriate. They also reported
the scalp distribution of the CNV and assessed the possible role of
eye movements as its origin. Low et al. (1966b) were the first workers

‘to record the CN'V in monkeys as a conditional response in a paradigm

similar to the one used with human subjects. The animals pressed a
lever to terminate a shock as the second stimulus, following an audi-
tory stimulus. Discrimination training showed a negative shift follow-

RAW TRACE
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F1reuore 4-2.—CNV in original record. The vertex-to-
‘mastoid record is negative down, showing a high-
amplitude CNV and alpha blocking in response to a
light flash L, followed by a sound and terminated
by a button S 4 B.
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ing punitive reinforcement trials and almost no slow response to a
stimulus that was not reinforced by shock, so that no motor response
was made after sufficient training. Cant and Bickford also reported
the presence of CNV in a monkey in an avoidance conditioning para-
digm (personal communication). Even in animals the CNV appears
to be stable only during operant conditioning, when the subject is pre- .
pared to respond to the stimuli and not in cases where it must passively
endure reinforcement. Cant and Bickford (1967) also observed the
CNYV in humans and found that its amplitude is related to changes in
motivational level. Hillyard and Galambos (1967) produced similar
results to the work of Walter in demonstrating the CNV as a brain
conditional response. They also demonstrated a relationship between
the average amplitude of the CNV and the rapidity of response in a
reaction time experiment with a constant foreperiod.

The current work in this area represents elaborations of the original

. paradigms to include a variety of stimulus response sequences of
greater complexity. Walter et al. (1967) telemetered EEG from free-
ranging human subjects in order to study brain responses in a nat-
uralistic, unrestrained setting. The CNVs recorded from four
subjects by telemetry were identical to those recorded under restraint.
A rubber ball thrown to the subject on the first signal produced a CNV
that bore close resemblance to the trajectory of the ball. Records were
made while subjects were sitting, walking, talking, riding a bicycle,
and affected by distracting activities.

Walter (1967) found the CNV to be similar whether the stimuli
were presented to the subject at random time intervals or whether the
subject initiated the presentation of stimuli by pressing a button to
start the procedures himself. When he pressed a “start” button, the
action was preceded by the “readiness potential” already described,
or as Walter calls it, the “intention wave.” This wave merges with, and
becomes the CN'V before the flashes, which the subject stops either by
pressing a button or producing a negative shift above a trigger thresh-
old to stop the stimuli. In this case, the physiological response
controls the stimuli rather than an overt action, termed by Walter,
“autostart” and “autostop.” The temporal relationships of the CNV to
different delay intervals have been reported both by Walter et al. and
by Irwin et al.

The temporal course of the CNV is found to have a similar pattern
by all of the workers who used similar experimental paradigms. The
time course of the response relates specifically to the temporal rela-
tionships of the S-R intervals. The CNV is maintained until the S,
and its reaction. McAdam et al. (1969) found that maximal average
amplitudes are significantly greater for 0.8 and 1.6 seconds than for
1.8-second intervals between stimuli. The point in time at which
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Freure 4-3.—A-P distribution of the CNV in a normal
subject. Average of 30 trials of dc recording from
six monopolar leads referred to mastoid. Positions
are standard and intermediate locations from the
midfrontal to the midoccipital.

maximal amplitude is reached depends on the time at which the
response is to be made; if the interval is broken up into quarters, the
-growth of the CNV by quarters of the total interval between S, and
S: is similar for the different intervals. The rise time for the shortest
interval is the fastest. McAdam (1966) showed that the CNV de-
veloped during trials of time estimation and that it was maximal in
amplitude during acquisition trials, decreasing during later practice
trials. (See figs. 6-23 and 6-24.)

Irwin et al. (1966b) varied the amount of effort needed to press a
bar for operant response. They found the CNV to be significantly
larger when it was necessary to exert 14 pounds of force than 2 pounds.

DISTRIBUTION OF THE CNV

The combination of multichannel tape recorders and averagers or
other specialized computers allows responses from several scalp
positions to be compared simultaneously. We have recorded from all
of the standard electrode positions of the 10-20 system in order to
compare the CNV response from various locations. Figure 4-3 shows
the anterior-posterior distribution of the CNV in an adult. Large—
but consistent—individual differences can be observed.

In agreement with Walter (1964b), we found that the maximal
amplitude is usually seen at the vertex lead, with a mastoid reference.
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Walter thought the response to be mainly frontal and, in some sub-
jects, to sweep back in time from the frontal pole, reaching its peak
at the vertex. We were able to establish normative spatial distribu-
tions of the CNV which provide a baseline for the study of de-
velopment in children and also pathological changes by recording
from all of the standard positions during several sessions.

About 20 subjects were tested using bipolar combinations of leads
from both standard and nonstandard electrode placements in the
A-P line, as well as across the head in the standard coronal posi-
tions, M1-T3, T3-C3, C3-Cz, etc. Bipolar recording permits use of
higher gain, and some of the movement and skin artifacts common
to wide areas of the scalp are reduced. Measurements from bipolar
leads are comparable to the unipolar data cited in the last figure.
Figure 4-4 shows the distribution of the CNV in seven channels of
bipolar combinations in a normal subject, with the maximal ampli-

_tude of the CNV at the vertex. The amplitude peaks a bit earlier in
the frontal leads, indicating that it is not always a standing wave
but that it may move from the front to the center of the head con-
firming Walter’s observation. The maximal posterior gradient usually
is seen between the vertex and the Pz position, and the maximal an-
terior gradient lies between the frontal and frontal pole position.

‘We have tried many reference positions and found none that was
sufficiently neutral to be more stable for slow components than the
mastoid leads. Most of our left and right comparisons were made to
the linked mastoids to provide a common lead for both sides since one
mastoid may be more active than the other. On many runs we have used
a mastoid lead linked to a lead just over the middle of the brow of one
eye through a potentiometer, so that we could compensate for eye
movements in the vertical direction as was suggested by Walter. The
resistance between the two reference leads is adjusted so that the con-
tribution of voltage induced by an eye blink is sufficient to cancel the
blink artifact at the vertex electrode. This also partially reduces the
blink artifact to the frontal leads. One argument for continuing to use
the mastoid reference is that the data from many laboratories will
continue to be comparable.

We have found the average maximal amplitude of the CNV at the
vertex in 60 young adults to be 21.4 microvolts with a standard de-
viation of 4 microvolts. This is in close agreement with Walter (1964b)
and with Low and his colleagues (1966a). CNV below 5 microvolts
is very difficult to detect with our averaging methods against the back-
ground activity ; a CN'V of 35 microvolts is the largest value measured
in my laboratory. The amplitude seems to be fairly stable if the same
situation is repeated. Subjects who were retested during two sessions
separated by 2 to 8 days had a product moment correlation of 0.8
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Fieure 4-4.—Bipolar recording of CNV. The first four
traces are a standard midline bipolar run. The
trace E is vertex to a midtemporal lead, and F is a
vertex-to-mastoid lead, indicating the shape of the
CNYV.

between average maximum vertex CNV on the test and retest trials
(N=34).

The amplitude of the CN'V is reduced in the frontal positions, more
so in the parietal positions, and is minimal in the occipital and poste-
rior temporal positions. It is quite small also in the frontal pole posi-
tions, which is evidence against its generation by the electrical field
of the eyes, or even its being primarily a frontal lobe phenomenon. The
CNYV is reduced fairly symmetrically as the transverse distance from
the vertex is increased, reaching a maximal gradient between the mid-

Rolandic and midtemporal positions. There is still a considerable .

CNYV in the midtemporal positions, but using the mastoid references
probably minimizes its amplitude because of the small separation of




152 AVERAGE EVOKED POTENTIALS

ADULT

OrM —+' N e

F1euRE 4-5.—Typical A-P distributions of the CNV in
average adults.

the active and reference leads. The amplitude in the anterior temporal
positions is quite minimal but greater than in the posterior temporal
leads. Figure 4-5 shows the amplitude at the various standard lead
positions (see Table I).

Low et al. (1966a) presented data comparable to ours in 30 subjects
in a similar S-R paradigm. They observed an earlier maximal ampli-
tude in frontal regions and a later maximal amplitude in posterior
regions. They also confirmed Walter’s and Cohen’s observations that
the modality or intensity of the stimulus has no significant effect on
the CNV. The decrease of CN'V amplitude with distance from the mid-
line is comparable to our findings. The distribution in the A-P longi-
tudinal plane is not in complete agreement although the average
amplitude at the vertex is the same. Their study shows an almost linear
reduction in amplitude from about 28 microvolts in the frontal pole
position to about 19 microvolts in the occipital-parietal position, while
we obtained an average maximum of about 12 microvolts in the frontal
pole position and 9 microvolts in the midoccipital position.
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TasLe 1.—Spatial Distribution of Maxzimal Amplitudes of the CNV*
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*Entries are the means of average maximal amplitudes of the CNV in mierovolts
in 60 adult subjects. Standard deviations ranged from 2.4 to 3.8 at different
positions. :

FORMATION AND MORPHOLOGY OF THE CNV

Theé form of the CNV is characteristic of both the individual subject
and the experimental parameters as shown in figure 4-6. About 40
percent of the adults tested produced a ramp-shaped CNV as in (A),
and about 83 percent produced a rectangular CNV as in (B). The
other 27 percent were divided among the mixed or atypical shapes
remaining. In some individuals, the CNV remained for a short time
after the imperative signal, or it dropped for about 0.1 second and
then resumed a marked negativity, returning only gradually to a base-
line within 1 or 2 seconds. This is an identifiable effect that has been
called “rebound” by Dongier’s group in Belgium (Bostem et al., 1967).

‘When a novel stimulus is first presented, there is in addition to the
sensory evoked response an indication of the alerting or orienting
response. The alpha rhythm is blocked ; there may be a decrease in skin
resistance or change in skin potential, and a slow negative potential
shift lasting 300 to 500 milliseconds and about 10 to 15 microvolts at the
vertex often occurs. This is best seen with stable electrodes in a small
number of trials in the average. This response becomes habituated
rapidly unless the stimulus is given significance by its association with
a response; in this case, it blends with the “intention” wave, which then
remains as long as the person voluntarily responds.

If the first stimulus is a click and the click is followed by an impera-
tive stimulus such as flashes, the slow negative potential blends into the
early part of the CN'V by rapidly lengthening in duration and increas-
ing in amplitude. At that stage, it is impossible to separate the brain
response of orienting and conditional expectancy since psychological
expectancy is a consequence of novelty. The CNV is acquired fairly
rapidly as a conditional response. Figure 4-7 shows the percentage of
subjects reaching their maximal CNV amplitude as a function of
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NORMAL CNV PATTERNS
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Ficure 4-6.—Typical patterns of the CNV in normal subjects. A cal-
ibration pulse is shown on the top trace, and the CNV is shown between
the evoked responses to the first and second stimuli. The numbers repre-
sent the usual range of amplitudes.
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Figure 4-7.—Mean CNV during acquisition and ex-
tinction trials.

number of trials when the subject pushed a button to terminate a
tone (S.) as quickly as possible after the onset of the tone. First, 25
trials of tone alone—without a conditional signal-—were presented in
order to establish the baseline of reaction time, and then the condi-
tional signal of a single light flash was introduced 1 second before the
tone. With anticipation of the response, the average reaction time
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shortened from 360 milliseconds to 190 milliseconds in the last set of
trials. Over one-half of the subjects reached their maximal CNV
within the second set of ten conditional trials. The CNV stayed near
its maximal level indefinitely as long as the experimental conditions
remained constant. Several hundred trials were presented to two sub-
jects at single sessions lasting over 3 hours with no appreciable change
in CNV amplitude as their motivation and responsivity continued at
a satisfactory level.

RELATION OF THE CNV TO OTHER BRAIN POTENTIALS

The maximal amplitude of the ER to light flashes and sounds was
measured for each subject from repeated presentations of the stimuli
alone at 4-second intervals and from presentations during CNV trials.
There is a tendency for subjects with large ER also to have large
CN'Vs; however, many subjects with low-amplitude ER also have high-
amplitude CNV. Several examples of the various types of relation-
ships are shown in figure 4-8. The maximal average amplitudes of the
ER derived from the vertex to mastoid are compared with CNV am-
plitudes from the same derivation. The peak-to-peak deflection of the
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Fieure 4-8.—Comparison of evoked response and CNV amplitudes. The left-
hand traces show averaged records when the subject makes no response to S,
and the right-hand traces show the ONV when the subject pushes a button
to end the 8.. (A) shows a subject with high-amplitude ER and CNV, (B) a
subject with small ER, but a large CNV, (C) a subject with large ER and a
small CNV, and (D) a subject with both small ER and CNV.
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highest negative to the highest positive potential of the ER com-
ponents within about 300 milliseconds of the stimulus is taken as the
maximal amplitude.

The ER amplitude to light flash varied from 6 to 19 microvolts
with an average of 12.4 microvolts and a standard deviation of 2.6 dur-
ing trials when the flash had conditional signal value. During flash
presentations alone, the mean amplitude of the AEP was 10.7 micro-
volts with a standard deviation of 2.4 microvolts. The hypothesis that
the mean amplitudes under the two conditions are not different was
rejected, using a ¢ test at the .05 level of significance. The increase of
the ER with significance of the signal agrees with the finding of Sut-
ton et al. (1965a) in which the amplitude of an ER is increased as
stimulus uncertainty is increased and the subject guesses what stimulus
is going to occur.

The product-moment correlation of the mean amplitudes of CNV
.and ER to flash as a conditional signal for 60 subjects is 0.43, signifi-
cant at the 1-percent level. The greatest response to flash did not
always occur at the vertex lead, and the correlation might have been
higher if more posterior leads had been considered ; however, a uni-
form lead position seems advantageous.

The ER to S; is usually obscured by the CNV, and no accurate
measurements of amplitude may be made. Often the negative peak
extends beyond the CNV, but it is not quantifiable since the neutral
baseline is not known. We did not present a sound stimulus as a first
stimulus to a sufficient number of subjects to make a meaningful cor-
relation of its amplitude. Observation so far, however, indicates that
results are similar to the flash response. The amplitude seems a little
larger when the signal is given conditional significance, and it bears
some relationship to the amplitude of the CN'V.

The latency of the CNV is difficult to measure since it develops
out of the complex secondary ER to the S;. It seems on the average
to begin within 200 to 400 milliseconds after the onset of the S, and to
reach its peak within 400 to 900 milliseconds after the S, when the inter-
stimulus interval is 1 second. The latency and delay time to peak value
are of course related to the characteristic shape of an individual’s
CNYV with the “rectangular” shape leading to shorter latencies and a
rapid rise to the peak amplitude.

Visual inspection suggests that the average latency for a 1-second
interval is 260 milliseconds and 295 milliseconds when the subject is
conditioned to expect a 2-second delay. The difference in time to reach
peak amplitude is more marked. It took an average of 820 milliseconds
to reach the peak with a 1-second delay and an average of 1530 milli-
seconds to reach peak amplitude with a 2-second delay, a significant
difference at much below the 1-percent confidence level.
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The motor potential—or the intention wave as called by Walter
(1967)—mentioned earlier is thought by some to bear a relationship
to the CN'V. We have not yet looked systematically at that variable;
" however, in a few subjects tested, there seems to be no strong relation-
ship. It has a more restricted distribution, is much smaller in amplitude,
and is found by Vaughan et al. (1968) to be bilaterally asymmetrical.
The strongest evidence against it as a possible basis for the CNV is
that no overt motor response is necessary to elicit a CNV; CNV to a
variety of S-R acts are quite similar indeed, even when the response is
subjective or ideational. At first, Walter thought the CN'V to be a cor-
tical priming response preparatory to making a voluntary action, but
he now conceives the CNV as related to the psychological state of
expectancy (Walter, 1965b). It can be elicited by the expectancy of al-
most any discrete event in time that bears significance for the subject.
It is convenient for research purposes to endow significance by asking
the subject to press a key when a stimulus occurs. If the key press
becomes a passive act, the CNV amplitude is reduced. If the act is
given operant significance by controlling something in the situation,
then the CNV is maintained at a high level.

Figure 4-9 shows what can happen when a motor response loses its
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F16URE 4-9.—Drop in CNV with change in stimulus-response conditions. Top five
traces are a midline bipolar run and a frontal monopolar run. The sixth trace
is vertex-to-mastoid, the next is average palm potential, and the last line is
the stimulus program. The left-hand traces show a fully developed CNV, and
the right-hand traces show the flattening of the CNV with increasing the
interval and removing the function of pressing the button.
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F16URE 4-10.—The CNV terminated by a thought. The left side traces
show the CNV and palm potential response in the conventional
situation of flash, sound, and button. The right side traces show the
CNYV response in the same subject to the instruction, “Think ‘Now’
at the time that you would press the button, but make no movement.”
There is very little difference either in the CNV or the skin potential
response between the two situations.

operant value. We routinely ran an experimental extinction series by
presenting S, alone after the subject was well trained. The CNV
extinguishes as the subject perceives that he no longer has any task.
‘When the S, is restored, the CN'V returns to its former value as the sub-
ject again expects to press the button and stop the sound. In this case,
by accident, the push-button jack was loose, and the subject could not
terminate the sound with the push button; although he continued to
press the button to the sound, it accomplished nothing. He was no
longer motivated, and the CN'V remained at a minimal level.

An ideational response alone is sufficient to produce a CNV in a
well-trained subject, so that instead of pressing the button to S., the
subject is instructed to just think “Now” at the time that he normally
would press the button. An electromyograph revealed no movement of
his hand during the CN'V response seen in figure 4-10.
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The CNV also is present in a situation in which subjects expect a
projected picture as the S;; the CNV is similar whether or not he is to
make an overt response (Cohen and Walter, 1966). Actually, although
the CNV is a fairly generalized response, the distribution over the head
is often slightly more posterior when a picture is presented than when
the subject makes a motor response, as shown in figure 4-11.

The CNV is elicited when the subject responds with a word
to S; which he freely associates to a word presented as S,. It does
not matter whether he says the word aloud or merely ‘“thinks”
the word to himself as an ideational response (fig. 4-12). In this
case, the subject has a higher amplitude CNV to a verbal series
than the motor reaction series of trials. This probably reflects his value
system since the subject is a professional writer and is more interested
in words than fast hand reactions.

SUMMARY CONSIDERATIONS

The CNV develops in human subjects as the electrical response of
the brain to a conditional signal that an operant response is to be
made after a delay. As illustrated, a wide variety of S-R paradigms
result in the CNV in human beings even when verbal or ideational
responses are made instead of overt motor acts.

The CNV varies in amplitude, shape, latency, consistency, and dis-
tribution over the head in different subjects. The experimental param-

_eters of the stimuli may vary in relation to temporal sequences, sensory
modality, prior number of trials, instructions to the subject, and in
countless other ways. The electrophysiological response is related to
psychological events or states of mind identified as expectancy, decision
(Walter, 1964b), motivation (Irwin et al., 1966b; Cant and Bickford,
1967), volition (McAdam et al., 1966), preparatory set or conation
(Low et al., 1966a), and arousal or the physiological state of excit-
ability (McAdam, 1969).

The evidence that eye movements do not account for the CNV is
conclusive. The CNV is similar when recorded from surface or intra-
cranial electrodes (Walter et al., 1964), it has a different spatial dis-
tribution than the eye field, and it has been reported in a subject with
glass eyes when no electroocular field (Low et al, 1966a) was
present. Data from a subject who moved his eyes in opposite directions
as an overt response and careful recording of eye position during the
production of the CN'V also confirm this opinion, as seen in figure 4-13.
However, the fact that eye movements can simulate the CN'V makes it
imperative to monitor them for both experimental and clinical work.

We should consider another possible internal brain source for the
CNYV, that is, the generator for the motor potential (MP) described
by Gilden et al. (1966), who report the maximal negativity of up to
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Ficure 4-11.-—Comparison of the CNV in anticipation of making a motor
response and of seeing a picture; (A) and (C) are two sets of averages
showing that maximal gradient of the CNV is posterior between the P and
O leads when a picture is expected; (B) shows that the gradient is more
anterior when the subject expects to0 make a motor response (same sub-
jeet) ; (D) shows the result when the subject must press a button to
make the picture appear, indicating a larger CNV than either alone. The
last trace shows the stability of the leads around the eye.

25 microvolts beginning from 0.5 to as much as 2 seconds before a
voluntary movement. The most compelling argument against the
CNYV being nothing but “motor potential” is the finding that CNVs

are recorded in situations that do not involve movement such as
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anticipation of meaningful visual or auditory presentations as shown
in the previous figures. It is conceivable that the MP is a special
instance of a CNV, with the S, and S, both being internalized, the
hand movement being the response that operates to satisfy the induced
set of the subject. The internalized realization that it is “now time to
press the button” or make another instructed response is S, ; the initia-
tion of the voluntary action that has been delayed until the “proper”
time is analogous to S, in the S-R paradigm of the CN'V. The elec-
trophysiological event mediating the time between the origin of the
wish and the consummation of the act is a slow negative shift, and the

W+V.R.
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F16UBE 4-12.—The CNV to verbal stimuli.
A. The average of 16 trials recorded at the mastoid to the usual light,
sound, and button trials.
B. Same subject when a word is called to the subject as 8; and he
responds aloud with an associated word as S..
C. Same situation, but subject merely thinks a word to the sound of 8.,
making a subjective or ideational response.
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F1eUure 4-13.—Independence of the CNV from eye movement artifacts. The
subject makes a voluntary eye movement response to a visual stimulus
as 8: and returns the eyes to the original position at S: (recorded at the
Burden Inst., Bristol, England).

psychological correlate may well be expectancy or, in other terms,
preparatory set.

Walter’s original hypothesis that the CNV relates to efficiency of
action such as shortening of reaction time because of “cortical priming”
is confirmed by the other investigations. McAdam (1969) found that
late components of somatosensory AEP between 200 to 400 milli-
seconds are shorter when the stimulus is presented during the CNV
trials compared to presentation during the resting state. Other meas-
ures of levels of arousal are consistent with the hypothesis that the
CNYV is present, representing heightened arousal or alertness, but no
change is seen in the early components of the ER.
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The work on one very slow potential wave—the CN'V—has been
reviewed here. We are continuing our work toward understanding
the physiological origins and the psychological significance of the CNV
as well as exploring its clinical utility (Walter, 1966). We are now
exploring a variety of psychiatric and neurological disorders and
developmental problems in children. We still conceive of the CNV as
the electrical correlate of psychological expectancy and prefer the
generality of the term “contingent” since there is such a variety of
contingencies which it can represent.

DISCUSSION

Dr. Low: The CNV certainly is contingent upon something. The
question is, upon what? Is it always contingent upon the same thing?
If and when these questions are answered, we may find some reliable
clinical or diagnostic application for CN'V studies.

Since this is supposed to be a workshop session to consider problems
involved in conducting and interpreting experiments related to the
study of AEP, I would like to begin this discussion of Dr. Cohen’s
review by emphasizing the most serious methodological problem in
CNYV experiments. It is obvious that eye movements can introduce a
very significant contaminant into recordings of slow activity at the
scalp or from the brain surface. These movements must be accounted
for in any CNV experiment. In humans, this may be done in several

~ways. One method, described by McCallum and Walter (1968), con-

sists of “balancing out” eye movement between the active electrode and
the reference. Another simple method—and the method we prefer with
cooperative subjects—is to make all recordings with the subject visually
fixating a target.

In animal work, accounting for and eliminating eye movement is
not so simple. We have solved the problem in two ways. The obvious
method is to enucleate the eyes of the animal, as first suggested by
Chiorini (1966) ; however, this is not always practical or desirable.
Another method uses a subcortical reference electrode. This works well
if both the surface and the reference electrodes are away from the
anterior frontal regions, and this point will be discussed in more detail
later.

The most extensive work quantifying the relatiouship between eye
movement and the CNV in man was done by Hillyard (1968). He
partitioned the CN'V into two components, the Eye Artifact Potential
(EAP) and the true CNV (tCNV). In experiments performed with
the subject’s eyes closed, the mean contribution of eye movement arti-
fact to the total negative shift at the vertex was 23 percent over all
subjects. Significantly, the EAP introduced as much variability into
the vertex potential as did the tCNV. He concluded that changes re-
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F1aUre 4.-14.—CNYV recorded from a chemically para-
lyzed monkey. Trace is an average of 48 trials, re-
corded with the active electrode on frontal cortex
referred to a reference in occipital bone (negative

up).

ported in the CN'V by other workers without controls for eye movement
effects may have been determined by ocular rather than brain poten-
~ tials. His data are in general agreement with those of Low (1966).

If ocular movements are excluded as the source of the CNV by
proper experimental procedure, then what is the source of this poten-
tial? Our major research effort in Houston was directed towards
attempting to answer this question, and I will show some of the results
of this work.

A CNV-like potential may be recorded from Rhesus monkeys using
a variety of stimulus-response conditioning paradigms. The simplest
paradigm—and the one most closely resembling the S,—S.-R situation
in human studies—is escape-conditioning with a warning cue. Using
such a paradigm, we have recorded CNV from monkeys with and
without eyes; with and without chemically induced paralysis; with
cortical surface electrodes; with bone, cortical, and subcortical refer-
ence electrodes; and with intracortical, extracellular microelectrodes.

Figure 4-14 is a sample CNV recorded from a monkey that was
completely paralyzed by Flaxedil. The animal had been trained using
a variation of our usual S,—-S,-R paradigm. The S, was a loud click,
and S, was a 1000-Hz tone lasting 2.5 seconds, with a shock, across the
feet occurring at the end of S,. The tone could be terminated, and the
shock avoided if a lever was pressed during S,. Lever presses in the
S,-S; interval were punished by shock. A fter training to criterion, i.e.,
90 percent correct trials, this animal was paralyzed and intubated,
maintained with a respirator, and given a series of S,—S; trials. The
illustration is an “average” of 48 trials recorded from frontal cortex
and referred to an occipital bone reference. The form of this potential
is very similar to CNV recorded in humans without the sharp cutoff
at S, possibly because the animal was not able to make the required
response.
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Figure 4-15 illustrates similar shifts recorded with an identical para-
digm from a different animal. This monkey’s eyes were surglcally
removed 8 days before this experiment. Each of the three traces is an

“average” of 40 trials and is a result of cortical-cortical simultaneous
multichannel recording. Frontal cortex to parietal cortex leads show a
marked anterior-dominant negative shift in the S,—S, interval and
beyond. When the recording is from frontal cortex to sensory-motor
cortex, the more anterior electrode is still recording the greater nega-
tivity. Sensory-motor cortex to parietal cortex leads show relatively
little potential difference between the two, with only a small, late rise
of the baseline in the S,—S, interval.

Figure 4-16 illustrates the positions of the electrodes in this animal.

i f 1sec.
M14 FEB. 13/68 ENUCLEATED

F16URE 4-15—CNV recorded from an enucleated animal. Cortical-
cortical recording. Bach trace is an average of 40 trials, and the
epochs are simultaneous (negative up). FC=rfrontal cortical, SMC=
sensory-motor cortical, and PC=parietal cortical.
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Fieure 4-16.—Electrode positions for Figure 4-15 and Figure 4-17. A=frontal
cortex, B=sensory-motor cortex, C=subcortical reference, D=parietal cortex,
and E=subcortical reference.

The frontal surface electrode (A) is well anterior to the motor region.
The sensory-motor electrode (B) is near the motor-arm area, not as
close as we intended, but certainly closer to it than electrode (A).
Electrode (D) is on posterior parietal cortex. Marks (C) and (E) in-
dicate the insertion points of subcortical reference electrodes. For
technical reasons, electrode (C) could not be used, and the subcortical
reference for the following illustration was in the opposite hemisphere
to the surface electrodes, a circumstance that introduced no significant
variation as compared to similar recordings using an ipsilateral sub-
cortical reference in another animal.

Figure 4-17 shows three traces, each an average of 40 trials using the
same “enucleated” animal. The first trace is from the frontal cortex, the
second from sensory-motor cortex, and the third is from parietal cor-
tex, each referred to the same subcortical reference. There is an obvious
early rise of the negative shift in the anterior region, with a later,
slightly delayed peaking in the sensory-motor and parietal regions.

Using this same technique in the same animal before enucleation
produced very similar findings except that the negative shift in the
anterior lead was greater before than after the eyes were removed.
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There were no significant differences noted in amplitude measurements
of the CNV at the sensory-motor area referred to the subcortical
reference when comparing pre-enucleation and postenucleation
records.

Other recordings from three other monkeys produced similar results,
ie., a potential shift between S, and S,, which was negative at the
surface of the cortex with respect to subcortical reference. While this
particular observation may be modified with more careful measure-
ment, there were no apparent differences noted whether the reference
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Freurd 4-17.—CNV recorded from an enucleated animal. Cortical-sub-
cortical recording. Each trace is an average of 40 trials, and the epochs
are simultanecus (negative up). FC=frontal cortical, SMC=sensory-
motor cortical, PC==parietal cortical, and Trans=subecortical.
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was 3, 7, 10, or 15 mm deep, as long as the contact was in white matter.
In every animal, the anterior cortex became negative first, with
reference to more posterior cortex, with a later increase in negativity
of posterior areas.

‘Whether this potential in Rhesus monkeys is the same thing as the
CNYV in man is a moot point. It looks very similar to the human CNV;
it appears in apparently analogous situations; its distribution is simi-
lar, and we have considered it to be that which serves as the CNV
for monkeys.

Regarding another point, i.e., the relationship of the CN'V to arousal
and/or alertness in man, we have acquired some clarifying data. By
varying the intensity of S, around threshold, it was demonstrated
(Low et al., 1967) that CNV magnitude is correlated positively and
CNYV variability is correlated negatively with level of attentiveness
in man. The question then arose concerning whether this increased

. CNV magnitude is simply a reflection of generalized arousal.

Another experiment was done with nine volunteer subjects, using
essentially the same procedure; i.e., the subject’s threshold for clicks
was determined using the Bekesy trace method. Then a series of flash-
click pairs was given with the intensity of S, systematically varied
around threshold. Twenty flash-click pairs were given at each arbi-
trarily chosen intensity level of S, and the trials were averaged in
blocks of ten, giving two CN'V measurements for each level. A figure
called percent variance of CNV magnitude was calculated as o/p
where ¢ was the difference between the two CN'V measurements at any
given level multiplied by 1y 2~ (analogous to the standard deviation}),
and p was the mean value of the two measurements at the same level.
The CNV measurements included peak amplitude and area.

Correlations were then made between these measurements and sev-
eral variables, including attenuation of S, in decibels. Figure 4-18
shows the relationship for all nine subjects of percent variance of CNV
area to S, intensity. The variance is markedly lower when S, is at
threshold than at other intensities, and the differences between the
variances at T and at T+8 dB, and T and T—10 dB are significant at
the 0.05 level. Pearson product-moment correlation coefficients were
then calculated for S, intensity against CNV area, CNV amplitude
(peak), reaction time, heart rate, respiration rate, and GSR reactivity.
Table IT shows these coefficients of correlation. There are three signifi-
cant correlations, i.e., a strong negative correlation between S, intensity
and CNV area, and positive correlations between S, intensity and
respiration rate and S, intensity and GSR reactivity.

These data were interpreted as indicating that the mechanisms re-
sponsible for the increased magnitude of the CNV with increased
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Fi6URE 4-18.—Percentage value o/u of CNV area vs
dB attenuation of 8,. See text for explanation of ¢/p.
Nine subjects, 20 trials at each intensity level for
each subject.

attentiveness are not necessarily part of a global, physiological arousal
response.

The method of measuring the CNV is a matter of concern. It is
evident that a single-point amplitude measurement, whether it is peak
amplitude or amplitude at a given time after the warning signal, or
before the command signal, is not alone a sufficient descriptor of the
CNYV. The shape of the CNV varies markedly, depending in part upon
the length of the interstimulus interval (McAdam et al., 1969), and
yet it is difficult to accommodate multiple measurements such as rise
time, amplitudes at different points along the CNV, duration, etc.
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TasLe II.—Correlation Between S, Intensity and Other Variables

Variable r P
Heart rate_ - oo e —0. 210 0. 100
GSR reactivity. oo e +0. 405 *0, 005
Respiration rate__ . . +0. 323 *0. 025
Reaetion time._ __ .. —0. 222 0. 100 -
Peak CNV amplitude_ ... +0. 176 0. 150
CNV area . o oo e - —0. 612 *0. 005

*Significant correlation.

Also, it is often difficult to measure peak amplitude with accuracy
because of the fast activity superimposed on the curve of the CNV.

For these reasons, we have adopted the method of measuring CNV

" area as well as peak amplitude. Figure 4-19 illustrates the area of
a CNV as we measure it. The area is obtained as an integration of CNV
amplitude as a function of time between point A and point B. Point A
is the point of origin of the CNV, and B is its point of termination;
both points are obtained by inspection.

Using the data obtained in the last described experiment, correla-
tions were determined between CN'V areas and S intensity, peak CNV
amplitude, CNV duration, reaction time, and the other measured
physiological variables. Table I1I shows the correlation coefficients
in table form. The only significant correlation was between area and
S, intensity. There was little or no correlation between area and peak
amplitude or duration of the CNV, or between area and reaction time.

It was concluded that the area measurement is a useful parameter,
without which valuable information may be lost and that the area of a
CNYV is not necessarily a simple function of peak amplitude, duration,
or reaction time.

One other point should be stressed. The exact relationship of the
CNYV to background rhythmic activity or to the so-called resting de
level has not yet been satisfactorily resolved. For example, we have
obtained traces such as those in figure 420, indicating that, at least in
some cases, the resting dc level of the brain moves positively as the
CNYV increases in magnitude, as though the CNV were momentarily
returning the cortex to the zero state. Knott and Irwin (1967) have
shown that low-anxiety subjects will develop higher amplitude CNV
than high-anxiety subjects in a stressful experimental situation. They
postulate that the cortex may have a fixed capacity for shifting nega-
tively and that the CN'Vs of the high anxiety subjects “run into” this
ceiling from a variable baseline, with anxiety or arousal factors af-
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fecting the level of this baseline. The specific CN'V generators pre-
sumably provide a transient negative rise toward the postulated
“ceiling.”

Low and McSherry (1968) have shown that in the usual low-stress
single S;—S,~R paradigm, the physiological system for generation of
the CNV is not saturated since the CNV magnitude may be increased
by superimposition of tasks in time.

Finally, I feel less brave about making assertions regarding the
psychological-physiological significance of the CNV than I once was.
It may well be that what we call the CN'V is not a single entity but is
several different potentials with similar appearances, occurring alone
or recorded together in a variety of circumstances. All negative shifts
recorded at the surface of the brain do not necessarily signify the same
physiological-neuronal process. Since there is no general agreement
about the question of whether a cortical surface-negative potential al-
ways indicates either excitation or inhibition or some mixture of both,
it would seem quite adventurous to speculate about the physiological
function of a phenomenon that may not even be a discrete potential.

Dr. Lomsroso: I would like to make some remarks on this subject,
and I apologize if they will further add to the complexity—already
alluded to—of this phenomenon. It has been stated earlier that cortical

s
J —_—

Fieure 4-19.—Sample CKV (monkey, sensory-motor cortex-to-subcortical refer-
ence) illustrating area of the potential (stippled) ; (negative up).
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TasrLe III.—Correlation Between CNV Area and Other Variables

Variable r P
S intensity - - - e -—0. 612 *0. 005
Heart rate_ . - o o e +0. 138 0. 200
GSR reactivity__ . e -+0. 002 >0. 500
Respiration rate.. ... —0. 004 >0. 500
Reaction time. . _ .. . —0. 040 0. 450
Peak CNV amplitude________.__.___ e —0. 002 >0. 500
CNV duration.. _ - e +0. 090 0. 300

*Significant correlation.

or scalp-derived dc shifts (1) are synchronized with behavioral

processes; (2) may form an integral part of the bioelectric activity of

the cortex; (3) may provide information on the functional state of
. the cortex.

‘We have made some observations that may be interpreted as raising
some questions on these claims (Lombroso, in press). These were
obtained on adult subjects, and the usual technique for the study of the
CNV was used. The only difference in our setup was that 1 second
following a flash (2 logarithmic units above threshold) the subject
received via earphones a 10-msec tone delivered to either his right or
left ear according to a program provided by a random pattern gen-
erator. There was background white noise. After baseline trials with
no instructions, the subject was asked to respond to each tone regard-
less of the ear it reached. Thus, we could observe the development of
the CN'Vs obtainable when the tone reached either ear and “averaged”
separately on a CAT-1000 from an FM tape deck. There was no differ-
ence between these CN'V, as could be expected. We also were recording
and averaging both vertical and horizontal EQG, as well as the EMG
derived from the “acting” arm, and from two pairs of electrodes placed
orthogonally presumably over the sensory projection area of the con-
tralateral hemisphere. The response requested was the activation of a
microswitch that in some cases gated an electronic counter that meas-
ured reaction time. For some experiments, the response was “mental” ;
1.e., a serial subtraction. A continuous strip-chart monitored all param-
eters and permitted discarding of trials with mistakes or blinking
and other artifacts.

After the CNV became established, the subject was asked to respond
only when the tone reached one of his ears, and not to respond when
it reached the other. Two to four trials were run consecutively in the
same manner. Then the subject was asked to reverse his response to
the time when the tone now reached the opposite ear. This again was
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repeated for two to four trials. Finally, runs were made with the
subject instructed to ignore the tone to either ear.

Figure 4-21 shows what happened consistently in the CNV obtained
separately when the tone reached one ear or the other at random.
Each graph is the average of 12 flash-tone sets. The broken lines
indicate when the flash and the tone were given—1-second apart. In
the left column are displayed the CNV developing when the tone
reached the left ear, for which the subject was asked not to respond
(NR) during the first three runs, and to respond (R) during the sub-
sequent two. Conversely, in the right column are the CNV developing
when the tone arrived at the right ear, for which a response was re-
quired in the first three runs, and none for the two consecutive ones.

Note the similarity of the CNV developing when the tone had
reached the left or the right ear during the first run when a choice
had to be made. Remember that the subject was performing (correctly
as monitored all the time) a different task for each stimulated ear—
press a switch or subtract a number in one case, or do nothing in the
other. As the program continued, however, note the difference develop-
ing at the termination of the CNV. Naturally, none would occur dur-
ing either the first evoked response nor during the development of the
negative dc shift since no difference in the program became known to
the subject until the imperative signal arrived.

As you can see, at the second such trial (run 4 of fig. 4-21) the CNV
tends to terminate earlier when the tone reaches the ear for which

FZ-AA2
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F1eURE 4-20.—Sample CNV (man, vertex-to-paired ear
reference) obtained while recording for 4 sec before
and 4 sec¢ after the occurrence of 8. Each trace is an
average of 12 trials (negative up).
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F1eURE 4-21.—Broken lines indicate times of flash-tone stimuli, 1 second apart.
The CNYV, obtained when the tone reached at random the left or the right ear,
are displayed in the left and right columns, respectively. R and NR denote
“response” and “no response,” respectively. During runs 3, 4, and 5, the sub-
ject was responding only when the tone reached his right ear, while during
runs 6 and 7, the instructions were reversed. Note the difference in the termina-
tion of the CNV between R and NR that appears at run 4 and its rapid reversal
at run 6. During the last run, the subject was told not to respond to tones reach-
ing either his right or left ear. All runs were performed consecutively and
congsisted of 24 flash-tone pairs, with tones distributed randomly to right or
left ear.

the subject was told to respond. More strikingly, the positive deflection
of the CNV when the tone reaches the ear for which no response is
requested now has “grown”—so to speak-—becoming notably greater
than it was for the previous trial and falling below “baseline”. Con-
versely, note how much smaller the positive deflection of the ending
CNYV has become when the stimulus reaches the ear selected for re-
sponse. These differences become even more marked at the third con-
secutive trial (run 5 of fig. 4-21). Note what happens when the re-
sponse parameters are reversed, that is, when at run 6 the subject is
told to respond only when the tone reaches his left ear. The CNV
termination sweep has changed also quite markedly, becoming less
than one-half of its value for the previous one. Conversely, the end
sweep of the CNV developing when the tone reaches the right ear for
which now no response is requested, is about double what it was for the
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previous run. Similar differences are seen for the next consecutive
trial (run 7) and for the last (run 8). No differences are seen between
the two sides when the subject is told not to respond to any tone, and
no CNV develops.

These differerices in the termination of the CNV were not caused by
muscle or eye contaminants although I argue—Ilike many others—that
strict monitoring of both is necessary. Also “averaging,” especially of
eye movements, should be done in conjunction with CNV averaging
since only by “averaging” one may discover their contribution.
Likewise, there was no significant contamination in our CNV from
the SER because of the contralateral fingering of the microswitch.
These differences in the termination of the CNV occurred equally
over both hemispheres and were unrelated to the subject’s errors.

Now, I would like to illustrate briefly a second observation. This
shift in the morphology of the CN'V termination, with the reversing
of instructions, can occur right away following the change in instrue-
tions and in response. But in other instances, we found a remarkable
lag in the shift of the CN'V morphology as it related to the behavioral
response. Figure 4-22 illustrates this point. Here the two CNV
(each an average of 12) are displayed in pairs. Note again the
little difference between the NR and R CNV on the first trial, and the
developing of a marked difference as trials progress (runs 2 and 3).
But now, when the instructions are reversed at run 4, there is no im-
mediate and parallel shift in the CNV termination. If anything, the
cnd of the R CNV is still greater than the NR CNV. Only at run 6 and
especially at run 7 do we see a well-established reversal of the CNV
positive deflection. In other words, while the subject performed the
requested shifts in his response immediately and correctly, there was
a considerable time lag for a parallel shift to appear in his CNV.

It is possible that the described differences in the termination of
the CNV obtainable when the subject responds or does not respond,
may be related to a surge of negativity and to a further positive dc
shift, respectively, and that these relate to aspects of discriminatory
behavior such as “attending to” or suppressing” and so forth. Inter-
esting as these differences I have described might be, I find it strange
that the electrical signals accompanying these high-level neuronal
processes should lag, at least in some subjects, so far behind their
performance. It would seem reasonable to question, for example, the
concept that the CNV represents a “priming” process of the frontal
cortex preparatory for the discharging of its motor neurons, when it
may take so long for an aspect of its morphology to “catch up” with
a change in motor performance. For the same reasons, how could we
relate these changes to either “excitation” or “inhibition” in neuronal
assemblies, as has been claimed ¢

348-516 O - 69 - 13
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FigUure 4-22.—The experimental situation is the same
here as for the preceding figure and the CNV are dis-
played in pairs, those obtained when the tone reached
the left ear being the first for each run. R and NR
denote “response” and “no response,” respectively.
A notable difference develops in the termination of
the CNV as the trials progress, being maximal at
run 3, when the instructions were reversed. At runs 6
and 7 the reversal in the CNV termination takes
several trials to become clear.

While it is conceivable that some components of the CNV are
“peuronal” in origin—and we would agree that the AEP to flash and
tone were indeed “neuronal” events—it is at least plausible that others
may be non-neuronal. Referring in particular to the dc shifits, we
should remember that parallel to neuronal events of excitation or
inhibition, many metabolic and physiochemical processes are occuring
in glial cells, capillary endothelium, and the like, all capable of induc-
ing slow current shifts. Adey (1963), for instance, has shown that
rapid changes in impedance of small volumes of cortex closely relate
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to relatively rapid shifts of blood flow and gas exchange, and that
the impedance of dendritic structures has been noted to change in
several of those behavioral states during which negative de shifts have
been measured on the cortex. It is conceivable that a phenomenon such
as the one we have described before, namely, the time lag between re-
versing changes in CNV when behavioral parameters are reversed,
might be explained easily on the basis of such extraneuronal sources
whose time basis is much less rigid than one would expect from neu-
ronal populations.

Dr. Cuapman: I would like to make two points—the first about
the various ways that eye movements might affect electrical responses
and the second about the relation between CNV and AEP. We all
know that eye movements can cause much difficulty, and this holds
equally true for the slow potentials, as well as the faster ones which we
categorize as evoked potentials. I would like to point out that there
are several ways in which such eye movements might affect our re-
sponses. The one that has been discussed primarily is the direct elec-
trical effect resulting from movement of the eye. The voltages re-
corded from the eye as the corneoretinal potential or electrooculogram
(EOG) may be carried by volume conduction to electrodes at other
sites on the head.

There are also indirect ways in which eye movements might affect
the evoked potentials that we ought to keep in mind because the effects
may be larger although the mechanisms are more subtle. I call them
indirect because they involve the visual pathways themselves, rather
than simple spread of potential. There are at least two ways in which
the indirect effects might occur.

One kind of indirect effect is caused by displaced retinal images pro-
ducing neural activity in the visual system. A static light pattern
moved across the retina by eye movements is a very effective stimulus
for retinal activity because both on and off responses are produced as
the light moves onto fresh retina and off of previously stimulated
retina. This effect was demonstrated in experiments by Gaarder et al.
(1964), who had their subjects fixate a static target and obtained an
AEP by synchronizing the computer with the subject’s eye move-
ments. The AEP they obtained depended upon stimulus characteris-
tics showing that it was mediated by the visual system. This indirect,
effect may be large enough to be seen as lambda waves in the EEG. This
indirect effect can be eliminated in many experiments by keeping the
subject in the dark and keeping the presentation of visual stimuli so
brief that the retina does not have time to sweep across the light. Tt is to
be noted that experiments purporting to use nonvisual stimuli are not
immune from this eye movement effect if a visual field is present, since
the nonvisual stimulus may synchronize eye movements, which in turn
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result in visual evoked responses. If we are interested in differential
effects, we might worry about differential eye movements producing
the differences between the evoked responses or CNV.

The second indirect effect of eye movements concerns direction of
gaze and is not so easy to cope with. A light stimulus may not reach
the same retinal locations from one stimulus presentation to the next,
even within an averaging run. Even having an experienced subject
fixate is only an approximation to reproducible conditions since eye
movements are so ubiquitous (Riggs, Armington, and Ratliff, 1954).
The eye need move only little for the light stimulus to reach a fresh
piece of retina, and it is well known that adaptation effects in the
visual system are very large. Also a shift in gaze may shift the visual
stimulus onto a part of the retina that contributes more or less to the
AEP (Rietveld et al., 1965; Tepas and Armington, 1962) ; for exam-
ple, consider the difference between peripheral and foveal representa-
tion. We need to consider the problem that differences in electrical
‘responses associated with independent variables of interest may be
caused by differences in gaze direction, and the problem is more com-
plicated than knowing the average gaze during an averaging run.
Reviewing briefly, eye movements may have direct effects from the
EOG and indirect effects via the visual system—i.e., retinal image
displacement during the individual stimulus presentation and from one
presentation to the next.

The second issue concerns the relation between slow wave potentials
and the AEP. The data in figure 423 were obtained in a study of
AEP (Chapman, 1965) ; however, slow wave effects show up. Two
classes of stimuli, numbers and letters, were presented in a sequence
that was fixed for a given run of trials. For example, the data in the
top row were from runs when each trial had the following sequence of
light flashes: number, letter, number, letter, blank. The particular
numbers and letters in each position were randomly selected. The
subject was given a task that involved one set of stimuli. In the top
row, the letters were relevant to the task, and the numbers irrelevant.
In the second row, the same physical stimuli were used in the same
sequence, but the numbers were relevant to solving the problem, and
the letters irrelevant. Vertical comparisons showed the tendency for
larger AEP when the stimuli were task-relevant.

These AEP appear to be superimposed on a slow wave change
running across the trials. This experimental design has features in
common with the one used to obtain the CN'V, namely, trials in which
there are fixed temporal relations among the stimuli; also, the subject
must respond to certain imperative or relevant stimuli.

The question is whether the enhanced positive response (positive is
up in fig. 4-23) to the relevant stimulus might be caused by the
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F1aUureE 4-23.—Averaged evoked potentials to numbers
(#) and letters (L) during runs when one stimulus
class was relevant (circled), and the other irrele-
vant. Monopolar recording from electrode between
C. and P. with reference to linked earlobes (negative
down). Time constant was 0.4 sec. Onset time of brief
visual stimuli shown by vertical lines on traces.

termination of an anticipatory negative wave. If so, AEP and CNV
investigations may be studying the same process.

The data from this subject suggest that they are independent to
some extent. For the sake of this discussion, the AEP is defined as
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the amplitude of the major positive component with reference to the
voltage level at the time of the stimulus (vertical lines in fig. 4-23).
The slow wave is defined as the voltage levels “across” the trial at the
times of the stimuli. Although there is a statistical tendency for higher
AEP peaks to occur when the trace at the time of the stimulus is more
negative, this does not appear to be a tight, causal connection. For
example, the largest AEP tended to occur at the first stimulus on all
types of trials (first AEP in each row) although for this subject
the most negative part of the slow wave occurred later in the trial
when the fourth stimulus was flashed. Moreover, the pattern of
slow wave change across the trials was different in other subjects
although there was a tendency for the relevant stimuli to evoke
higher-amplitude AEP.

Aside from the question of the relation to CN'V, these data illustrate
a problem with regard to AEP measurement. Most of us take our AEP
measurements in relation to the particular response we are looking at,

‘and not in relation to the entire sequence of responses or an absolute
reference level. For example, many of us establish a baseline using the
very first part of the response or the potential level found a short
time before the stimulus was delivered and measure amplitudes from
there. The data in figure 4-23 show that the AEP amplitudes would be
profoundly different if they were measured from a common baseline
for all the AEP in the sequences.

Dr. Wargrer: Dr. Low’s espousal of the area under the CNV curve
raises a question. Why not use a low-pass filter on the data? It would
seem that this would be an entirely equivalent operation. Is there some
positive reason for not treating the data that way, rather than waiting
until the Line can process it ?

Dr. Conex: To answer Dr. Walter, I guess my reason for not filter-
ing that way is that I am interested in the faster responses as well at
the same time.

Dr. Wavrter: It still might be easier if you separated them onto
two channels. \

Dr. Comen: In regard to Dr. Lombroso’s finding, we have made
similar observations. When stimuli are to be discriminated, the nega-
tive stimulus is followed by a positive wave. I wonder whether he
thinks that positivity, in that case, represents inhibition. If the nega-
tivity is priming excitation, do we have an opposite process in the posi-
tivity ? I realize we must have some balance.

There is a lag in the CNV compared to the behavioral response.
I think that the reason for the lag is that we are looking at synchro-
nous activity. We don’t know what in the cortex is mediating a particu-
lar behavior and how that is reflected electrically at a given point. How-
ever, unless there is synchrony, we won’t see a wave at the surface.
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Young children can perform the tasks used in CN'V experiments before
the CN'V can be recorded. This is also found in children with learning
problems and behavioral disorders. There, behaviorally they may be
able to perform the task, but the CN'V is very much retarded for the
age level and may be absent. We obtain behavioral changes before we
see a synchronized electrical activity at the scalp. But that should not
be too surprising since I think maximal cortical response is not re-
quired in order to mediate a simple task.

Dr. Arrson: I have a question for Dr. Vaughan which was trig-
gered by one of Dr. Cohen’s figures (fig. 4-5). He showed the topog-
raphy of the CNV, and it was largest in the vertex region. It is curious
to me that there is a whole variety of evoked responses, all of which
are largest in the vertex region. Of course, there are the vertex poten-
tials themselves, which may or may not be largest at the vertex. There
are certainly differences between modalities that are focused in the
region of the vertex.

Some of the early auditory responses that Goff described this morn-
ing are largest at the vertex. Goff and I have recently been recording
odorant evoked responses (Allison and Goff, 1967). This response is
a long latency response that is also largest at the vertex. It seems un-
likely to me that the area of the brain under that electrode is really
responsible for all this activity. I gather that you are rather optimistic
about your volume conduction model, allowing you to infer the gener-
ators of scalp-recorded responses. I am wondering how your model

~would accommodate this conglomerate, all of which seems to be large
at the vertex.

To be specific, would the model allow us to specify superficial gen-
erators, as the CN'V might be, for example, if it were generated trans-
cortically, as opposed-to a deep generator, as I would expect the odor-
ant response, for example, to be?

Dr. VaveHaN. As I have noted in Chapter 2, there are several
steady-potential shifts (SPS) that differ both spatially and in their
behavioral correlates from the CNV. My present evaluation of this
situation is tentative at best, both because of the artifact problem and
the somewhat ephemeral nature of these phenomena. Because of these
uncertainties, I have not published more data obtained over the past
few years in my laboratory. I have serious reservations concerning the
reliability and interpretation of some of the published observations
made elsewhere. For a time, we were convinced that the CNV was, in
fact, merely the early slow component of the motor potential (MP)
(the “readiness potential” of Kornhuber and Deecke, 1965). Our evi-
dence was the somatotopic distribution over motor cortex and the fact
that it seemed to be more closely time-locked to the motor response than
to the stimulus in both the reaction time paradigm and the time esti-
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mation paradigm (Vaughan and Cost, 1968). We have never been able
to confirm conclusively the existence of a frontal SPS independent
of the MP or the EOG. The issue has been complicated further by
our confirmation of the early observations by Kohler, et al.,
(1955a, b) of SPS associated with novel stimulation and the discovery
of SPS over visual cortex in discrimination tasks. Since these seem to
be specific potentials comparable to those recorded by Gumnit and
Grossman (1961), the SPS to auditory stimulation is maximal at the
vertex. Only for visual stimuli has it been possible for us to make a
clear spatial differentiation of the SPS associated with sensory set or
orientation and those which seem to be related to preparation for a
motor response.

My own bias on this problem is that the physiological origin and
functional significance of the SPS need to be elucidated in experi-
mental animals. At the present time, there is virtually no reason even
to suppose that they are either wholly or partly of neural origin; nor

. do I fee] that the phenomena are sufficiently reliable within or across
subjects, even under the quite close behavioral controls we employ,
to feel very comfortable about suggestions that these phenomena might
have diagnostic value in clinical populations. Although much of the
interest in steady potentials in man has derived from the presumption
that “complex” psychological variables exist which may be defined by
such vague terms as “expectancy,” I suspect that observations made
in animals under carefully controlled behavioral conditions will pro-
vide the insight into the functional significance of these potentials.

Dr. Doxcuin: I want to support Dr. Chapman’s comment on the
relationship between the CNV and the AEP. Dr. Smith and I have
obtained very similar results (Donchin and Smith, 1968). I would
like to stress that whatever we decide about the CNV, its nature, its
physiological source, and its functional significance, we must consider
the relationship between the CN'V and the evoked response. While an
investigator might have no interest in the CNV in a particular study,
the subject determines to a large extent the nature of the experiment.
If the instructions produce constraints that make the contingencies
between the stimuli in a series important to the subject, as for example
when the stimuli follow each other at a fixed interval and each be-
comes an S, to the following S;, a CNV might—and usually does—
develop between the successive stimuli. If theré is a relationship be-
tween the CNV and fast responses—and we have no information on
that yet—then the results of such an experiment would be difficult
to interpret. In the study I refer to, we were basically interested in
the task-relevance of stimuli and its effect on the AEP. The stimuli
were presented randomly, and averaged evoked potential differences
were indeed found that depended on task-relevance. However, if the
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stimuli are presented at a fixed rate and the proper amplifiers are
used, a CNV develops between the stimuli. Any relationship between
the CNV and evoked response thus would greatly affect our results.

Dr. Knorr: I want to give Dr. Dale McAdam an opportunity to
comment on the matter of evoked response and the CNV. He may
answer your question for you. However, I would like to return to the
data presented by Jasper at the Cold Spring Harbor conference of
1986. Using rather long-time-constant amplifiers, he recorded very
slow potentials in the electroencephalogram. At that time, Jasper
made some analogies between shifts to a negative polarity and in-
creases of excitability, and shifts to a positive polarity related to a
decrease in excitability. In this, he led the field by many years.

Our data on the anxiety problem did show that there was a lesser
rise in the CNV in moderately anxiety-prone individuals placed under
stress than in less anxious subjects under stress; this led us to believe
that there is a finite dc level that can be achieved. This has been fol-
lowed up by my collaborator, Dr. Don Irwin, who has been able to
show that while the dc level of the cortex can be increased by constant
stimulation, there consequently is a limit to the remaining shift under
the expectancy paradigm. This is important, because I think it may
explain the Chapman data, and I think it clearly is related to the
comments just made by Donchin.

Dr. McApam: I would like to summarize briefly some recent work
(McAdam, 1969) showing changes in somatosensory evoked potentials
to noncue stimuli presented during a CN'V. Figure 424 shows sample
CNYV and the procedure we used. We generated CNV by asking sub-
jects to respond as quickly as possible to the offset of an 1800-msec
tone. On a random one-half of the trials, shock to the median nerve
was given 1 second after tone onset. The median nerve shocks were of
sufficient intensity to cause a small but reliable thumb twitch. Sub-
jects were instructed to pay no attention to the shocks, but to attend
only to the tone and respond as quickly as possible to its offset. Shocks
were also delivered during the intertrial intervals, i.e., when no CNV
was present.

In addition to recording the CNV from a vertex-mastoid derivation,
evoked potentials to median nerve shock were recorded from contra-
lateral frontoparietal scalp using RC-couplied amplifiers. Examples
of these potentials are presented in figure 4-25. These are tracings of
responses from two subjects, A and B, under conditions when the
shock was presented during the CNV (A’ and B’), and when it was
presented in the intertrial interval (A and B). The lower set shows the
most complex potential, while the components in the upper set were
seen in all 24 subjects. All scoring was based upon the seven compo-
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F16URE 4-24.—CNYV from one subject. Averages of 50
responses each. Vertex-to-mastoid reference. Upper
record: trials when median nerve shock was pre-
sented. Lower record: trials with tone alone (nega-
tive up).

nents that were common to all subjects; the component numbers used
in tables IV and V are those shown in this figure.

In addition to the 16 subjects in the experimental group, 8 subjects
were run under a “tone-control” condition. These subjects were given
the same stimuli as were those in the CNV group, but made no re-
sponses. No CN'Vs were seen in this group.

Analysis of amplitude changes between potentials recorded when
the shock was given during the tone as compared to those recorded
when shock was given during the intertrial interval showed an across-
the-board decrease in amplitude of nearly all components when the
shock was presented in combination with another stimulus (see table
IV). These amplitude decreases during tone were present whether
a CN'V was generated or not.

Latency changes, on the other hand, were found to be unique to the
CNYV group; the latencies of components 9, 10, and 11 were signifi-
cantly shorter when the shock was given during the CNV than when
it was given during the intertrial interval. No corresponding differ-
ence was found in the tone-control group data (see table V). This
result lends support to the hypothesis advanced by Walter, et al.
(1964) that the CN'V represents “the electric sign of cortical prim-
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ing.” There is, however, nothing in these data that would limit the
mechanism for the observed responsiveness changes to a cortical site.
In fact, since the changes in the evoked potentials that were unique to
the CN'V group were seen only with the later components (beyond
200 msec), subcortical structures such as the reticular formation are
very probably playing a role in producing these changes.

50msec 10

FieuBe 4-25.—Somatosensory evoked potentials from two subjects, A and B, in
the CNV group. Averages of 50 responses each. Parietal electrode relative
to a reference placed 6 cm anterior to it. Square wave at left of each trace is
10—xV calibration signal; A and B responses obtained during the intertrial
interval and A’ and B’ are responses obtained during presentation of the tone
(negative up).
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TasLe IV.—Mean Differences in Peak-to-Peak Amplitudes of Evoked
Potential Components

Tone control group CNV group
Components® (and mean peak-to-
peak amplitudes, in gV, response Difference Difference
during intertrial) (V) (inter- t (V) (inter- t
trial-tone) trial-CNYV)
1-2 (14.5) e 1.3 »3.33 0.9 1.02
2-7 (19.0) . 1.6 P2.71 3.7 v2.75
7-8 (M.4) . 1.2 »2.67 4.1 »4.17
89 (8.9) o ___ 2.0 ©5 00 2.7 b2 .48
9-10 (9.8) o 1.6 »2.71 1.9 392
10-11 (9.4) o —0.4 0. 585 1.1 1.43

» Identified by numbers as in figure 4-2.
b P<C0.05; all others not significant.

TaBLE V.—Mean Differences in Peak Latencies of Evoked Potential

Components
Tone control group CNYV group
Component = (and mean latency,
in msee, response during Difference Difference
intertrial) (msec) t (msec) t
(intertrial- (intertrial-
tone) CNV)
1 (8.7 . 0.4 . 800 —0.2 . 610
2 (834) . 0.1 . 164 01 . 151
7 (1049) . 1.4 . 318 —2.2 1.93
8 (158.1) e oo —4.1 . 579 3.6 1. 26
9 (2108) o _.__. 2.0 . 769 6.5 b2.20
10 (273.7)  coee 2.6 . 565 7.3 P4.68
11 (343.9) . —0.8 . 333 10.3 b4.11

& Jdentified by numbers as in Figure 4-2.
b p<0.05, all others not significant.

I would like now to discuss another point in Dr. Vaughan’s support
by helping bridge the gap between what he calls the “motor potential”
(Vaughan et al., 1968) and the CNV. The motor potential consists in
part of a slow, surface negative shift recordable over motor cortex,
which occurs before the performance of a voluntary motor act. It is
topographically distributed over the motor area, the site of maximum
amplitude being determined by the muscle groups involved in making
the response.
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The motor potential was first described by Kornhuber and Deecke
(1965), and they gave it the name Bereitschaftspotential or “readi-
ness potential” (RP). They noted that the RP is enhanced by “inten-
tional engagement” on the part of the subject in the performance of
the response, but they do not report quantitative data on this point.
“Intentional engagement” sounded a lot like motivation to us, and
since a number of papers on the CNV had expressly implicated moti-
vation as one of its most potent psychological determiners (Irwin
et al., 1966a, b; Rebert et al., 1967; McAdam et ai., 1968), David Seales
and I decided to look at the RP under conditions of varying motiva-
tion (McAdam and Seales, 1969).

Figure 4-26 shows examples of RP that we recorded from electrodes
located at C, and C, (contralateral and ipsilateral motor areas, respec-
tively) while the subject was making a simple button-press response
with his right thumb. Two conditions were run; in one, labeled “base-
line” subjects were instructed simply to make a response every 3 or 4
secorids. There was no consequence whatsoever. Under the “reward”
condition, the subjects were given purposely vague instructions that
if they responded in the “right way” or at the “right time” they
would receive a monetary reward for the response. In fact, they were
rewarded on a random 50 percent of the trials in this situation.

. Figure 4-27 summarizes the data from the 11 subjects tested under
these conditions. Analysis of variance on these data showed no inter-
action effect between conditions and electrode placement. However,

' RP amplitudes were significantly larger under the “reward” condition
than under the “baseline” condition for both ipsilateral and contra-
lateral placements, and RP amplitudes were larger for contralateral
placements than for ipsilateral placements under both conditions. It
appears, therefore, that the RP changes with increased motivation in
much the same way as does the CNV; i.e., larger amplitude responses
are found. Since the changes in RP amplitudes were the same for both
ipsilateral and contralateral electrode locations, it implicates a gen-
eral activating system (possibly the reticular formation) as a neural
substrate for these changes.

It is interesting that a laterality effect has never been reported for
the CN'V. This is certainly caused in most cases by the fact that experi-
menters did not look for it; the CNV is “traditionally” recorded as
a midline phenomenon. Nonetheless, both Low et al. (1966a) and Cohen
(in this volume) report that the CN'V is distributed symmetrically in
the coronal plane with a peak amplitude at the vertex. It may be that
the increased complexity of the CN'V situation over that used to evoke
an RP and the fact that stimuli have been presented bilaterally, served
to wash out any laterality effect. Mr. Seales and I are currently explor-
ing this problem, but we have no data which we can report as yet.
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GONTRALATERAL 5 pv [_,
100 msec.

BASELINE REWARD

IPSILATERAL

F1eURE 4-26.—Sample RPs obtained from one subject. The active electrode is
Cs or C. Arrow indicates occurrence of response (negative up).

Dr. LEamManN: I would like to ask Dr. McAdam if he measured the
amount of pressure exerted by the subject in the reward and non-
reward situation.

Dr. McApam: I would be very happy to say that I did, but I didn’t.
‘We were not equipped to do it.

Dr. Hizzyarp: Both Low and Cohen pointed out that the corneoret-
inal potential can be a source of artifact in the CNV, and I would like
to present some data that will document the seriousness of this
problem.

Figure 4-28 (Hillyard and Galambos, in press) shows computer-
averaged tracings of the CNV from the vertex-mastoid derivation and
the simultaneous transorbital EOG, recorded with dc electrodes above
and below one eye. These recordings were taken in the standard S,~S,-
lever-pressing situation, wherein S, was a click and S, was a tone that
signalled the motor response. These are typical records from nine
different subjects, each of whom displayed a different, characteristic
pattern of eye movements during the S,—S, interval.

In the top row, for example, the waveform of the CNV is paralleled
closely by the waveform of the EOG deflection (lower tracing). An up-
ward deflection in the EOG indicates a negative shifting of the supra-
orbital electrode, caused by elevation of the negative, posterior end
of the corneoretinal dipole. Most commonly, there was a downward
eye rotation in the S,—S, interval if the eyes were closed; however,
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the mechanisms and significance of such involuntary eye movements
preceding lever presses remain a mystery. Some subjects, however, did
not display any sizable eye movements under identical circumstances.

My next task was to relate the amplitudes of these transorbital
potential shifts to the artifacts produced concurrently in the vertex-
mastoid mentage during different-sized eye rotations. Accordingly,
the recorded CNV was subdivided into one component caused by
the corneoretinal fields called the Eye Artifact Potential (EAP), and
a second component which I called the “true” or tCNV, which prob-
ably comes from the brain. These two potentials are summed and
confounded in most recordings of the CN'V unless special precautions
are taken.

A separate “calibration” procedure was designed to relate the am-
plitude of the EOG deflection to that of the EAP induced at the

16-
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contraiateral
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Fieure 4-27.—Group means of RP amplitudes for
ipsilateral and contralateral locations under baseline
and reward conditions.
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coL

GUS

FiGURE 4-28.—Simultaneous recordings of the CNV and the deflection in the
vertical EOG, caused by synchronous involuntary eye movements. Calibrations
are 20 ¢V for the CNV and 100 pV for the EOG (negative up).

vertex. Each subject made upward and downward eye rotations of
specified angles, and the EOG deflections were measured along with
the EAP, which could be algebraically separated from the concurrent
tCNV by a subtraction method, described fully in Hillyard and
Galambos (in press).

The amplitude of the EAP induced at the vertex (in microvolts)
1s plotted in figure 4-29 as a function of the potential shift recorded
across the eyes during eye rotations of different sizes. This relation-
ship was linear in all subjects, and the parameters of the lines of
best-fit are given for the vertex-mastoid channel. The solid circles
represent EAPs that were induced simultaneously in a frontal elec-
trode, placed 4 cm anterior to the vertex. In the frontal electrode,
which was closer to the eyes, a greater proportion of artifact was
induced per unit of eyeball rotation. By taking such calibration curves
and applying them to CNVs that were recorded in the S,—S,-lever
pressing situation, the appropriate amount of EAP at the vertex
could be calculated. By such procedures, it was found that 28 percent
of the CNV was composed of negative EAP in the average subject,
because of a net tendency to move the eyes downward in synchrony
with the CNV.
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Fieure 4-29.—Linear increase in eye-movement artifact (EAP) with increasing
potential shift in the EOG, both induced by voluntary eye rotations. Param-
eters of best-fit lines: b==slope, a=intercept, r®==Pearson correlation coefli-
cient, squared. Solid circles: frontal-mastoid. Open circles: vertex-mastoid.

Within a given subject, however, there was considerable variability
from trial to trial in the magnitude of the eye rotation (fig. 4-30).
At times, the involuntary eye movements were downward, thus in-
crementing the tCN'V ; however, on other sets of trials, the EAPs were
absent or even positive, thus partially cancelling out the tCNV. Eye
movements introduced a tremendous amount of variability into the
CNYV, even under constant conditions. It is therefore possible that
experimental manipulations, such as a change in the stimuli or task
conditions, could produce change in the CNV, either by affecting
oculomotor mechanisms (and the EAP). or by altering the tCNV.

Figure 4-31 gives a graphic illustration of how the eye artifact can
affect what is recorded from the vertex. For each subject, three blocks
of 12 trials are shown, selected and summed on the basis of the size of
the concurrent EOG deflection. In the set of trials labelled A, the eye
was rotated downward in subject McG; in B the eyes didn’t rotate
much, and in C the eyes rotated upwards, producing negative, zero,
and positive EAPs, respectively. Notice the reduction in the CNV
caused by positive EAP and its enhancement by negative EAP.

348-516 O - 69 -~ 14
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FieurRe 4-30.—Spontaneous variability to the CNYV,
broken down into EAP and tCNV (hatched area)
components. Number above each point is the per-
centage of CNV comprised of EAP, or simply “per-
centage artifact”.

The story is the same for subject EIO; CNV and EOG from three
blocks of 12 trials are shown, and the CN'V was progressively dimin-
ished as EA Ps became more positive. In the frontal electrode, the EAP
was larger than at the vertex for a given amount of eye rotation, while
the tCN'Vs were smaller by about 25 percent.

These relationships are shown graphically in figure 4-32. In each
subject, 96 trials were subdivided into blocks of 12 on the basis of the
EOG deflections. The CNV amplitudes recorded from the vertex were
a linear function of the eyeball rotation, which was indexed by the
transorbitdl EOG.

One way to eliminate ocular artifacts was to perform the CNV
experiments with the eyes fixated on a point. Typical CN'Vs recorded
from four subjects with the eyes fixed are shown in figure 4-33; since
the eyes did not move, these potential shifts represent only the tCNV
component. In WOW and EIO, there was a small “twitch” in the EOG
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after the click (S,), which could have contaminated the click-evoked
potential, but not the tCNV. Eye blinks frequently occurred after the
lever press, causing large deflections in the EOG because of upward
rotation of the ocular dipole. The resultant EAP caused the CNV to
“cut off” more sharply than it would have if no blinks occurred.

The amplitudes of the tCNV that were recorded directly with the
eyes fixated were equal to those of tCNV produced with the eyes
closed and free to rotate, calculated by subtraction of the appropriate
amounts of EAP. This equality substantiates the validity and accu-
racy with which the CN'Vs were partitioned into additive tCNV and
EAP components.

Further studies were made of the relationship of the CNV and tCNV
to the reaction time (RT) of the lever press (Hillyard, in press). Pre-
viously, it had been shown that an inverse relation between large CNV
and short RT occurred in the context of acquisition of the CNV (Hill-
yard and Galambos, 1967; Walter, 1965a) ; that is, on the first few
trials, before the subject had learned the S,~S, association, the CN'Vs
were small, and RTs were long. With practice, the CNV grew larger
while RT decreased, thus producing a significant negative correlation
over acquisition trials.

FIaUuRE 4-31.—Correlation of CNV amplitude with ocular potential shifts. Cali-
brations : CNV=20 xV, EOG=100 xV (negative up).
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F1eURE 4-32.—Linear increase in CNV as a function of EOG defiec-
tions spontaneously produced. Solid line gives predicted value of
EAP for given amount of BEOG deflection.

T was interested in the trial-to-trial relationships between CNV and
RT, within a long series of trials in which there was no net trend of
increasing CN'V or decreasing RT. A total of 96 trials was subdivided
into blocks of 12 each on the basis of RT. The tape-recorded CNVs
were summed together on each block as shown in figure 4-34.

The uppermost tracing is the averaged CNV from the 12 trials with
the fastest RT, ranging from 104 to 148 msec. The second tracing is
from the 12 trials with the next fastest RT, and so on. For this par-
ticular subject, CNVs were significantly smaller when RTs were.
longer, with RT fluctuating spontaneously on a trial-to-trial basis.
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Eye movements were very small in this subject, and the tracings con-
tain only tCNV. A second procedure was to consider 15 pairs of im-
mediately adjacent trials, one of which had a fast RT while the other
had a much slower RT, and sum the two sets of CN'V separately. The
tCNV was significantly larger on the trials with the faster RT
(—26.9 pV versus —18.2 uV), even though the two kinds of trials
occurred within seconds of each other. There seems to be a moment-
to-moment fluctuation of a response-governing process, resembling
concentration or attention, which is reflected in the amplitude of the
tCNV. In many subjects, the tCNV amplitude could serve as a
predictor of the RT of the ensuing motor response.

This inverse relationship between tCNV and RT is plotted in five
subjects in figure 4-35. The CN'V were averaged in blocks of 12 trials,
and the mean tCN'V is plotted against the median RT (msec) of the
12 trials. In each case, there was a statistically significant negative
correlation. This analysis was made on ten subjects, but only in these
five did a significant correlation emerge between tCNV and RT. I
have no good explanation why some subjects did not display the cor-
relation, but they did tend to have RTs that were somewhat faster and
more narrowly distributed, and/or tCNVs that were smaller and less
variable.

Dr. Warnrer: Could I ask a question on this figure? The line con-
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F16URE 4-383.—CNVs recorded with eyes fixated. EOG deflections and EAP are
negligible. Calibrations: CNV=20pV, BOG=100 V.
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Fieure 4-34.—Correlation between spontaneous vari-
ability in RT and the amplitude of CNV preceding
the motor response. Each tracing is the average of
ONV from 12 trials, having the range of RT shown
at left in msec (negative up).
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necting the x does not really imply anything about sequence. Is that
just so you can find all the x ¢

Dr. Hiuyarp: Yes; RT and CNV of different magnitudes were
distributed evenly throughout the series of trials. Therefore, the speed
of RT was independent of sequential position.

Dr. Carraway: I want to ask Dr. Vaughan a question concerning
that figure. Do you think that if you had averaged backwards from the
response that this wounld have disappeared ¢

Dr. Vaveman: I would like to ask Dr. Hillyard if he did that.

Dr. Hixryarp: As I understand your argument, it is that there is
greater variability in RT's that are longer, and hence the peak latencies
of CNV associated with longer RTs would be more dispersed in time
relative to the triggered epoch of computer averaging. Thus, CNV
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FieuBe 4-35.—Various forms of the relationship between increasing RT and
decreasing tCNV in five different subjects. “Pre” indicates trials on which
erroneous, premature lever presses were made before the onset of S.

of variable latency would not sum to their full amplitude because
of reduced time-locking of the response with the averaging epoch.

Dr. Vavenan: This is true. It may not be the whole story. It may
be that there is in addition, of course, a true relationship between speed
and the CNV.

Dr. Horvarp: I don’t believe that that criticism applies to these
data, because the CNV were summed in blocks having relatively con-
stant response latencies (RT') ; this is equivalent to summing with the
lever press used as the time-locked reference point. Furthermore, the
CNV waveforms shown in figure 4-34 had reached plateau ampli-
tudes well before S, arrived, and a plateau is not reduced in amplitude
upon averaging by small desynchronizations of time-locking. Also, the
difference in magnitude between “fast” and “slow” CNV was so great
that a small failure of time-locking could not have accounted for it.
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Dr. Linpstey: In the first records that you showed us, what was the
subject instructed to do with his eyes? Were his eyes closed, was he in
the dark, or what? You had him fixating, and there was no oculogram
during the first part, during the S ,—S ; interval. What was he doing
when there was correspondence between the oculogram and the CN'V ¢

Dr. Hirvarp: The only instructions given were to press the lever
as fast as he could.

Dr. Linpstey: What were the eyes doing? Were the eyes closed,
or were they fixating something?

Dr. HiLyarp: The eyes were closed. Systematic involuntary eye
movements only occur when the eyes are closed, and the large correla-
tion between the CNV and the EOG deflection is seen only then. If
the eyes are open but not fixated, there will be irregular eye move-
ments that are not closely synchronized with the CN'V, but nonetheless
can-contribute artifact to it.

Dr. Comen: When you determined eye movement effects on the
vertex, what were the instructions to the subject to determine the eye
artifact on the vertex?

Dr. Hryarp: I had them make small square-waves of eyeball
rotation; the eyes were rotated downward at S; and upward at S..
This produced a square-wave deflection in the EOG, with its ampli-
tude and polarity dependent upon the direction and extent of the eye
movement. A square-wave of EAP was concurrently induced in the
vertex-mastoid montage, at a reduced level of amplitude, of course.

Dr. Conen: That sounded very similar to one of my records (fig.
4-13) where the instruction was to move the eyes, and this produced
atrue CNV.

Dr. Hirrvarp: That is right.

Dr. Couex: So it may be very possible that some of your eye move-
ment effect at the vertex is true CNV, in addition to possible ocular
movements,

Dr. Hooyarp: That is correct; the total potential shift induced at
the vertex by voluntary eye movements is a composite of EAP and
tCNV. The magnitude of the EAP depends upon the size of eye move-
ment and is completely independent from the tCN'V, which is increased
when eye movements are made with greater speed and vigor. The de-
tails of the separation of the potential shifts during eye movements
into the EAP and the tCNV are somewhat complicated (Hillyard and
Galambos, in press), and I didn’t want to go into that here.
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INTRODUCTION

THE PURPOSE of most studies of the average evoked potential (AEP)
'L is to determine the extent to which the complex waveform of the
AEP varies with the parameters of the stimulation, the state of the
- subject, and the recording site. Data analysis techniques in AEP re-
search should, therefore, provide for reliable, objective, and easy-to-
use methods for measuring and specifying differences between any two
AEP. Statistical analysis provides us with a body of tools whose pur-
pose is to allow the investigator to evaluate and judge differences of
this nature. However, there are two major difficulties in applying
classical statistical analysis to AEP data, namely, the fact that the
AEP is a multidimensional observation and that more often than not
the format in which the data are available is that of the graphic out-
put of an averaging device.

The multidimensionality of the AEP makes it insufficient to state
that two AEPs are “different”; this statement must always be sup-
plemented by a more detailed specification of the difference. Thus, two
AEPs might have identical waveshapes but different amplitudes; the
difference might be limited to a small segment of the AEP, or the two
AEPs might be virtually identical except for a major difference in one
or more components. The differences might be caused by changes in
the general waveform, or they might be caused by shifts in the latency
of specific components. For these reasons, general statements that two
AEP waveforms are different are relatively devoid of meaning.

199




200 AVERAGE EVOKED POTENTIALS

Clearly, AEP analysis requires more than a simple technique for
judging the significance of differences. What is required is a body of
techniques that enables the source of the differences between any two
AEP to be specified. Further, on occasion, the experimental hypothesis
might predict very specific differences, and it should be possible to
test such a specific hypothesis. There are, of course, statistical tech-
niques designed specifically to handle such multidimensional data;
however, their application and use in this field are quite rare. To a
large extent, the meager use of statistical analysis in the AEP field
results from the predominant role that the special-purpose averaging
computer plays in our research.

Using a “CAT” type computer, the investigator has access only to
the AEP waveform obtained as a culmination of the averaging proc-
ess. This immediately eliminates the possibility of applying any
analysis that evaluates differences in terms of the variability in the
data, which, after all, is what statistical analysis is all about. Further-

“more, only the analog output of the computer is easily available as an
X-Y plot of the AEP. Most averagers do provide a digital output;
however, the conversion of this output to computer-compatible format
is a fairly complex procedure requiring rather expensive equipment.
Thus, any numerical representation of the AEP waveform that is
required for statistical analysis of the data must be obtained by direct
measurement from the X-Y plots.

TECHNIQUES BASED ON X-Y PLOTS

For these reasons, the two data analysis techniques used most often
in AEP research are (1) visual inspection of the AEP records in an
attempt to detect similarities and differences and (2) the measurement
of peak-to-peak amplitudes and the latencies of various evoked re-
sponse components. The definition of the components (namely, the
decision concerning which specific amplitudes should be measured)
is usually determined by visual inspection of the X-Y plots. However,
after the measurements are made, the obtained values serve to repre-
sent the evoked response, and subsequent analysis assumes that these
are the primary data.

In many cases when the experimental questions are simple and the
results are sufficiently unambiguous, examination of two AEPs suffices
as evidence of their similarity or difference. When two AEPs coincide
perfectly or when a large discrepancy between them is immediately
apparent, there is little need of recourse to statistical analysis. In
fact, a display of part of the AEP data for perusel by the reader is
desirable in all publications, if only in the interest of facilitating inter-
laboratory comparisons.

There are, however, considerable and obvious drawbacks to the use
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of visual inspection in AEP research. The conclusions drawn from
such an inspection are subjective, and as the questions raised in AEP
experiments become more complex, agreement on whether differences
are “large” will become more difficult to achieve. Furthermore, there
is a limit to the number of simultaneous visual comparisons that can
be made at any time. Thus, only a small portion of the data collected
in a study is actually used in the analysis presented in the published
reports. Statements that the “data for other subjects are essentially
similar to those shown” abound in the literature.

Another major drawback of visual inspection as an analysis tech-
nique is its failure to provide detailed information on the nature of the
differences between the AEP. It is in the provision of information
about specific differences that the second method mentioned earlier—
the determination of amplitudes and latencies for different AEP com-
ponents—is useful. This approach is particularly helpful in cases
where the hypothesis can be stated specifically in terms of expected
changes in one or two components. Much use of such measures was
made, for example, in attempts to determine the functional depend-
ence of AEP latencies on stimulus intensity and other stimulus
parameters (e.g., Devoe et al., 1968). Clearly, the degree to which this
is a useful method depends on the reliability and objectivity with
which the evoked response component can be defined. The definition
and identification of components by visual inspection is discussed in
detail by Goff in chapter 3, and I shall not dwell on this matter.

Even if we assume that the definition of the components is flawless,
there are grounds on which this approach is unsatisfactory. A not too
trivial objection is the fact that applying this technique requires that
the experimenter derive from the graphic output of the averager in-
formation that is, in fact, available to him in the computer before the
plots are made. Thus, if the information could be made available di-
rectly from a computer, much labor would be saved. What is more
important is the need to devise analysis techniques that provide a basis
for the evaluation of AEP differences with respect to the intersubject
and intrasubject variability, as well as with respect to the intersession
variability in the data. The raw data required for such an analysis
must be available in a form that is amenable to numerical manipula-
tion. Ideally, the ‘“‘single trial” data should be available in a manage-
able form. By “single trial data” I mean the segment of the EEG
record that immediately follows the stimulus. I shall assume in the
following discussion that such segments are always of the same length
and that when digitized they are always digitized at the same rate.
Such data are conveniently obtained with a small general-purpose
digital computer. These devices, when equipped with an analog-to-
digital converter, can perform as a powerful averager, when the single-
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trial data are digitized and brought into core storage. In addition, it
is relatively easy to store the single-trial data on magnetic tape for
subsequent retrieval for the purpose of statistical analysis. In view
of the fact that the cost of general-purpose computers is currently
undergoing a major decline, while the cost of special-purpose aver-
agers has not changed substantially in the last 5 years, it is to be ex-
pected that an increasing number of laboratories will be equipped to
obtain the data in forms that would allow a very detailed analysis of
AFEP data matrices. In the remainder of this report, I shall review some
of the problems encountered in applying statistical analysis to such
matrices and describe briefly some of the techniques that have been
proposed to date.

THE AEP AS A MULTIVARIATE OBSERVATION

The body of statistical techniques appropriate for use with AEP
data is known as multivariate statistical analysis (MVA) (Anderson,
- 1958; Seal, 1964; Rulon et al., 1967). Multivariate analysis is applied
to multivariate observations. An observation is multivariate when,
for each of the observed objects, measurements are made on a number
of different variables. Thus, for example, a student’s scores on a
number of different tests are a multivariate observation on his per-
formance. Multivariate techniques are applied when a proper under-
standing or utilization of the data requires an understanding of the
interrelationships between the variables, in particular when a consider-
able degree of interaction can be expected. When no such interaction
exists, it is, in fact, appropriate and easier to study each variable
separately.

The AEP can be considered as a multivariate observation if we
consider the successive time points at which measurements are made
on the AEP as different variables. Consider a typical AEP experi-
ment in which n different stimuli are presented to a subject. For
each presentation of the stimulus, a series of voltage measurements are
made between a pair of electrodes. The measurements are made at m
equally spaced points in time (time points), with time measured from
the onset of the stimulus. Thus, with each stimulus presentation, an
ordered series of numbers can be associated—a(111) - - - @(éj2)
* + - w(npm), where ¢=1, n represents the n stimuli, =1, p represents
the p presentations of the stimulus, =1, and m represents the . time
points. We can consider the m time points as m different variables,
each variable defined as the voltage (between a pair of electrodes,
etc.) recorded m-D¢ msec following stimulus onset (where D¢ is the
interval in msec between two time points).

Thus, each EEG segment associated with a stimulus presentation
is a multivariate observation, and appropriate statistical techniques
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devised for these observations can be used. The catch, of course, is in
the word “appropriate.” As in all statistical techniques, numerous
assumptions are made about the data before an analysis is applied.
Furthermore, the technique must be selected for use with considera-
tion of the experimental questions involved and with a hope that the
conclusions will be interpretable in terms of the goals of the study.

It is helpful in understanding multivariate statistical analysis to
consider its geometrical interpretation. Any ordered series of num-
bers—a vector—can be considered a -point in a multidimensional
space. Each variable (time point, in our case) represents one dimen-
sion in the space, and the measurement obtained for a given observa-
tion on this variable is the coordinate of the point representing this
observation on that dimension. The location of a point in this space
is thus specified by its set of coordinates on all the dimensions of the
space. The notion of a multidimensional space is a natural extension
of the familiar two-dimensional space, which is defined by two axes
X and Y, and in which a point is located by a vector (z, ) specifying
the coordinates of the points on each axis. It is impossible to describe
graphically spaces of more than three dimensions, but the logical ex-
tension of the concept of “space” to a space of any number of dimen-
sions is quite natural (Rao, 1965).

Given such a space, any set of single-trial records, or any set of AEP,
is represented by a swarm of points in the space. The AEP is, in fact,
the centroid of the swarm of points representing the set of single-trial

“records on which it is based. The problems of AEP analysis can be
framed in terms of the geometry of multidimensional spaces, as
questions about the relationships between points in this space. Thus
the distances between points, the angles between any two vectors, the
degree to which various swarms of points are differently dispersed
in the space can be used, when appropriate, as measures of the similar-
ity and difference between AEP. Each such application will require
some specific assumptions about the distribution of points in the
space and on the relationships between the various dimensions.

It is possible to develop some useful applications of MVA in this
field by using some of the assumptions common to all AEP research,
and on which the very use of the AEP as an estimate of the cortical
evoked response depends. The assumptions are very simple. For each
vector X with elements x(¢jt) defined earlier, we assume that each
element can be described as

@ (58) =8 (3t) +n(ijt).

In this model, s(if) is a constant, independent of the replication index
and depending on ¢, the stimulus index, and ¢, the time-point index.
The term n(Zjt) is considered as representing samples of a random
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variable, samples for nearby values of # being possibly correlated
(hence a random process in #). The random process is assumed to have
zero mean and a variance that does not depend on ¢. These assump-
tions imply that the mean and variance of the n process are independ-
ent at the time point ¢; also, since s(7¢) is not a function of 4, s and n
are independent and hence uncorrelated at any lag.

Of course, all this jargon amounts to a restatement of our common
assumption that each single-trial record is a sum of the evoked re-
sponse to the stimulus and ongoing EEG activity that is unaffected
by the presentation of the stimulus. It is this assumption that leads
us to hope that when the data are run through the averaging mill the
ongoing activity will “average out.”

An additional assumption that is helpful in applying the analysis
techniques, although not required as a basis for the averaging process,
is that n is a normally distributed random process. If we are willing
to accept this assumption, then the data in AEP experiments not only

" are multivariate observations, but also have the characteristic that they
are multivariate observations with a multinormal distribution. Most
MVA. techniques easily available for use to date have been devised
to deal with multinormal observations (Anderson, 1958; Morri-
son, 1967).

I have discussed elsewhere (Donchin, 1966) the degree to which
these assumptions are tenable. All are to a large or small extent vio-
Iated by the data. There are good reasons to doubt the independence
of the evoked response from the ongoing activity, to question the con-
stancy of the variance along the time points, to doubt the constancy
of the evoked response from trial to trial, as well as to question the
degree to which the data are indeed normally distributed about the
derived average. There is, at the same time, evidence indicating that
the deviation of the data from the assumption is not necessarily great
enough to invalidate the application of these techniques. Essentially,
the issue is not that of the absoluteness of the propriety of the assump-
tions so much as the degree of robustness of the statistical analysis
to deviations from the assumptions of the magnitude observed. It is
noteworthy that so far no significant modification in any of the state-
ments that have been made about average evoked potentials had to
be modified for reasons relating to deviations from the classical model
of the evoked response data. For example, it is easy to show that the
variance is not constant from one time point to another; however, no
evidence available to date demonstrates that this fact led to erro-
neous conclusions about any two AEP.

ON REDUCING DIMENSIONALITY AND IDENTIFYING COMPONENTS
When the data define points in a multidimensional space, it is al-
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ways tempting to try to reduce the dimensionality of the space. In
essence, whenever the peak-to-peak amplitude of an AEP component is
measured and the data are then characterized in terms of this ampli-
tude, steps for a reduction of dimensionality have been taken. The
single number, peak-to-peak amplitude replaces a set of, say, 100
numbers that were previously used to characterize that component.
Thus the data were transformed from a 100-dimensional space to a
1-dimensional space. At the root of the operation is the conviction that
all the information contained in the 100 measurements that originally
represented the component is represented adequately by the amplitude
measure. This requires one to ignore the speed with which the ampli-
tude is reached, small “shoulders” that ride on the component, and
other bits and pieces of information that might be of some use. But
it appears reasonable to avoid the distraction of small details if it
can be shown that the major differences between AEP that are related
to the experimental questions are described sufficiently by the ampli-
tudes, latencies, or some other characteristic of the component.

The intuitive reduction in dimensionality described has a natural
counterpart within the framework of the multidimensional model. The
reduction in dimensionality is performed in this context by linear
combinations of the dimensions that give a description of the data
without losing any of the information. There are many different ways
in which such linear combinations can be determined—and for dif-
ferent tasks, different ones are appropriate.

The notion of reducing dimensionality by a linear combination of
the dimensions is basic to the familiar operation of defining regression
lines. Suppose a variable y is measured for different values of a second
variable . Each observation is then characterized by the vector(x, y)
as a point in a two-dimensional space. However, if all the points fall
on, or very close to, a straight line in that space, it is possible to
describe the data in a one-dimensional space—a line whose equation
ay+bx+c¢=0 is a linear combination of the two dimensions of the
space. Thus, by forming a linear combination in the two-dimensional
space, we have reduced it to one dimension.

These concepts can,-of course, be expanded to any number of di-
mensions. Three-dimensional space can be reduced, the data permit-
ting, to two- or one-dimensional spaces, and multidimensional spaces
with n dimensions can be reduced to 7 dimensional spaces (m<n)
with the considerable reduction and economy of presentation of the
data that comes with such a reduction.

There is an infinite number of ways to reduce the number of
dimensions in an evoked potential data matrix. Each depends on the
criteria that the linear combinations must satisfy. For example, in
reducing a two-dimensional plane to a line by regression analysis, we
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require that the line be such that the mean square deviation between
the line and the data be minimal; the least-squares line is thus ob-
tained. However, if we desire a line that minimizes the absolute error
or satisfies some other criterion, a different line will be obtained. None
of the different lines is better or worse except to the degree to which it
satisfies the requirements imposed when we set out to compute it. It is
important to remember this fact because the apparent arbitrariness
of the results of MVA derives from the fact that different questions
require examination of the data from different vantage points.

In trying to reduce the dimensionability of a space, it is possible to
start with a selected set of orthogonal functions and to fit such a set
to the data. This approach has been taken by Freeman, who fits a
set of damped sinusoids to the data that he records in an extensive
investigation of the electrophysiology of the prepyriform cortex of the
cat (Freeman, 1962a, b, c; 1964 ; 1968a,b). Essentially, Freeman shows

_that the prepyriform AEP can be regarded as the sum of noise plus
two dampened sinusoids, each having an equation characterized by a
number of parameters; the AEP are analyzed in terms of the em-
pirical values determined for the parameters from the data. In the
series of papers cited, Freeman puts these parameters to use,
in evaluation of predictions from a model for the AEP-generating
process, as well as for an evaluation of the effects of stimulus intensity,
habituation, and other variables on the AEP.

Another approach, principal component analysis (PC), is unlike
Freeman’s approach in two ways; PC does not assume any special
form (such as damped sinusoids) for the components, and it produces
orthogonal axes in the reduced space. Its application to AEP data
has been described in detail by John et al. (1964), Ruchkin et al.
(1964), and Donchin (1966). Raviv and Streeter (1965), in a some-
what inaccessible report, have also discussed its application to AEP
data. Their report is particularly interesting in that it presents, in
detail, the mathematical background of the application of PC analysis
to these data. In fact, by pointing out the identity of PC analysis to
the Karhumen-Loeve expansion, they bridge the gap between the
classical spectral representation of the data and PC analysis. Karhu-
men-Loeve analysis “. . . may be thought of as a generalized spectral
representation of a random process. In this generalized representation,
the components are not limited to the family of sinusoids but instead
are chosen on the basis of economical approximation” (Raviv and
Streeter, 1965, p. 8).

The “economies” involved in PC analysis can be defined as follows:
the dimensions on which the data are described are so selected that
the first dimension accounts for the maximum possible variance in
the data; additional components are selected to account for additional
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portions of the residual variance, with the restriction that all the
dimensions be orthogonal. It is possible to conceive of the dimensions
obtained under this procedure as good estimates of the AEP com-
ponents commonly determined by visual inspection. Some examples
of this application have been provided by Donchin (1966), Duffy and
Lombroso (1968), and Glaser and Sutter (personal communication).

Another approach to the reduction in the dimensionality of the data
has been taken by Lehman and Fender (1968). These investigators
approximate each AEP waveform by means of a set of Gaussian
curves (the well-known bell-shaped normal distribution). The details
of their technique have not been described in the paper cited. In essence,
it involves an iterative procedure in which Gaussian curves are fitted
to the data following these criteria: (1) The first Gaussian will be
fitted so that its mean will be aligned with the biggest peak-to-peak
amplitude in the AEP. (2) The goodness-of-fit criteria for the Gaus-
sian is derived from the variances around the AEP. (3) Each succes-
sive Gaussian is then fitted to provide for some of the variance left
after the earlier Gaussians were fitted. The AEP waveform is then
described by the set of parameters representing the Gaussian curves
(the mean and the standard deviation of each Gaussian). The tech-
nique has the virtue that it conforms to the intuitive approach used
in measuring evoked potential characteristics. It thus places the
measurement of amplitudes and latencies on a more solid basis as
well as allowing for an essential antomation of thls procedure, making
it less vulnerable to biased judgments.

There is a common difficulty to all of these techniques that derives
from the fact that some independent variables affect the AEP by
producing a shift in the latency of the various components. Consider
a series of AEP that have an identical waveshape of an identical ampli-
tude, but each successive AEP being shifted by 20 to 50 msec along the
time scale. When the time points are used as the variables in a PC analy-
sis, or when any series of orthogonal functions is fitted to the data, it
must account, in terms of AEP shape, for a certain percentage of the
variance that is caused by the shifts in latency (and thus are unrelated
to the waveshape). The outcome in this case would be to increase the
number of dimensions required to describe the data. Thus when there is
a strong possibility that the latency of the AEP is changed by the
experimental variables, a spurious increase in the number of dimen-
sions is to be expected. There is, at present, no solution to this partic-
ular problem. Ruchkin (‘personal communication) has suggested that
a thesis by Bennett (1965) provides a means for determining the
proper number of dimensions, but it does not provide for a means for
estimating the dimensions. It should be noted that the latency shifts
affect the interpretation of AEP components even when the com-

348-516 O - 69 - 15




208 AVERAGE EVOKED POTENTIALS

ponents are derived by visual inspection. Thus it is quite easy to
confuse the appearance of “late” components that are related to changes
in the task of the subject as the experimental conditions are changed
with “earlier” components that have been shifted in latency as a func-
tion of other changes in stimulus parameters (Donchin, 1968).

It is important to note that all of the attempts to reduce the dimen-
sionality of the multidimensional space defined by the time points over
which the AEP is measured concur that such a reduction is eminently
possible. The consensus of all the studies cited earlier is that it is pos-
sible to obtain an adequate description of the AEP by using three to
six dimensions. The agreement on the small number of dimensions is
quite remarkable. It also has important implications for evoked poten-
tial research in general. In effect, it confirms the intuitive judgment
used when the 100 to 400 measurements on that many time points are
reduced to a small number of peak-to-peak amplitudes. It also points
out the inadequacy of using analysis techniques that assume that all
the measurements that constitute an AEP should be given equal weight
in evaluating differences between AEP. This is particularly true for an
often used measure of similarity between two AEP—the product
moment correlation coeflicient (Donchin and Lindsley, 1965 ; Callaway
et al., 1965 ; Dustman and Beck, 1965).

Although the correlation coefficient has a certain intuitive appeal,
it has two major drawbacks, namely, that it does not provide informa-
tion on the source of the differences between AEP and that its inter-
pretation depends on the assumption that all the dimensions on which
the AEP was originally measured are independent.

The application of the correlation coefficient to AEP analysis views
the AEP not as a measure of n different variables but as a set of n
repeated measures on one variable; a second AEP is represented as
another set of repeated measures, and the correlation between all the
pairs of measurements at corresponding points is obtained. However,
correlations usefully can be interpreted if the paired measurements
used for their computation are a set of independent measures. But
this, as the various component analyses demonstrate clearly, is an inap-
propriate assumption for the data. In fact, the various measures on
successive time points are highly dependent. Thus correlations assumed
to be based on several hundred degrees of freedom are, in fact, based
on five or six degrees of freedom.

ANALYSIS OF SINGLE-TRIAL DATA

The application of any of the techniques described previously essen-
tially supplements or replaces analysis techniques that are based on the
analysis of the graphic output of the averager. Thus, they must prove
their value in demonstrating an advantage over the classical techniques.




DATA ANALYSIS TECHNIQUES IN AEP RESEARCH 209

‘There are, however, a number of important experimental questions
that can be resolved only by the application of multivariate statistical
analysis. An excellent case in point is questions that require informa-
tion on the relationship between the AEP and the single-trial record.
It is well known that it is difficult, if not impossible, to determine the
shape of evoked response in the single-trial record. This, of course, is
the reason for averaging in the first place. The evoked response is
swamped by the “noise” in the ongoing EEG; thus the detection of
evoked responses and the determination of their waveform require
averaging. In other words, there is so little information on the evoked
response in each record that we must use an ensemble of records, and,
by combining data from this ensemble, we can determine the shape and
characteristics of the evoked response. However, the need to use an en-
semble to get sufficient information on the detailed waveshape of the
AEP should not obscure the fact that in each single-trial record there
is a certain amount of information about the evoked response. It is pos-
sible that, on occasion, experimental questions arise for which this
small amount of information is sufficient for an answer. This is par-
ticularly true when the information obtained from the ensemble of
single-trial records is available. As an example, consider the following
question. Suppose it has been established that there is clear-cut differ-
ence between the AEP obtained under two experimental conditions.
This was established by obtaining two ensembles of single-trial records,
recording the average, and determining by some of the methods dis-
‘cussed earlier that the two AEP are different.

Suppose we are now presented with a single record. We are told that
while it is known that it was recorded in one of the two experimental
conditions, it is not known in which of the two it was recorded. It is
possible to determine the experimental condition by measuring the
similarity between the two AEP typical of the condition and the single-
trial record. This is a typical classification problem that has received
much attention from statisticians (Kendall, 1957; Rao, 1965; Morri-
son, 1967; Rulon et al., 1967). Note also that classification requires less
information than waveshape description. When one is asked to classify
signals according to their source, it is assumed that information is
available about the classes into which the signals are to be classified.
Furthermore, there is no uncertainty about the presence of the signal
in the cases to be classified. Detection of the presence of signals, par-
ticularly when their waveshape is not known, requires considerably
more information. I am dwelling on this point because it is sometimes
suggested that the single-trial record is noisy and therefore, there is
no way of gaining any significant information from it. The confusion
derives from the amount of information required for different
decisions (Donchin, 1969).
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DISCRIMINANT ANALYSIS iN AEP RESEARCH

The problem of measuring the deviation of an individual observa-
tion from a mean of a group is usually solved by means of the stand-
ard score. A standard score is a measure of the deviation of the observa-
tion from the mean, expressed in units of variability. The following
is required for a study of individual observations: (1) a proper esti-
mate of the group mean, (2) a measure of the “distance” between the
group mean and the individual, and (3) a measure of variability in
the group in whose units the distance can be expressed. Furthermore, if
probability statements are sought about the observations, tenable as-
sumptions about the distribution of the data must be made.

The multidimensional model described earlier provides a framework
within which these desiderata can be obtained. Distance in the multi-
dimensional space can be measured by the Euclidean distance which
is equivalent to the Manalanobis D? (Rao, 1965). The determinant of

, the variance-covariance matrix can be used as a measure of the vari-

ability in the space. It is essentially a measure of the volume in the
space encompassed by the swarm of points representing the ensemble.
Thus a multivariate standard score can be determined for each single-
trial record with respect to each AEP. With the usual assumptions, the
probability can be determined that a given single-trial record will be
obtained for any experimental condition that is characterized by a
given ensemble with its AEP and dispersion in the space. The record
then will be classified as belonging to that ensemble for which the
smallest standard score was computed.

The computations required for obtaining these distance measures, as
well as for the calculation of the associated probabilities, are per-
formed as part of the computations required in developing a discrimi-
nant function. Discriminant Analysis is a classification technique that
uses the data obtained from members of different groups whose group
membership is known to derive criteria for the classification of ob-
servations whose group membership is doubtful. The classification is
achieved by partitioning the multidimensional space in which the ob-
servations are located into a number of mutually exclusive regions.
Each region is identified with one of the classification groups. The
classification of newly observed points then depends on the region of
space into which they fall. Like principal component analysis, dis-
criminant analysis consists of the projection of points in multidimen-
sional space onto a smaller dimensional space. The criterion for de-
veloping this projection is different in the two cases. While princi-
pal component analysis attempts to erect an orthogonal space to
account for the smallest number of dimensions for the variance within
the observed groups, discriminant analysis erects a space that attempts
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to account for the variance between the groups. Raviv and Streeter
(1965) have discussed in detail the similarities and differences between
the two techniques as applied to AEP data, and Walter et al. (1967)
have discussed the application of discriminant analysis to EEG data.

A useful refinement of discriminant analysis is the stepwise ap-
proach to its computation, which, in a sense, combines the advantages
of both principal component analysis and discriminant analysis
(Ralston and Wilf, 1960 ; Dixon, 1968). Stepwise analysis, in this case,
provides for a reduction in the number of variables (time points) that
are actually used for the analysis before the determination of the best
way to perform the discrimination. Briefly, stepwise analysis proceeds
as follows. A variable is selected that provides for the best possible
discrimination between the two groups. After all the information
correlated with this variable is removed, a second variable is selected ; a
discriminant function is then determined for the space defined by
these two variables. The second variable is added only if its addition
provides an improvement over the discrimination when based on one
variable only. Additional variables are added similarly, the process
terminating when no additional improvement in the classification pro-
cedure can be obtained with further inclusion of variables. (In the
BMD 07M Program, the process is terminated when none of the F
values computed for the unused variables exceeds a specified value).
The outcome of this procedure is a discriminant function (a classifica-
tion rule) that utilizes the smallest number of variables that are re-
‘quired to provide the best possible discrimination.

If principal component analysis and discriminant analysis are
applied to the data, the variables that are found necessary for obtain-
ing a good classification are those corresponding to the components
identified by principal -component analysis. Thus, for example,
Donchin and Cohen (1967) found that the discrimination between
AEP recorded to task-relevant and task-irrelevant stimuli is based
essentially on time points at 300 msec, as well as on time points at 144,
48, 288, and 136 msec, with most of the discrimination based on the
300-msec time point. Figure 5-1 is a plot of the principal components
obtained for the same data; and the component accounting for most
of the variance indeed peaks at 300 msec. Such a relationship between
the two analysis techniques implies that the major source of variance
in the data is the “between-group” variance.

A useful application of discriminant analysis techniques to AEP
data can be seen in the following example. Callaway (1966) has
predicted that schizophrenic patients manifesting a certain
syndrome will tend to persist in perceiving the difference between
two tones—a 600-Hz and a 1000-Hz tone—longer than would normal
subjects. He predicted that this difference in the ability to ignore
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Fre¢ure 5-1.—Principal components of evoked-response
data matrix. Data were obtained in a study of task-
relevance and evoked responses. The major contri-
bution to the variance is by the component labeled
560-1; successively smaller contributions are by the
components labeled 552-3, 550-1, 5545, 556-7.

trivial differences would lead to the following finding—the differences
in the AEP to the two tones will be greater for the appropriate group
of schizophrenic subjects than for an appropriate group of normal
subjects.* To test this hypothesis, each of 20 subjects was presented
with a randomly mixed series of the two tones and an equally long
series of 1000-Hz tones. Evoked responses were obtained in the case
of the two tones for each tone. When only one tone was presented,
AEP were computed for two groups of 1000-Hz stimuli selected at
random. Figure 5-2 presents the data for 4 out of the 40 sessions.?
Two sessions at which the same tone was presented and two sessions
at which only one tone was presented are shown. Summarizing these
results by visual inspection of the records is quite difficult. Clearly, 600-
and 1000-Hz tones evoked rather similar AEP in the subjects. There

1 See Callaway’s review (chapter 8) for a more detailed description of the
rationale of his work.

2The data are presented here for illustrative purposes only. A detailed report
of the study and its analysis are in preparation.
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is no clear indication that the differences in the case of the two AEP
representing the presentation of an identical stimulus (one-tone trials)
are less pronounced than the differences apparent for AEP elicited by
different stimuli (two-tone trials). It is apparent that the records
obtained from the two patients show more AEP-to-AEP differences
than the data obtained from the normal subjects. However, to say that
these data present solid evidence for any contention whatsoever would
be difficult indeed.

If the correlation coefficients between the two curves are computed,
we obtain the following:

Subject 6 (Norm. 2-tone) 0.98
Subject 7 (Norm. 1-tone) 0.98
Subject 8 (Pat. 1-tone) 0.93
Subject 9 (Pat. 2-tone) 0.88

The correlations obtained for the patients are somewhat lower
than those obtained for the normal subjects. However, there is no
orderly way in which the one-tone/two-tone distinction is represented
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