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PREFACE

This is Part IV of a seven part final report under
Contract No. NAS8-21143 between the George C. Marshall Space
Flight Center and the University of Alabama. This report
includes the results of a systems analysis of the transients
occurring in an assumed model of the proposed flight experi-
ment for boiling and vapor bubble studies. The technique of
digital simulation is employed in the analysis.

The basic equations of fluid mechanics and heat transfer
are determined for each component making up the assumed
flight experiment model. This includes the fluid flow circuit,
the heat exchangers for boiling and condensation, the pump
and the motor. These equations are solved simultaneously for
a limited range of variables by digital simulation using a
high speed computer.

The results indicate that digital simulation can be a
useful tool in determining the total system characteristics.
This is expecially useful in determining start up or shut
down transients as well as transients resulting from

catastrophic events such as wvalue failure.



CHAPTER I
INTRODUCTION

BEarly liquid propellant rockets experienced difficulty
in maintaining a steady flow of fuel to the rocket endgines,
The trouble in these early rockets was due to the turbulent
flow conditions existing at the interface between the fuel
feed lines and the propellant tanks. Fine mesh screens and
thin porous blankets were found to be effective in reducing
these undesirable effects. Recently the more efficient
cryogenle liquid fuels are being used, A characteristic of
these cryogenic liguid fuels is a tendency wo boil or
vaporize in the propellant tanks during flight. This vapor
collects on the above mentioned screens and obstructs the
£low of the liguid fuel to the engines. A pcssible ssolution
to this problem may ke replacing the screens with coarsely
packed porous beds,

Therefore, in order to gain more fundamental knowledge
in the area of two-phase flow through porous keds, the
National Aeronautics and Space Administration in Huntsville,
Alabama awarded the University of aAlabama the contract to
design a £light experiment to determine the behavior of
two~phase vapor-liquid and/or gas-liguid flow through
porous beds in a low gravity environment, This theslis is
concerned specifically with that part of the experiment in

which the second phase (vapor) is obtained by heating the

oy -



liguid (water) to boiling by using electrical-thermal
elements within the porous hed.

An idealized mathematical model of the proposed system
is developed, The resulting system of differential and
algebraic equations is digitally simulated using the
International Business Machine {(IBM) Systen/360 Centinuocus
System Modeling Program (CSMP). The objective of the
simulation is to study and evaluate the modeling of the
gsystem; however, this thesis does not give an exhaustive
study of the system but shows representative results
obtainable using the simulation,

In Chapter II the proposed system is divided into
several subsystems and the egquations of motion are developed
for each subsystem, Chapter III begins with a discussion of
some of the salient features of CSMP as they pertain to this
thesis and concludes with the development of the simulation
program including a flow~diagram, Within Chapter IV the
discussion and display of the simulation results are given.
In Chapter V, the f£inal chapter in the thesis, concluding
remarks with regard to the digital simulation and results

obtained from the simulation are given,



CHAPTER IX
DEVELOPMENT OF THE SYSTEM EQUATIONS

In this development, the mathematical models derived
are for an idealized system., An idealized system implies
the ultimate in functional capabllity and is not limited
by either physical or economic factgf;, The idealized
model conveys the functional sense in which the system is
to be used and is sufficiently complete, while avoiding
attention to fine details,

The development of the "equations of moticn® Tor the
£luid system is now given, The expression "equations of
motion' is used for both differential and algebraic
equations within the system, Assumptions and/or approx-
imations made, are stated during each mathematical
development.

Thig system is a Y“mixed system" in that electrical,
mechanical, fluid and thermodynamic quantities appear
together and are, of course, interrelated. A diagram of
the entire system is given in Figure 1, The system is
discussed in this chapter under the following headings:

Motor and Speed Control

Positive~Displacement Pump

Preheater and Control

“3—
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FIGURE l, SCHEMATIC DIAGRAM OF THE FLUID SYSTEM.



Vaporization Chamber and Condensation
Channel and Porous Bed

Accumulator and Vaporization Control
Pressure Eqguations

Motor and Speed Control

A linear DC-motor using field voltage as a means to
vary speed is used, It is assumed the motor is supplied
with a constant armature current,

This means for regulating the speed of the DC-motor
is realized through the use of state-variablie feedback,

Conventional methods of synthesizing a linear control
system usually call for some type compensaticn network to
be designed to achieve the performance characteristic
needed to perform the system’s designated task. Through
the use of state-variable feedback, the task of synthesizing
& compensating network is reduced to that of determining the
appropriate feedback coefficients. This is done using
simple algebra and block diagram manipulations. The
designer selects the time response and then Laplace
transforms it into a rational fraction of the complex
variable s, The system is dep%cted in standard block
diagram form where all the state variables are fed back
through the appropriate transducers to the input of the
system, In following the above procedure, a system can
be made to conform to given time domain specifications

as long as those specifications can be translated into



the appropriate mathematics,l

The gtate-variable synthesis technigque is now

demonstrateds
(o] .
Difg + Rif = Vg (1)
o
JW + BW =T ~ T, = Tp (2)
V£ = Kg ERROR (3)
T = Knpif (4)
ERROR = REF = K3W ~ koig (5)

Equations (1) and {2) have been time scaled so that the

unit of time employed in this development is minutes,
t = time in minutes
ig = the field current of motor (amp)
o
ig = dig/dt (amp/min)
II = +the field inductance (henrys)/60
R = +the field resistance (ohms)
o L
W = the derivative of angular velocity with
respect to time
J = +the polar moment of enertia of the motor plus
the pump (1bf-in2/386,4)
1bf = pounds force
B = viscous friction of the motor plus the pump
(1bf-in-min)
lSuperscripts denote references given at the end of
this thesis.



T = the electromagnetic torgue of the nmotor
(1bf=in)

Ty, = the torque needed to overcome the Fluilds
resistance to flow

Tp = any arbitrary disturbance torgue applied to
notor ghaft {1bf-in)

V¢ = the applied £fleld control voltage (voits)
Ka = the DC~amplifier gain

=
=
i

the electromagnetic rorgue conetant of the
DC-motor (1bf-in/smp)

REF = the applied reference DC=voltage Lo the motorx
speed contrel (volis)

k3,

1}

feedback coafficient (volisemin/rad)

k2 = feedback coefficient (ohms)

A block diagram repregentation of the Laplace
transformed electrical and mechanical Bgracions 1 through 5
is given in Figure 2.

The motor and the mechanical load forms a second-order
system. A second~0Order system which is slightly under-
damped is assumed to be adegquate, Secord-oider systems
have been thoroughly studied and there exist normalized
plots2 for different undamped natural Frequencies (W) and
damping factors (Bn). Therefore, the degirea-time response
was easily transformed intc a rational fraction of the

complex variable g and is given bys
o(s) = Wn2/[p2 + 2BnWgs + W5?) (6)

where the coefficients Wp and 8p complecely determinre the

response of Equation 6 to a unit-gbtep inpuc,
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FIGURE 2. BLCCK DIAGRAM OF THE MOTOR SPEED CONTROL SYSTEM.



In order to consider the system shown in Figure 2 to
be a single-input, single-~output system, the torques Ty
and Tp are set to equal to zero,

The block diagram ¢f the speed control system in
Figure 2 is now manipulated into a convenient form so the
feedback coefficients may bz dekermined. This is accom-
plished in two sieps. See Figures 3(a) and (b).

Equating the results of Figure 3(b) to Eguation 6
gives the results in Bquation 7. The feedback cosfficients
K1l, k2 and the gain Kz may be dekermined directly by
equating like coefficients of the left and right sides of

Equation 7,

1

Wn2/62% + 2BrWns + wnz)
' (7)

Ka Km/T &
s4 <+ (R/L + B/T + kzKxJ)s + (KgKpky + RB/LJ + kK B)

wheres

Wn = the known undemped natoral freguency of a
second-order system {raddmin)

}]

Bn the known damping factor of a second-corder system

After X1, k2 and kg are determined, the motor speed
control system as shown ipn Figure 2 in mathematically
equivalent to Equation 6 from the input, output viewpoint,

Positive-Displacement Pump

Before beginning the development of the positive-

displacement pump, it is well to note a couple of general
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characteristics of this type of device.

Probably the most distinguishing feature of this
device is that the quantity of liquid displaced per
revolution of the shaft is approximately a constant.
Another important characteristic is that the pressure
developed by the pump is a function of the f£luid circuit.

This mechanical-fluid device is analogous to the
constant current generator from electrical circuit
theory if pressure is the analog of voltage and fluid
flow is the analog of current.!

An ideal positive-displacement pump is defined as
having no power losses due to friction and leakages and,
consequently, has an efficiency of 100%. In practice,
80% efficiency is readily obtained and, therefore, as a
first approximation, the system analyst will often use
the ideal pump as the model for the actual deviceo3

Consider now the eguations for the ideal positive-

displacement pump:

Mechanical Power In = Fluid Power Out

- (8)
T, W=APQ

The torque, TL {(lIbf-in), is required to overcome the
back pressure of the fluid circuit in order to produce a
given flow rate. The back pressure existing in a fluid
circuit is a function of the physical parameters of the

circuit.
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The angular speed of the pump shaft is W. Since
the motor is directly coupled to the pump, the motor speed
and the pump speed are the same (rad/min). The differential
pressure drop across the pump is AP (1bf/in2).

The volumetric flow rate (Q)} is normally expressed
lineariy in terms of the displacement constant (DD) and

the angular speed of the pump shaft.

Q =D, W (9)

Factors affecting the accuracy of Equation 9 are:4
1. Pump speed

2. Pressure at discharge and pressure on suction
side

3. Viscosity of fluid

4, Amount of entrained air or non-condensable
gases in fluid

of the above mentioned factors, the two most important
for this system are numbers (2) and {4).

The pump used is assumed capable of delivering five
gal/min into a back-pressure of at least an order of
magnitude higher than is expected to occur during the
experiment. The effects of large pressure differentials
across the pump are to increase the amount of slip flow
which decreases the efficiency of the device. Slip flow
is defined as the flow in the reverse direction through
a pump due to large pressure differentials.S

If two-phase flow were to occur through the pump,its

exact effect would be difficult to predict, but it may be
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concluded that the volumetric constant of the pump would
effectively be reduced. This conclusion is drawn from an
intuitive concept that since displacement volume would be
shared by fluid and vapor, there would naturally be less
fluid delivered per revolution., Therefore, to deliver the
same flow the pump speed would have to be increased.

As implied from the zbove discussion, the entrainment
of vapor through the pump is a highly undesirable phenocom-
enon, It is assumed that this phenomenon does not occur.
The wvalidity of this assumption is checked with the
simulation.

Preheater and Control

The first law of thermodynamics is sufficient to
describe the process of heating flowing water in a tube,
a typical cross-section of the preheater which is shown

in Figure 4.

rate of change of energy
(within the control volume

(rate of heat flow-in + rate that heaﬁ) _
is added by the heaters

rate of heat flow-out + rate of heat
transferred by convection

It is assumed the tubing and water are at the same
temperature. Also transfer of energy from one section of
water to another by conduction is neglected since the flow
rates are much larger than the heat conduction rates.. Heat

conduction would be significant if the system was operated
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statically (no flow), with the heaters on since conduction
would be the only thermal coupling between sections. But
by the very nature of the experiment, the system will
always operate dynamically.

The equations of motion of the preheater are given

as follows:

o
PV, C,Toi = P.CQ (Tw(i—l) - T} +UA(T, - T ) +Ql (10)
o
PaVaC'aTa = UA(TWi - ‘I'a) + UlAl(TI - Ta) (11)
o}
PV C Ty = UlAl(Ta - 'I‘I) + U2A2(TO - TI) (12}
where:
o]
T = dT/dt
PW = the density of water (lbm/in3)
Vw = the volume of water in the ith section (in3)
CW = the specific heat of water (BTU/lmeF)
Q = the volumetric flow-rate of water (inj/min)
U = the heat transfer coefficient between the
tubing and air (BTU/in2 min °F)
A = the heat transfer area for the tubing and
air (in?)
Ql = the heater input (BTU/min)
Pa = the density of air (lbmfins)
V_ = the volume of air in the ith section (in3)

C_ = the specific heat of air (BTU/lbm Op)

U, = the heat transfer coefficient between air

and insulation material (BTU/in2 min °F)
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Al = the heat transfer area between the insulation
and air (inz)

the density of the insulation (1bm/in3)

v
I

I = the volume of the ith section of insulation (in3)
C.. = the specific heat of insulacion (BTU/1lbm p)

T = ambient temperature (°F)

The preheater control is an "on-off" or "bang-bang"
type. In this particular case, the heat-input (Ql) in
the preheater section is either completely on or completely
off. Implementation of the "oa-off" control is through the
control law. The control law in this case consists of

several logical statements which are:

If Twi

| v

(Reference Temperature - DX} then Ql = 0.0

£ Twi s (Reference Temperature - DX-~-BAN} then Ql = Qmax

If Tyi < (Reference Temperature - DX), and Tyi is
positive in sign, then Q1 = QOmax

If Tai < (Reference Temperature - DX) but >
{Reference Temperature - DX-BAN), and

%Wi is megative in gign, then 01l = 0.0
An arbitrary increment of temperature, DX, separates
the upper limit of the BAN and the Reference Temperature
(saturation temperature as determined by the absolute
pressure in the ith section of the tubing). To account
for inaccuracies in the control system, the increment, DX,
was included to ensure the temperature Ty would not reach

the reference temperature.
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The arbitrary increment of temperatuwrs jz BAN in
which the heatwinput (Ql) can ba off, Whether the
heat=input (Ql) is off within the BAN increment 18
determined by the sign of the derivative of the waltew
temparature (&Tyy/dt = 8wi) within the ith section of
tubing. The width of this temperatuzre lncrement iz set
by the requirements on the amount of vaporizatlon
needed to successfully accomplish the £iight experiment,

A time response like that shown in Figewe 5 is
representative for the preheater control system,.

%£ vaporization occurs in the preheater ssction,
Equation 10 must be replaced by another equation in
order to account for this change of phase, The dexlvation
and explanation of thls phenomenon is given in & laber section,

Vaporization Chamber and Condensatlon

The saturation temperature (boiling polnt of watsr)
is a function of both pressure and temperative, Formation
of vapor bubbles is considered negligible at temperatures
below gaturation temperature. At saturztlon temperaiure,
the vapor pressure tends to exceed the local absolute
pregsure which results in the development of vspor bubbles,
Enough vapor bubbles are formed to prevent the temparature
of the water to rise sbove the boiling point, Therefore,
the temperature of the boiling water remainz constant
until either all the liquid is\vaporized oy thers is &

change in the absolute pressure.



(TwioF )

18

TIME - MINUTES

Q1 (BTU/MIN)

TIME - MINUTES

FIGURE 5, TIME RESPONSE OF THE PREHEATER CONTROL.
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In this presentation all the boiling is assumed to
occur in the "vaporization chamber¥ even though localized
vaporization due to extreme pressure gradients may take
place,

An enexgy balange is written for the cross-section of
the vaporization chamber in Figure 6,

rate of energy stored}

within the liguid

rate of heat flow~in + rate -
that heat is added by the heaters

(?ate of heat flow-out + vapor boil-up rate)

A/At(PyhCyTya) = =AV +
(13)

PulwQ(Tw=Twuc) + UA(To -~ Twc)
Upon comparing Equatlon 10 and 13, two differsnces are
noted, First, in Equation 13, the derivaetive of the entire
texm on the left slde ls taken since the volume of water is
changing with vaporizatlon, Second, the term ?\v appears
on the right gide of Equation 13. This term accounts for
the loss of heat due to vaporization where v is called
vapor boil-up rate and A is the latent heat of the vapor.

Performing the differentiation of Equation 13 gives

Q
PuCuucVy + PyCuVeifue = + Q2

(14)
+ PWCWQ(TW - Twc) - UA(TO - Twc) - ?\Vo

o
Substituting PyVy = - v into Equatlon 14 gives
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V = PyCuR/ (A =CyTye) (Ty ~ Twe) %+
UA3/(A ~CyTye) (To = Tye) - (15)

chwvwgwc/(ﬂ-*cwwwc‘ + Q2/ (A =CyTwel)o

Now Eqguation 15 gives the rate of vaporization in terms of
fluid temperature and the heat input Q2, The method of
controlling the vaporization will be given in Section VI
Condensation is the negative of vaporization and is
dependent upon the heat losses in those sections in which
vaporization occurs. Recalling the assumption that all the
vaporization occurs locally within the vaporization chamber,
but condensation will occur in sections of the system which
contains vapor bubbles, It is assumed that vapor bubbles
cannot exist in those sections in which the surrounding
fluld temperature is below saturation. These assumptions
are discussed in a later section with regard to a modified
definition of thermodynamic quality. The equations descIibe
ing cendensation within the system are of the same form as
the vaporization expression, Egquation 15, There is a
condensation equation for each section of the system in

which vapor bubbles exist. A typical expression is

CONDEN = PyCw@/ (A —CyTwe) (Twe - Tw ) "+
{16)
UA3(TWC - To)/(?\"CWTW)

where the terms in Equation 16 are similar to those in

Equation 15,
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Channel and Poroug Bed

The porous bed consists of small glass sphsres packed
in the channel, How well the porous media i packed can
be expressed by the so called “porosity of the bed.”
Figure 7 shows a section of the bed displaying the porous

media. Porosity (F) is defined as ithe raewio of the pore

~

volume to the tokal wolume,?

The overall objective of this experimeni ig to
determine the behavior of two-phase vapor-liguid flow
through porous beds in low gravity envivonment., Therefore,
to the fluid dynamdist and the chermodynamisi, the phenomenon
occurring within the channel and poreus bed is the focal
point of their werk., Buk to the system analysi, the éhannel
and porcus bed foim but a link of an eative system, In keep-
ing with the system’s peoinc cf view, the equabiocns of motion
for this section are derived Ly simplifving <he problem as
much as possible,

Equation 17, which had been developed by another
investigator, is used as a starting place in this develop-

ment,
ap/dxX =C(u VL/a2 + (Pu VL/d2:}. Re (17)

Baquation 17 allows one mo calculate the pressure at any
point along the length of the porous bed a5 a function of
the experimental parametars({, Be and the Reynolds Number
{Re) for the flow, Reynolds Number in the charnel ls

defined to be the ratlic of the product of fluld density,
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the diameter of one sphere, and the average f£luid velocity
to the fluld viscosity. The other parameters in Egquation 17
are d, the diameter of a sphere, V,, the velocity of the water,
and u, the viscosity of the water. The temperature and
pressure are no longer independent properties of water once
saturation is reached. S0, 1f the pressure 1s known, the
tenperature of the saturated water is automatically
determined, With the dependence of temperature upon pressure
along with results of Equation 17, the temperature varilation
of saturated water in the porous bad can be determlined,
During times when the water within the poxous bed is not
saturated, then an equation of the form of Equation 15 withe
out the texms A v and Q2 is applicable for the unsaturated
water,

In order to make the analysis of the channel and porous
bed complete, expressions for the temperature of the porous
medla and channel as they are coupled to the water
temperature must be developed,

The porous media is assumed to be equally distributed
in a cross-section and along the length of the bed., From
the knowledge of the volume of the bed, porosity of the bed,
density of porous media, and diameter of one sphere, the
total surface area and the total mass of the porous media can
be calculated, If the bed is divided into n sections, then
the surface area of the porous media in the nth section is
the total surface area divided by n, the numbexr of sections.

Similarly, the mass of the porous media in the nth section



is the total mass of the porous media divided by the

mamber of sections.
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The surface area of the porous media

is needed in oxder to calculate the heat transfeyr from the

water to the porous media ox vice versa,

In order to

calculate the heat capacity of the porocus media, the mass

of the porous media is required,

The following procedure is used to obtain the area

and mass of a section:

wheres
Vg =
Ve =
Mg =
Ppm =
B F
I, =
By =

the volume of porous media in channel (in3)

the

<3
0
[

= (1-g)Ve

Mg = Ppnm Vg

b
]
i

(1~2)Ve/4/3T 3

10
1]
1

= 3(1-B)Veo/1p

volume of channel {(in3)

mass of porous media in channel (1ibm)

3
= the density of the porous media {ibm/in”)

the number of spheres in channel

the

the

radius of a sphere (in)

(18)

(19}

(20)

(21)

L2
total surface area of the glass sphere (in™)

Now the mass of the porous media in section n is

Ms(n) = Ppmvs/ng

(22)
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The surface area of the porous media in section n is
Ba(n) = 3(1-#) Vo/rb n. (23)

Now the energy equations can be written for the nth section
of the porous media, the water in the nth section of the
porous bed, and the nth section of the chanrpnel, See
Figure 8,

The energy balance for the nth section of the channel
can be expressed as follows:

A

rate of accumulation of enexrgy -
within section n of channel

(energy transferred from the water o the channel -

energy transferred from the channel tc the air')

Pchccgc(n) = U3a3(Ty(n) ~ Teln)) *
(24)
U4R3(To = Tel(n)do

wheres
Po = the density of chennel material (lbm/inB)
Ce = the specific heat of the channel matexrial
(BTU/ 1bm~CF )
Vo =

the shell volumg of the nth section of
the channel {(in3)}

U3z = the heat transfer cceificient betwesen the
water and channel {BTU/inl-min-°F)

the heat transfer surface area {in<)

he
[#5]
1

the heat transfer coefficient between the
channel and air (BTU/inZ-min-9F}

c
o~
]

The energy balance for the nth section ©of the porous

media is
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rate of accumulation of energy ) =
within the nth sectlon of porous media

(energy transferred from the water)
to the porous media in section n

o]

where;

Pg = the density of the porous media (1bm/in3)

Vg = the volume %f the porous media in the nth
section (in®)
Cg = the specific heat of the porous mediz (BTU/lbm-CF)

Us = the heat transfer coefficient between the porous
media and water (BTU/inc—min-CF)

A4 = the heat transfer surface area for water
and the porous media (in<)

BEguation 26 describes the temperatures behavior of the
water at the nth section of the channel, The development
of Equation 26 is similar to Equation 10 and will not be

given,

rate of accumulation of energy in the )
nth section of water in the porous bed

heat-~in due to flow + heat transfer from the)
porous media + heat transferred from channel

(heat-out due to flow)
ow(n)wa(n)cwf(n)gwf(n) =
Puf(n)Cwt(n)Q(TwE(n~1) ~ Twe(n) ) + (26)

Usag{Tg(n) = Twt(n) ) + U3A3(Te(n) = Twe(n) Je
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The symbols in BEquation 26 are similar to those which
have been previcusly defined.

A summary of the results obtained in this section is
now given, The channel was subdivided into several
sections, The porous media was assumed to bes evenly
distributed throughout the channel, Then the total
surface area and total mass of the porous media was
determined. The surface area of any section is equal to
the total suxrface area divided by the number sections,

n. The mass of the porous media in any section is
determined similarly. The time-dependent equations for
temperatures of the channel, of porous media, and of the
water were written., Thus the mathematical model for the
process within this section was obtained,

Equations 24, 25, and 26 are valid as long as the
water temperature is bzlow saturation. After saturation
has been reached, Egquation 26 is replaced by Equation 27
with Equations 24 and 25 remaining the same. The appropri-
ate equation was employed according to logical rules
programmed into the simulation and is discussed in Chapter

III.
Twe(n) = F(Pp) (27)

The function, F(P,), expresses the relation
between the temperature, Tyr(n), in the nth section of the
channel and the absclute pressure, Ppn, in the nth section

of the channel when saturation has occurred. The function
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F(Pp) is constructed from data taken from thermodynamiq
tables of saturation pressure and temperature,
Accumulator and Vaporization Control

The accumulator and vaporization control are presented
together because in this system they are integrally related,

Accumulators are widely used in fluid systems to smooth
transients such as line shock, valve.surges, and pump flow-
ripple. Any time a positive~displacement pump is used, as
in this system, there will be some flow ripple. The amount
of ripple depends upon the particular pump. 8

A simple example of an accumulator is an open tank with
a piston or weight sitting on top of the fluid., £&See Figure 9.
The piston is free to move up and down depending upon the

level of water in the tank,

rate of accumulation) _ . )
(of water in tank ) = (Flowhln - Flow-out

o
v = Qin - Qout (28)

The pressures at the entrance and exit of the accumu-

lator as given in Figure 9 are:

n

P4 = Wp/By +Y (29)

P5 = Wp/Bp +Ywh (30)

W, = the weight of the piston (1b£)

Ap = the area of the piston (in?)
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FIGURE 9., A PISTON-TYPE ACCUMULATOR.
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h = the height of the piston above the input
flow (in)

o
i}

the height of the piston above the output
flow {(in)

Yw = the specific weight of water (1b£/1n%)

The volume of the accumulator as shown in Figure 9 is
v = Ap h. Assuming that Ap and Wp remain constans; then
Ecuation 31 follows by differentiating Equation 30 with

respect to time,

o (o]

(31)
= ¥w/Bp (Qin- Qout)

Equation 31 can be integrated to give the absolute
pressure of the accumulator as a function tima, I
vaporization occurs in the system, then Eguatlion 31 is
modified to account for this effect.

In this experiment, all foreign gases will be purged
and the fluld circuit completely filled with water, This
is done to ensure the bubbles formed are composed entirely
of water vapor. When vaporization occurs and the vaporiza-
tion minus the condensation is a positive quantity, the
resultant effect on the system is an increase in the volume
of the accumulator, It is assumed that water is essentially
incompressible. The system is assumed to have an accumulator
which has a component equation similar to Equation 31 and is

given, bys
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Pac = Kae Vac (32)

o o)

Pac = Kac Vac (33)

o ‘

Vac = 1/Pyc (Qin = Qout) *+ SPV (VAPOR~CONDEN) (34)
where:

Kye = the pressure-~volume constant (1bE-~min/in>)

Pye = the denglty of the water in the accumulator

(1bm/in3)
8PV = the specifi; volume of saturated wvapor
(in3/1bm)
Therefore, ultimately, a net increase in the accumulator
volume wlll manifest itself as a change in the absoclute
pressure around the f£luid circuit.

The vaporization control 1s motivated by twey factors,
First, results £rom initial simulation runs showed that the
"On-0£fL" preheater control has marked effeckts on the
vaporization during the "off" period of the preheater control,
That is, the vaporization level will follow the variations
in temperature of the water in the preheater section, Ideally
a vaporization control will tend to smooth out the above
mentioned variations in vaporization level,

The second motivating factor is the need to continuously
measure either quantitatively or gqualitatiwvely the thermo-
dynamlic quality of the two-phase vapor liguid, Quallity is
defined as®

SG = Mass of Vapor 35
Mass ©of Liquid (35)
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A modified definition of quality is also used in this
developmenf:° The denominator of Equation 35 iz the total
mass of liquid in the system where the denominator of the
modified qﬁality is the mass of the liguid betrween the
vaporization chamber and the accumulator, The numarator
term remains the same. The motivation foxr the altermate
definition is that the experiment is to be designed so
that vapor exigts only between the vaporization chamber
and the accumulator, When the term QUALL is used later
in this thesis, it will denote the gquality as defined by
Equation 35, while the term QUALZ2 denotes the modified
quality as defined above, '

The coupling between the vaporization control and
guality measurement is not cbvious., The mass of vapor in
the system at any time is given by

T
Mass of Vapor = (Vaporization - condensatien) at.{36)

o

Equation 36 can be integrated directly since vaporization is
given in closed form by Equation 15 and condensation is given
in closed form by Eguation 16, Since in practice, vaporiza-
tion and condensation are not readily measurable; therefore,
another method of obtaining the mass of the vapor is needed,
Equation 34 depends upon the flow-in, the flow-put, and the
vaporization minus the condensation. The flow-in, flow~out,
and volume, Vyo, Can be easily measured, The abselute

pressure of the accumulator, Pzc, can be measursd accurately
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and 1t thus seems plausible to calibrate a system to give
mass of vapor in terms of absolute accumulator pressure
or volume. So any control scheme that used Py as one of
the control parameters would in a sense be -a thexrmodynamic
quality control system. In the simulation it is assumed
the liguid flow-in egquals the liquid flow-out of the
accumulator, since the overall vapor content is small as
compared to the liquid.

The proposed vaporization control is a pressure
control system with the vaporization being controlled
indirectly. It is noted there is no active way to control
condensation other than manipulate the physical parameters
of the system. A block diagram of the vaporization control
system is given in Flgure 10. The values for the feedback
coefficients A; and Az and the gain Kav can be obtained
from the simulation.

Pressure Equations for Fluid Circuit

In this development it is assumed that pressure losses
or pressure drops can occur in the tubing connecting the
components themselves., Losses due to fittings, curature of
the tubing, and instrumentation are neglected as first
approximation in this anaylsis.

Tube pressure drop eguations have been derived
experimentally and are functions of the length (L) énd
diameter (D) of the tubing, viscosity (v) of the liquid
and Reynolds Number (Re) of the flow. Eguation 37 describes

the pressure drop (APy) in the tubing and it also accounts
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for entrance and exit losses, The entrance and exit losses
are those incurred when the water is flowing from a smaller

10
dlameter tube into a larger diameter tube oxr vice versa,

APy = 128 u L Q/yb4 (1+.0434 D/L Re) (37)

Referring to Figure 9, and Equations 29 and 30, the
pressure Arop, Pas, from entrance to exit of the accumu-

lator is given by
Pgs = Py — Ps (38)
Pas = § wlh® - h) (39)

where (h' = h) is the difference in height from entrance to
exit., It is assumed the height difference in the accumulator
is negligible,

Most of the equations presented thus far have been
differential equations with time the independent variable,
but the pressure equations, with one exception, are strictly
steady~state, The exception being that the sbsolute pressures
around the f£luid circuit are affected by the pressure Pyeo(t)
which is a function of time, -

Equation 17 gives the pressure drop across the channel,
Note that Equation 17 and 37 are of the same basic mathema-
tical form.

The fluid circuit is idealized into the schematic as
shown in Figure 11, From this schematic, the pressure drops

and the absolute pressures, as referenced to the accumulator
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pressure, may be calculated for various parts of the £luid

circult,

P10

Poac

where:
P1o
?zae
Pl
P2
P3

Po

i}

i}

]

Py2 * P23 = P3age ¥+ Paco
Pp3 + P3ac

Pio = P23 * P3ac * Pac
P23 * P3an * Pac

Fzae Pae

“Poac ¥ Pac

the tobal Dressure drop arourd the £luid
circuit {(1bf/in<)

the pressure differential hetweer locations
2 and ag in fluid cirxcult

the sbsolute prwssure at location I in the
fluid eircuit (1bE/in?)

the abgolute pressure at lorvation 2. in the
fluid circuit {(IbF/in?}

the abseclute pressure_at lcoccation 3 in the
Ffluid circuit (1b£/in2)

the abszoiute pressure at location 0 in the
£laid cireuit (1bE in?)

(40)

(41)

(42)

(43)

(44)

(45)
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CHAPTER III
DEVELOPMENT OF THE SIMULATION PROGRAM

Originally, the selection of digital simulation was a
personal preference of the author but since the system as
described in the previous chapter requires the use of 51
integrators and 58 function generators, digital simulation
was necessary because of the limited amount ©of analog
equipment avallable, An IBM developed program called
Continuous System Modeling Program! (CSMP) which runs on
the IBM System 360/ Model~-5Q computer was used for the
entire simulation,

No attempt to compare digital and analog simulation
or to compare other digital simulation technigques with
CSMP will be made since the author's practical experience
in the general area of machine computation is not broad
enough to make such critical comments. Rather;, a summary
of the essentials on how to run a typical CSMP program
will be given. For those desiring a more funcctional
knowledge of CSMP, the IBM literature on this program is
a good sourcemll

Before beginning the discussion of the development
of the simulation program of this thesis, a brief descrip-

tion of CSMP will be given, The purpose of this
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description is not detail instruction in the use of CSMP
but to makKe famillar those features of CSMP as related to
this thesis,

CSMP 1s essentially a program for solving a system
of ordinary differential eguations, A system of eguatiocns
of the most general c¢lass or oxdinary differential eguations,
i.e,, NOn=linear with time vaxrying coefficients can be

rogrammed, Therefore;, it is apparent that CSMP 1s capable
of solving a large class of englneering problems. CSMP
will have particular significance to those people concerned
with design and analysis of dynamic systemsg.

It is assumed in the following discussion O the
essentials of programming a problem for CSMP that the
mathematical modeling of the system has been done and a set
of differential and algebralc cqguations of the Zorm of

Bguationy 46 and 47 are to be programmed,
Xij = F(t,Xij, Uik) (46)
0 = a(t)ij Xij + Kij (47)

i =132¢0000n
J = 1, 25 o 0 0 g M

kzlngoeoep

wheres
& = lndependent variable
Xi g = dependent varlable
Uik = forcing functions
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tH

A{t)y

Kij

tine~varylng or constant coefficients

constants or parameters which could stand
alone in a mathematical expressioa

A general outline of a CSMP program is given in
Figure 12, The remainder of this discusslon wiil refer to
elements within thig figure, Figure 12 contains six
sections of which all or some of the six sections will
appear in every CSMP program, & CSMP program will always
contaln a set of CSMP control carxds and the cerds END, STOP,
AND ENDJOB, The other sectlions may ox may not be included
in a particular program dependling upon the parcvicular
problem at hand.

Fraguently, a program will contain paramsiers which ave
defined in terms of more basic system parameters and cone
stants, Rather than perform these calculaticny before the
program is run, they may be calculated wirthin the INITIAL
section, Calculations performed within the INITIAL section
will be performed only once at the beginning of the simulaw
tion, In fact any calculatlion which needs to be performed
only once at the beginning of the simulation can be done in
the INITIAL section,

Sometimes certain calculations are needed only at the
end of the simulation, This may be achieved within the
TERMINAYL section of the CSM? program, A&an example of the
use of the TERMINAL option would be paramsver optimlzation
in which 1t may be desirable to return to the main simulaw-

tion program and rerun the simulation with the updated
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parameter values, When the RE-RUN cpuicon is used, the
program will rewzurn to the INITIAL secticn (if one is
included) where the new pavameher value, as calculated in
the terminal sechion, will apdawve the simulation. The
entire simulation will be rerun using the updated parameter
value.

A DYNAMIC section will prebably be included in every
simulation as the syscvem differencial eguatrions are inte-
grated within this sectlion., This section is the most
flexible within the program and can accommodacte a wide
variety of dynemic systems, i.2., a wide range of mathe-
matical formulations,

An importavnh festure of the CSMP program is the SORT
and NOSORT options, If 3 sechivn of coding contains no
Fortran branshing or logicsi Lests then the SORT aption
can be employsd, Within a SORT mection, the programn
automatically places <hs statements In the best possible
sequenee TO ensure an asacurate solutlion, Incorrect sSeguencs
ing of the structure statemenis introduces a phase lag that
could sericuvsly affect the stakliity and accuracy of the
solution, Within a NOSORT section, the burden of correctly
sequenaing the struclure staremsnns lies with the programmer,
The advantage of utilizing the NOSORT option is that the £full
power of standaxd Fortran programming is available,

The discussicon now returns to the develovment of the
simalation program for the svstem equations developed in

the previcus chaptsr,
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The simulation program was developed in six steps.
These steps given in chronological order ares

l. Separate or decouple the system equations into
three independent sections: EBElectrigal,
Pressure and Thermodynamic,

2. Assume constant values for all ccefficients of
the differential equations,

3. Make appropriate runs on each section to check
them out,

4, Consolidate the three sections and make appropriate
xruns to check out system,

5. Relax the constraint of step two where applicable
and make appropriate runs.

6., With steps one through f£ive completed, make

similation runs with all systems functioning,

The above six steps are not intended to imply any
generality of method but to convey the method of approach
taken in this problem, In general, if the system to be
simulated is large, it is recommended that it be gimplified
and broken down into smaller subsystems as much as possible,
This procedure is invaluable in the initial check~out and
debugging phase of the progzram,

The only equation coding problems oecurred in what
could be called Yequation control," Egquation coantrol is
defined in this discussion to be the switghing-in and
switching-out of the appropriate set of eguations during

the gimulation.
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The fluid-thermodynamic portions of the system operate
elther in the unsaturated state or the saturated state, In
Chapter II, the fluid-~thermodynamic equations of motion
were developed, Though the exact details of these egquations
wlll vary depending upon the particular section of the system

under investigation, they will be of the general form,

O
PVCT] =PCQ(T(i-1) - Ty) +
(48)
UAaA(Tg~Ty ) +qg

Ty = F {3} {49}

The above symbols are analogous toc those defined in Chapter II.
BEquation 48 is valid as long as the water temperature is
below saturation, but once saturation is reached, Equation 49
is valid, The water temperature will vary around the fluid
circuit (see Figure 1) from an unsaturated state before the
preheater to fully saturated and boiling within the vapori-
zation chamber. With saturated water and vapor bubbles
leaving the vaporization chamber and moving through the
porous bed, heat transfer losses could cause the water temper-
ature to drop below saturation, In order to ensure that this
condition is detected, a saturation test is made at the begin-
ning of each of ten sections of the porous bed, Saturation
tests are also made in each section of tubing, within the
accumulator, and in the preheater and vaporization chamber,
BEquation control is needed to implement the saturation test,

and from the results of the saturation test, employ the
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appropriate equation in the simulation,

As implied from the above discussion, the saturation
test is actually two tests. One test is made to determine
when water makes the transition from the *unsaturated to the
saturated state" (UTSS), and a second test has to be made to
determine when the transition is made in reverse direction,
leeo, from the "saturated state to the unsaturated state®
(ss7U),

The UTSS test is accomplished by comparing the actual
water temperature with the saturation temperature as computed
by a function generator which has as its input the absolute
pressure as calculated during the simulation., The pertinent
Fortran statements for the UTSS test are given below., These

are followed with an explanation of the coding,

117 RO AFGEN(TF1S,P28)

X3}

122  IF(T1.GE.RO.) GO TO 8

8 CONTINUE

<
L

128 XU

it

RO « Tl

128 T1

Il

MODINT (T100,XU,XU, T1D)

The above sequence of coding will implement the UTSS
test, It works as follows, Assume that temperature T1
(Statement Number 129) has reached saturation temperature,
The variable, RO, is the generated reference saturation

temperature, When T13 RO then the program goes to


http:IF(TI.GE.RO
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Statement Number 8 and then proceeds to Statement Number 128,
The control variable; XU, will have a value of zero at satue
ration, Statement Number 129 makes usze of a special CSMP
function, MODINT, which is a "mode-controlled integrator!
(MCI), The MCI functions as a regular integrator if the
algebraic gign of the control variable, in this case XU, lis
positive, If the algebralc sign of the control variable
becomes negative oxr zero, the MCI will hold the value of

the last ocutput untlil the control variable sign becomes
positive, Thus when a saturation condition exists, the
control variable, XU, is zero and so the MCI will hold the
last temperature output as is desired.

Two methods of making the SSTU test were developed to
work with the unforced and forced temperature differential
equations, Eqguation 48 is a typical forced temperature
differential equation, If the forcing function, g, is. zero
then Equation 48 becomes unforg¢ed and takes the following

form:

o
PVCT =PCQ(P(3-1) - Tg) + U A(To - T3) (50)

The above symbols are analogous to those defined in Chapter 1II.
The flrst method applies to Equation 50 and utilizes the
knowledge that once saturation is reached the temperature
remains constant and, therefore, the derivation of temperature
with respect to time of Eguation 50 must equal zero., Equation
50 then becomes an algebraic equation, Equation 51, and can be

solved explicitly for the water temperature Tij, It was found
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that Equation 51 and Equation 49 compared within three
degrees and so Equation 51 could be used to detect a
change from a saturated state to the unsaturated state,
Also it apﬁears that the expressions used for the heate-
transfer coefficient of Equation 26 are correct, based
on the results of the comparison, The pertinent Fortran
statements which exemplify the first method of making the
SSTU test are given below. This is followed with an

explanation of the coding.
Ty =P CQ T(3.1)/(P VC+U A) + UA T, /(P V C4U A) (51)
The above symbols are analogous to those defined in Chapter II.

117 RO AFGEN(TFlS,P2S)

ol

122 IF{Ti.GE,RO} GO TO 8

@

<

8 CONTINUE

@

L

124 IF(@l +LT.RO )T1 = 718

9  CONTINUE

128 Xy

RO - T1

129 71

MODINT(T100,XU,XU,TiD)

The explanation of the above sequence of coding which
implements the first method of the SSTU test is now given,

It is assumed that the temperature Tl has been in a
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saturated state and enough heat transfer has taken place

so that TlS8 is just dropping below RO, i.e., temperature T1
is making the transition from saturation to unsaturation,
The sequence of events begins with Statement Number 124 and
with T1S less than RO, 8Since the conditional expression of
Statement Number 124 has been satisfied, then the value of
temperature T1 is replaced by the value of temperature TiS.
Therefore, the control variable XU, as calculated in
Statement Number 128, has a positive algebraic sign which
causes the MCI of Statement Number 129 to switch from the
hold-mode to normal integration., With the return of the
MCI to normal integration operation, the first method of the
88TU test is complete,

The development of a second method of making a SSTU
test was motivated by the inabllity of the first method to
function with equations of the form of Egquation 48, When
Equation 48 is manipulated into the form of Equation 51, it
was found that there was an intolerable difference between
Equation 52 and the true saturation temperature given by
Equation 49, The symbols used in Equation 52 are similar
to those defined in Chapter II, Equation 52 has a large

discontinuity at the time of switching. It is highly

Ty =P C Q T(3-1)/P VC+U &) + U A To/(P V C+U A) +
(52)

a/(P V C+U A)

improbable that all the water in a particular section would

reach saturatlion and instantaneously completely vaporize
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into super-heated steam. Thieg would require an impulse

of power which ig incongruent with the physical system.

An explanation which used physical and mathematical
arguments will be given., The general solution to

Equation 48 would contain the complementary or transient
solution and the particular or steady-state solution., A
mathematical steady-state condition is usually denoted Dby
the derivative terms vanishing and the solution taking the
form of the forcing function. The vanishing of the deriva-
tive term in BEguation 48, at saturation, is imposed by the
physical constraints of the process and not due to a sSteady-
state condition in the usual mathematical sense. Thus the
value of the dependent variable jumped from the inposed
steady-state value to that imposed by the forvecing runction,
The second method of making the 8STU test was made to Dbe
independent of equations of the form of Egquation 52, The
pertinent Fortran coding which implements the secona method
of performing the S5STU test is given below. Aan explanation

of the coding is then given.

95 REF2 = APFGEN(TF1S, PVC)

170 TWCD = o o o

176 CMI2 = REF2 - TWC

193 TWC = MODINT(TWCOO,CMI2, CMI2, TWCD)
194  TWC = FCNSW(CMIZ, REF2, REF2, TWC)

The explanation of the above sequence of coding which

implements the second method of the SSTU test is now given.
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It is assumed that the temperature TWC is saturated and
vaporization is occurring, The vaporization and conden-
sation rates directly affect the absolute pressure around
the fluid circulit and the absolute pressure PVC of this
particular section determines the saturation tvemperature,
Suppose that the absolute pressure PVC were to increase.
Then the algebraic sign of the control-variable CMI2 would
become positive., The MCYI would resume normal integration
of the differential equations, Statement Number 194
utilizes the CsSMP function called Function-Switch., The
control=variable CMI2 controls the output of Statement
Number 193, If the algebraic sign of the control-variable
CMI2 is negative or zexo, then the wvalue of TWC is replaced
by the value of REFZ2., If CMI2 has a positive sign, then the
output of the Function-8witch is equal to TWC, Therefore,
once saturation has been reached and vaporization is occur-
ring, TWC cannot drop kelow saturation unless ail heat input
is turned off or an increase in the local absolute pressure
occurs such that REFZ becomes greater than the temperature
TWC.

The UTSS test described in this chapter is used where
appropriate throughout the simulation. The second method of
making the SSTU test is used only with the preheater and
vaporization sections of the system., The first method of the
SSTU test is used in all other sections of the fluid circuit,

A flow-diagram of the entire simulation program is given

in Figures 13(a) through 13(r).
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CHAPTER IV
DISCUSSION AND DISPLAY OF SIMULATION RESULTS

The system was simulated under several operating
conditions, i.e., several flow-rates, a humber of
different temperature initial conditions, and wvarious
values of heat input, Only two runs, runs 2 and B are
included, These runs are representative of the many
runs that were simulated, i.e., they approach the
experiment condlitions in which two-phase flow exist in
the porous bed, The simulation runs included in this
thesis show the response of the system for different
temperature initial conditions throughout the systen,

The system contains 15 gallons of water. In runs
A and B the floww~rate was 1 gpms therefore, it will take
15 minutes for all the water in the system to be circu-
lated one time, In run A the system initial temperature
conditions wexre lower than run B. The simulation time
of run A was 0,8 minutes which does not allow the water
in the £luid circuit to completely circulate. Therefore,
run B which started at higher initial temperatures allows
the study of system operation at a later time than run A,
Thus run A gives the view of the system approaching the

desired esxtperiment conditions while run B more closely

7L
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approaches this condition.

Run &
Conditions under which run A was made are given:
Heat input: Q1 = 10 BTU/min or zero depending upon
the action of the preheater control. Q2 = 40 BTU/min
or 50 BTU/min depending on the action of the vaporiza-

tion control,

Flow-rate: started from zero flow at time equal zero,

and achieved 1 gpm in .0025 mimites.

Initial pressures: were equal to the absolute pregsure

in the accumulator, PaAC, which was 15,834 1b£/in2,
Simulation time: 0.8 minutes

Initial temperatures: water throughout the system was

212°F,

Porous media: 208°F
Channel: 210°F
Insulation: 75°F
ambient: 70°F

The results of run A are given in Figures 14 through 27.
Under the given run conditions for run A, Figure 15 shows
that TWC has saturated, and vaporization is occurring as

seen in Figure 24, However, no vapor exists past the first
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section of the porous bed since vapor cannot exist in
those sections in which the surrounding water is not
saturated, 8See Figures 18 through 21L. In oxder for
vapor to exist through the porous ked the system has

to operate a longer time so that the temperature of the
water in the porous bed is brought up to saturation
temperature,

Initially the water temperature dropped in eéezy
section of the porous bed. Since the initial temperature
of each section of the porous media was set at a lower
temperature than the surrounding water, it absorbs heat
from the water, lowering the temperature of the water
until heated water has flowed into the particular section.
For example, at a flow-rate of 1 gpm, water leaviang the
vaporization chamber and proceeding through the bed would
arrive at sections 1 through 10 in: 0167 min.y ,0278
mingy 0389 min.: .05 min.,: ,0612 min.; .0725 min.; .0834
min.; 0945 min.; .1055 min.; .1162 min., respectively.

In 0.8 minutes none of the observable sections of
the porous bed reached saturation temperature. 2 satura-
tion condition exists if the temperature curve intersects
the reference saturation temperature curve, It appears
that an intersection between the temperature curve, TF4,
and the reference temperature curve, F2, is imminent. See
Figure 18,

It is noted from Figure 25 that the pressure in the

accunmulator had reached a constant value during the 0,8



minutes of run time, This indicates the vaporization and
condensation have become equal; however, the heated water
has not been circulated back to the preheater section,
When the heated w%ter returns to the preheater section,
and ilts temperature and the temperature of the water of
the previous cycle are not equal, then a temperature
transient condition will exist.
Run B

The initial temperature conditions for run B are
higher than run A and represent the system operation at
a later time than run A.

Conditions under which run B was made are given:
Heat input: same as run A.

Flow-~rates same as run A,

Initial pressuress sgame as run A.

Simulation time: 0,9 minutes

Initial temperatures: Water temperatures:

TW = 214,259, TWC = 214.20°F, TF2 = 214,15°F,
TF4 - 214,10°F, TF6 = 214,08°F, TF8 = 214,05°F,
TF10

1

214,0°, TF12 - 213,989°F, TFl4 = 213,95°F,

TF1l6 = 213,90°F, TF18 = 213,88°F, TF20 = 213,.85CF,
TW2 = 213,83°F, TWaC = 213,80°F, TW3 = 213,78°F,

Tl = 213,.77°F.

These temperature initial conditions were set to ensure

the temperature in any particular section of the system
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was less than or equal to the saturation temperature fox

that section,
Porous media: 216°F
Channel: 216°F
Insulation: 200°F
Anbients 70°F

The results of run B are glven in Figures 28 through
46, With the system initial conditions as given above,
vaporization occurred almost immediately as noted by the
following: (1) the intersection of the temperature curve,
TWC, and the reference temperature curve, REFZ, See
Figure 29, (2) the increase of pressure, FAC, which is
due to vapor displacing water into the accumulator. See
Figure 44,

There was no initial decrease of water temperature,
within the porous bed, TF2 through TF1l8, since the porous
media was given a higher initial temperature than the water,
See Figures 32 through 40,

During the run time, 0.9 minutes, the first four
sections of the porous bed became saturaced as the heated
water and vapor travel down the porous bed, See Figures
32 through 35, It also appears that sections five and six
of the porous bed are golng to saturate, See Figures 36 and

37.
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The temperatures, TWAC and TW3, appear to have
reached a constant value indicating the accumulator is
receiving sufficient heat from the incoming flow to
offset the heat transfer losses incurred in the accumu-

lator, See PFigures 41 and 42,
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CHAPTER V

CONCLUSIONS AND RECOMMENDATIONS

An ideplized mathematical model of the proposed
flight experiment was developed in Chapter II. The
resulting system of differential and algebraic equations
was then prepared in a form that was representative of the
proposed system and was digitally simulated utilizing IBM!s
Continuous System Modeling Program, The simulation program
and several of the programming techniques were developed in
Chapter III, In Chapter IV the foundation for later
recommendations was laid,

Throughout the thesis an effort was made to maintain
a system's viewpoint while also developing the capability
for studying the proposed system in considerable detail.

From the simulation of this system several comments
can be made with regard to digital simuliation utilizing
CSMP,

CSMP is capable of handling systems which regquire a
complexX mathematical formulation to describe its functional
characteristics. The implementing of physical constraints
which are a function of the system state are relatively
easy to incorporate into a CSMP simulation. For example,
in this simulation it was required to switch-in and switche

out the appropriate equations depending upon whether the

-108-
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system was in a saturated state or an unsaturated state,
The price paid for these capabilities is in total computa-
tion time, For example, in oxder to obtain 0.9 minutes of
real time simulation, it required 50 minutes of machine
computation time. The mathematical description used to
describe the system utilized 51 integrators and 58 function
generators., It is well known that the digital computer is
notoriously slow in performing numerical integration, The
user of CSMP has six different integration methods from
which to select, These integration methods differ in degree
of comblexity, and consequently, in the degree of accuracy
obtainable, and the time required to perform the numerical
integration, Therefore, if computation time is of prime
importance, the mathematical description should be simpliw
fied, i.e., reduce the number of integrators in the simu-—
lation, Also, the use of the simpler integration methods
should be investigated. The final sele¢tion of integration
methed will most likely depend upon a trade off between
accuracy and computation time.

In the system simulated, the channel and the accumu-
lator were the only portions of the system not thermally
insulated, Due to the requirements of the experiment, the
channel cannot bes insulated, but no such restriction is
placed on the accumulator. Therefore, the heat losses
sustained in the simulated system may be considered to de

maximum,
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Based upon all the simulation runs and upon calculations
made using €0 BTU/min heat input rate (maximum available)},
the proposed system is capable of producing and maintaining
vapor in the porous bed,

A check was made of the coefficients of the temperature
differential equations., For example, at saturation the
derivative term on the left hand side of Eguation 48 is
constrained to be equal to zero., Then Equation 48 becomes
an algebraic equation and can be solved explicitly for the
temperature of the water in terms of the eguation coeffi-
cients and other system temperatures, Also at saturation
the water temperature is a function of pressure, and is
given by Equation 49. fThe results obtained from comparing
Equations 48 and 49 under saturated conditions compared
with 3°F. This would indicate the coefficients of Equation
48 and similar equations are essentially correct,

From the system equations as given in Chapter II, and
the results of the simulation runs, the following comments
and recommendations are givens

l. The system should be preheated under pressure on

the ground and sealed; because of the 60 BTU/min
maximum heat input rate, By heating the system
under pressure more heat energy can be stored,
This is done to compensate for heat losses occur-
ring between the time the experimental package is
sealed aboard the space craft and time for the

first experiment to be run.
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2. The system is extremely sensitive to pressure
changes due to vaporization, It may be necessary
to include a separate pressure control system,
This feature may pessibly be incorporated into
the vaporization control system after redefining

the control law for this control system.

3. The design of the accumulator for this system is
an important consideration., A trade off must be
made between a highly pressure sensitive system
and the values obtained in the measurement of the
average system quality, and the use of pressure
feedback to the vaporization control, If the
accumulator is properly designed, then the method
of vaporization control proposed in thls thesis is

feasible,

4. If possible, several flow-rates in the range of
5 « 1,0 gpm should be selected for the experiment,
This would allow the designexr of the preheater
control system to set the dead-band around the
thermedynamic equilibrium points as determined

from the system simulation,

The digital simulation of the idealized mathematical
model is sufficiently general to allow the system designers
to subject the simulated system to various operating condi-
tions as they see desirable., This would cercainly aid them
in the selection of physical components and the design of

the various control systems.



REFERENCES

lSch.ultz; Donald G. and Melsa, James L., State
Functions and Linear Control Systems, McGraw-Hill Book
Company, Inc., New York, 1967, pp. 355-421

2Murphy, Gordon J. Basic Aucomatic Control
Theoxryv, D. Van Nostrand Company, Inc,., Princeton, New Jersey,
Second Edition, 1966, pp., 414-426,

3Reethof, G, ‘"Hydraulic Components,® Mechanical
Design and Systems Handbook, ed. Harold A, Rothbart,
Me-Graw~Hill Book Company, Inc,, New York, 1964, Section
37, pp. 1-20,

4pinch, Volney C., Pump Handbook, The National
Press, No publishing address, 1948, p., 23.

5Wilson, Warren E,. Positive-Displacement Pumps
and Fluid Motors, Pitman Publishing Corporation, New York,
1950, pp. 25-30,

6Collins, Royal Bugene, Flow of Fluids Through
Porous Materials, Reinhold Publaishing Corporation, New
York, 1961, p. 3.

7Evers¢ James Leonard, An Investigation of Two-
Phase Flow Through Porous Media, Ph,D, Disserwation,
University of Alabama, 1969, p. 22,

8Lewis, Ernest E., and Stern, Hansjoerg, Design
of Hydraulic Control Systems,; McGraw-Hill Book Company,
Inc., New York, 1962, pp. l45-152,

9Brown; Charles Leonard, Basic Thermodvnamics,
McGraw-Hill Book Company, Inc., New York, 1951, p. 4l.

lOMerritt, Herbert B. Hydraulic Control Systems,
John Wiley and Sons; Inc,, New York, 1967, pp. 25-53,

llram System/360 Continuous System Modeling Program
{360A-CX~16X) Userls Manual -~ H20~0367~2,

lzResnick, Robert and Halliday, David, Physics -
For Student of Science and Engineering Part I, John Wiley
and Sons, Inc,, New York, Sixth Printing, Octobexr; 1963,
P. 468,

mll2e-



BIBLIOGRAPHY

Brown, Aubrey I, and Marco, Salvatore M. Introduction to
Heat Transfer, McGraw-Hill Book Company, Inc.,
New York, Second Edition, 19351,

Elgerd, Olle J. Control Systems Theory, McGraw-Hill Book
Company, Inc., New York, 1967,

Gibson, John E, and Tuteur, Franz B. Control System
Components, McGraw-Hill Book Company, Inc., New York,
1958,

Gourishankar, Vembu. Electromecharical Energy Conversion,
International Textbook Company, Scranton, Pennsylvania,
1965,

Holman, J. P, Heat Transfer, McGraw-Hill Book Company, IncC,.,
New York, 1963.

Hughes, William F., and Brighton, John A, Fluld Dynamics,
igchaum’s Outline Series,¥ Schaum Publishing Company,
New York, 1967,

Keanan, Joseph H, and Keyes, Frederick G. Thermodynamic
Properties of Steam, John Wiley and Sons, Inc.,
New York, 1936,

Koenig, Herman E., Tokad, Kesavan and Hedges, Analysis of
Discrete Physical Systems, McGraw-Hill Book Company,
New York, 1967,

Kuo, Benjamin C, Auktomatic Control Systemg, Prentice~Hall,
Inc,, 1962,

Reynolds, William €. Thermodynamigs, McGraw-Hill Book
Company, New York, 1965,

Pippenger, John J, and Hicks, Tyler G, Industrial Hydraulics,
McGraw-Hill Book Company, New York, 1962,

Shinskey, F. G. Process Control Systems, McGraw-Hill Book
Company, New York, 1967,

Streeter, Victor L. Fluid Mechanics, McGraw-Hill Book
Company, New York, Fourth Edition, 1966,

~ll3=



114

Walters, Ronald, Hvdraulie and Electro-Hydraulic Servo

Systems, CRC Press, Division of The Chemical Rubber
Company, Cleveland, Ohic, 1967, '

Williams, Theodore J, and Lauher, Verlin A, Automatic
Control of Chemical and Petroleum Processes, Gulf
Publishing Company, Houston, Texas, l196l.




