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RECEPTION OF IMAGE-TYPE DATA 
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Submitted to: 
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Electronic Research Center 

Cambridge, Massachusetts 


This interim report addresses the general technology of image data 
transmission using digital bit streams in the 40- to 400-Megabit per 
second (Mbps) rates and carrier transmission in the 35- to 95-GHz 
frequency range. Special emphasis is made on delta modulation as 
the optimum digital technique and quadriphase modulation as the 
principal carrier modulation technique. 

The final report will specifically address the problems and impair­
ments inherent at the highest data rates. 
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SUMMARY PREFACE 

Video Transmissions to Date 

The transmission of commercial television has become a very sophi~~~~_~~_ 

art. Color television signals with up to 5 MHz bandwidth information 

are now transmitted coast to coast ,via radio relay and around the world 

using communication satellites. 

Video information from space too, has also achieved numerous milestones, 

with video transmissions from, the moon and planetary fly-bys now 

considered almost standard. 

These present television transmissions convey relatively narrow 

band video information and make use of conventional modulation techniques 

such as frequency modulation to convey the image data in analog form. 

Recently the problem of transmitting pictorial information with extremely 

high data content from one point to another by way of a space relay or 

by communication satellite, has focused attention on new requirements 

and advances in technology. 

Philco-Ford has recently achieved the transmission of video information 

from Vietnam to Washington utilizing delta modulation AID conversion 

of a scanned r~presentation of Photographic data developed by a slow 

scan vidicon. A double ,link from Vietnam to Hawaii by one rDCSP 

satellite, and then to washington from Hawaii via another IDCSP 

satellite was accomplished using MFSK modulation, and has proven the 

effectiveness of the use of digital communications to represent 

pictorial data and the ability of a satellite link to transmit this 

data without deterioration of image information. 
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This link has also demonstrated the effectiveness of delta modulation 

for the transmission of image information in.a manner whereby the 

redundancy in the image data is largely eliminated from the data stream. 

Report Objectives 

The objectives of this report are to investigate and extend the present 

low video-rate image-transfer technology to high data rates using 

millimeter waves as the transmission medium. The specific objectives 

are as follows·: 

• 	 Evaluation of optimum type of modulation 

Candidates: 	 Analog FM 


Phase shift keying 


Frequency shift keying 


• 	 Evaluation of types of sensors capable of frequency 

components up to 40-60 GHz 

Candidates: 	 Image orthicons 

Vidicons 

Isocons 

Image dissectors 

Spin cameras with photoelectric cells 

• 	 Evaluation of types of AID conversion techniques capable 

of developing bit rates from 40 to 400 Mbps 

Candidates: 	 Delta modulation 


Cyclic conversion 


Phase domain conversion 


CRT AID converters. 


• 	 Evaluation of types of modulator and demodulator techniques 

capable of handling bit rates from 40 to 400 Mbps 

SPACE & ~E-ENT~Y SYSTEMS DIVISION
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Candidates: Modulators 

• 	 Switched-circulator types 

Demodulators 

• 	 Differential phase shift keying demodulators 

• 	 Coherent phase shift keying demodulators 

e 	 Frequency ranges capable of supporting high data. rate 

digital transmission 

Candidates: 35 GHz 

60 	GHz 

75 GHz 

90 GHz 

• 	 Antenna and receivers required to provide millimeter 


wave links with margin above maximum bit error rate 


Candidates: Optimum acquisition and tracking procedures 

Antenna size and gain 

Antenna construction techniques 

Receiver techniques 

Basic Report Conclusions 

The conclusions of the report at this interim point are summarized 

as foHows folloWing the list of objectives listed in the preceeding 

group. 

The basic conclusions are listed in specific and concise terms. They 

reflect the directions which have been pursued by the various 

investigations of the report and cannot reflect the considerable 

detail and analysis contained in the next sections. 

xxvi 

SPACE & RE-ENTRY SYSTEMS DIVISION
PHILCO~ 	 Phllco-Ford Corporation 



The basic conclusions are: 

• Optimum types of modulation 

Digital modulation over analog modulation: 

Improved power efficiency and range; improved 

ability to cope with link distortion and system 

noise and 'to interface with computer systems 

• QPSK and BPSK (quadriphase and biphase phase shift keying) 

Quadriphase modula,ion is the most efficient means of 

communication from the standpoint of bandwidth ·he 

required bandwidth is equal to the bit rate 

• Optimum Frequency ranges in link 

Millimeter wave frequencies in 35 to 95 GH£ range 

to most efficiently accomodate the 400 MHz bandwidth 

required of 400 Mbps data rates and to take advantage 

'of small weight and sizes of very high gain antennas. 

• High-speed high definition sensors 

TV. scanning types of sensors including vidicons, image 

orthicons, isocons, image dissectors and spin cameras. 

Species of scanning sensors can operate with limiting 

resQ'lutions to 5000 lines and actual scans of 2000 

lines, can store information, can detect a wide 

variety of visible and infrared optical spectra. 

Signal to noise output of wide band sensor systems as 

determined by illumination level, dark current, and 

noise figure of video amplifier. 

Present vidicon technology operates up 

bandwidth. 
xxvii 

to '60 MHz 

SPACE & RE-ENTRY SYSTEMS".DIVlsrON
PHILeo ~ P"',lco-Ford'CcrpOrat,an 



• 	 Optimum A!D conversion techniques for developing-bit 

rates from 40 to 400 Mbps 

Fastest AID conversion techniques involve phase domain 

cyclic conversion to develop up to 5 bit words at 1200 

Mbps. 

Optimum fast AID conversion techniques for image transmission 

with high redundant pictorial content - delta modulation. 

Optimum from the standpoint of circuit simplicity ­

2-bit delta modulation at 2.8 bits!sample 

Optimum from the standpoint of image detail - 3-bit 

delta modulation. 

200 Mbps delta modulation can A!D convert and time 

multiplex the analog outputs of fast scanning-rate 

sensors. 

In a link limited data link, 50 MHz baseband band­

width can be represented by 280 Mbps 2-bit delta 

modulation. 

• 	 Optimum types of PSK modulation techniques for 40-400 

Mbps bit rates 

Diode - switched circulator type QPSK modulator for 

highest speed, simplest circuit, and best quadra~ure 

relationships between the four phase vectors. 

Parameters limiting speed and bit rates 

Diode switching speed 

Loss of higher harmonics of switching waveform leading 

to truncated wave forms. 
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Detection loss up ·to 2 dB resulting from waveform 

degradation. 

• 	 Optimum types,of ·PSK Q.emodulator techniques for 40-400 

Mbps bit ·rates 

Differentially coherent demodulator 

Simplest demodulation system 

. -4 
For error rates of 10 ,signal to noise ratio 

required is 0.75 dB higher than required of 

coherent system. 

Ideally adapted to millimeter waves used by BTL 

in 	50 GHz link. 

Coherent demodulator 

Uses carrier reconstruction, bit synchronization, 

phase locked oscillator, matched filter. Optimum 

performance. 

Analysis presented for conditions of noisy reference 

carrier, and intersymbol interferences due to 

narrow band filter use. 

• Link optimum at 60-90 GHz for high data rate transmission 

across space 

Uses carbon epoxy light weight antenna to give 60 dB 

gain with 6 to 8 ft. antenna diameter, 

Link analysis shows QPSK transmission to 500 Mbps in 

60 	 to 90 GHz range possible with margin at BER = 10-5 

when. used with 40--100 watt TWT (transmit) and 10-12 

dB 	 mixer (receive) for worst case distances of 24,000 

miles. 
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'i' ... l.A, 

SECTION 1 

COMMUNICATION ASPECTS OF 
IMAGE TRANSMISSION HIGH DATA RATE 

1. 1 OBJEqTIVES 

The objective of this contract is to evaluate suiiable signal processing 

and modulation techniques, and to assess current and projected technology 

problems and needs associated with the transmission and reception of 

image type data via millimeter wave relay satellites. 

In general, the effort is directed toward the evaluation and identification 

of the communication, signal handling and technological problems associated 

with the transmission, reception and processing of image type data 

originating in a surveying satellite and transmitted via high speed 

digital links using millimeter waves. 

Some specific aspects of the transmission of image type information 

include: 

1. 	 The data shall originate from image sensors in an Earth 


orbiting satellite, to be transmitted via one or more 


relay satellites at synchronous orbits. 


2. 	 The sources of sensor information include: 

a: 	 Linear arrays of detectors with nO memory 

b. 	 TV or infrared type imagers 

c. 	 Image dissectors 

d. 	 Spin cameras 

e. 	 Solid state scanned point detectors 

3. 	 The millimeter wave relay propagation shall take place 


in the 35 to 94 GHz frequency range. 


c ,1-1 
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4. 	 The baseband information is in the range of 4 to 40 MHz. 

The high data rate requirements are in the range of 40 to 

4000 MHz. 

This report presents the results of such investigations into (1) image 

sensor signal and noise characteristics, (2) analog-to-digital conversion, 

(3) high speed digital communications, (4) antenna acquisition and 

tracking, and (5) millimeter wave communications. 

The 	results presented here are based on previous work performed at 

Philco-Ford or on work done especially for this study. This interim 

report is intended to be autonomous and addresses the wide range of 

topics discussed above, at the bit rates and frequencies involved. 

The f'inal report will address the problems specifically encountered 

at :the highest bit rates in the vicinity of 400 to ];00 megabits per 

se~o~d-and will deal exclusively with sensor types to provide the 

highes.t data bandwidths, AID conversion techniques which are specifically 

suited to handle these high rate bit streams, and the problems of 

receivers and data recovery at these high data rates. 

1.2 SENSOR SATELLITE TO RBLAY SATELLITE SYSTEMS 

Simplified conceptual diagrams of image data transmission systems using 

sensor satellites and synchronous relay satellites are shown in Figures 

1-1 	and 1-2. 

These systems illustrate the handling of sensor outputs, encoding of 

the data into digital in'formation, and high-speed digital transmission 

at millimeter wave carrier frequencies. 

1-2 
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The basic circuits of the transmission system include the sensors which 

produce the image data; this image data is converted into a digitally 

modulated carrier by use of the AID converter, the phase modulators and the 

millimeter wave amplifiers. 

The link includes the path from the sensor satellite to the relay 

satellite, and from the relay satellite to a ground terminaL. MOre 

than one sensor may be involved and the broad problem is one of achieving 

sensor data of proper bit error rate and pictorial quality. 

This report primarily addresses the sensor satellite to relay satellite 

system, but the overall system of transferring imagery data from a 

sensor complex to a data display o~ recording system c~n also be applied 

to a space to ground syste~. 

1.3 SYSTEM vARIANTS AND COMMUNICATION PARAMETERS 

Figure 1-3 shows a partial" list of the various system variants and 

parameters which must be evaluated in determining the effectiveness 

of the system for translating image data from the sensors to an 

ultimate data receiver or storage system. 

These parameters are listed for the various stages of the system to 

which they relate, and in general, provide'the data of the study 

tasks listed in paragraph 1.1. 

Despite the varied and general nature of the various parameters, in 

combination they completely define the capability of data relay satellite 

system to translate image data produced by a Sensor satellite to a 

ground terminal. 
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1.4 BASIC COMMUNICATION SUBSYSTEMS 

The image data communication system of Figure 1-3 can be reduced to 

a set of subsystems which are shown in Figure 1-4. These subsystems 

in general define and identify the tasks and basic topics of investigation 

of the contract. 

Case I identifies the subsystem comprised of the sensor complex which 

translates optical or radiometric image information into an analog 

electrical signal which is communicated to a display and recording 

system. The transmission path for the analog data is not a significant 

interface, but has the characteristics of an ideal electrical transfer 

medium which transfers all sensor data to the display and recording 

system without degradation. 

Case II identifies the anal~g-to-digital (A/D) and digital~to-analog 

(D/A) converters which convert the analog information to digital bit 

streams arid back to analog information at bit rates of 40, 100, ioo, 
and 400 Mbps. "Here, .only performance of the A/D and D/A,converters 

is of importance, with the criterion of performance being the bit 

error rate of the digital system, and the introduction of noise 

and impairments into'the recovered. analog information which is applied 

to the display and recording system. 

Case III highlights th~ modulator and demodulator system which converts 

the output of ,the A/D converter into a digitally modulated carrier. 

This digitally modulated carrier is demodulated and a digital bit 

stream is developed which reproduces the bit stream output of the AID 

converter with noise and enhancement of the probability of bit error 

introduced by the modulator/demodulator system. 

Case IV refers to the millimeter wave link which must transmit the 

modulated carrier across space and receive it at a terminal such as 

a data relay satellite. The received digitally modulated carrier 

with the noise and impairments introduced by the millimeter wave link 

is then applied to the demodulator. 
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By addressing the overall imagery problem in terms of subsystems as 

shown in Figure 1-3, the overall system performances can be most 

efficiently determined. The various sections to follow of this 

report will follow the philosophy of the various systems as shown 

in Figure 1-4 and identify the various technologies in each subsystem 

which relate to the data rates, and link frequencies involved. 
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SECTION 2 


COMMUNICATION SYSTEM ASPECTS OF 
HIGH-DATA RATE IMAGERY TRANSMISSION 

2.1 	 INTRODUCTION 

The transmission of image information across space at data rates from 40 

to 400megabits per second requires special modulation techniques which are 

especially suited for high data rate transmission with low error characteristics, 

and uses frequency ranges in which such transmission can optimally OCcur. 

This section will specifically address candidate modulation techniques 

and criteria of received-data accuracy which can be used for the transmission 

of image data, and introduce the communication technologies which are 

related to the sensors, analog-to-digital conversion, and modulator! 

demodulators and millimeter wave links to be discussed in the next 

sections. 

2.1.1 Typical Image-Data Transmission Links 

Figure 2-1 shows a typical candidate image data transmission system, 

illustrated by use of delta modulation techniques and phase-shift-keying 

modulation techniques, showing the development of sensor information and 

the development of a modulated carrier from this information. This 

modulated carrier is amplified in a traveling wave tube amplifier (TWTA) 

and propagated across space to a satellite relay. 

The 	satellite relay can serve in either of two modes: 

(a) 	 Frequency translation for propagation to an earth terminal 


or to another relay satellite. 


(b) 	 Data demodulation and modulation of a cnew carrier for 


re-propagation. Data processing and storage can be 


accomplished in the relay satellite or at the receiving 


terminal. 
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2.1.2 Multiple Sensor Image Data Transmission System 

Figure 2-2 shows a multiple sensor image data transmission system which 

illustrates the numerous alternative parameters which are legitimate 

candidates for various system embodiments. 

As shown, a variety of sensors of the different scanning types can be 

mUltiplexed in time to form a data bit stream having a total bit rate 

up to 400 Mbps. This mUltiplexed data bit stream is then modulated onto 

a carrier using analog or digital modulation techniques, and then trans­

mitted in the millimeter wave frequency range at the typical frequencies 

of 35, 60, 75, and 94 GHz. 

The propagated millimeter wave modulated carrier is then frequency 


translated to a lower frequency or IF frequency typically from UHF 


to Ku-band. 


A demodulator recovers the multiplexed bit stream, and a data demultiplexer 

clocked by locally reconstructed synchronizing information produces 

analog sensor data waveforms. 

The 	primary considerations of the multiple sensor transmission system 

relate to the following: 

(1) 	 The accuracy or faithfulness of each recovered sensor data 

waveform as compared to the original sensor data waveform 

as determined by the total noise contributed by the system 

to this waveform, 

(2) 	 The reliability of the system, 

(3) 	 The margin above total or local signal-to-noise ratio 

thresholds at which the total system operates. 

2.1.2.1 Recommended Modulation Technique 

Candidate modulation techniques which will be discussed in this section 

will include both analog and digital techniques. However, phase shift 

keying "in combination with delta modulation analog-to-digital conversion 

will be shown to more optimally meet the transmission needs of wide-band 
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width image sensors considered singly or in sets which are multiplexed 

into a common data channel. 

2.2 DIGITAL MODUlATION TECHNIQUES 

In an ideal system, transmission of digitized data can be accomplished 

using either conventional binary techniques such as FSK or PSK, or the 

more efficient M-ary signaling techniques. Either binary or M-ary sig­

naling techniques can be combined with fo~ard error control encoding to 

detect or.correct transm~ssion errors. M~ary signaling and data encoding 

normally require increased complexity and transmission bandwidth relative 

to uncoded binary signalling. 

Various binary and M-ary signaling techniques which ar~ candidates for 

high speed data transmission are compared on the basis of bit error rate 

(BER) versus energy-per-bit-to-noise-power-density ratio (Eb/N )' and o

required RF bandwidth in Table 2-1. 


2.2.1 	 Comparison of Channel Efficiency of Different Modulation Methods 
on the Basis of BER Versus Eb/N o 

A comparative evaluation of the channel effic~ency of digital modulation 

methods is based on the average probability of bit error rate (BER) as 

a function of the energy-per-bit-to-noise-spectra1-density ratio, Eb/No. 

2.2.1.1 FSK and MFSK (Non-Coherent) 

Frequency shift keying is a digital modulation method in which each 

transmitted data symbol is represented by one of M possible frequencies. 

For FSK there are two possible frequencies each representing one data 

bit. For MFSK, M frequencies are used and each of the M-ary symbols 

represents logZ M bits of data. 

Non-coherent detection is normally used in FSK and MFSK systems to avoid 

the requirement for generating a coherent phase reference for each fre­

quency. The optimum non-coherent receiver consists of a bank of matched 
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filters feeding a greatest~of comparator. The matched filters are high-Q 

bandpass integrate and dump filters followed by envelope detectors. Each 

filter is tuned to a particular symbol frequency. The energy in each 

filter is dumped immediately after each symbol decision to prevent inter­

symbol interference caused by residual energy. 

In general FSK and MFSK are listed here to provide reference against 

phase shift keying techniques. The difficulties in building 

practical band pass integrate and dump. filters for data rates above 10 

Mbps,and the sheer impracticality of building such filters for handling 

the multiple frequency bands for data rates above 100 Mbps make such a 

modulation technique a poor candidate for high speed imagery data trans­

mission. 

2.2.1.2 PCM/PM (Discriminator detection) 

Frequency modulation (PM) of a carrier by binary pu1se-code-modulation 

(PCM) is'widely used for telemetry and data transmission. In this technique 

the frequency of the carrier oscillator is deviated to one of two possible 

discrete amounts·corresponding to the binary data. The receiver consists 

of a frequency discriminator followed by a video matched-filter and a 

decision threshold. The post-discriminator matched-filter intgrates over 

a bit duration after which it is sampled and its energy is dumped. The 

sample is compared with the decision threshold and a choice made as to 

which binary symbol was received. PCM/PM is somewhat similar to FSt (MFSK 

with M • 2) with the distinction that FSK consists of gating on one of two 

independent oscillators with the binary data. A.further distinctieu is 

made here in that MFSK (or FSK) is received with M noncoherent matched­

filters, whereas, a discriminator and post-discriminator matched-filter 

are assumed for PCM/PM reception. 

2.2.1.3 PSK (Coherent) 

PSK refers to phase shift keying by a binary message. The phase of the 
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carrier is shifted by 1800 each time the binary data changes. Coherent 

detection requires that the receiver have knowledge of the phase of the 

carrier with an uncertainty of exactly 1800 • This phase information must 

be derived at the receiver and complicates the receiver implementation. 

PSK and PCM/FM are identical when ± 900 phase deviation is used in PCM/FM. 

Phase reversal keying (PRK) and PSK are also identical. 

In the transmitted power spectrum of PSK, the bandwidth between the prin­

cipal nulls i~ 2/Tb Hz. However, it is common practice to band-limit 

the spectrum to llTb Hz. This corresponds to the -4 db bandwidth. The 

required transmission bandwidth for PSK is thus taken to be Bw l/T •D 
b 

2.2.1.4 PSK (Differential1y Coherent) 

In- ,this technique, the binary data is detected by comparing the carrier 

phase of a received bit with the carrier phase of the preceding bit. The 

receiver, therefore, can take advantage of the differential phase coherence 

of successive bits to detect a phase change without requiring knowledge 

of the absolute carrier phase. 

Since the detection process involves a noisy phase reference (the preceding 

bit) the error probability for differentia'lly coherent PSK is higher 

than for PSK using phase coherent detection. 

2.2.1.5 MPSK (Coherent) 

In multiple phase shift keying (MPSK), the' signaling alphabet consists of 

M equally spaced carrier phase shifts. For example, for M • 4, the 
o 0 0 0possible phase shifts are 0 , 90 , 180 , and 270 • 

The Pr (symbol error) given above for MPSK is an upper bound that becomes 

quite accurate for large M. MPSK for M = 4 is referred to as 4-phase PSK 

or quadriphase modulation. 
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2.2.1.6 M-ary Coded PSK (Orthogonal Coding) 

The performance of any binary signaling technique can be improved by 

encoding the data into binary code words. This coding can take many 

forms but can be categorized by its intended purpose. Coding schemes 

are available for correcting or detecting errors in the reception process 

while other schemes are used' to minimize detection errors. The techniques 

described in this section utilize coding to ,minimize detection errors. 

Just as in MFSK, the signaling performance of PSK can be improved if 

the binary data, k bits at a time, is encoded into an alphabet of M 

orthogonal symbols. In M-ary coded PSK with orthogonal coding, the 

signaling alphabet consists of M Q 2k mutually orthogonal binary words 

each consisting of n binary digits (n)k). Code words can be readily 

generated which have n • M, if the system can accomodate the additional 
speed 'required. 
2.2.1.7 M-ary Coded PSK (Bi-Orthogonal Coding) 

A bi-orthogonal signaling alphabet for M-ary coded PSK can be constructed 

by simply taking the complement or negative of each code word in an 

orthogonal alphabet. Thus, the number of available symbols is doubled 

and the average symbol correlation coefficient is -l/(M-l) instead of 

zero as in the case of orthogonal coding. Thus, the performance using 

bi-orthogonal coding should be better than that of orthogonal coding, 

though the improvement becomes negligible for large M. 

2.2.2 Comparison Curves and Discussion 

The performance of MFSK based on probability of error is plotted and 

compared with other signaling techniques in Fig. 2-3. The probability 

of bit error for MFSK for various values of M is plotted as a function of 

Eb/No' For a specified error rate, the reduction in required energy 

per bit is quite significant for a moderate increase in M. Beyond M = 16, 

the improvement is less dramatic while the complexity of the system 

increases considerably and emphasizes the point made earlier; i.e. that 
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MFSK is impractical for the data rates used in this study. 


Fig. 2-4 compares l6-ary MFSK and QPSK with respect to other techniques, 


2.2.3 Comparison of Digital Modulation Techniques on the Basis of 
Required Bandwidth 

t

Transmission bandwidth becomes an important criterion when channel 

bandwidth is limited or when transmitter and receiver components are 

significantly bandwidth limited. 

For data relay satellite links using millimeter wave carriers, power 

efficiency may prove to be more important than bandwidth efficiency. 

However, any practical link will experience some bandWidth limiting du 

to component band-limiting and intentional filtering to avoid interference 

with other links. 

The bandwidth characteristics of each of the modulation methods covered 

in paragraphs 2.2.2 above will be considered. The bandwidths are expressed 

as functIons of~, the equivalent data rate over each link in bits per 

second, and are listed in Table 2-1. 

2.2.3.1 FSK and MFSK'(Non-Coherent) 

The frequency spacing between each of the H frequencies in an MFSK signal 

is chosen as rl (reciprocal of the signall:lng rate). This choice of 

spacing provides au orthogonal set of signal waveforms for the minimiza~ 

tion of BER as well as minimizing transmission bandwidth and symbol 

cross-talk. 

For binary FSK, H • 2 and k • I so that: 

The spacing of FSK signallttg frequencies is sometimes increased (with 

a corresponding increase in bandwidth) to permit the utilization of sim­

pler receiver data filters without causing symbol crosstalk. 

2-11 

SPACE & RE-ENTRY SYSTEMS DJVISION 
Phllco~FEJrd Corpor'6tl0r'lPHILCD~ 



10-"~'-'L - : ---i::: -; ; i-:-..: i:c.- _ - "-ti--lo- ~~~ -'-- ~::t:::r-:i= "'j:::+: 
p-	 - .A- -'-='~W- ­ -'-!--j- -'---,:= 1 pC0SI(her(benit Mh-ary c0ded 	 :::;. '- -t~:-" ~:.:: ':':;:-: -~l; ~-::t1:: -j:~,!±t

1ort ogona, ~ ,I 	 I , -'----;-v..-' '- '-lu 
2 ~;:;;••, M-.<y ...., t 11 'I' ttl{ n1}tt Ii 


PSI( (orthogonal,M-16) T 'Tn; Ti / - -'1'1 /1 

3 Noncoherent MFSK I 1 l~ 1Iii ! I i ~ I 17 ' 


10- 5 	 C *(Ma16) .:;.,.-, :;:---:=;:-.:'\ t::....;,----:::-:---'±r= 
1-:: 4 Coherent PSK (pm-I) :tt:.f' ',~i=! .:.t::i-:;=fr-;:i ' -ritt: 
f-5 Differentially cOher-i-l/--.J- ':--!+" :+f--I-\-::-1--' -Il~.t' 
f- ent PSI( ( =-1) - -	 ,-, - ""T" , i- ill'-.-.- -. I I p _1...:-1J __ ~,J...:_ ~-l-I ,I 1 1 .L 
-6 PCM-FM, Optimum detec 	 1 f i I: i i \ ~ 1 ~ I i I I, 

10­ >1 ~f7~0~;~~~11h~ II 1I Ilil-] 'Ii-I rTiYT rl\IT TfiT6 
-2 0 2 4 6 8 10 12 14 16 

10 log Eb/No (db) 

* A1~0 for coherent quadri-phase 

Fig. 	 2-4 A comparison of M-ary and binary signaling techniques 
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2.2.3.2 l'CM/FM 

The optimum peak-to-peak deviation for coherently detected PCM/FM is 

0.707~. However, ~lmost all practical PCM/FM links employ discriminator 

detection. Depending upon the. amount of premodulation filtering and the 

type of post-discriminator data filter, the peak-to-peak deviation is 

normally chosen between 0.75~ and 0.9~. Bennett and Rice 

determined that the required transmission bandwidth for a peak-to-peak 

deviation of 0.8 ~ is approximately equal to~. Thus: 

2.2.3.3 PSK (Coherent) 

The unfiltered output power 'spectrum from an ideal biphase PSK modulator 

is a sin xix spectrum with 2/Tb between principal nulls. 

This ideal spectrum will be modified in an actual data link because of 

modulator pulse response (switching time), transmitter and receiver filter­

ing, ana ionospheric phase distortion. Transmitter filtering is required 

to reduce the interference by the signsl sidelobes with adjacent channels 

and other services. The filtering, however, will introduce demodulator 

degradation because of loss of the energy in the removed sidelobes and 

phase distortion introduced by ~he filter. Therefore, the choice of 

bandwidth restrictive filtering must include an analysis of the resulting 

demodulator degradation•. 

2.2.3.4 pSK (Differentially Coherent) 

If the same signaling rate is used for both coherent and differentially 

coherent PSK the required transmission bandwidths are identical; i.e •. , 

2.2.3.5 MPSK (Coherent) 

In MPSK, each transmitted symbol carries log2M data bits. The actual 

Signaling rate is, therefore, lower than the data rate ~ by this factor 
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of 10g2M. Thus, the required transmission bandwidth forMPSK is: 

BW ..
MPSK 

The principal communications advantage of MPSK over PSK is the reduced 

transmission bandwidth. Beyond Mc4 (QPSK), however, the BER performance 

is reduced for increasing M. Thus MPSK trades power efficiency for band­

width efficiency. 

2.2.3.6 M-ary Coded PSK 

The transmission bandwidth for coded PSK is n/K times the bandwidth required 

by biphase PSK having the same information data rate ~ since each data 

bit is essentially encoded into n/K transmitted bits. For orthogonally 

coded PSK,n=M and k)l so that: 

BWORTH• CODED PSK a n2~ 
k 

For bi-orthogonally coded PSK, n=M/2 and k>l so that: 

2.2.4 Bit Error Rate Degradation of BPSK and QPSK Due to Filtering 

A computer program has been developed at Philco-Ford that determines the 

degradation introduced by filtering. A five-pole, 0.1 dB ripple Chebychev 

filter provides good, low-loss, side lobe rejection. More poles in the 

filter make the filter larger without significantly increasing sidelobe 

re.iection; feIVer poles do not give adequate sidelobe rejection. 

The filter can simulate the entire channel through which the data is 

transmitted' as long as limiters are not used. 
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Other filter types considered were Bessel filters (because of their linear 

phase characteristics) and Butterworth filters (because of their simplicity). 

The Chebychev filters were selected because of their excellent skirt 

selectivity, low ripple and reasonably good phase response. Odd-order 

filters were found to be preferable to even-order for both biphase and 

quadriphase because odd-order filters cause less quadratic phase distortion. 

Fig. 2-5 is a plot of the degradation introduced in PSK signalling by 

the filter for 0.1 dB Chebychev filters having 3, S, 7, and 9, poles. 

In Fig. 2-6 the BER degradation for BPSK is indicated for various filter 

bandwidths. The filter type is a five-pole, 0.1 dB Chebychev filter. The 

bandwidths indicated are 3 dB bandwidths. Note that at a BER of 10-4 

only about 1 dB degradation is introduced by filtering at the first spec­

tral nulls (BW • 2~). Filtering at the bit rate ~, introduces 4.4 

dB degradation. It is concluded from this analysis that the practical 

transmission bandwidth for PSK is: 

BWpSK - 2~. 

The signalling rate for QPSK is one-half the signalling rate (bit rate) 

for biphase PSK. Thus, all filter bandwidths can be reduced by a factor 

of two for QPSK. Fig. 2-7 is a replot of Fig. 2-8 for QPSK and narrower 

filter bandwidths. 

2.3 COMPARISON OF ANAWG AND DIGITAL M:lDUIATION TECHNIQUES 

Analog video signals can be transmitted from their point of collection 

(sensor aircraft) to a data recovery point (surface terminal) using 

either an analog or a digital data link. The basic elements of these 


two types of data links are shown in Fig. 2-7. 


Analog data links are more commonly used at present because of the avail ­

ability of equipment. HOwever, for high data rate image transmission 

applications, digital data links have important advantages over analog 
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links and are less complex and less expensive because of the rapid 

developments in integrated digital circuits. 

2.3.1 Advantages of Digital Links 

Some of the advantages of digital data links relative to analog modulation 

are given below. 

2.3.1.1 Data Regeneration 

In some data link applications, it becomes necessary to relay the data 

through one or more active repeaters. In an analog link, the noise as 

well as the signal is amplified and retransmitted. Digital data links 

permit regeneration of the digital data, thus removing the noise. Erroneous 

data bits will, of course, be present in the regenerated data, but the 

cumulative bit errors will cause far less degradation than cumulative 

noise in each receiver. 

2.3.1.2 Multipath Rejection 

Multiple signal paths can cause degradation of both analog and digital 

links by causing: (1) signal fading and hence noisy reception, and (2) 

spurious output signals (ghosting). For analog and digital links, the 

effect of fading can be countered by increasing the link margin, e.g., 

more transmitter power. Spurious signals cannot be removed in analog 

links by increased power since the multiple paths will also be enhanced. 

In FM reception, good limiter-discriminator design that results in a 

high capture ratio will discriminate against spurious signals. In a 

digital data link, the spurious signals are essentially removed when the 

link margin is sufficient to reduce bit errors caused by fading to an 

acceptable value. 

2.3.1.3 Less Susceptibility to Channel Distortion 

It is of critical importance to the transmission of video information to 

preserve resolution and phase linearity. As long as a specified bit error 
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rate is maintained, a digita~ data link can cause no video data degrada­

tion as a result of transmission link noise or data link non-linearities 

such as phase distortion caused by microwave component mismatches. Such 

is not the case in an analog modulation data link where amplitude and 

phase non-linearities as well as noise and multipath signals throughout 

the complete data link must be carefully controlled to limit video data 

degradation. 

2.3.2 	 Quantitative Comparison of Digital and Analog Links for Transmission 
of Image Data 

The comparison of output quality for digital and analog links is difficult 

because the noise effects are quite different. In analog links, additive 

noise in the data link receiver appears in the output video as random 

perturbations on the video waveform. For pictorial data the noise per­

turbations will degrade the resolution of the original picture. A criterion 

commonly used for adequate quality pictorial data is a video SNR of 30 dB. 

This SNR corresponds to 39 dB peak-to-peak signal-to-rms noise ratio for 

a sinusoidal video signal. 

There are two types of noise to contend with in digital data links ­

additive receiver noise and quantization noise. Additive receiver noise 

does not appear 'directly in the video output. It affects quality by 

causing erroneous bit errors in the data stream. The bit errors in turn 

cause erroneous shifts in the grey scale of the pictorial output. 

For delta modulation. the grey scale will shift by an amount equal to the 

step size and persist for the duration of the integrator time' comtan,t. 

on the 	order of 10 bits. The visual effect is a short grey streak in the 

output 	picture. 

For PCM, the grey scale will shift by an amount corresponding to the PCM 

bit which was in error. An error in the most significant bit will-cause. 

for example, a shift from black to white; whereas an error in the least 
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significant' bit will cause a shift of only one leve1 of grey. The effect 

on the output picture is a spotting, or "salt and pepper", effect. 

For either delta modulation or PCN, the additive receiver noise does not 

alter the picture resolution unless the bit errors become excessive. 

Evaluation of a considerable amount of pictorial data indicates that a 
4BER of 10- or better results in a negligible effect on output quality. 

Adequate pictorial data transmission is still possible at BER's as high 
-3 as 10 

The second noise effect in digital links is quantization noise. Quantiza­

tion noise appears in the video output as discrete steps in the picture 

rather than producing an, exact replica of the continuum of values in the 

original video yaveform. 

For PCM't~e quantization noise is directly related to the number of bits 

per sample by the foliowing: 

2n~uantization SNR = L2 = 2

where 	L = number of quantization levels 

n = number of PCN bits per sample 

For 5-bit PCM the ratio of 'rIDS signal to rIDS quanti~ation noise is 30.1 dB. 

For delta modulation, the quantization noise is determined by the size of 

the delta step. In 2-bit delta modulation, the size of the small step 

determi~es the quantizati~n noise. (The large seep size is chosen to 

provide' the reqUired transient response.) Choosing a small step equal to 

1/100 of the video dynamic range results in a quantization SNR of 40 d'B. 

2.3.2.1 Signal Power Requirements of Analog and Digital Links 

The signal power required for analog and digital links can be determined 

on a relative basis by using comparable criteria for output quality and 
4Fig. 2-9. For a digital link, a BER of 10- is specified, while an 

2-22 


SPACe: &. RE-E:NTFlY SYSTEMS OIVISION 
- Phllca-Fof'd OorporatlonPHIU'!O~ 



'II 
:t- --DIGITAL QUADRIPHASE PSKh o 	 ---- ANALOG FM WITH DISCRIMINATOR DETECTION 

•••••• AM AND SSS-AM, 6
10­ '~: i ··"-j-'-'EI-·,···'''· I-I·+'~·f··l·,..j .. j;'-1' IIlI:j:--' -1-1-1++'-1--'- '-,"'-i '~H-I---!-~-l-I--:-i+-!'+'B3'-7''';+'-t 50---I::-.l--E~-~I~ ~__ L -J- -t-··U _, I.'.I-f· -.·-I--f+--[-I." I--'-I ... _l_~ ---'1- .1__ l_\.. .....L..J ••__ l.___ ."1-l_'- •.- -'--1+-' - .-t+!"!- _______1.'_1.1_ '"i· - . -' --- - --1-" .• -I-t- ";-:-'.- -i.-~~-:..I~-['--H·I"I--'r:"-+H11-j.+- --1-+", ++ -1-11'"-	 H- +I..L -:+1-: 

I 

-1- - -,+ +Hi H-I-- '!'I-f-j I--H++i+ +H I-: H -H!:J: 

_5_ in dB 
KTB 

v 

Figure 2·, Comparison of Analog and Digital Modulation Based on Required Signal Power 



analog link output SNR of, 30 dB ,(39 dB peak-to-peak, signal-to-rms 

noise) will be, requir ed. 

The formulas used to generate the curves shown in Fig. 2-8 are listed in 

Table 2-2,. 

The abscissa used in Fig. 2-9 is the,signal-to-noise ratio relative to 

a bandwidth equal to the video bandwidth B. This is an artificial 
v 

quantity because the input SNR is actually measured in the RF bandwidth 

BRF rather than the video bandwidth. S/KTBv was chosen rather than 

S/KTBRF because Bv is independent of the type of modulation, thus per­

mitting a n9rmalized measure of input SNR for all types of modulation. 

S/KTBv 	 in dB can be converted to the more familiar S/KTB by subtracting
RF 

10 log (BRFiB ) for the modulation method of interest. v

2.3.2.2 Non-Ideal Digital Information Transmission 

Digital :information quality is characterized by the error rate as a 

function of the signal energy per infonnation bit (E) divided by the noise 

power density (No)' In equation form the signal-to-noise density ratio 

(SiN ) may be expressed as 
o 

SiN = 	 (E/N )b
o 	 0 

where 	 b = binary data rate (bit rate) 

,E/N is specified for a particular error rate 
o 

From this 'equation for SINo, it is a simple matter to translate an 

error rate in~o the value of SiN required in the communication link. 
o 

A factor must be added to SiN to account for non-ideal performance in 
o 

a practical system. The true system degradation is a complex function of 

many parameters such as modulator rise time, power amplifier AM-to-PM 

conversion, phase and amplitude nonlinearities, and many other factors. 

Detailed system analyses at Philco-Ford have indicated that, for systems 
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Tabla 2-2 


SLgnal to Noise Ratio fDr Analog and Digital Lin~s 


Analog Data Links (Wl.deband FM) Digital Data Links (Biphase or Quadriphase PSK)Analog DAta Links (AM) I 

_S__ 1 f~ ..x 
2
/2BER = --- . dx=...?L... 

KTB KTBRF , AM suppressed carrierv v'2;J :EhSNR = out 
0_S__ 3 Z ( S)"" 2' 0 KTBv 

KTB.., , SSB-AM 

",here = 11.2KTBv _S_ 

o a (;:)(~) = 2 (~)C':vBv) 
-

G:)whete BRF ::= 2 (0 + 1) Bv (Carson's Rule) 

2B for AM
BRF = 

V 

where S signal powerD "" deviation ratio = B for SSB-AM 
v 

• 10 KTB o N B = noise power in the video bandwidth, .B v o v v(K~RF) threshold 

\ "" data bit rateJ. J. Down1ng, Modulation Systems and Noise, 

Prentice-Hall, New Jersey, 1964. P. 99. 
 = 20 (D+1) 

"" 5.6 Bv for t~o-bit Delta Modulation(K-r!V ) threshold 

"" 16.8 B for six-bit PCM 
v 

A. J* Viterbi. Principles of Coherent Communication, 
McGraw-Hill, New York, 1966, P. 191. 



similar to the relay application, the degradation can be expected to be 

about 1.5 dB. Therefore, upon conversion to decibels 

SiN = (E/N )b + 1.S dB 
o 0 

and the error rate curve of Figure 2-10 may be modified accordingly. 

Many tradeoffs exist in apportioning the error rate in a multisegment 

communication link such as the relay system, especially when regeneration 
-Sof the digital data is feasible. An error rate of 1 x 10 errors per 

bit of information transmitted is assumed for the relay system based upon 

the more detailed studies of similar systems at Philco-Ford. One must 

appreciate that a change of plus or minus one order of magnitude of error 
-4 -6rate (1 x 10 to 1 x 10 ) constitutes a ± 1 dB change in the required 

E/N • which may certainly be accommodated in any detailed system desigu.o . 

For an error rate of 1 x 10-S , E/N = 9.S dB 
o 

and 

SiNO a 9.5 dB + 1.5 dB + 10 log (b) a 11.0 dB + 10 log (b) 

This is the required SiN used in the link calculations. 
o 

2.3.3.3 Bandwidths for FM, AM and PSK 

The minimum bandwidth and transmitter power for a digital link are 

achieved using 2-bit Delta modulation for the ana1og-to-digita1 conver­

sion and'quadriphase PSK for the carrier modulation. A comparison of 

bandwidths for PSK, FM, and AM is given in Figure 2-11. 

The bandwidth formulas used to generate the curves of Figure 1-3 are: 

Digital Links 

11.2B for biphase PSK2 Rb = v 

S.6B for quadriphase PSK= Rb = vBRF 
2 3.73B for octaphase PSK ~ = 3" v 

where ~ = digital data bit rate 


= sensor video bandwidth 
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Analog Links 

\ 2 (D ~ l)B for FM 
v 

2B for AMBRF 
c 

) v 

B for SSB-AM 

" v 

where 	D - FM deviation ratio 


B = sensor video bandwidth 

v 

In the above expressions for digital data links, it is assumed that 2-bit 

delta modulation is used for analog-to-digital conversion with 2.8 

samples per cycle. It will be noted that octaphase PSK permits slightly 

less RF bandwidth than the proposed quadriphase P5K. However, it is more 

susceptible to noise than either biphase or quadriphase and requires con­

siderably more demodulator complexity. 

For the FM analog data link, an RF bandwidth equal to the Carson's rule 

bandwidth is assumed. To minimize video phase distortion caused by the 

required sharp cut-off filters, the RF bandwidth for FM video is sometimes 

chosen to be wider than the Carson's rule bandwidth by factors ranging 

from 1.4 to 2. On the other hand, RF bandwidths narrower than the Carson's 

rule bandwidth are possible if a careful trade-off is made between allow­

able video distortion and required bandwidth restriction. 

AM, especially single-sideband (5SB) AM, permits the narrowest RF band­

width. However, these modulation methods are more susceptible to noise, 

multipath and channel distortion than either FM or digital PSK and should, 

therefore, be considered only for applications where extremely wide sensor 

bandwidths are required. 

The use of a threshold extension FM demodulator permits a trade-off 

between RF bandwidth and transmitter power. Without threshold extension 

the analog link requires 3.2 dB more power and 7 percent more bandwidth 

than the best digital link. Increasing the deviation ratio to 4 and 

allowing for 3.5 dB of threshold extension provides an analog link re­

quiring 2.8 dB less power than digital but 1.8 times more RF bandwidth. 
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Not included in this comparison is the incorporation of error correction 

coding in the digital link. Error correction, like threshold extension 

in the analog links, trades increased RF bandwidth for reduced transmitter 

power. Coding will reduce the required power by 2 dB to 3 dB at the 

expense of doubling the RF bandwidth. 

A summary of digital and analog data link para~eters is shown in Table 2-3 

and Table 2-4. 
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TABlE 2-3 


COMPARISON OF ANAIDG AND DIGITAL LINK 


Analog .Link Digital Link 

Power Efficiency 

Range (without relay) 

Range (with relay) 

RF Bandwidth 

Video Bandwidth 
(state-of-the-art) 

Video Bandwidth 
(under development) 

Multipath 

Link Distortion 

Security 

Anti-jam 

Error Correction 

Data Processing 

Size, Weight, Power 

Noise is Commulative 

Comparable 

50 MHz 

Fading and Ghosting 

Directly Effects Data 

None 

None 

None 

Limited 

Comparable 

2 x better 

1.4 x better 

Data Regeneration 
Removes Noise 

Comparable 

35 MHz (200 Mbps) 

70-100 MHz (400-600 
Mbps) 

Increased Error Rate 

No Direct Effect 
on Data 

Encryption 

Applicable to Spread 
Spectrum with Reduced 
Data Rate 

Coding or Off-Line 
Processing 

Computer Processing 
of Selected Data 

Comparable 
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TABLE 2-4 


DIGITAL AND ANAl.OG DATA LINK PARAMETERS 

Link Type 

Biphase PSK, 
2-Bit Delta Modulation 

Quadriphase PSK, 
2-Bit Delta Modulation 

Biphase PSK, 
6-Bit PCM 

Quadriphase PSK, 
6-Bit PCM 

FM (D .. 2) With 
Discriminator Detection 

FM (D .. 3) With 
Extended Threshold 

FM (D .. 4) With 
Extended Threshold 

AM, Suppressed Carrier 

SSB-AM 

_S_ 
KTBv 

(dB) 

19.0 

19.0 

23.8 

23.8 

22.2 

19.0 

16.5 

30.0 

30.0 

11.2 

5.6 

33.6 

16.8 

6.0 

8.0 

10.0 

2.0 

1.0 

Relative Power 

Reference 

o dB 

4.8 dB more 

4.8 dB more 

3.2 dB more 

o dB 

2.5 dB less 

11 dB more 

11 dB more 
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2.4 COMPARISON OF MODUlATION TECHNIQUES AT 40 TO 400 Mbps RATES 

As the bit rate approaches 500 megabits per second, as shown in 

Table 2-5 the required bandwidths for transmission exceed gigahertz 

bandwidths except quadriphase modulation* which requires the same 

e/kT as binary PSK but only one-half the bandwidth. 

Bit error rates for quadriphase modulation which represent phase 

shift keying at 0°, 90°, 180°, 2(00 are compared in Figure 2-5 with 

two other modulation techniques; MFSK (multiple frequency shift keying) 

and H-ary biorthogonally coded PSK provide maximum communication 

capacity while quadriphase modulation QPSK provides bandwidth efficiency 

as well as good power efficiency. 

Figure 2-5 shows that-, for the same signal-to-noise ratio, standard 

quadriphase modulation has a higher power requirement than either 

MFSK or H-ary biorthogonally coded PSK. However, at half-gigahertz 

rates, ~lFSK may be impractical due to the complex switching of matched 

filters required in the MFSK demodulator in what are referred to as 

the BFID circuits (bandpass integrate-and-dump); on the other hand, 

error coding which requires at least a doubling of the bit rate and 

is a key to H-ary biorthogonally coded PSK may make the use of coding 

techniques impractical until gigahertz-bit-stream technology is as 

fully developed as is, say, 50-megabit bit stream technology at the 

present time. 

Accordingly, quadriphase modulation, which will be described later in 

this paper, is the key candidate for gigahertz-rate modulation for 

microwave and millimeter wave frequencies. 

*8-phase, l6-phase modulations require even less bandwidth but have 

less power efficiency. 
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TABLE "2-5 ,o 
-

POWER AND BANDWIDTH COMPARISON IN DIGITAL COMMUNICATIONS 

'", w 
-I'-

Digital Modulation Required Pot~er Required Bandwidth (MHz)Required 
Methods BandwidthBER.. lO-5 40 NBS 100 MRS 200 NBS 400 MRS 

16-ary Coded PSK o dB (reference) 800 16004 x bit rate 160 400 

16-ary MFSK 18000.8 dB more 4.5 x bit rate 180 450 1000 

Quadriphase 2002.5 dB more 1 x bit rate 100 40040 

Coherent PSK 8002.5 dB more 2 x bit rate 80 200 400 

PCM/FM 8004.6 dB more 2 x bit rate 200 40080 

PSK 600 12006.0 dB more 3 x bit rate 120 300 



The bit error rate re~ates each type of modulation to the Eb/No where 

Eb is the energy per bit and No is -the noise power density, KTs' where K 

is Holtzman's constant and T is the system noise temperature.s 

The terminal sensitivity factor, CIN ' and Eb/No are related by the ~it 
o 

rate, ~, as 

C • • 
KT 

Thus, as the bit rate increases to, say a half-gigahertz, additional 

carrier power (C) will be required to maintain a value of 10 Log Eb/No 

corresponding to a particular bit error rate. 

2.5 CANDIDATE TRANSMISSION BANDS FOR HIGH DATA RATE IMAGE TRANSMISSION 

As indicated in Table 2-6, the principal communication bands below 10 GHz 

have bandwidths limited to 500 MHz by international agreement. Such bands 

can barely accommodate the 400 MHz bandwidth required for quadriphase 

modulation and, cert~inly, l6-ary MFSK would use almost a quarter of the 

presently occupied microwave frequency band. 

It is evident that higher frequency bands from Ku-band to the optical 

frequencies will be required for 400 Mbps digital carriers. Of particular 

interest are the bands at: 15, 35, and 94 MHz where minimum atmospheric 

absorption windows occur; 60 GHz and 120 QHz for exo-atmospheric spacecraft­

to-spacecraft communication when privacy or low RFI is required; and the 

wavelengths of 1.06 and 10.6 microns'of the helium-neon and CO lasers,2 
respectively, to take advantage of the high-speed modulator techniques 

available at 1.06 microns, or the high efficiency/high power space-to­

earth capability of the 10.6 micron infrared laser. 

Frequency ranges in the 30 to 100 GHz frequency range are the principal 

candidates for the transfer of imagery information from a sensor spacecraft 

to a relay spacecraft. As will be discussed in Section 7, the technology 
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of millimeter wave power amplification, propagation and reception is 

now at a stage which makes space links at these frequencies capable of 

being designed with a high level of reliability and product assurance. 
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PRINCIPAL COMMUNICATION BANDS 


Frequency Band 
Center 

Bandwidth 
capability Use Bandwidth Required 

For 400 Hbps QPSK 

2.25 GHz 100 MHz SGLS, Apollo 400 

4.0 GHz 500 MHz 
, 

COMBAT 400 

7.5 GHz 500 MHz Military SATCOM 400 

15.3 GHz 500-1000 MHz ATS-E/Domestic TVI 
Military SATCOM 

400 

35.0 GHz 1-2GHz Space-Ground 
Communications 

400 

60.0 GHz 1-5GHz Spacecraft to Spacecraft 
Communications 

400 

94.0 GHz 1 - 5 GHz Radiometry 400 

120.0 GHz 1 • 5 GHz Spacecraft to Spacecraft 
Communications 

400 

1.06 Microns 1 - 50 GHz Light-guide PCM Helium/ 
Neon1aser 

400 

10.6 Microns 1 - 50 GHz Infrared-Space/Earth 
C01I!llUl\ications 

400 
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SECTION 3 

:rMaGE SENSOR TECHNOLOGY 

3.1 THE DATA CHARACTERISTICS OF :rMaGE SENSORS 

Image sensors perform the function, either singly or in groups, of 

transducing impinging pictorial data radiation in the visible or infra­

red bands into an analog, electrical signal which can then be applied 

to a recording or display device. The basic image system is shown in 

Figure 3-1. 

Three basic parameters are critical to image systems : 

a. 	 MTF: MTF is the modulation transfer function which 

determines the limiting resolution of the image device. 

b. 	 Video Bandwidth: Video bandwidth is the total electrical 

bandwidth of the image sensor plus video amplifiers, which 

determines the image information bandwidth which is a 

function of such parameters as the number of scanning lines, 

the frame rate, and the time duration an image sensor 

"looks" at a particular segment of pictorial data. Band­

width is a separate parameter from MTF and is valid only 

in an image sensor system having an MTF capable of supplying 

an information bandwidth which can fill the video bandwidth. 

c. 	 Signal-to-Noise: The output of the image sensor circuit, 

including video amplifiers will include a noise level 

which will be a function of both senSor characteristics 

and currents, received light level, and video amplifier 

noise figure. 
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IMAGE INFORMATION 


• MTF 

• VIDEO BANDWIDTH 

• SIGNAL-TO-NOISE RATIO 

Figure 3-1 Basic Image-Device to User System 
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The total art of imagery se~~ing is vast and beyond the scope of 

this study; however., the three parameters identified above are critical 

to determining the bandwidth and the signal-to-noise ratio of the 

analog pictorial information which is converted to digital information 

in the analog-to-digital converter. The image data transmission system 

of Figure 3-1 will be discussed in detail in the following paragraphs 

relative to the types of sensors used and their various characteristics. 

3.1.1 General Sensor ·Requirements 

.'/~ j'l 
Sensor requirements have been developed in the areas of geology, 


agriculture, forest~y, geography, meterology, and oceanography and 


can be determined for the most part by the following factors! 


Illumination Level" 
Havelength Region and Bandwidth" 
Limiting Resolution" 
Scene Characteristics" 
Vehicle Altitude" 
Sensor System Noise Level" 

3.1.1.1 l~avelengths of Interest 

The various wavelength regions of interest to be processed by the 


senSors may be divided into three basic categories: 


" Visible - 0.4 to 0.7 ~ 

" Near Infrared - 0.7 to 5 ~ 

e Intermediate and Long Wavelength Infrared - 5 to 20 ~ 

The visible spectrum is dominated by diffusely scattered solar radiation. 

The near infrared spectrum is a transition region from dominance by 

solar effects to self emission by the earth. The spectrum region 

beyond 5 ~ is essentially terrestrial emission with only indirect 

solar effects. A sensor designed for use in one of these spectral 
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regions may have a bandwidth considerably narrower than that of the 

whole region. This will, of course, have an impact on SiN calculations 

for each particular sensor. 

3.1.1.2 Resolution 

In order to establish a baseline for sensor resolution, reference is 

made to the NAS/NRC panels on the Useful Applications of Earth-Oriented 

Satellites. In the panels on agriculture, geology, et. al., a basic 

ground resolution of 100 feet was specified for a wide variety of 

applications. In this case the satellite would be at an altitude of 

300 to 500 nautical miles. On the other hand, the ''high resolution" 

radiometric experiment for ATS F&G has a resolution of 6 nautical 

miles at synchronous altitude. The common factor in these experiments 

is angular resolution, which is about 0.1 milliradians in each case. 

3.1.1.3 Illumination Levels 

The full range of illumination levels cannot be treated in the scope. . 
of this report. However, as a reference baseline, the earth's 

illumination at noon is around 10,000 ft.-candles; this can fall to 

500 ft.-candles at other times of day and for dark patches of the earth's 

surface, with an average reflectance at'the earth's surface of 10% 

and an additional 10% reduction in illumination due to spacecraft 

optics. The actual foot-candles of illumination reaching the sensor 

will be around 1% of the earth's illumination. 

3.2 CANDIDATE PHOTO SENSOR IMAGING DEVICES FOR SPACE APPLICATIONS 

Image devices, which are currently available for space-borne image 

sensor applications, comprise a large number of different types and 

species which includes the following: 
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a. 	 Scanning-beam image tubes: 

Vidicons• 
Iricons (infrared vidicons)• 

• Image orthicons 

• Image intensifier orthicons 

II Isocons 

• Image dissectors 

• Scotoscopes 

b. 	 Mosaics or clusters of solid state or electron' 


beam photosensitive cells: 


• Self-scanned solid state image sensor 

• Spin-camera 

• Radiometric sensors 

• scanning radIometers 

3.2.1 Functional Classes of Image Tubes 

There are two functional classes of image tubes. One, termed an image 
" intensifier, produces an illuminated image on its output surface which 

is brighter than the image on its input photosensitive surface. The 

other class, termed a camera tube, also requires an optical input image 

on its photosensitive surface, but the output is a video signal obtained 

by sequentially scanning its image by an electron beam. The output of the 

camera tube may be amplified in a separate image intensifier tube or the' 

image intensifier function can be incorporated inside the single image 

tube. Electron multiplication can be utilized at each element of the 

image, or it can be applied within the tube to the video signal obtained 

from scanning. 

3.2.2 Camera Tube Types 

The candidate camera tubes are the vidicon, the image orthicon, ana 

the-image intensifier orthicon {which is an image orthicon preceded 
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by one or more stages of image intensification). These devices Lan 

be available for operation in any part of the spectral region from 

the near ultraviolet to the infrared. 'flit· j..-jcOil t', {']-m11n1;1- foT' 

operation into the far "infrared. 

Camera tubes involve scanning beams and have the feature of storage 

of information, which is not provided by image dissectors or solid 

state photo-sensor clusters or mosaics. Representative features of 

these tubes are listed in Table 3-1. 

FLgure 3-2 gives representative data on various camera tubes including 

combinations with intensifiers. It does not necessarily represent 

the current state-of-the-art, and the data are not complete on any 

one type of tube. Figure 3-2 indicates the relation between signal­

to-noise ratio and scene illumination, assuming a lens speed of 

T/l.O and a bandwidth of 4.5 MHz. 

3.2.2.1 Vidicons 

The vidicon (Figure 3-3b) is a scanning image tube operating on the 

photoconductive principle. 

A transparent conducting film is deposited on the inside of a glass 

face plate which is scanned by an electron beam. A thin layer of the 

photoconductive material is deposited over the conducting film. The 

local variations in resistance of the photoconductor corresponds to 

the image intensity distribution on the face plate. The electron 

beam sweeps the photoconductor and deposits a charge so that the 

instantaneous voltage across the photoconductor is equal to the 

cathode-signal plate voltage. The charge leaks through the ,photo­

conductor at a rate proportional to the photo-resistance at that 

point. 

The following electron scan deposits charges to replace the leakage. 

The signal voltage is developed across a load resistor which is 

connected to the conducting film. This signal voltage is proportional 

to the deposited charge. 
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TABLE 3-1 


SUMMARY OF REPRESENTATIVE CAMERA TUBE PERFORMANCE 


FACE PLATE 

CAMERA TUBE ILLUMINATION % AMPLITUDE LIMITING TYPICAL db 

TYPE AND SIZE (OPERATING POINT) 
FOOT - CANDLES 

RESPONSE AT 
400 T.V. LINES 

RESOLilTlON 
T.V. LINES 

SIGNAL TO 
NOISE RATIO 

Ima!1ie Orthicon 

2.0 x 10-3 
, 

5.0 x 10-3 
75 

50 

800 

600 

4.5 MC 9 MC 

55 50 

45 40 

·4-1/2" 

3" 

Vidicon 

1 6 (Average 
Sensitivity) 

60 1200 55 50 

1-1/2" 8 (Average 60 1500 58 54 
Sensitivity) -
40 (Minimum Lag) 

1-1/2" .1 (Average 45 1000 30 25 
High Sensitivity) 
Sensitivity 

Intensifier 
Ima!1ie Orthicon 

2 x 10-5 (S-20) 30 450 
center 

30 253" 

350 
edge 
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PII:EAMPUFiEil NOlSE 1 
SaNE stEfU:CTANa: ~ 
SCENE CON1V.:S' 1000'b 
CANlAA LENS T/NO 1.0 

10-4 10-1 10· 

"'" (i<MS) 

PHOTOCATHODE IllUMINANCE (1m ft-2) 

Sensitivity and Dynamic Range Characteristics of Camera Tubes. 

Figure 3-2 
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The vidicon acts as a constant current generator for the output resistor. 

The signal current 'does not increase linearly with illumination. The 

signal current is usually less than one micro-ampere so that the principal 

source of noise is the video amplifier. 

For the visible spectrum vidicons the minimum tube face ~llumination is 

of the order of 0.1 to 0.01 lumen ft-2. With 400 line resolution of a 

0.3 inch diameter face plate, the minimum signal power per element is 


of the order of 10-12 to 10-13 watts. 


The illumination range is approximately three decades from noise level 

to saturation. Fast image motions blur the electrical image since the 

time constant of the photoconductor is usually longer than the conventional 

frame rate of 1/30 second. The signal stability of the vidicon is 

better than that of the image orthicon because of the simpler electron 

tube construction with fewer elements. 

Figure 3-4 shows the scanning philosophy of the vidicon; Figure 3-5 

, shows the wavelengths served by various vidicons using different 


photoconductive surfaces. 


The infrared vidicon - also known as the Iricon is substantially 

identical to the vidicon with the exception of the use of a lead 

sulphide target which extends the wavelength range of the imagery 

beyond 10 microns. This type of tube is particularly useful for space 

applications which address the earth ,since more than 60% of the direct 

radiation from the earth takes place in the 0.6 to 10 radiation band. 

3.2.2.2 The Image Orthicon 

The image orthicon is analogous to a vidicon. As shown in 

Figure 3-3b it uses a' photoemissive target rather than a photoconductive 

target and includes a built-in image intensifier and verY low-noise 

signal preamplifier. Therefore, the image orthicon is a more sensitive 

device than the vidicon, while the image intensifier orthicon is still 

more sensitive. The image orthicon pays a penalty in physical size 
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and in the added complexity of the necessary electrical circuitry to 

maintain its focussing, image intensifying, beam deflecting, and 

amplifying elements. 

Although the operation of the image orthicon is fundamentally different 

from that of. the vidicon, both devices are functionally alike. Each 

has an image transducing section where a light image is transformed 

into an electrical image in the form of a voltage pattern. Also, each 

has a readout section, consisting of a scanning electron beam. These 

electrons interact with the target which contains the stored electrical 

image, producing an electronic signal which may be amplified and then 

displayed. 

The image orthicon contains its own amplifier for this purpose (an 

electron multiplier), while the vidicon must utilize an external 

preamplifier. The image orthicon also incorporates part 	of a single­

stage image intensifier in its image transducing section 	while the 

vidicon may not. 

The image orthicon can perform the same functions as the image dissector; 

the internal process is quite different however. A charge distribution 

corresponding to the image intensity distribution is accumulated during 

the frame interval. A four hundred line resolution picture would 

have 160,000 elements to sample each frame. The integration interval 

is then 160,000 times as long as the sample interval. The integration 

procedure should theoretically improve the minimum detectable signal 

over that of the image dissector by about the same ratio as the frame 

period to the element sample period; however, the beam current noise 

and target ohmic leakage decreases the expected improvement in detectivity 

from the integration procedure. 

To compare the image orthicon to other detectors, the minimum detectable 

irradiance must be estimated. One of the more sensitive 	image orthicons 

5 2


has a minimum illumination level corresponding to 1 x 10- lumens/ft

incident on the S-lO photocathode. The 8-10 conversion of lumens to 

watts at the spectral peak is 400 lumens = 1 watt at 0.45 micron. 
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2The equivalent radiance is then approximately 2.7 x 10-11 watts cm­

on the photocathode. The typical thermonic emission from the S-lO 

Ph otocath 0 'd"e ~s 10-13 to 10-14 
amperes em 

-2
,equivalent to a radiance 

-12 210-13 watts A mentLoned ove, he 

image orthicon is limited by the beam current and factors other than 

the photocathode thermonic emission. At 400 line resolution each 
2

level of 6 x 10 to 6 X cm- s . ab t 

element has an area of 6.2 x 10-5 cm • The irradiance from a point 

source when focused by an optical system would have to produce a power 
-15level of 1.7 x 10 watts per element to match the minimum radiance 

level of the sample image orthicon. 

3.2.2.3 Intensifier Image Orthicon 

As a means of providing more gain prior to the target, an additional 

image section is added to the image orthicon in the intensifier image 

orthicon. Electrons from the photocathode of the intensifier image 

section are accelerated onto the first screen. The screen consists 

of glass coated with fluorescent material on one side and ,photocathode 

on the other side. The spectral response of the photocathode matches 

the response of the fluorescent material. The accelerated electrons 

hitting the phosphor produce fluorescence which in turn starts photo­

emission from the photocathode. Emitted electrons from this photo­

cathode are accelerated towards the target and stored there. The 

scanning and multiplier section of this tube are similar to the one 

of the image orthicon. 

The additional gain obtained from the intensifier section is enough 

to raise the stored signal level to a point where the fundamental 

noise from the' p~imary photocathode can exceed the beam noise. Although 

such a video signal obtained at very low light levels is inherently 

noisy and limited in resolution, the intensifier image orthicon approaches 

the performance, of the ideal tube. 
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3.2.2.4 Isocon 

One of the serious disadvantages in the use of the Image Orthicon is the 

low signal to noise ratio of the tube, especially at low light levels. 

The low ra~io is primarily due to the poor percentage of modulation 

(35%) of the return beam. 

In the Isocon tube, which is similar to the Image Orthicon, the diffusely 

scattered electrons produced by the target instead of specularly reflected 

electrons dispersed by bright areas are collected by the multiplier section. 

This -type of technique can give modulation that approaches 100%. 

3.2.2.5 The Image Dissector ' 

The image dissector is a photomultiplier with a scanning system for 

deflecting the electrons emitted from the photosurface. The deflection 

system systematically scans the electron image of the light pattern on 

the photocathode past a mechanical aperture, and transforms a two­

dimensional light pattern into a time-dependent electronic signal. 

The scene is imaged on the photocathode. The photo-emissive cathode 

emits electrons whose local density varies directly with the number 

and energy of the incident quanta. The aperture intercepts only a 

small section of the electron image. The multiplier structure then 

amplifies the signal by secondary emission. The vertical and horizontal 

def,lection coils bend the focus field and scan the electron image over 

the aperture (Figure 3-3c). 

Some ~ge dissectors are capable of resolving more than 1,000 television 

lines per fram~ corresponding to more than one million elements sampled 

each frame. However, the electron flow during the sampling interval 

becomes very small and difficult to amplify and detect. Under the above 

conditions, an electron flow of 106 electrons per second would yield 

only one electron per sampling interval, corresponding to approximately 

3 x 10-12 watts incident per element of the Dhotocathode. 
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3.2.3 Solid State Sensor Imagery 

Sensitive solid state discrete-point sensors now exist for use in 


the viS'ible, near infrared and long wavelength infrared spectral 


regions. Photo-conductive diodes, photo-transistors, and photo­


emissive d'iodes (photo-electric cells) are included. 


In general, these photo-conductive and photo-emissive cells can be 


considered as discrete element equivalents of portions of the targets 


of vidicons and image orthicons; a vidicon can be considered to be 


an LSI (large scale integration) version of the photo-conductive 


cell with -the scanning electron beam considered as a switching or 


commutating mechanism. In like fashion, an image orthicon can be 


considered as an LSI version of the photo-emis~ive cell using a 


scanning-electron beam commutator. 


Actually, the use of discrete cells of either type for imagery 

information poses significant constraints on the design of imagery 

apparatus which requires that a scanning function be included to 

allow photo-interrogation of all sections of a surface being photographed. 

Either of two types of apparatus are then considered: 

~ Self-Scanned Mosaic: 	 This represents an array of elements 

which are electrically scanned to 

produce an output signal comprising 

an image representation of a viewed 

surface. 

• 	 Spin Gamera System: The spin camera uses the spinning 

motion of a satellite to direct 

narrow angle scanning-line views 

of a surface to one or more point 

sensors. The overall scanning 

which changes the scanning-line 

view from scan to scan to produce 

a raster is accomplished by optical 

means under electronic command. 
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The basic elements of these two systems will be discussed'in the next 

paragraphs. 

3.2.3.1 Classes of Radiation Detectors 

Radiation detectors can be divided into two classes, thermal detectors 

and quantum detectors. The thermal detector operates by the measurement 

of some characteristic that changes when heat is absorbed or lost. 

The simplest example would be the common mercury thermometer. In 

the quantum detectors, the absorbed quantum directly changes the 

electrical characteristics of the detector. This may be the emission 

of an electron from the surface of a photo-emitter or photo-cathode 

or the production of a free electron or hole in a semi-conductor crystal 

3.2.3.2 Photoconductors 

The photoconductive detectors are made from the semi-conductor elements 

and compounds and are of the same technology as in vidicon targets. 

The detectors may be crystalline solids or amorphous solids. A 

photon can release an electron from the valence band' and raise it to 

the conduction band. The migration of the electron and the '~ole" 

(missing e~ectron) through the material under the influence of an 

electric field constitutes an electric current. A small fraction of 

impurities in the crystal structure can aid the sensitivity of the 

detector. The impurity or donor element has a different valence. 

The crystal structure then has either a hole or electron available 

at the impurity site that is loosely bound to the atom. The energy 

of a photon can ionize the site and produce a migrating hole or 

electron. 

Although photoconductivity was first discovered in 1873 by Willoughby 

Smith while investigating selenium as a resistor in underwater cables, 

actual progress in understanding and material development has awaited 

the recent leap forward in all solid-state physics which was activated 

by.the development of the transistor. Photoconducting cells were made 

3-17 


SPACE &. RE-ENTRY SYSTEMS DIVISfON 
Phllco-Ford COl?porationPHILCD <t8 



only of selenium, copper oxide, or thallous sulfide up to 1940; today, 

commercial cells use none of these, but are based almost exclusively 

on germanium, silicon, cadmium sulfide, cadmium selenide, lead sulfide, 

lead selenide, or lead telluride, all resulting from recent developments. 

It was not until the end of World War II that detection of infrared 

radiation by the lead-sulfide-type photoconductors provided superior 

to former thermoelectric or bolometric methods. Figure 3-6 shows the 

intrinsic photoconductivity response as a function of incident wavelength 

for a number of typical photoconductors. 

In many cases, photoconducting cells today perform the same functions 

previously performed by photoemissive cells, with the advantages of 

decreased size and cost, and increased ease of operation. The solid­

state photoconductor cell bears the same relationship to the photo­

emissive vacuum phototube as the solid-state diode bears to the thermionic­

emissive vacuum diode. 

3.2.3.3 The Photo Transistor 

The photo transistor, by virtue of its current gain, offers the 

possibility for higher sensitivity than does a simple pho.todiode. 

Its reverse-biased collector junction acts as the photosensor and 

the emitter junction provides the switching function. The collector 

junction must have a much larger area than the emitter to provide 

adequate storage capacitance with a small switch capacitance. 

To a first approximation, the total charge that flows through the emitter­

collector circuit during the sampling pulse is proportional to the 

accumulated charge on the base multiplied by the current gain of the 

transistor. This relationship, however, does not hold at all light 

levels and nonlinear transfer characteristics and sluggish transient 

response may limit the application of the photo transistor for low-light 

performance. 
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3.2.3.4 Photo-emissive Cells 

The photo-electric cell or photo-emissive cell consists of a photo­

cathode in a vacuum tube whose output is passed through one or more 

secondary emitter amplifiers - called dynodes. Such tubes as photo­

emissive tubes can address any part of the visible, UV or IR spectrum 

depending on the photo-cathode material used, and the use of many 

dynodes (up to 12) makes such devices among the most sensitive and 

quietest (from the noise standpoint) sensor devices available. 

3.2.3.5 Mosaics 

Mosaics of large numbers of elements are very difficult to fabricate. 

The main difficul~y arises from making electrical contact by wire to 

each individual cell. The fabrication of the cells themselves, by 

contrast, is quite simpl,e. These are deposited as thin films on a 

suitable substrate. The present state-of-the-art in cell size is 

about 0.0015 inch, 'with a Separation from its nearest neighbors of 

about 0.001 inch. Variation in sensitivity of ± 10 percent are 

'typical from cell to cell. The largest mosaic fabricated to date 

is in ,the neighborhood of 125,000 elements. 

The problem of fabrication is compounded by the problem of readout 

of the mosaic. The use of an individual preamplifier for each cell 

with sequential sampling of the outputs is attractive as it allows 

the use of a narrow bandwidth for each individual detector. Generally, 

the output of the- cells or individual preamplifiers is multiplexed 

sequentially, into one, or severa'l preamplifiers. This technique 

appears to be developed to the point where readout of 106 elements 

in less than a second poses no problem. The cell wiring problem in 

large mosaics is so formidable that some manufacturers are going to 

electron beam readout techniques, thus eliminating the need for individual 

cells, and turning the mosaic into a continuous detector surface. 

Detectors are usually photo-voltaic for this mode of readout and can 

incorporate a limited amount of image storage capability. 

3-20 

SPACE & RE-ENTRY SYSTEMS DIVISIONPHILCO .. PhJlco-Ford Corporation 



3.2.3.6 Self-Scanned Mosaic Image Sensors 

Self-scanned image sensors due to P. Weimer let aI, produce a video 

signal without the help of an electron beam. Figure 3-7 shows the 

principal parts of a solid-state image sensor. It consists of an 

array of photosensitive elements, each located at the intersection of 

mutually perpendicular address strips, which are connected to scan 

generators and video coupling circuits. Sequential scan pulses to 

the address strips permit an image to be scanned, and a video signal 

is produced similar to that generated by a television camera tube. 

For image detail comparable to broadcast television, the array must 

contain hundreds of thousands of picture elements. Although these 

objectives have not yet been reached, recent progress indicates that 

self-scanned arrays can eventually replace camera tubes in some 

applications. 

Fabrication of experimental image sensors has utilized silicon technologies 

that are highly refined. This approach can be justified by the enormous 

versatility of silicon, which provides, in addition to its integrated 

circuits, at least four different types of photosensitive elements. 

These include p-n junction photodiodes, phototransistors, photoconductors, 

and photovoltaic cells. The intrinsic spectral response of silicon 

ranges from the visible to the near infrared and it can be extended 

into the far infrared by impurity photoconduction. Even more important 

to the sensor application is the fact that silicon junctions can be 

made with sufficiently high resistance to allow integration of light 

by charge storage for periods exceeding the normal television scanning 

periods. 

3.2.3.7 Mosaic Resolution 

The image-forming photosensor mosaic is a large device, requiring a 

panel edge length of about 0.8 inch for each 100 resolution elements 

along an edge. A panel of a few hundred lines resolution, then, would 

1 P.K. Weime r et. aI, "Mult i element Sel~Scanned Mosaie Sensors", IEEE 
Spect r um, March 1969. 
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Block diagram of self-scanned image sensor, show ing three alternative methods of 
coupling out the video signal. 

(a) 
A proposed method for fabricating a simple 

two-capacitor photodiode array. 
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measure several inches on an edge. Further, it has a longtime constant, 

requiring about one second to read out each 104 elements (100 x 100 

elements square). 

Multi-element photosensor mosaics with resolution capabilities approaching 

600 to 1200 lines - that is, devices which could have from 360,000 to 

over 1,000,000 resolution elements and which could seriously compete 

with vidicons and image orthicons. Such mosaics are beyond the present 

state-of-the-art which is presently at the 350 element row/350 element 

line but the Weimer technique shows promise of some day making such a 

system· useful for selected applications. 

3.2.3.8 Spin-Scan Image Cameras 

Spin-scan images are used in such systems at ATS, ERTS, and will be 

used in SMS. Such cameras or image systems use the spinning of the 

satellite to scan the surface of the earth and direct the equivalent 

of a scanning line to each of a group of point sensors. 

One type of spin-scan camera uses a geometry similar to Figure 3-8, 

which provides cross track scanning by use of a high duty cycle ''rocking 

mirror" located in front of the telescope collector. The image produced 

at the primary image plane of the telescope is relayed by use of 

fiber optic bundles to detectors where conversion to an electrical 

signal is accomplished. Optical filters are used to select the optical 

pass-band corresponding to each spectral band. Six detectors are 

employed in each spectral band to permit a slower scanning motion of 
o

the Hrocking mirror ll system. A small mirror., located on a 45 angle 

with respect to the optical axis, is used for calibration of the scanner. 

This calibration is accomplished as the spacecraft comes into the sun 

vie,. from the dark side of the earth. This mirror drops in place in 

front of the viewing part of the scanner and requires a clear vertical 

view in the easterly direction between the earth ll1imb 11 and the horizontal. 

The horizontal vie,. must be adequate to catch the sun for tolerances 

resulting from seasonal variations and the launch ,.indow. 
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Figure 3-8 Schematic of Multicolor Spin-Scan 
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In the AT8 multi-color spin-scan cloud camera system, the spacecraft 

rotation is 100 rpm, the lines per frame is 2407 lines with a frame 

time of 24 minutes (2.4 minutes retrace time). 

A dwell time of 9.5 microseconds is provided for an instantaneous 

field to scan a point source. Photo-multipliers using 8-11 and 8-12 

photocathodes are used. 
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3.3 MODULATION TRANSFER FUNCTION 

Optical system performance is quantitatively expressed in terms of a 

modulation transfer function. The concepts and mathematical formulism 

used in evaluating this function, or optical system index of performance, 

have their' origins in linear filter analysis of communications theory. 

Mathematical techniques and theories of the transform calculus are util ­

ized, especially those of Fourier integral theory. Where communications 

theory makes use of the Laplace single-ended transform to relate func­

tions of time and frequency, linear optical systems theory applies the 

double-ended Fourier transform to relate functions of space and frequency. 

Approximate optical analogs of communications theory concepts are pre­

sented below in Table 3-2. 

TABLE 3-2 


Electrical Optical Analogs 

Communications Theory Terms Optical Analog 


(a) 	 Voltage as a function of time Brightness as a function of 

linear dimension 

(b) 	 Rotational Frequency in Hz Spatial frequency in cycles 

per MM 

(c) Unit Impulse 	 Point Source 

(d) Impulse Response 	 Point Spread Function 

3.3.1 Modulation Transfer Function and 	Limiting Resolution 

The Modulation Transfer Function, or MTF, of a sensor is analagous to 

the amplitude transfer function of linear electrical networks. It gives 

the amplitude response of the sensor as a function of spatial frequency. 

The MTF can be generated experimentally by scanning a test target with 

a sinusoidally weighted grid of alternating black and white bars normal 
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to the scan line. The magnitude of the voltage at th~ sensor output 

would then be plotted as a function of scan position. If the distance 

between the black and white bars (period of the spatial frequency test 

input) is large relative to the scanner spot size then maximum amplitude 

response should appear at the sensor output. As the spacing of -the 

bars becomes closer (increasing spatial frequency) the senSor output 

response will decrease as shown in Figure 3.9(a). The MTF'of a-sensor 

is, therefore, a direct measure of the response bandwidth of the sensor. 

The MTF is normally expressed as a normalized (zero to one) response 

plotted as a function of spatial frequency. The most common units 

of spatial frequency are line pairs per millimeter (lp/mm). Multiply­

ing the spatial frequency by scan velocity gives the sensor output re­

sponse in electrical frequency. 

The concept of limiting resolution is illustrated in Figure 3.9. As 

the lines per millimeter increase, that is, the number of scanning lines 

increase, under condition of constant illumination, then as the output 

decreases, the output Signal level will approach the noise level which 

is ~ndependent of the line pairs per millimeter and the output of the 

sensor will become unusable. 

Thus a vidicon which has a useful scanning rate of, say, 1700 lines, 

may require a limiting resolution of 4000 lines (converted from lines 

per millimeter by multiplying lp/m by the scan distance in millimeters) 

to assure adequate resolution with proper signal to noise ratio at the 

light levels being observed. 

Consider, for example, the limiting resolution-spatial frequency at the 

center-field resolution of .the vidicon. This spatial frequency is 

fUmiting .. N/50.8L. 

1500
=. -:c::--;:='"::-..,.,,,, 26.4 LP/MM

50.8 x 1.12 
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From typical 5140 vidico~ characteristics, the tube response at 26.4 

LP/MM is 0.52. 

3.3.2 Resolution Notation 

There may be a difference of a factor of two between two individuals' 

interpretation of a resolution. Figure 3.9 illustrates the distinction. 

The source of this misinterpretation is avoided if the term "line-pairs 

per millimeter" or, preferably, "cycles per millimeter" is used. 

There is a divergence of definition of the term "lines per millimeter" 

between those concerned principally with optics and those concerned 

principally with electro.'optical (for example, television). 

The optical definition developed from consideration of resolution in 

terms of two close point images, theri of the resolution of two close 

lines, and finally of the resolution of equally spaced lines; therefore, 

to the optical scientist, a "line" is the spacing between two black 

(or white) lines, separated by a space of equal width. In television, 

the principal concern is the scan line on the camera or kinescope tube, 

and resolving two black (or white) lines separated by a space of equal 

width requires two scan lines on the tube. Thus, to imagery applications 

a "line" is the distance 'between the black line and the intermediate 

space. 

3.3.3 Convolution Analysis Basis of MTF 

As sh~wn in Figure 3.9(b), E represents the intensity distribution in 

the image plane for a point source anywhere in the object plane, and is 

a result of applying the scalar wave (Kirchhoff) approach to Fraunhofer 

diffraction. 
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Any object .imaged, by ,an optical system such as a scanning 'spot will have 

a distribution of intensity which can be expressed by some function 

O(xlYI) where xl and Y2 are the coordinates in the object plane. The 

image will have an intensity distribution given by multiplying the 

value of O(xl , Y1) for each point in the scene by E(x1 , Y1) and summing 

the'result. 

The image intensity function can be expressed as: 

I(x', y') c 

This equation represents an intensity function derived by convolving 

E(Xl , Y1) with O(x1, Y1)' and can be recognized as a convolution or 

"fau1tung" integral. 

The convolution of E with an object intensity distribution function 0 

yields an image intensity function I. Symbolically, 1 then, 

E describes how an aperture (or optical system) responds at the image 

(or system output) to a point source. It describes how an aperture 

responds to an arbitrary object intensity distribution in terms of 

its response to a point source, The parallel with 1inear~stems analysis 

is strikingly evident. In linear system analysis, the system response 

function is the response to a unit impulse (Dirac delta) excitation. 

The response to some arbitrary excitation in the convolution of the 

system impulse response (also called "Green's" function in mathematical 

physics) and the given excitation function (Borel's theorem). 

Let F[ I represent the Fourier transform of a function in the bracket. 

1. H. P. Hau, "Outline of Fourier Analysis", Unitech Outlines, 1967. 

3-30 


SPACE & RE-ENT!=IY SYSTEMS DIVISION 
Phllco-Ford CorporatIonPHIL..CD~ 



If F [0 (xl' YI)1 = 0 (u, v) 

and F [E (Xl' YI)] = (u, v) 

then, the following convolution theorem holds. 

F = O(u, v) E(u, v) 

i.e., the Fourier transform of the convolution of two functions equals 

the simple product of the Fourier Transform of the functions. -In the 

previous section E (Xl' YI) was defined as the optical transfer function. 

If only the modulus, IE (u:v ) I ,is considered, IE (u, v) I is 

called the ''modulation transfer function." The Fourier transform of 

functions of space are transformed into functions of frequency. As an 

example, the Fourier transformed object intensity function, F [O(Xl , YI~ 
is called the spatial intensity sp~ectrum and represents the object 

as being co~osed of a set of sinusoidally varying intensity patterns 

of different magnitudes and positions, superimposed upon each other. 

Analogously, the Fourier transform of the i~ge intensity function, 

F [E(X , yll] ,is its spatial intensity spectrum expressed in lines
l 

per millimeter. 

The Fourier transform techniques permit a simple derivation of the 

transfer function. Recalling that U (a, b) = F [T (x, y)] ,i.e., 

the complex amplitude function is the Fourier transform of the aperture 

function, and that E (Xl' YI) = UU*, i.e., the point spread function is 

the square of the modulus of ·the amplitude function, then: 

F F * 

or * 
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by applying the Fourier convolution theorem. This means that the optical 

transfer function is the convolution of the aperture function with its 

complex conjugate, i.e., the transfer function is the auto correlation 

function of the aperture (pupil) function. 

3.3.4 The Concept of Spatial Frequency 

For the sake of simplicity and without loss of generality, a normalized, 

one-dimensional Fourier transform of a point spread function E(x) can 

be written as: 

r~ -iUJxdxa __~~J- ____ E(x) 'e ~~_~~L-=-__
H ( (0) 


E(x)dx 


where 00 now has the dimension of radian per unit distance. Since 00 = 
2 n A, then the MTF for the point spread function is given by 

H (A) • H 
w 

2n 

Now, in an evaluation of above, the limits on the integral are generally 

finite, explicitly determined by the spread function boundary condition. 

Suppose there exists an idealized symmetrical point spread function of 

unity amplitude between x = -d/2 and x = +<1./2, zero elsewhere. Then, 

d/2 
2 (1) e -i2nAdxSo

H (A) = d/2 
(1) dx2 So 

= Sin n A d 

n A d 


Sin n A d and I H (A) \ = I = MTF 
n A d 

3-32 

SPACE & RE-ENTI=IY SYSTEMS DIVISION
PHILCO rfk;>&-A. Phllco-Ford Corporation 



Note that the zeros of H (A) occurs for A ~ n/d, i.e., for integral 

multiple of lid. 

The limiting spatial frequency is given by 

1 

k Limit .. 
 d 

It can be shown that an approximate relation for the resolving power 

of a lens is given by: 

1d/f ,.--
D 

Where 	 d • minimum separation resolvable in the image 

f ,. focal length 

D - aperture 

A ,. wavelength 

Combining the two above expressions yields 

1 1 	 D 1
k .-- .. --"'-- .. - ­d fA fA FA 


Limit D 


where F is 	lens F-number. 

This last relationship implies that the faster a lens (smaller the f ­

number) the higher the limiting spatial frequency, or the better the 

resolution, which is generally true. 

3-33 


SPACE & RE-ENTRY SYSTEMS 0tV1S10N 
Phrlco-Ford CorporationPHILCD~ 



3.3.5 Use of the Modulation Transfer Function for a System 

For the usually-encountered case of non-coherent illumination, the MTF 

described earlier is the item of interest. In linear system analysis 

if there is a chain of n successive independent operations performed on 

some excitation, each operation represented by its representative transfer 

function, then the overall system transfer function can be represented 

by the product of all ''n'' individual transfer functions. 

In optical systems analysis using the transfer function approach, the 

overall MTF for the final image can be given by 

n 
Hi (A) = Ho (A) n 

n = 1 

MTF's have been computed for 

Film• 
Image tubes• 
Human eye• 

• 	Atmospheric turbu1ance 


Image motion
• 
• 	Atmospheric transmission 


Cathode Ray Tubes 
• 
The object or target itself can be treated as if it has its own MTF. 

Transfer functions are usually presented in log-log coordinates, nor­

malized. 

The techniques of linear system analysis can be applied to derive an 

overall optical system MTF or "System Index of Performance." Using the 

transfer function approach allows the overall MTF for the final image to 

be calculated by taking the product of the MTF's of the individual 
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system components. Figure 3.10 which depicts the linear system model 

applicable to the total image system is being discussed in this report. 

The various MTF's developed for the imagery system of Figure 3.10 are 

discussed as follows: 

3.3.5.1 MTF and Scene Statistics 

A very critical factor in determining optimum data encoding is the MTF 

(modulation transfer function) of the system coupled with valid des­

criptions of scene statistics. This information will determine the 

electrical spectrum of the output signal. The most valid scene statis­

tics are the probability distributions of radiance difference between 

adjacent regions as a function of the size of the regions. This data 

is more appropriate than the scene power spectrum since the latter 

represents an average, and the processor must be able to handle data 

at the limits of the distribution curve in order to make optimum use 

of the information gathering capabilities of the sensor. 

In the visible and near infrared it is rather easy to construct situations 

where the earth radiance will change over its full potential range in 

a distance of 100 feet. 

In the intermediate infrared, where the dynamic range may represent 

temperature extremes, in the range of 250 to 350oK, a radiance difference 
ocaused by a 100 K temperature gradient in 100 feet is not very likely. 

Maximum changes of 250K would be more representative of the tail of 

the distribution curve. 

In general, it is observed that the output signal characteristics are 

primarily determined by the sensor MTF, as shown in Figure 3-11. For 

a rectangular field stop in the image plane, this is Simply the sin x/x 

function which has its first zero at ~ cycles/ft on the ground, where D 

is the subtense of the stop or detector element. 
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A circular stop would of course be represented by a Bessel function with 

~ similar shape. When these aperture functions are convolved with dif­

fraction and image motion effects, further attenuation occurs. If it 

,is' assumed -that there will be' at ,least 4 samples/dwell time, and that 

the resolution is within the diffraction limit, then the sin x/x function 

is still representative (although somewhat optimistically) of the system 

MTF. 

3.3.5.2 Lens MTF 

TI(k): 1S derived by taking the convolution of a circular aperture with 

itself. The' lens ,cutoff frequency is the reciprocal of 5500 R times 

the ,lens F-number. Lens F-number, or relative aperture, is a trade-off 

between a physically realistic aperture size and the vidicon tube mini­

mum exposure requirement which is the image plane illumination multiplied 

by the exposure time. 

3.3.5.3 Fiber Optics MTF 

The MTF's for a 7-micron fiber optics array are computed by consider­

ing a 7-micron fiber to be the equivalent of a circular aperture (ex­

cluding transmission losses) having a uniform intensity distribution. 

The MTF for this aperture is the convolution of the aperture with itself, 

with a limiting (cut-off) frequency of 1/.007 MM or 143 LP/MM. The MTF 

in terms of spatial frequencies is found to be: 

T(k) = --=~~ ] 

where k is a varying spatial frequency, and k is the limiting frequency.
o 
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Consider two spatial frequencies of interest, namely 26.4 LP/MM and 

49.2 LP/MM•. Evaluation of the above equations at these k's yields MTF's 

of .76 at 26.4 LP/MM and .57 at 49.2 LP/MM. A rough plot of T (k) is 

presented on Figure J.12. The equation can also be applied to calculate 

the response of a "perfect" lens. The k for the lens is gotten from 
a 

1k a where F is the lens F-number. 
o -4

5.5xlO F 

3.3.5.4 Vidicon MTF 

A value for T (k) is most readily acquired from the data sheets for 

the selected vidicon. The MTF for an image tube can be calculated by 

taking the Fourier transform of the spread function of the tube. The 

spread function generally depends on the size of the scanning beam 

and on the construction and characteristics of the sensitive surface. 

The scanning spot is assumed to have a Gaussian shape so that the spread 

function is of the form: 

2 

Sex) .. e -1/2 [;] 


The Fourier transform is thus 

2
-1/2 (x/cr) -ikxG (k) • e 

.e dx 

Letting U .. x + ik 

2 
G (k) • e -1/2 (2n k cr ) J '" -1/2 U 

2 
du 

_0:1 e cr 

-1/2 (2n k 0") 
2 f '" • e • S (u) du

-'" 
T (k) ., __G::......>;(k:;.o),--_But 

J "'s (u) du
-'" 
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which is the MTF for a point spread function. 

2 
Thus, T (k) a e -2 (n k cr) 

This function is plotted in Figure 3-13 along with the MTF for the 

diffraction limited spot. 

Schade has made an extensive study of point image definition and has 

evaluated the effect of various image intensity distributions on image 

definition. He has pointed out that a succession of aperturing pro­

cesses seems always to cause the final image intensity to tend toward 

a Gaussian distribution. He has also pointed out that for an imaging 

process involving a series of apertures each having a Gaussian aperture 

transmittance (and th~s Gaussian sine wave response functions) the over­

all system sine wave response function is Gaussian. Finally, his numeri­

cal calculations with different apertures have shown that round apertures 
2with cos and Gaussian transmittance functions have essentially the same 

aperture response. This indicates that any symmetric, round aperture 

transmittance function having a smoothly varying transmittance over the 

central area of the aperture but falling off exponentially from the . . 
aperture center, will'have essentially the same response function. 

Table..3-3 presents a useful set of computations for a vidicon or image 

orthical system with a Gaussian-shaped MTF. The unit length has been 

arbitrarily chosen to contain 100 cycles of the spatial frequency which 

has a 1% sine wave response. Other columns give the sine- and square­

wave response. Ne is.the equivalent rectangular passband. 

3.3.5.5. Step Response of a Scanning Sensor to a Knife Edge Target 

The transient response of scanning sensors to a knife edge target is 

of interest since this defines the maximum possible slew rate of the 

sensor output. This information is of particular importance when the 

sensor output is to be processed by a system element that is capable 
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TABLE 3-3 


GAUSSIAN S~PED MODUIATION TRANSFER FUNCTION 

NORMALIZED 
.sPATIAL MTF 

FREQUENCY (SINE WAVE) 
N ( RESPONSE) 

(LINE PAIRS ) 
(UNIT LENGrH) % 

0 100 

2 99.6 

5 98.5 

10 95.2 

20 83.1 

29.1 67.5 

30 66.0 

40 48.0 

50 31.2 

60 19.0 
I 
70 10.5 

80 5.2 

80.5 5.0 

83.5 3.0 

92.4 2.0 

100 1.0 

-4 2*(MTF) a exp (-4.59 X 10 N) 
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of producing slope overloading distortion. All differential PCM and 

delta modulation encoders are slope limited, when adjusted for optimum 

noise performance. In general, a delta modulator or differential PCM 

encoder is optimized and gives minimum quantization error consistent with 

no slope overloading distortion, when the slew rate of the encoder is 

'adjusted to just equal or exceed the maximum output data slew rate. 

(This rate should be determined by the overall system modulation trans­

fer function including the MTF of the source if known.) 

High frequency circuits, such as very wideband video amplifiers, also 

can produce slope overloading distortion when the input data slew rate 

exceeds the capability of the circuit. The slew rate of many ampli­

fiers is limited by the ability of the output stage maximum current 

to charge its internal shunt capacitance and the external load capaci­

tance. In feedback application, the resultant nonlinear phase shift 

can cause the system to become unstable. 

High voltage wideband amplifiers such as those used for driving wide­

band (20-50 MHz) optical modulators, which are typical in laser recorders, 

are particularly sensitive to the maximum data slew rate. Accurate 

knowledge of maximum data slew rate can result in considerable design 

simplifications. 

The step response to a knife edge may be determined for a known point 

spread function, s (x, y), by scanning the function >lith a knife edge. 

Consider a Gaussian shaped spot with the two dimensional point spread 

function: 

1 
s (x, y) '" exp

2
2 IT (J 
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Let the knife edge be oriented vertically so that it is opaque for 

x < o. Then the response as a function of spot center position x, is: 

'" '" 
J 
r s (x, y) ds dy 

-'" 

x,l 
) J = ~ [ 1 - erf ( for xl < 0 

, cr \1 2' 
x,l 

= 1 [ 1 + erf ( ) for Xl > 0 
cr r2 J 

x 
where eff ( ,1 ) = '_-f,l==-_ exp [-Jo (~ )2 ] dx. 

cr J 2 cr l 2 

This step response function is.plotted in Figure 3-14 as a function of 

the normalized beam location. The lO%-to-90% rise time is approximately 

2.6cr or 1.3 times the spot diameter 2 cr. 
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Figure 3-14 Normalized Step Response for a Gaussian Spot Scanning 
a Knife Edge 
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3.3.5.6 Contribution of Image Motion to MTF 

To calculate the contribution to the overall MTF caused by image motion 

during frame time, the following. data are required: 

a. Speed of longitudinal image plane dimension during frame time. 

b. Distance traveled by longitudinal image plane dimension during 

exposure time. 

c. Normalized one-dimensional Fourier transform of a pulse of 

amplitude A and space dimension equal to uncompensated distance 

traveled by longitudinal image plane dimension during exposure 

time. Consider a swath width in the focal plane is with a 

speed of approximately 90 MM per second. During a .01 second 

exposure time this length will move .9 MM. Assuming a 99% 

effective image motion compensation, the effective image 

motion will be approximately .009 MM. This .009 MM is the 

width Tp of the pulse shown in Figure 3-15a used as the 

model for determining image motion contribution to the 

optics system response. 

T4(k) is derived by taking the Fourier transform of a pulse of amplitude 

A and duration T where: 
p 

T • 
y 

(1 - IME)
p t frame 

y u longitudinal dimension of image plane, 


t a frame time, seconds
frame 

and IME a image motion compensation efficiency, %. 

The result is the function 

Sin (,. kT ).!!ill = PAT ,. kTP P 

where k is the limiting spatial frequency of the associated vidicon, 
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A 

y ~ f(X) 

o Tp 

Assumed £(X) For Image Motion MTF Derivation 

Figure 3-15 a 

g(cu) 

~ 
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Tp iT Tp Tp Tp T 

p p 

Fourier Transform of y ~ f(X) 

1-609A 
Figure 3-15 b 

3-48 


SPACE & FIE-ENTRY SYSTEMS DIVISION
PHILCD~ Phllco-Ford Corporation 



But w a 2n f., so that the foregoing equation becomes 

llfr Sin ( n fTpJ= aT 
p n fTp 

A plot of this last equation is depicted on Figure 3-l5b. The first zero 

of the above function occurs at 

n fT = TT 
P 

or f = -1 
T 

P 

Let Tp = .009 MM so that f = 1fT 111 LP/MM
P 

The response of 26.4 LP/MM is computed from above, i.e., 

llfr = 
Sin (3.14 x 26.4 x .009) 

0.91= AT 3.14 x 26.4 x .009 
P 

3.3.5.7 Cathode Ray Tube MTF 

The derivation of the MTF for a CRT-depends on the-definition of 'the 

spot diameter. If, as is generally done, the spot is assume'd to have 

a Gaussian distribution, then we define the given diameter, D, as the 

spot width between the half-amplitude points. However, the MTF 

calculation is based on the one-sigma (.7) points. Therefore, the 

sigma width value must be calculated. A high' resolution CRT having 

a spot diameter of .0006" or .01524 MM is assumed. Using 

-1/2cr (X) = e 

the spread function defining spot luminance, 

where X D .01524/2 = .00762 

and cr (X) = .5 
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e - 1/2 tlO~4~ .5806441Then .5 = 

Log .5 = -1/2 (l~-~X .580644)or 

so that 0- 2 = 1O-4x .580644 
o 2 

0­ = .00552 MM 

and 20" = .011 MM, which being the width between the .7 points on 

a Gaussian curve, is less than .01524 MM, defined as the width between 

the .5 points. 

This value is now substituted into 

T(k) 

which is the MTF expression for this Gaussian spread function. 

Hence, T(k) = e -1/2(TT k.Oll)2 

-.0012 k2 
= e 

This expression is now to be evaluated at the two illustrative frequencies 

of 26.4 LP/MM and 49.2 LP/MM, i.e. '. 

-.0012 (26.4)2 ~ e-. 836 ~ T(26.4) = e .43 


-.0012 (49.2)2 = -2.9 ~ 


T(49.2) e e .06 

A plot of T(k) is presented on Figure 3-16. 

3.3.5.8 Image Dissector 

The major exception to the Gaussian shaped aperture in TV sensors is 

the Image Dissector. In the Image Dissector the aperture is a mechanical 

hole in a metal disc and theoretically can be of any shape. Practical 

reso 1ving aperture diameters range from 0.0005" to 0.060 ". Circular 

or square apertures are normally used. Image Dissectors are capable 

of very high resolution at low scan speeds (at high speeds the aperture 
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must be made larger to emit more photoelectrons to retain adequate 

signal-to-noise ratio). At low speeds limiting resolution of 3200 

TV lineslinch (63 lp/mm) can be obtained. 

The point spread function for an image dissector with a rectangular 

aperture is defined as follows: 

fIla for x between -2/2 and a/2s(x) /0 for all other x 


where a = aperture width 


Since the aperture is symmetrical the MTF can be determined by 

evaluation of: 

, '" T(k) = s(x) cos 2 TT kx dxJ '" 

S '" s(x) dx 
- '" 

For the rectangular spread function, the integral in the numerator becomes: 

", a/2
2/a cos 2TT kx dxJo 


sin TT ka 

= 

TTka 

The integral in the denominator becomes by inspection: 

Q) 

~ Q) x(x) dx = I 

The MTF is, therefore: 

sin TT ka
T(k) TT ka 

which is plotted in Figure 3-17. 
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3.4 VIDEO BANDWIDTH OF IMAGE SENSORS 

The bandwidth of an image sensor - either a scan tube, a mosaic, or a 

rotating scanner can be derived from a consideration of the number of 

scanning lines, the size of the pict~re target, and the time element 

over which an image or frame 	 is produced. This bandwidth must be 

consistent with the limiting 	resolution of the imaging sensor. 

The video bandwidth is in general a function of the number of picture 

elements defined by the mosaic or by the scanning tube, i.e., number 

of horizontal scanning lines 	times the equivalent number of lines in 

vertical direction. 

The image is scanned by the image sensor and is then converted into 

an analog video signal, the bandwidth of which is determined by the 

relation: 

Video bandwidth in Hertz = 	~ Lv 

2 keT 


where 

= horizontal resolution in TV lines~ 
= vertical resolution in TV 	 linesLv 

k = vertical Kell factor 

e = scan efficiency 

T = time to scan one frame in seconds 

If a vidicon for example has a resolution of 1200 lines horizontally 

and vertically, then for a Kell factor of 0.7, a scan efficiency of 

0.9~, and a frame time of 16 seconds, the video bandwidth is approximately 

68 kHz. 

Figure 3-18 relates the number of horizontal lines with the video bandwidth 

for the vertical Kell factor of 0.7 and the scan efficiency factor of 

0.95 used above. 
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3.4.1 Bandwidths of Parallel Operating Image Sensors 

Consider the total video bandwidth provided by N tubes operating in 

parallel in a readout (RiO) mode. 

Let K = number of picture elements per tube 

N = number of tubes in parallel Rio mode 


t = readout time of each tube
RO 

The video bandwidth is then given by 

BW 

Figure 3-19 represents the total video bandwidth as a function of the 

number of vidicons employed in any parallel Rio configuration. Curve 

A represents data for the 5140 vidicon tube (RiO time of .09 sees, 
61.68 	x 10 picture elements per tube). 

This curve was derived using the following considerations which apply 

to the 5140 vidicon: 

a. 	 Recognize that the output of the 5140 vidicons during Rio is 

a set of parallel analog video signals which can be multiplexed 

into a single v~deo signal. 

b. 	 The 5140 vidicons are read out in parallel during .09 seconds. 

c. 	 Each tube contains 1125 horizontal lines and 1500 vertical 
6lines, or 1.6875 x 10 discrete picture elements. 

d. 	 At a readout time of .09 seconds, this converts to 18.75 x 

106 picture elements per second. 

e. 	 Let four vidicons be read out in parallel. There is a total 
6

of 75 x 10 picture elements per second being presented in 

parallel to the multiplexer. 
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f. 	 Apply the Nyquist sampling theorem, i.e., given a 


transmission channel with BW ~ A f Hz, the maximum 


number of picture elements that can be transmitted 


per second is 2 A f. 


Thus, 2 A f 75 x 106 
m 

6 or, A f =, 37.5 x 10 Hz, 

so that BW is 37.5 MHz as shown in Figure 3-19. 

3.4.2 Wide Bandwidth Techniques 

The overall bandwidth of the image sensor is determined by the bandwidth 

of the analog signal produced by the sensor across its load resistance 

(R ) 	 as shown in Figure 3-20a, and the video amplifier which amplifiesL
this analog signal. 

Since the driving impedance presented by the sensor and load resistor 

is in general high - in excess of 50,000 ohms, and into the megohms, 

the FET low noise transistor (Figure 20c) is ideally suited to match 

to this high impedance, and a gain curve is provided with high 

frequency emphasis such as the characteristic response of the Schade 

amplifier shown in Figure 20c which was developed for a 60 megahertz 

video system. 

3.5 SIGNAL TO NOISE CONSIDERATIONS 

The sensor system circuit of .Figure 3-20a, in addition to showing the 

circuit configuration leading to the bandwidth, and video gain, and 

output signal voltage versus incident illumination level of the sensor, 

also shows the contributors to the noise which is developed with the 

output signal at the video amplifier output. 

G. Schade, "A Solid State Low Noise Preamplifier and Picture Tube 

Drive Amplifier for a 60 MHz Video System", RCA Review, March 1968. 
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3.5.1 Basic Noise Contributors 

The basic noise contributors of the sensor system are the noise of 

the sensor - due to the shot-noise of the electron beam in the case 

of a camera tube type of sensor, the target noise, the thermal 

Johnson noise (20 eKTR) produced by the load resistor, and the noise 

contributions of the video amplifier. 

Of particular interest in this noise budget is the so-called dark 

current of the sensor, usually a small fraction of a microampere which 

represents the principal noise current output of the sensor in the 

absence of any illumination. 

3.5.1.1 Signal to Noise Ratio and Illumination Level 

It is a particular and almost unique feature of an image sensor ­

whether photo conductive or photo emissive that the signal to noise 

ratio depends primarily upon the incident illumination level, increasing 

from zero to very large values as illumination of the target increases 

from near zero through the useful illumination range of the sensor. 

This is ve~y different from the transistor amplifier or the traveling 

wave tube whose noise figure is determined by the. device elements and 

circuit parameters and is in general independent of input signal level 

as long as the amplifier saturation gain is not approached. 

3.5.2 Noise and Sensitivity 

In any electronic sensor device, sensitivity is determined by minimum 

allowable signal-to-noise ratio. Signal level is usually determined 

by the image illuminance on the photo-conductor target and the exposure 

time, since the latter determines the total number of light quanta 

available to raise electrons or holes into the conduction band. Noise 

level is then determined by the RMS combination of thermal noise, 

generation-recombination noise and current noise. 
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Vidicons, image orthicons, and image intensifier orthicons are capable 

of televising scenes with scene illumination ranging from direct sun­

light ( _ lO4 foot-candles) to completely overcast starJight (""lO-.5 

foot-candles). The vidicon covers those scenes where photocathode 
-2illumination can be arranged to be 10 foot candles or more.~ 

The image orthicon covers photocathode illumination levels to below 

10-6 foot-candles, while the image intensifier orthicon extends the 
-8 

range to about 10 foot-candles. The range ,of operation of these 

devices overlap one another to some extent. 

3.5.2.1 Noise Levels in Vidicons 

At scenes of either low or high illumination, the lowest illumination 

detectable by vidicon imaging systems is set by noise in the preamplifier. 

Noise from the statistical fluctuations in the electron readout beam 

is below the level of the lowest-noise preamps. Thus, vidicon noise 

is essentially dependent only on electrical bandwidth, not on magnitude 

of signal current. 

3.5.2.2 Noise Levels in Image Orthicons 

Image orthicons use low noise electron multipliers and the beam current 

(to within 10 percent) is practically ~independent of signal level. 

Internal noise in image orthicons is therefore essentially independent 

of signal level and will be largely determined by the noise contributions 

of the video amplifier. 

3.5.3 Basic Signal to Noise Relationships 

The basic relationships between brightness, contrast and resolution 

in an ideal video sensor are given by Weimer lin the following equation: 

1 P. K. Weimer, " Television Camera Tubes; A Research Review", Advances 
in Electronics and Electron Physics", Acadamic Press, New York, 1960. 
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B = scene brightness (foot-lamberts) 

AB
C = percent contrast (C = B x 100) 

k = threshold signal to noise ratio 

D = diameter of lens aperture (in.) 

1 = limiting resolution in TV lines = N/L 50.6 

t = storage time (1/30 sec for commercial TV) 

N = number of TV lines 

Q = quantum yield of the primary photo process 

L = length of TV.line in inches 

This relationship was obtained by considering the accuracy with which 

one can count the total number of photons hitting an elemental area 

of the photocathode in time t. 

This equation shows that objects with small detail and low contrast 

will require more light to be sensed. The maximum resolution of a 

video sensor increases as the square root of the scene illumination 

and directly as the con~rast. It is possible to increase the sensor 

resolution capability by increasing the storage time or by using 

materials that have higher quantum yields. The ideal sensor is 

approached by present high sensitivity video sensors at low light 

levels. 

The signal to noise ratio of an ideal tube can be expressed as: 

2
Be = 


1 


where kl is equal to 5.3 K2/D2 tQ for uniform illumination. 
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According to this equation, an increase in brightness or a decrease 

in resolution will increase the signal to noise ratio of the sensor. 

3.5.4 Practical Signal to Noise Considerations 

In image sensor systems it is not possible to provide meaningful 

signal-to-noise analyses and guide lines, to meet all illumination 

conditions, types of ·sensors, and types of video amplifiers. 

In general, the level of dark current of the sensor must be determined 

and the working illumination level range compatible with the sensor 

characteristics will determine the signal level. The number of lines 

or picture elements and the ~rame repetition rate will then determine 

the video bandwidth, which in turn will require the selection of a 

type of video amplifier whose noise characteristics will largely 

determine or limit the noise output of the system. 

In image intensifier orthicon systems working at very low incident 
-5 -~ 

illumination levels - of the order of 1 x 10 foot-candles, a typical 

signal-to-noise ratio in a 4.5 MHz bandwidth ~an be. as low as· 3:1. 

Vidicons and image orthicons operating at· higher illumination levels 

can realize signal-to-noise ratios from 10:1 to ratios of many hundreds. 

O. Schade's 60 MHz video system, using a wideband high transconductance 

dual gate HOS video amplifier and operating with visible resolving power 

up to 3000 lines reported SNR of 40 dB with a signal level output of 

l-volt and a noise of 10 millivolts rms. 
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3.6 WIDEBAND RECORDING 

3.6.1 Introduction -

The present level of technology in recording and reproducing wideband 

data is presented in Tables 3-4, 3-5, and 3-6. 

The status of wideband recorder technology is of interest to senSor 

satellite imagery transmission from the dual aspects of ground station 

data recording and sensor satellite recording. 

Satellite recording may be required either for back-up or store-and­

forward in the event that the senSor satellite is not in view of a 

relay satellite or ground station at the time of data acquisition. 

The application of wideband recorder technology for satellite borne 

recorders is dictated by the mission requirements, specifi~ally the 

orbit network in which the satellite recorder is to function. 

A typical satellite store-and-forward system requirement would most 

probably be: 'The store-and-forward system shall record satellite 

senSor data while the satellite is over remote areas and shall play 

back the data on command. The system shall record data at rates 

compatible with the satellite sensor systems with minimum degradation 

of signal quality caused by the record/playback cycle. The system 

shall operate on a duty cycle of 5 minutes read-in per revolution and 

shall be capable of storing up to 6 revolutions worth of data. The 

system shall be designed for an on-orbit operational lifetime of 3 

years. II 

3.6.2 Mission Considerations 

The data in the tables are presented to illustrate how satellite 

operations tend to constrain or dictate store-and-forward system 

configurations. These mission dictated constraints, when evaluated 

with the current state-of-the-art recording technology, indicate the 

areas where further development is necessary. 

3-64 

SPACE & RE-ENTRY SYSTEMS DIVISION
PHILCD~ Phllco-Ford Corporation 



The mission network described in this section is a basic model that 

utilizes one sensor satellite at a 400 mile altitude and a relay 

satellite or ground readout terminal for receiving the satellite data. 

The mission example described beloW considers the store-and-forward 

of sensor data from the sensor satellite to a ground terminal. Another 

possible mission configuration is store-and-forward from the sensor 

satellite to the relay satellite. Since the readout to a ground 

station generally involves a shorter readout interval, that case is 

considered here to establish typical mission parameters. 

The readout rate of a store-and-forward system should be high enough 

to play back all the stored data during a pass in which the relay 

satellite or ground station is visible. For the assumed orbit altitude 

of 400 miles and one readout station, an average readout time of 22 

minutes per day is available, but the time is divided into nominally 

2 contact periods of 11 minutes each. The duration of the station 

contact and the recorder playback rate then establishes the amount 

of data that can be readout. High performance recorders normally 

record and play back at the same speed which establishes the amount 

of data that can be accumulated on the store-and-forward recorder 

and completely readout during any given station contact period. 

3.6.2.1 System Lifetime 

Current satellite technology for this class of satellite gives expected 

lifetimes on the order of 2 to 3 years. This lifetime is also needed 

to provide an economic data gathering satellite considering the satellite, 

booster and launch base costs. 

For scaling and technique selection purposes, it is assume~ that a 

nominal duty cycle for a store-and-forward system would record for 

5 minutes every revolution, and readout all recorded data during every 

available station contact. A linear recording speed of 15 ips was 

selected as typical. 
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TABLE 3-4 

WIDEBAND RECORDING 

CURRENT MAGNETIC TAPE TECHNOLOGY 

Longitudinal Recording 

Analog Response 1.4 MHz at 120 ips per track 

Digital Rate 2.0 Mbps at 120 ips 

Number of Tracks 7 to 9 maximum on 1/2 inch wide tape 

Time Base Error ± 0.5 microseconds at 120 ips 

Dynamic Skew ± 0.5 microseconds at 120 ips 

Tape Capacity 4800' of 1 mil tape on 10 inch reel 

Record/Playback Time 8 minutes at 120 ips 

Bit Error Rate 1 x -510 on specially tested tape 

SNR Nominally 25 dB RMS/RMS 

Head Life 100~0 hour nominal 

TABLE 3-5 

CURRENT MAGNETIC TAPE TECHNOLOGY 

Rotary Head Recording 

Analog Response 6 to 8 MHz at 1600 in/sec head to tape speed 

Digital Rate 5 to 10 Mbps NRZ data 

Number of Channels' 1 or 2 

Tape Width 2 inch wide 

Tape Speed-Longitudinal 15 ips (1 channel recording) 

Tape Capacity 4500' of 1 mil tape on 10 inch reel 

Record/Playback Time 1 hour (1 channel) 
-5Bit Error Rate 1 x 10 on specially tested tape 

SNR Nominally 25 dB RMS/RMS 

Time Base Error + 15 nanoseconds peak-to-peak 

Head Life 200 hour nominal 
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Laser 

Electron Beam 

CRT Line Scan 

Response 

Film 

Access Time 

Storage 

Development Status 

(Ground Only) 

TABLE 3-6 

CURRENT FIlM RECORDING TECHNOLOGY 

These systems are characterized by 

scanning photographic film on a line 

by line basis with the beam intensity 

varied to expose the film. The film 

must be processed before the data can 

be read out. Current development status 

is in the recording of photographic 

imagery using wide video bandwidths. 

The use of these techniques for digital 

recording presents no problems. 

25 to 100 MHz video bandwidth up to 

100/200 Mbps digital 

l6mm to 5 inch wide 

Within 30 minutes after recording 

Permanent data - high packing density 

Analog Systems - in operation 

Digital Systems - require modulator 

development 
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SECTION 4 

DIGI~L TRANSMISSION OF IMAGERY DATA 

4.1 INTRODUCTION 

In this section, the technology of the conversion of the analog video data 

information to a digital bit stream, and its reconversion back to analog 

data will be discussed. 

The technology of developing digital bit streams with bit rates from 

40 to 400 MBPS is very different from the technology Of~lOW data rate 

streams, and this section will specifically address the circuits, approaches 

and problems which relate to these high rates. 

Several high data rate AID conversion approaches will be identified and dis­

cussed; however, emphasis will be placed in this report on delta modulation 

and its application to imagery data transmission. The final report will 

specifically deal with the technology of 200 to 400 MBPS bU-"streams. 
" ­

4.2 DIGITAL CODE EQUIVALENT OF ANALOG SIGNALS 

In digital communications, the analog input signal must be converted to 

the pulse code which is the digital equivalent of the analog signal. 

Figure 4-1 shows the general circuit used in digital communications. The 

output of the AID converter, which develops the bit stream from the analog 

signal, is translated by a communication link to a digital-to-analog con­

verter (decoder) where the output is the original analog signal. 
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Figure 4.1 	 Circuit System Performing the Coding and Decoding Functions 
in High Speed Digital Communications 
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Figure 4-2 shows the principal steps in the development of the digital 

bit stream, following the circuit points identified in Figure 4-1. The 

analog signal is first sampled to establish the amplitudes at key points 

in the analog waveform. 

The amplitudes of the samples are then converted to the particular code 

used by an analog-to-digital converter. In the converter, the sample 

amplitudes are measured against a quantized scale. If a binary code is 

used, two bits correspond to 4 amplitude levels, 3 bits correspond to 8 

amplitude levels, 4 bits correspond to 16 amplitude levels, 5 bits to 32, 

6 bits to 64, 7 bits to 128 and so on. Thus, in each sampling period, 

a series of bits are deve1ope~ which represent the sequence ,or code repre­

senting that amplitude. In the case of delta modulation, which will be 

discussed in depth in this section, the code is developed from difference 

information rather than the gross scale measurement. 

The codes shown in Figure 4-2 are for a three-bit PCM code with a fourth 

(first) bit used to indicate whether a sample is positive or negative. 

The zeros or ones of the coded bit stream must then be converted to the 

frequency in phase levels of the modulated carr,ier as will be discussed 

in the next section. 

4.2.1 Data Rate Required for a Given Baseband Bandwidth 

When voice information is to be transmitted by a digital bit stream equi­

valent, the nyquist rate which equals twice the highest significant fre­

quency in the analog signal is coded according to the required bit accuracy; 

i.e., if the highest significant frequency is F, then the bit rate for N 

bits per sample is 

Bit rate in Mbps = 2.F.N 
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For image information, however, more than two samples per cycle are 

used -- as high as five. This requires trade-offs to be established be­

tween increased sample rates leading to an increase in detai~versus the 

reduction in signal-to-noise ratio due to reduced energy-per-bit due to 

the reduced duration time of each bit. 

For systems where the data link capacity is to be the limitation to re­

solution, a sample rate o~ 2.8 samples per cycle of baseband data is 

required. For a 2-bit digital system, the bit rate will therefore be 5.6 

times the highest baseband frequency which is desired to be resolved. 

A data link limited system will give the maximum quantity of information 

picture elements for a given data bit rate limitation. 

In systems that are intended to be sensor bandwidth limited, experience 

has indicated that a minimum sample rate of 3.6 samples per baseband cycle 

are required. A greater sample rate than 3.6 samples per cycle will not 

yield detectably increased performance and should not be exceeded if some 

control over data link efficiency is required. 

An actual system might choose some compromise between the two extremes, 

depending upon the nature of the mission and the input data characteristics. 

Various combinations of video baseband bandwidth and data link bit rates 

for an optimized 2-bit delta modulator are listed in Table 4-1. 

The current Philco-Ford two-bit delta modulator has a maximum sampling rate 

of 100 megasamples per second (200 Mbps data rate). This sampling rate 

limitation occurs because of" the integrator loop propagation delay using 

current flight applicable circuit components. Using this maximum capa­

bility, the link limited baseband bandwidth is 36 MHz. 

Figure 4-3 shows curves of digital data rate as a function of sensor video 

bandwidth for 2-bit delta modulation, 4-bit PCM and 6-bit PCM based on 2.8 

samples per cycle. The 4-bit and 6-bit curves are equally applicable to 

delta modulation. 
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TABLE 4-1 


Electrical vs Optical Analogs 


Link-~imited Sensor-Limited 

Data Link Data Link 

Baseband Bandwidth Bit Rate * Bit Rate ** 

. 

25 MHz 

36 MHz 

50 MHz 

100 MHz 

140 Mbps 

200 Mbps 

280 Mbps 

560 Mbps 

180 Mbps 

260 Mbps 

360 Mbps 

720 Mbps 

* 2.8 samples .per c:ycle of baseband data. 

** 3.6 samples per cycle of baseband data. 
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4.2.1.1 Allowable Bit Error Rate 

Noise in the data link receiver will cause errors in the digital data 

input to the delta demodulator. Data bit errors affect the delta demodu­

lator by causing incorrect step changes into the integrator and a result ­

ing shift in gray scale of the output video. This shift in the gray scale 

will persist for the memory time of the integrator, which is typically 

ten samples in duration. The effect on the video output is a gray streak 

on line in width and ten samples in length. 

Since the resolution of the ~ideo output is not affected by occasional 

digital errors, the data subsystem can tolerate a relatively large number 

of ,errors. Experience with operational transmission of video data using 

delta modulation indicates that useful data can be obtained with bit error 
2rates as high as 10- • A threshold value of BER based on subjective eval­

uation of actual video information seems to be about 10-3 • A BER of 10-4 

or lower gives excellent results. 

4.3 TYPES OF ULTRA HIGH SPEED AID CONVERTERS 

AID converters which provide conversion at rates less than 1,000,000 per 

second can use many candidate circuits, including parallel and series tech­

niques, successive approximation, and so on. 

Above 25 Mbps rates, and indeed in the 40 to 400 Mbps rate range" high 

speed components and a minimum number of successive logic levels leading 

to each bit must be used. 

Accuracy problems arise from circuit problems inherent at these high rates, 

assuming 'that the individual logic devices and SWitching elements have 

switching times and delay intervals consistent with such speed. As out­

lined by H. Schmid, 
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• 	 At these bit rates, every wire and connection becomes a 

transmission line resulting in requirement for termination 

to avoid reflectors. 

• 	 In low speed AID converters, static accuracy is important 


At ultra high speed, dynamic accuracy is most important. 


o 	 At ultra high speed bit rates, the threshold devices must 


slow and settle to the correct value in the specified 


period. 


• 	 Noise becomes a probl~m in ultra high speed AID converters 

due to each wire acting as an antenna into which is cross 

coupled clock signals, data frequencies from other lines, 

and crosstalk. 

At the 40-400 Mbps AID converter speeds, few types of circuits can meet the 

requirement of speed, low noise and with accuracy_ The following paragraphs 

will discuss the basic aspects of several candidate ultra high speed AID 

converter techniques which can operate at these speeds; i.e. 

• 	 Delta modulation method of feedback encoding (redundancy removal) 

• 	 Cyclic conversion encoder 

• 	 Phase-plane conversion encoding 

• 	 Threshold encoders 

• 	 Scanning tube-encoder. 

Delta modulation technology is particularly suited to the transmission of 

high speed sensor data, and will be discussed at length in this section; 

however all above methods and techniques will be discussed in the paragraphs 

to 	follow: 
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4.3".1 ' Redundancy-Removal Encoders 

It is the nature of all practical sensors that their output voltage does 

not change from minimum to maximum response within one sample interval, 

provided, of course, that the sampling rate is equal to or faster than the 

Nyquist rate. Another way of saying this is that adjacent sample values are 

dependent. It, therefore, seems appropriate to take advantage of this 

dependence in devising an A-to-D conversion technique. Note that conven­

tional PCM treats each sample value independently. 

There are two basic methods for taking advantage of sample-to-sample depen­

dence and thus removing redundancy from the coded data. The first method 

is commonly referred to as data compression. It involves digital processing 

of a PCM data stream according to some algorithm that uses past data samples 

to predict future sample values and transmits only that data necessary to 

update the prediction. There are many types of data compression ranging 

from relatively simple run length encoding to more complex polynomial pre­

diction algorithms. Data compression techniques will not be explored further 

here because of the hardware complexity normally required and its doubtful 

value in adequately handling complex scene imagery. 

The second basic method for redundancy removal is known as feedback encoding. 

Two well known types of feedback encoding are differential PCM* and delta 

modulation. Feedback encoding methods compare each sample value against 

some form of reference signal derived from previous samples. The resultant 

error voltage is quantized, digitally encoded ,and transmitted. Thus, only 

changes from sample to sample are transmitted. 

Since only changes are transmitted the precision of quantization can be 

reduced. Thus, for the same sampling rate, two-bit precision in the feed­

back encoder will permit a 3-to-l reduction in required data rate relative 

to 6-bit PCM for typical imagery-type, sensors. Another advantage o'f feed­

back encoders is that they are not as dependent upon sensor dynamic range 

*J. B. O'Neal, "Predictive Quantizing Systems for the Transmission of 
Television Signals," BSTJ, May-June, 1966. 
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variations as are PCM encoders. When PCM is used, the quantization levels 

must be chosen to accommodate the maximum expected signal values, and 

accuracy and/or data rate are often wasted on seldom reached peak signal 

levels. Feedback encoding, on the other hand, transmits only changes* in 

signal level and is not constrained by maximum signal level. 

Considerable work has been performed at Philco-Ford with the transmission 

of imagery using delta modulation. Laser scanner and vidicon signals have 

been handled using two-bit delta modulation. The parameters of the delta 

modulator were optimized for the transmission of high resolution aerial 

reconnaissance pictures with excellent results. Other sensors and other 

data applications may require a different feedback encoder configuration 

and optimization of parameters. For example, weather photographs require 

accurate edge response and fine gray scale resolution for the analysis of 

cloud motion and density. 

A major advantage of delta modulation when compared to low precision PCM 

such as 3- or 4-bit PCM is that contouring** is not dominant as is the case 

for both 3- and 4-bit PCM. Pseudo-nOise coding can be used with 3- or 4-bit 

PCM to dither the analog level and eliminate contouring. However, dither 

does not decrease the variance of quantizing noise.*** Four bit PCM with 

*Typical rms prediction error ~ in signal level when using a 2-samplee 
linear predictor are from 10 log a/a = 7 to 12 dB below that of the 

e 
input signal for typical scenes, and they have a probability density 
which is approximately Laplacian. This differential quantization pro­
v~des an output signal-to-noise ratio 7 to 12 dB higher than a PCM quan­
tizer using no feedback. The output signal-to-noise ratio of the n bit 
predictive quantizer is 

**Delta modulation noise. is exhibited in 4 forms: grainy noise, slope 
overload, contouring, and edge busyness. The fact that quantizing error 
is split into 4 visually distinguishable categories suggests that a given 
rms quantizing noise is subjectively less objectionable than the same 
rms noise in PCM. See J. B. O'Neal, BSTJ, January, 1966. 

***L. Schuchman, "Dither Signals and Their Effect on Quantizing Noise," IEEE 
Trans. Comm. Technology, December, 1964. 
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pseudo-noise at twice the bit rate is thu~ inferior or equal to 2-bit delta 

modulation when optimaiiy matched to the input data.* 

4.3.1.1 Introduction to Delta Modulation. Delta modulation Is a data encoding 

technique [or the imagery system which has the required high precision of five 

or six bit PCM hut 'Which makes use of the Inherent redundnncy or limited 

slew rate of the information. Delta modulation has been used by Philco-Ford 

in the "Compass LinkH program and the "Quick-Look" demonstrations and has 

resulted in encoding efficiency three times better than six bit PCM producing 

output images which cannot be discriminated from images where sensor and re­

corder are connected back-to-back in the analog mode, In addition, delta 

modulation can be made to operate in noisy environments producing error rates 
-3 

as poor as 10 and can produce image information of useful content although 

of degraded quality. 

Delta modulation is essentially a type of analog-to-digital conversion 

technique in which the changes in the analog signal input in succeeding 

sample intervals are transmitted. In the delta modulator, the instantaneous 

analog video input is compared at each digitizing sample time to determine 

whether a potential on an analog integrator (which holds a value representing 

the previous sample) should be incremented or decremented in order to reduce 

the difference. The increments or decrements applied are discrete and are 

determined by digitally quantizing the error difference with sometimes 

one-bit~ or more usually, with two-bit precision. 

These bits are then transmitted to the delta demodulator where they are 

utilized to produce a series of like charge increments (or decrements) which 

are applied to a like integrator. Since the same pattern of charge incre­

ments is applied to similar integrators in both the delta modulator and 

demodulator, the integrator signals· track identically. By a suitable choice 

of parameters, the error between the integrator voltages and the current 

video input level can be kept small; thUB, the video input is reproduced 

accurately in the delta demodulator. 

*Ref. O'Neal, op cit, Fig. 7. 
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4.3.1.2 One-Bit Delta Modulation. ,The simplest delta modulator shown in 

Fig. 4-4, employs only one-pit quantizing of the error between the integrator 

and the analog input ,levels. Thus, a fixed quantity of potential is added 

or subtracted during each sample time. This quantity then represents a 

peak-to-peak hunting oscillation or noise. To keep this noise low,* the 

potential step change may be reduced'to a small value, e.g., 1/100 of the 

maximum peak-to-peak analog level. However, the integrator would then re­

quire 100 and more samples to slew the entire dynamic range in response to 

a video step', whi,ch is impractially slow for most video systems. Thus, the 

one-bit delta modulator is not most useful for video systems where a prac­

tical limit on sampling rate exists. 

A very simple type of delta modulator is shown in Fig. 4-5. This circuit 

was producing video information at a 100 megabit rate in 1961. 

4.3.2 Folding Converter A/D Conversion 

In 1956, B. D. Smith published a novel analog-to-digital conversion method 

which has been adopted for use in many modern systems including the Bell 

Telephone 224 Megabit PCM system. 

*De Jager ("pelta Modulation," in Communication Theory, Butterworth Scientific 
Publication, 1953) and Van de Weg (Quantizing Noise in a Single Integration 
Delta Modulation System, Philips Research Report, 1953) have shown that the 
output SNR for a n bit delta modulator with a sinusoidal input of fm sampling 
rate f , and output bandwidth f is s 0 f 3 

sSNR m (2n_l)2 (0.04) 

Thus increasing sampling rate by 2 increases output SNR by 9 dB, whereas 
increasing from 1 to 2 bit 6M increases output SNR by 10 dB. 

Band limited Gaussian noise of bandwidth f the corresponding ratio is 
m 

9(2n_l)2 ( fs )3SNR .. 
l28n2 fm 

behavior in a similar manner with respect to n bits/sample and sampling 

frequency f s • 
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This system employs the "folding" 'or cyclic technique employing a series of 

identical stages as shown in Fig. 4-6a. Each stage provides one digit of 

the binary code corresponding to the sample. Each stage has the same 

inverted ''V'' input-output characteristic such that it has a slope of +2 for 

negative input signals and a slope of -2 for positive input signals. The 

coder operates directly in the Gray code. The digits are obtained from each 

stage; if the input to a stage is less than half the maximum amplitude, the 

digital output is zero; if it is greater than half the maximum, then the 

digit output is one. As each stage develops its output, it yields a "residue" 

which is used to drive the next stage. The digit outputs of each of the 

stages are passed through delay lines to provide the serial bit stream. 

If, in the circuit of Fig. 4.6a, the operation of Stage 1 is such that 

if o 

11>1 
if 

~nen ~ne reSLBue output, E2 , to Stage 2 is related to input voltage, E1 by 

where E f is a dc reference voltage which is related to the bit being deter­
re 

mined. In a pure binary system, for example, the reference voltage would 
o 1 2 n

refer to the 2 , 2 , 2 , • • • , 2 levels, respectively. 

4.3.2.1 Fisher High Speed Folding Encoder. R. E. Fisher of Bell Telephone 

has developed a 1200-megabit-per-second ana1og-to-digita1 converter which 

provides 5-bit coding and which utilizes microwave equivalents of low­

frequency logic circuits. using the folding techniques described in connec­

tion with Fig. 4~6a using phase domain technology which is discussed in the 

following paragraphs. 
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Stage 1 of this circuit is shown in Fig.4-7; it was designed to sample and 

hold at a 240-MHz rate and encode the sampled analog signal into 5-bit words 

(32 quantization levels) in the Gray code. This sample and hold rate, 

combined with 5-bit accuracy makes such a system attractive for the trans­

mission of high speed image data. 

In this circuit, the baseband analog signal amplitude is replaced by the 

amplitude of a 9-GHz microwave carrier while the baseband signal polarity 

is described ,by microwave carrier phase. 

In the circuit of Fig. 4-7, the balanced modulator output, E
2

, has either 

n phase or zero phase. If E2 has n phase, then the stage must emit Eo in 

the form of the digit 1 and shift E3 to zero phase. On the other hand, if 

E2 has zero phase, the system must emit Eo in the form of a digit zero and 

maintain E3 at zero phase. A CW carrier of correct magnitude and phase 

(Eref) is added to E3 to provide the output signal to drive the next stage. 

The implementation of the phase domain will be discussed in the next para­

graphs. 

4.3.3 Phase Domain Encoders' 

Phase-domain encoding is capable of highest speeds, using balanced-modulator 

techniques introduced in the Fisher AID converter of Fig. 4-7. Phase domain 

encoding, using the phase-locked oscillator was the first approach considered 

for high-speed computers. The phase-locked oscillator, consists of a tank 

circuit which is forced to provide parametric oscillations by a pump operat­

ing at twice pump frequency. Sustained oscillations can occur in either of 
otwo possible phases 180 apart. The circuit can be caused to change phase 

states by '!Locking" the oscillations to the phase state of a locking signal. 

Computer logic systems using phase-locked oscillators were built in 1958-1959 

using clock rates above one gigahertz, performing logic at rates as high as 

1.85 GHz. However, the advent of the tunnel diode and the inherent complexity 

,of 	a PLO computer caused interest in this technology to wane until the present 

era of high-speed bit stream requirements. 
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Many basic limitations to speed can be removed by at least an order of magni­

tude by transformation of the voltage variable into the phase domain. 

By operating the phase domain, it is no longer necessary to amplify, rectify, 

compare, or otherwise operate upon the amplitude of a voltage analog signal. 

Instead, these operations are performed upon the phase of a carrier, where 

the amplitude of the carrier is not of primary importance but need ·only be 

sufficiently greater than noise •. 

All analog-to-digital converters generate a binary code or some other cod.e 

made up of a sequence of only two digit value. By way of definition, the 

term "hinary" will refer to the natural binary number system specified hy 

the series: 

N 
n = 0, 1, 2, •... , N~O 


Let the analog variable, f(t}, be represented by a proportional phase vari­

ahle, e (t), having the range 0 ~ A < 2~. Let e = 2n~ (mod 2n) where 
o th 0 n o 

n = 0, 1, 2···. Then the (n+l) most significant bit, B , 
n 

is determined 

by the formula: 

B = 0 
n 

B = 1 for TI ~ ~n < 2n 
n 

Given any ~ , one can find the corresponding B from the transfer and deci­
o n 

sion functions illustrated in Fig. 4-8. The transfer function has a slope 

of two and is modulu - 2n. The decision function has the value zero or one, 

depending upon e • The relationship between ~ , the input phase variable, 
n o 

and the resulting sequence of binary bits is given by the formula: 

N 

1: 
N-n

B 2 radians 
n=O n 
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twice the phase variation. This is shown in the following derivation of 
th

the output of the n encoder stage. 

Let the input to the first encoding stage be e (t) a sin(~t + p). If we 
0' 0 

take the second harmonic of e (t) and mix it with the third harmonic,o 
cos lnt, of the carrier by means of a balanced modulator, we have: 

sin(2~t + 2A ) • cos 3~t = -~ sin(wt - 28 ) + ~ sin(5wt + 2A ) 
. 0 0 0 

The second of the modulation products is filtered out. The first is ampli­

fied by minus two and becomes the input to the second encoding stage: 

Similary, we have as an input to the third encoding stage: 

thTherefore the output'of the n encoding stage is 

or, since we have defined 

e (t) = sin(wt + (_l)n e 1 
n n 

It will be noticed that the sign of the phase reverses in each succeeding 

stage. In the stages of odd n this results in merely generating the com­

pliment of B • 
n 

The first encoder stage produces the most significant bit, B , by comparing
o 


the phase of the phase modulated Signal, sin(wt + eo)' 


where n = O! l, 2, "', N 

and N+l ~ number of bits/word. 
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The encoding scheme described in the preceding section can be implemented 

in the fo11owjng manner. The binary number is derived by feeding the analog 

signal, f(t), to a vo1tage-to-phase converter, or phase modulator, the 

output of which is the phase modulated signal, sinrmt + B (t)], whose. phase,
o 

~o(t), compared with a reference phase, ~, of the carrier, sin(mt + 0), 

varies in proportion to the applied input voltage, f(t). The phase modulated 

output is sensed by a phase comparator which compares the phase, Ao(t), of 

the modulated signal with a reference phase, 0, of the carrier. In all the 

following definitions of phase relationships we shall assume &= O. The 

output of the phase comparator is one of two voltage levels representing a 

one or zero, indicating whether the phase of the modulated signal was greater 

or less than the reference phase. By this means, the first most signifi­

cant bit, Bo' in the natural binary system is obtained. 

Successively lesser significant bits are obtained from cascaded encoding 

stages having the transfer and decision functions illustrated in Fig. 4-8. 

The transfer function is implemented as follows: The phase modulated signal 

is applied to a doubler circuit which multiplies the frequency and phase by 

a factor of two. The multiplied signal is then mixed with the third har­

monic of the carrier and the difference frequency obtained by filtering. 

The output of the filter is amplified by minus two. The output of the ampli­

fier, then, is a phase modulated signal having the same amplitude as the 

input to the encoding stage but having with the phase of the carrier having 

a fixed phase shift,~. This comparison is eaSily accomplished by first 

(a), generating a narrow pulse, u'(8in mt + 8 ) * U(R ) at the time of the 
o 0 

positive going zero crossing of the phase modulated signal, and (b), generat­

ing the function, F'(sin wt +~) = F(m). F(m) is a simple limiting operation 

defined as: 

F(m) ~ 0 for sin(mt + '1') < 0 

F(~) = 1 for sin(mt + '1') ~ 0 
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Now, if we let q> = TT, then B will be obtained at the output of an "and" 
o 

gate having the inputs u(e ) and F(TT). In general, B will be obtained 
n n 

at the output of an "and" gate having the inputs u(e ) and F(i-r). Fig. 4..9 
n 

is a waveform diagram showing the relationship between u(p. ) and F(TT).
n

A block diagram of three cascaded encoding stages corresponding to the imple­

mentation described in this section is shown in Fig. 4-10. 

4.3.4 Fast Shift Register Encoders 

Fast shift registers can be used for storage or encoding using the shift 

register whose basic circuit at microwave frequencies is a series 'of flip­

flops triggered by a clock or timing circuit. This unit encodes the output 

of the quantizer•. 

A series of bits is applied to the input in synchronization with a clock 

which actuates all flip-flops simultaneously so that a given series of 

bits moves or progresses through the shift register and occupies the shift 

register - one bit per flip-flop at a rate determined by the clock. Once 

the shift register is occupied, the serial input is removed. Application 

of the clock again to the flip-flop will read out the stored bits as a 

serial bit stream output. If during the readout the clock is very fast, 

the bit stream will comprise a series of bit bursts. For gigahertz data 

rates, the shift register should be capable of moving bits from flip-flop 

to flip-flop in time intervals equal to or less than a nanosecond; the 

serial bit stream read-in can be at a much lower rate. 

Present shift registers can now shift state data from stage to stage at 

rates up to one gigahertz using, for example, tunnel diode shift registers 

shown in Fig. 4-11 (due to B. Sear)*or using emitter coupled logic with 

clock routing, interconnect and bit stream distribution circuits designed to 

accommodate these high speeds. 

*B. Sear, "Research for High-Speed Analog-to-Digital Conversion Techniques," 
WPAFB Technical Documentary Report, No. AL TDR-64-154. 
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Diffuse threshold encoders and decoders can use ultra fast shift registers 

to perform at very high data rates. 

The threshold decoder Fig. 4-12 has been built which can correct up to 

two random errors or an error burst of up to 8 bits received in a block 

of 11 bits. Rate one-half convolutional encoding is employed; that is, 

a parity bit is generated by the convolutional encoder and interleaved 

between each data bit. 

The convolutional- encoder-sequential decoder has been tested at the U.S. 

Army SATCOM Agency with a QPSK modem and has provided gains in error perfor­
mance of from 4.3 to 5.2 dB over straight QPSK at a P of 10-5 • Coding

e 

gain is primarily a function of decoder memory length and search depth. 


4.3.5 Cathode-ray-tube AID Converters 

The cat,hode-ray-t;ube (CRT)' convert~r was yesterday I s answer to high-speed 

encoding. 'Today, with high-speed integrated circuits and other high-speed 

semiconductor components, much higher conversion ,speeds are 'Obtainable at 

smaller size, weight and cost. 

Essentially, the CRT AID converter is a special type of cathode ray tube, 

in which an aperture and a segmented output plate have been added to the 

conventional electron gun and deflection plates (Fig. 4.7-3). The openings 

in the aperture plate are arranged in several columns, with each column 

representing one binary digit. The length of the apertures is one increment 
1

high for the least-significant bit, 2°, two increments high for 2 , four for 

22, etc. The openings in the aperture plate thus conform to a standard binary 

pattern. 

With new advances in high speed scanning-beam technolog~ as for example, used 

in the fastest vidicons, the potentialities of the fast-scanned CRT AID 

converter bear careful consideration as a candidate for space applications; 

" 4-29 

SPACE & RE-ENTRY SYSTEMS DIVISIONPHILCO~ Phllco-For.d CorpOration, , 



DATA 
BITS 

P{i) PARITY BITS 

ENCODER 

DECODER 

Figure 4-12 DIFFUSE THRESHOLD DECODER/ENCODER (N = 2) INTERlEAVED TO ORDER 2 

4-30 

SPACE & RE-ENTRY SYSTEMS DIVISION 
Phllco-Ford CorporatIonPHILCO~ 



to take advantage of the inherent circuit simplicity involved, and to take 

advantage of the excellent reliability and long life being demonstrated in 

space by the vidicons of Tiros, Nimbus, and other sensor satellites. 
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4.4 THE ACCURACY OF DELTA MODULATOR 

It was pointed out that a single-bit delta modulator cannot meet the 

accuracy and transient reauirements simultaneously. Therefore,two-bit, 

three-bit, and a four-bit delta modulator technique with exponentially 

increasing auantization levels were investigated by simulation with a 

digital computer. 

The input signal used in the simulation is a ramp function which repre­

sents the output of the radiometer scanning a sharp black-to-white 

transition. The sampling rate used in the simulation is representative 

of actual link design. , The sampling rate in the 2-bit delta modulator is 

twice as high as the ~-bit delta modulator to make'the output bit rate 

constant. 

The advantages ?f a 4-bit delta modulator over a 2-bit delta modulator 

will be clearly demonstrated as far as accuracy is concerned, with 3-bit 

delta modulator p):ovid~ng a good compromls,e between performance and 

complexity. 

4.4.1 N-Bit Delta Modulator 

In order to evaluate the response of an n-bit delta modulator to specific 

input functions, a computer model of the encoder was developed. The 

model shown in Figure 4.13 simulates 1, 2, 3 or 4-bit delta modulators 

with the capability of adjusting the several significant parameters 

in the loop. 

The integrator has a time constant of Nl samples, while G and A are the 

gains on the quantizer output R and the integrator output Z, respectively. 

It can be shown that only the product AG need be varied to obtain the 

complete set of responses to the system. Thus, we may normalize by set­

ting A = 1 and vary 1ust G. 
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The quantizer is an M-bit exponential device, so that it has 2M quanti ­

zation levels. In .this case, we shall consider M = 2 and 4. The 

qu'antity q is the minimum step size, which can be arbitrarily chosen. 

The auantizer's exponential character here is in contrast to the ouantizer 

with uniform step size, where all the steps are of the same size, for the 

ratio of, each-step to its predecessor is the quantity kept constant and is 

larger than unity. 

The choice of quantization levels is constrained by several factors, the 

most critical being the. choice of "break values"; Le., the values of E 

for which ~ changes levels, and the stability requirements. In this simu­

lation we have chosen to fix auantization levels and then pick those 

values which yield optimum response. 

4.4.1.1 The 2-Bit Delta Modulator. Consider a 2-bit delta modulator 

ha~ing the characteristic shown in Figure 4.14. Assume an integrator time 

constant Nl = 10, and that the higher Quantization level (Q2) is 8 times 

the lower level, with the break values at E = ± L(-l). For some fixed gain 

G, the quantity L (1) can be varied over a suitable range of values and 

both RMS error and mean error can be calcul/ated over an appropriate set 

of input step functions. From this calculation, we may choose that L(l) 

that minimizes the RMS or mean error and repeat the same process but with 

a variable G, and so forth, hopefully converging,to some absolute minimum 

error. 

The computer program which accomplished this calculation used two sets of 

computations, one using the minimum RMS error criterion, the other the 

minimum error criterion. The inputs are all step functions which equal 0 at 

t - 0 and thereafter equal S 
o 

where S 
0 

= 0, .25, .50, ••• , 8.0. The results 

are shown in Table 4-2. 
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L(1) G Minim~~Error 
Case 1 (minimum RMS error): 2.8 0.7 1.51 (RMS) 

Case 2 (minimum mean error): 3.1 1.0 0.62 (mean) 

TABLE 4-2 Optimized Values for 	L(l), G for 2-Bit Delta Modulator 

It is observed that at least for the values computed, the two types of 

errors do not have their minima at the same parameter values. 

The response of 2-bit delta modulators with these parameters to a ramp 

function are shown in Figure 4-15. It is clear that the response of 

Case 2 is better - the mean error being about half those in Case 1. 

4.4.1.2 The 4-Bit Delta Modulator. As has been observed from other 

sample runs, when the integrator time constant N S. 20 the response to a 

typical step function is unacceptable, while Nl ? 200 yields an extremely 

good response. Such a large figure is unacceptable for purposes of 

smoothing out bits that are erroneously transmitted. In the 4-bit case, 

therefore, a compromise figure Nl = 50 samples is used. Also assume a 

minimum step size q = 1. 

With a quantizer characteristic as given in Figure 4-16, a program was 

constructed to count the number of times the ouantized error R was = + 1 

for·an entire set of step functions. These functions equal 0 initially and 

equal S thereafter, where S = 	128, -126, ... , 0.2, ... , 126, 128, from the 
o o 

2nd through the 41st samples. The maximum count is therefore 40 x 129 or 

5,160. The result is shown in Table 4.3. 

Gain G No. Times R = 1 

0.5 1,398 
0.7 2,087 
0.9 2,942 
1.1 3,336 
1.3 3,682 
1.5 3,802 
1.7 3,467 
1.9 2,144 

TABLE 4.3 4-Bit Delta Modulator 	Response for A=l, Nl = 50 
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The best performance occurs at G = 1.5, which figure is used in an optimi­

zation of the quantizer characteristic. The result of this effort yielded 

the following values as an optimum set of break values with the levels. 

2. 2.7, 9, 21,40, 77, 126. 

As a check, the number of times \RI = 1 was computed using this configura­

tion, while G was varied from 1 through 2, inclusive. Again G seemed to 

be optimum at 1.5. 

One response of the optimized system to a ramp of height 256 and a ramp 

portion with width 1.25 times the sampling period, is shown in Figure 4.17. 

4.4.1.3 Optimization of 3-Bit Delta Modulator. 3-bit delta modulation is 

the best compromise between accuracy and circuit complexity, and is given 

the following detailed analysis: 

A computer program ("DM3") was written to calculate the following 
quantities: 

32 

1 


AMNER = 100 :E s /2
S =1 0 

o 

32 
2RMS = 100 ~ E (j,So,B

1
,B

2
,B ,G) / (5X32J ~ [ L (~ /2)2 3 

S =1 0 j=l
o 

where 

S /2 = height of step function (=.5,1.0,1.5, ••• ,16)
o 2
E(j,So,B ,B ,B3 ,G) = error of delta modulator in jth sample when input is


1
step function of height S /2, with break'values 

o 
B ,B ,B

3
, gain G.

2l 
RMS is a measure of how well the initial rise in the step functions is 


approximated. 


AMNER 'is a measure of how well the "steady state" portion is approximated. 
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A quantizer characteristic with levels I, 4, 8, 16 is assumed. The division by 

S /2 in the above sums is a normalization procedure, so that multiplication
o 

by 100 yields a percentage error type figure. Figures 4-18 and 4-19 

display two interesting runs of DM3. 

To assist visualization and categorization, the concept of the "median 

slope" of a quantizer characteristic is introduced. This quantity is 

roughly a measure of the steepness of the characteristic (the median slope 

of the uniform step quantizer characteristic is 1). For a typical 

characteristic, let £ be a straight line drawn through the or,igin, cutting 

the levels of the characteristic into segments. Then the median slope of 

the characteristic is defined as the slope of that £ for which 

Figure 4-18 is a plot of the most interesting part of the run for the case 

G=l.O (no gain). In this run, each case for which the quantizer error in 

the 21st sample (for any S ) is not +1 is defined as unstable and is dis­
o ­

carded for optimization 'purposes. ' The Quantities plotted are AMNER, the 

mean % error for the 32 step functions from the 6th to 40th samples, 

inclusive, and the median slope. In general the mean % error tends to 

increase with decreasing median slope and with an increasing value of B
l 

, 

the s~allest break value, for Bl ~ 3. The minimum mean % error, 2.6%, 

was found for the case B =3, B =7, B =11.
l 2 3

Figure 4-19 results from a much more extensive run, for G=O.l, 0.2, ... , 
2.0 and the same break values as above. To concentrate on only the most 

interesting figures, the output was restricted to those cases for which 

AMNER ~ 2.6%. Table 4.4 is a count of the total number of such cases for 

each value of G. 
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G Total No. Cases for 
which AMNER 2.6% 

0.1 0 
0.2 0 
0.3 21 
0.4 67 
0.5 207 
0.6 91 
0.7 9 
0.8 0 
0.9 0 
1.0 9 
1.1 0 

• 
2.0 o 

TABLE 4.4. Number of cases for which AMNER 2.6% vs. G. 

4.5 QUANTIZING NOISE IN AID CONVERSION 

Quantizing is a nonlinear operation which takes an input signal ~(t) of 

arbitrary amplitude distribution and produces an output yet) whose pos­

sible amplitude is, at most, a countably infinite number of values. The 

quantizer is used in any system where an analog-to-digital conversion-is 

re~uired. If the input into the Quantizer is considered to be an ergodic 

stochastic process, a knowledge of the statistics of the ouantizer output 

can be used to minimize the loss of information inherent in the Quantizing 
1operation. B. Widrow has shown that, if interest is in just first- and 

second-order statistics, there are some random functions which, when 

passed through a ouantizer, do not lose first~and second~order statistical 

information. In such cases, the ouantizer operation can be considered 

as a summing operation of the signal and an independent noise source. 

Ergoticity is a property of a stochastic process which implies that the 

ensemble statistics of the process will become eoual to the time averaged 

statistics of a single sample function of the,stochastic process as the 

time-averaging period approaches infinity. This property allows the 

lB. Hidrow, "Statistical Analys is of Amplitude-Quantized Sample Data 
Systems ", Applications and Industry, AlEE; January, 1961. 
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statistical analysis of ergodic stochastic processes to be carried out 

with respect to ensemble statistics so that the statistical behavior of 

a time series can be predicted. However, when the time-averaging period 

is finite, errors can occur since the eauality between ensemble statistics 

and time-averaged statistics is only true as a limiting relationship. It, 

therefore, is of interest to see how much information is lost due to 

Quantization when the time-averaging period is finite. 

It is possible to minimize the loss of statistical information due to 

quantization for an arbitrary information signal when the auantized signal 

is observed over a finite interval of time by adding a second signal (known 

as a dither signal) before the quantizer and subtracting the dither signal 

after the quantizer. The function of the dither signal is to change the 

statistical relationship between the information signal and the quantizer 

output so that the quantizer operation can be considered a summing opera­

tion of the input signal and a statistically known and independent noise 

source. However, the case of the use of a dither signal is not considered 

further here. 

4.5.1 Quantizer Representation 

In general, random signals, when passed through a quantizer, lose first­

and second-order statistical information. This loss is a function of the 

mean, variance, and amplitude range for a number of random inputs. 

Symbolically, a Quantizer may be represented as in Figure 4-21. In 

Figure 4-22 a typical input-output quantizer characteristic is drawn for 

a uniform auantizer. There are k negative quantizing levels and a total 

of M quantizing levels (this includes the zero level). It is assumed 

that saturation cannot occur. 

The quantizing noise, as a function of the signal x, has simply a saw­

tooth characteristic as shown in Figure 4-23. (This assumes the input­

output characteristic of Figure 4-22.) 
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Fig. 4-21 Quantizer input-output characteriStic. 
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Fig.4-22 Quantizer noise as a function of the input. 
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Using Figure 4-21 as the quantizer model, the second-order statistics of 

the output of the ouantizer can be described in the following manner. 

Widrow has shown that, if x(t) has a characteristic density function W (u)x 
which satisfies the following criteria, 

2-ti
W (u) = 0 for all u .,. - (1)

x c' 

then 

There are not many random signals that can satisfy this criteria, but 

Widrow has shown that this is a reasonable approximation for many import­

ant random signals. 

To illustrate the validity of the approximation, an Xl with a gaussinn 

probability density function with zero mean yields 

if the variance of the gaussian distribution is greater than q. 

Furthermore, for gaussian distributed input signals, the autocorrelation 

function of the noise is 

2/12 
E[n(ti)n(t j )] = :{ 

even when the correlation coefficient of the input signal is moderately 

close to one. 

There is a temptation at this point to consider the quantizer as a summa­

tion of an independent white noise signal and an information signal when 

interest is only in the first- and second-order statistics of the output. 
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In all physical problems, one deals with the observation of a random time 

function observed over a finite time interval T. The choice of statistics 

that adequately describe the physical situation is not always simple. 

The equivalence of ensemble statistics and the time-averaged statistics 

for an ergodic process is strictly valid when the averaging interval' T 

approaches infinity. If the time interval is finite and the process is 

ergodic, the use of such statistics may lead to erroneous conclusions. 

We shall, therefore, treat the finite time average of n(tk)x(t ) as ak
random variable and define it as 

k 
I

M(tk) = k ~ n(ti)x(t i )· 

i=l 

If the quantizer is to be accurately modeled by a linear operation, one 

requires at least the following: 

= 0 (2) 

E(x2) 
2' 

L 

E [M(t ) 2] = K 12 (3)
k

where {E(X2)q2/12}/k is the variance of the sample mean when n(t ) and 
k

x(t ) are truly independent and n(t) has a white spectral density.
k

For purposes of comparison, the following random variable is defined. 

Let 

1 k 
n (t )x(t.)= k ~ g i 1. 

i=l 

where ng (t ) and x(t ) are independent random variables. n (t ) is 
k k g k 

uniformly distributed with 

Jngf ~ ~ 
and the samples of ng(t ), are independent of one anothel

k
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---

We now wish to compare the statistics of M(t ) with those of G(t ).
k k

Table 4-5 summarizes results derived for an input signal which either 

satisfies (1) or has a gaussian probability density distribution. It can 

be seen that, if the input samples are independent, the linear model is 

valid. However, if x(t) is maintained essentially constant over the 

averaging period, treating the ouantizer as a summer leads to errors. 

TABLE 4-5 

Comparison of the first- and second-order statistics 

of M(t ) and G(tk) when the characteristic functionkof X(t) satisffes (1) or has a gaussian shape.* 

1. Independent 
Samples o o 

2 2IT E(x ) 

k 

2 2IT E(x ) 

k 

2. x(tk) = x 
for all k samples. o o 

2 2IT E(x ) 
2 2IT E(x ) 

k 

*If x(t) is a gaussian random variable with mean m and variance ~ 
then the entries in the table are valid if, 

<9'"" "> q 
2 2 2 

20 + m <.:<. e 1T 

TABLE 4-6 

Evaluation of E M(t ) when x is a uniformly distributed
k

random variable with mean m and variance ~ • 

M __ E _M(t )
k

0 2~Q0 odd integer +­2 12 

q2~ 
0 even integer +­'2 q 24 

y-m cp S I 
even posi­8 (f+ ]) q2 q2positive tive4"q - 40- 1 ""4 +­f~ integer int. 48 
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TABLE 4-7 

r,;") __ <><-_ e-"'(x-m)Evaluation of ElM(tk~ when f(x) 2 ~ 

m 

° 
211" 
q 

'X less 
than 

,0.22 
'172 

(M(tkU 
greater 
than 

2 +0.21 
_2 q 9 

'-(T3 

° 
1 
q 

+0.164 
2 

q +0.149 2 
q 

m cp AI... Q E[M(tk)] 

f+f; 

CP+ f; 

even 
integer 

even 
integer 

-1. 
.nq 

1-
Jlq 

1 

»1 

q2 tf +f; )(0.025) 
-;( 

2 

(~})q 

if3 

Many signals of importance cannot be approximated as gaussian random var­

iables. For such signals, a linear analysis of the quantizer, even when 

the samples are independent, may not be valid. Tables 4-6 and 4-7 sum­

marize 4 results which illustrate the nonlinearity of the quantization opera­

tion for two density functions. When the probability density of the data is 

1 


f(x) __{20 ~ 

Otherwise 


Then E lM(t
k

») varies as a function of the mean m and the base 2 , as listed 

in Table 4.6. There exist large values of ¥which can make the character­

istic function of f(x) come arbitrarily close to satisfying (1) and yet the 

value of 'E (M(t ») does not approach zero.
k

In Table 4.7 the density function studied is taken as 

f (x) = ~ e -O«x-m) 
2 
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Here, again, we have a random input into the Quantizer whose mean and 

variance affect the value of E M(t )
k

4.5.2 	 Linearization of the Quantizer and the Recovery of the Unouantized 

Signal Statistics 

If the time-averaging period to observe a Quantized random signal can be 

considered infinite, then conditions which allow the quantizer to be modeled 

by a summer fed by additive noise also allow the complete recovery of the 

signal statistical information. More specifically, an infinite level 

quantizer can be considered linear if the information signal is either a 

gaussian distributed random variable or has a characteristic function which 

has the band1imited property. 

If the 	time-averaging period to observe a quantized random signal cannot 

be considered infinite, then conditions which allow the ouantizer to be 

considered linear minimize the loss of information due to Quantization. 

4.5.3 	 Linearization of the Quantizer and the Reconstruction of the 

Unguantized Information Signal. - A Heuristic Discussion 

Quantization without the use of a dither signal is an operation that 

always 	produces the same noise value whenever the input signal is a given 

amplitude. Hence, whenever the input signal has some waveform structure, 

there is a corresponding waveform structure to the noise. 

If the input is considered as a random signal represented by random samples, 

then strongly correlated samples observed in an interval T imply that the 

filtered and continuous waveform represented by these samples has a simple 

waveform structure. One would characterize such a waveform with words 

such as; smooth, slowly varying, and predictable. On the other hand, if 

the samples are independent, then the continuous waveform represented by 

these samples has a complex waveform and the resulting ouantized output 

will have a complex wpveform. 
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4.6 Delta Modulator/Demodulator Implementation 

For pictorial video information, the most important parameters are good 

transient response or linear phase response, and low slope loading distortion. 

Intermodulation distortion caused by non-linear amplitude response is generally 

not critical. On the contrary, certain types of amplitude nonlinearities such 

as gamma correctors or contract enhancers may improve the output image quality. 

Pictorial video transmission systems can also operate at signal-to-noise ratios 

considerably less than acceptable for quality audio transmission. This fact 

becomes more obvious when considering that very few end-to-end photographic 

or imaging syst.ems can exceed the discrimination of more then 16 shades of grey. 

For this type of information, a transmission system with a signal-to-noise ratio 

sufficient to determine 100 discrete levels or shades of grey clearly has an 

excess of signal-to-noise ratio. 

The channel capacity may be better utilized by increasing the baseband data 

rate. Lower signal-to-no~se ratios can also be tolerated when the quantizating 

noise has the property that the peak noise amplitudes are discretely limited. 

For example, a digital system whose peak noise amplitude is less than a shade 

of grey will produce a better result (assuming contouring is not present) than 

an analog system with the same RMS signal-to-noise ratio, because the peak 

analog noise amplitudes will often exceed the visual detectability level. 

For a multiple bit delta modulator, the optimum operation generally occurs when 

the slope response limitation of the delta modulator just meets or exceeds the 

maximum slew rate of input data. When this situation occurs, the system signal­

to-noise ratio is maximized without losing the capability of resolving fine 

detail after a rapid grey-scale transistion. Care must be maintained not to 

over enhance the input data slew rate artifically by the use of techniques such 

as aperture correction. 
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The use of aperture correction can be used to produce nearly any desired 

modulation transfer function at a given spacial frequency -- at the expense, 

however, of signal-to-noise ratio. If an excessive amount of aperture 

correction is used, resulting in a poor high frequency signal-to-noise ratio, 

slope loading distortion will result unless the slew rate of the delta modulator 

increases to meet the input data slew rate. 

An increase in the delta modulator slew rate always trades off an increase in 

quantization noise on a first order approximation. The actual noise increase 

may be an overall noise increase or an increase in the loop instability, which 

leads to excessive delta modulator signature. The optimum method chosen to 

increase the slew rate again depends upon input data characteristics. 

Unfortunately, while aperture correction decreases primarily the high frequency 

signal-to-noise ratio, an increase in delta modulator slew rate decreases the 

signal-to-noise ratio across the baseband spectrum, resulting in an overall 

po?rer system transfer characteristic when excessive aperture correction is 

used. An optimum system in which a delta modulator is incorporated places a 

significant amount of the system aperture compensation after the delta demodulator. 

In summary, an optimum choice of delta modulator parameters must include consider­

ation of the following characteristics of the input data. 

• Data type and critical distortions 

• Modulation transfer function 

o Input data slew rate 

• Input data noise distribution across total baseband spectrum 

• Statistical peak amplitude distribution 

2-bit delta modulation provides the optimum choice to meet these considerations, 

even though 3-bit delta modulation offers improvement in accuracy as pointed out 

earlier in this section. 
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4.6.1 The Two-Bit Delta Modulator - Practical Circuit Aspects 

The two-bit delta modulator employs three levels of quantization of the error 

between the integrator and the input. Small differences cause a small step 

correction, which determines the basic peak-to-peak noise, as in the case of 

the one-bit modulator. However, when larger errors occur, the application of 

large steps to the integrator greatly improve the slew rate relative to the 

one-bit modulator. The two-bit delta modulator does not, of course, match the 

true PCM analog-to-digital converter in the ability to slew the entire peak-to­

peak video in one sample. However, it is fortunate that virtually all practical 

video systems have high frequency responses which are significantly attenuated. 

For example, limiting resolution in many systems is determined at approximately 

2 percent response. Although a typical two-bit delta modulator requires 10 

samples to slew the operating peak-to-peak video range, it will not be the 

resolution limiting factor in most video systems. 

The operation of the delta modulator is illustrated in Figure 4-23. The 

differential amplifier senses the difference between the integrator voltage 

and the analog input. It's output level is applied in parallel to the three 

"quantizers" which, together, constitute a 2-bit parallel analog-to-digital 

converter. 

Each of the quantizers is identical except for the threshold level voltage and 

the charge increment output to the integrator. In each, the input voltage is 

quantized as above or below the threshold voltage and time-sampled to set a 

flip-flop accordingly. 

The flip-flop outputs are logically combined (now shown) for transmission to 

the delta demodulator. They also control the charge switches which increment 

or decrement the integrator. The delta demodulator employs "quantizers" which 

do not need the sharp threshold circuit and have much less rigorous requirements 

for narrowness in the sample gate aperture time interval. 
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Figure 4-23 Two-Bit Delta Modulator, Basic Operation 



In Figure 4-24, typical timing waveforms are shown with a hypothetical integrator 

response to a step input. The scale shown represents the greatly magnified 

detail of an infinitely sharp edge. As previously explained, this is not 

representative of typical video sources. (Note that, because of the integrator 

decay, the pattern of steps required to maintain the static level after the 

edge contains more positive (+S) than negative steps (-S).) 

4.6.1.1 Role of the Integrator 

In Figures 4-25 through 4-26 and Table 4-&, integrator characteristics are 

illustrated and related to transmission errors, transient response, and 

advantages versus disadvantages. 

Prediction techniques are .in general, costly from the standpoint of speed 

since such techniques involve one or more sequences of logic levels. Experimental 

integrator characteristics have the best overall characteristics relative to 

noise immunity and adaptability to optimizing image data. 

4.6.1.2 Variable Step-Size Delta Modulator 

One type of variable slope delta modulator which has a relatively simple 

implementation is shown in Figure 4-27. The step size is increased exponentially 

with a +++ or --- pattern of the last 3 bits, remains unchanged for the first 

transition after the first change from a repetition sequence, 1. e., a pattern 

+-- or -++, and decreases otherwise. 

This type of variable slope delta modulator uses a shift register in series with 

the integrator and has a much improved transient response and dynamic range as 

compared to the linear slope system. Distortion for sinusoidal inputs is much 

improved also. Minimum step sizes can be selected to give SNR = +35 dB for 

both types at low modulation frequencies f 1 kif 0 0d~200. However
C oc S1UUSOl. 

f 1 kif 0 0d = 100 gives SNR of +28 dB for variable slope as compared to 
c oc s~nusol. . 

only +4 dB for linear slope. 
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Figure 4-24 Response of the Two-Bit Delta Modulator to a Step Input 
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'1J 

-:z: 
n ,c TABLE 4-8 

INTEGRATOR CHARACTERISTICS 

Type Increment Number of Effects of Length of Transient Implemen- Advantages Dis,-
Reproducible Transmission Time Response tation Con­ advantages 

Levels Errors Constant siderations 

Single 
Linear 

Fixed 
steps 

Limited by 
step size 

Entire Scan 
line 

Long Limi ted by no. 
of steps to 
cover dynamic 
range of input 
signal to delta 
Sys tern. 

Attentuation 
integrator 
network. 
Gain required 

Contouring 
Poor Noise 

Double 
Linear 

Fixed 
Slopes 

Continuous Entire Scan 
line 

Long Limi ted by size 
of steps in out 
put of firs t 
integrator 

Same Reduced 
Contouring 
Better 
rise time 

Overshoot 
Poor Noise 
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One alternative approach is to examine the last 3 or 4 output bits of the 

delta modulator and to control the step size as follows: 

Output Sequence Step Size 

+++ +2 


3 bit storage + + - +1 


+ - x +1 


++++ +3 

+++- +24 bit storage 
+ + - x +1 

+ - x x +1 

The symbol x stands for "don't care." Negative steps correspond to inverted 

output sequences. The bit at the farthest left is the last bit transmitted. 

The step response of the encoders can be compared with the linear slope M 

as shown in Figure 4-28. As can be seen the 3 stage delta modulator responds 

in 7 steps or half the time required of the linear slope delta modulator. The 

4-bit storage M responds in only 5 steps. 

4.6.2 Basic Delta Modulator System 

The Delta Modulator will receive analog video and will produce non-return-to­

zero (NRZ) digitized output. It will include a self-contained sampling clock, 

a means to test the video response of the Delta Modulator and Demodulator upon 

command, and a means to test the link error rate by a commanded digital pseudo 

noise (PN) generator. Provision can optionally be made for generating precise 

digitally transmitted video sync actuated by the video source sensor. 

A block diagram of the Delta Modulator is given in Figure 4-29. The basic 

Delta Modulator function is contained in the lower half of the diagram, 

encompassing the video input amplifier to the serial-to-parallel converter. 
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The interface with the video sensor is accomplished at the video input 

terminating amplifier. -The video input line is assumed to be a floating­

shield, unbalanced (single-ended) coaxial cable. Triaxial cable may also 

be employed where the outer shield is a.c. bypassed to the outer case ground. 

This is especially recommended if UHF or lower frequency radio transmitters or 

any other on-board pulse or continuous interference sources exist. The input 

is nominally terminated in the cable impedance to insure flat video response 

up to the 25 MHz maximum. If a long video cable is anticipated, (e.g., over 

1 1/2 meters for 25 MHz), then the use of either additional source (sensor) 

output termination or a precision, adjustable, cable termination at the Delta 

Modulator is recommended. 

The video input level is nominally 1.0 volt peak-to-peak, single-ended. The 

shield is d.c. isolated to avoid spacecraft d.c. ground loops. Differential 

input amplification will reject low frequency common mode signals (i.e., ground 

noise) by at least 60 dB. Higher frequency common mode signals (above 100 KHz) 

_will be bypassed from the: input shield to local ground. The use of lower signal 

levels (e .g., as low as 120 millivolts peak-to-peak) is .readily feasible in 

order to conserve driving power providing that the signal to common mode noise 

can be kept above unity within the video passband. Such an interface is 

potentially critical, but it has been shown that it is entirely manageable. 

The input video is assumed to contain a periodic, stable reference level for 

restoring d.c. levels. The duty cycle of this reference level may be made as 

small as 0.1 percent or a minimum of 200 nanosec, whichever is larger, providing 

that an initialization cycle is utilized prior to data transmission. This 

initialization cycle must contain a number of reference level periods transmitted 

in the normal cycle to permit the d.c. restorer to stabilize. Three hundred to 

five hundred such periods, or an accumulated total equal to the repetition time 

plus 10 usec, (whichever is larger) is suggested as a_guide. 
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A more rapid response requirement would increase complexity and require 

special attent~ion to freedom from noise in the video source reference levels. 

These allowances do not reflect the requirements of possible d.c. restoring 

in the receiver video system inasmuch as the Delta Demodulator provides 

inherent d.c. video response. Restoring d.c. in the receiver is not 

recommended unless careful consideration has been given to the influence of 

the link error rate on the required integration (i.e., time lag) in restoring, 

which requires both a minimum duty cycle and a minimum initializing cycle. 

These requirements generally supersede those listed immediately above for 

transmitter restoring. 

The video simulator (ramp) generator allows for a commanded operational 

check of virtually the entire Delta Modem (including the Demodulator) and the 

satellite-to-ground link. The ramp waveform is chosen as the simplest means 

of test, requiring only a few components and less than 50 milliwatts of power. 

As shown, the ramp generates its own restoring sync pulse. However, it may 

be desirable also to synchronize the ramp to the sensor restorer sync in 

order to simplify evaluation of the received Signal. This presumes that the 

ramp is not used for standby transmission while the video sensor is shut off. 

The differential amplifier, the three quantizers (A, B, and C), and the feedback 

integrator constitute the feedback loop i.e., the heart of the Delta Modulator. 

Circuit technology is significantly different in the feedback loop for the 40 

Mbps version as compared to the 200 Mbps version. In the former, almost all 

functions can be implemented with monolithic silicon devices in stock packages. 

Digital logic, for example, is one of several high-speed TTL families, e.g., 

"SUHL II. tI 

Signal wiring must, of course, be reasonably short, and considerable attention 

is required to ground plane and power plane bypassing. In the 200 Mbps version, 

custom hybrids (thick film and chip) employ state-of-the-art, high gain-bandwidth 

devices in a reliable, all-silicon design. Signal interconnections are direct, 

point-to-point. Digital logic is a high-speed ECL, e.g., MECL III. Power 

dissipation is higher consistent with the current levels needed for rapid 

charge and discharge of circuit capacitances. These considerations require 

careful interlocking of electrical and packaging design in a manner akin to 

microwave circuit packaging. 
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The clock oscillator can be a simple crystal oscillator operating in the 

25 MHz region followed by frequency multiplication to the operating bit 

rate. The stability requirements of this oscillator are readily met 

~ithout an oven by proven temperature stabiliZing techniques. The resulting 

long-term drift is overshadowed by the doppler uncertainty, and the short­

term jitter is insignificant within the power bandwidth product available 

for the receiver clock tracking look. 

The clock distributor provides both bit rate and sample rate (= I/2 bit rate) 

clock to various functions. It is composed of a binary frequency divider and 

parallel output amplifiers, i.e., digital gates. 

The logic levels from the three quantizers are converted to two binary data 

streams emerging at the sampling rate. The conversion occurs as listed as 

follows in Table 4-9. 

TABLE 4-9 

Quantizer to Bit-Stream Conversion 

QUANTIZER THRESHOLD INTEGRATOR DIGITAL OUTPUTS 
EXCEEDED STEP SIZE Dl, D2 

A B and C Pos. Large 1 1 

B. and C POSe Small 1 0 

C Neg. Small 0 1 

None Neg. Large 0 0 

The two digital outputs Dl, D2 are 

Both the three-level-to-binary and 

digitally by high-speed EeL logic. 

arranged 

the para

in serial sequence 

llel-to-serial conv

for 

ersio

transmission. 

are handledns 

4.6.2.1 Digital Synchronization 

Digital synchronization is preferred as a convenience (optional) to replace an 

analog sync tone burst transmission. It offers better link efficiency by 

reducing the time required to transmit sync and greatly lessens time jitter 

in the received sync at the expense of another interface, and a small amount 

of logic. 

4-67 

SPACE & RE-ENTRY SySTEMS DIVISION 
Phllco-Ford CorporationPHILCO~ 



The digital sync generator operates by generating a high-speed sync word 

such as five repetitions of a seven-bit Barker code at the bit rate when a 

video sync signal is received from the sensor. This sync word is inserted 

in the data stream, presumably during a video dead time (e.g., within the 

reference signal; that is, the d.c. restorer sync period). Assuming that 

the video sync follows a stable cycle period and falls within, for example, 

a ten bit interval (''window'') over several consecutive cycles, then straight­

forward digital detection techniques in the receiver will give fairly rapid 

lock-up and negligible probability of false sync and loss of sync at any 

usable bit error rate. The actual performance parameters achievable depend, 

of course, on a numerical knowledge of the problem, i.e., the cycle period 

and the maximum tracking rate required. 

To conserve power, the Barker code generator and cycle of five counter are 

deactivated between sync periods. The average power is thus reduced considerably. 

For a nominal peak power of four watts and a conservative maximum of 5 percent 

sync time, the average power is 200 mw. 

4.6.2.2 PN Test Generator 

The PN test generator can be utilized in the high-speed model of the Delta 

Modulator in order to certify acceptable bit error rates during operational 

pre-use tests. The PN generator provides a fixed maximum length sequence from 

11 storage elements, i.e., a 2047 bit sequence. It is actuated by command as 

required. 

The PN test generator utilizes 11 high-speed (EeL) flip-flops, and digital 

gates in a standard regenerative configuration. See Figure 4-30. 
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4.6.3 Delta Demodulator Configuration 

The essential function of the Delta demodulator is to duplicate the integrator 

voltage of the Delta modulator; this duplicated voltage then becomes the video 

output. The Delta modulator performs this function by rearranging the incoming 

digital data (from the differential decoder output) into the same three-level 

signals that existed in the Delta modulator flip-flops. This is done by 

converting serial back to parallel, and parallel data back to three-level 

according to the format outlines in Table 4-9. High-speed EeL logic is again 

utilized. 

The Delta demodulator quantizer duplicates the flip-flop and charge switches 

utilized in the Delta modulator quantizer. Therefore, the similar delta 

demodulator integrator receives similar charge increments and thus has an 

output slaved to the delta modulator. 

A block diagram of the delta demodulator is shown in Figure 4-31. 

4.6.3.1 PN Test Signal Comparator 

The delta demodulator will include a pseudo-noise (PN) sequence generator 

identical to that in the spacecraft with the exception that the generator can 

be rapidly locked in sequence synchronization with the received PN sequence, 

then used as a reference for comparison on a bit-by-bit basis with the received 

sequence in a modulo-two adder. The output of the mod-2 adder is ANDed with the 

bit clock. When a received bit is in error, a clock pulse will be gated-out to 

an external digital counter. 

4.6.3.2 Allowable BER 

Noise in the data link receiver will cause errors in the digital data input 

to the delta demodulator. Data bit errors affect the delta demodulator by 

causing incorrect step changes into the integrator and a resulting shift in 

gray scale of the output video. This shift in the gray scale will persist 

for the memory time of the integrator, which is typically ten samples in 

duration. The effect on the video output is a gray streak one line in width 

and ten samples in length. 
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Since the resolution of the video output is not affected by occasional 

digital errors, the data subsystem can tolerate a relatively large number 

of errors. Experience with operational transmission of video data using 

delta modulation indicates that useful data can be obtained with bit error 
-2rates as high as 10 . A threshold value of BER based on subjective 

evaluat ion of actual video information seems to be about -310 • A BER of 
-4

10 or lower gives excellent results. 
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4.7 MULTIPLEXING AND DEMULTIPLEXING DIGITAL BIT STREAMS 

When more than one sensor provides information to be transmitted across 

the image data link, multiplexing and demultiplexing of bit streams must 

be used. The following discusses the technology involved. 

4.7.1 Interleaving Digital Pulses 

Bell Telephone Laboratories has designed an experimental high-speed pulse 

code modulation system to transmit 224 million bits per second over a co­

axial cable. This is accomplished by developing a series of bit streams 

representing various information signals and various timing and synchron­

izing pulses. The pulse streams of these individually coded signals can 

be interleaved to form a 224-Mb/s bit stream. 

In general, when a number of pulse streams are to be combined into a single 

stream, the rates of the streams may differ and the transmission times of 

each from source to multiplexing point may vary with time due to tempera­

ture changes and other factors. One way of synchronizing such a system 

is by locking all of the clocks at the sources to a single master refer­

ence clock and using elastic buffer stores to absorb time delay variations. 

This is practical as long ·as the sources are close to the multiplexing point. 

4.7.2 Time Sharing of AID Converters 

Time-sharing of aid converters can be employed only if the over-all system 

will permit reductions in accuracy and speed. 

Only when the aid converter is much more complex than the circuitry needed 

to multiplex one channel will time sharing offer a reduction in hardware. 

But only when the error and reduction in conversion rate introduced by 

the multiplexing circuitry can be tolerated is time sharing desirable. 
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Every time an analog signal is processed by some circuit, no matter how 

simple, an error is introduced. Such is the case with time-sharing, where 

analog signals are connected seouentially in time to the aId converter. 

Time-sharing deteriorates the over-all conversion accuracy: errors due 

to time-sharing generally increase with the number of signals being 

mult iplexed. 

There is another penalty paid for time-sharing; namely, conversion rate. 

When "n" analog signals are seouentially converted in time, each signal 

is converted only at a conversion rate of lIn. Using the example of 16 

inputs again, and assuming that the maximum conversion rate is 16,000 per 

second, when each of the l~ inputs can be converted only at a rate of 

1000 per second. Obviously, any economy in hardware through time-sharing 

can be achieved only by sacrificing conversion speed. 

4.7.3 Multiplexed Delta Modulator and Demodulator Systems 

Two methods of digitizing and multiplexing satellite sensor data are con­

sidered. In the first method shown in Figure 4-32, each sensor analog 

video output is fed to a separate delta modulator., which can be a 1, 2, 3 

or 4 bit unit, depending upon the nature of the analog data it must auan­

tize and encode. The output of each delta modulator is fed to a multiplexor. 

which generates a serial bit stream. An advantage of this technioue is each 

delta modulator is specially designed to handle its own specific analog 

input. This approach lends itself to a multiple sensor system configuration. 

The s.econd method shown in Figure 4-33 involves the feeding of analog out­

puts from identical sensors to a multiplexing delta modulator. In this 

approach, each sensor input together with its related feedback integrator 

is seauentially switched so as to form, during the sample time, a complete 

delta modulator unit. Thus, the summing unit and Guantizer is common to 

all inputs. 
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A logical variation on this second method would be the use of, say, two 

multiplexing delta modulators to handle two different groups of sensors, 

the output of these delta modulators in turn being multiplexed to form 

one serial bit stream. Refer to Figure 4-34. 

The major constraint on the satellite sensor system configuration is the 

maximum data rate attainable by delta modulation. This upper bound is, 

of course, a function of current and projected developments in high speed 

digital circuitry. At this point in time a 200 MBPS data bit rate is 

deemed highly practical. 

For an imaging type sensor system (vidicon, image orthicon, etc.) the 

major system constraints are dictated by the desired coverage and resolu­

tion. These two factors determine the kind and numbers of sensors employed. 

Readout time is determined by mission requirements and by individual sensor 

characteristics, i.e., the frequency with which a scene must be viewed and 

the physics of the imaging tube used. 

4.7..3.1 Data Bit Rate From Multiple Sensor Systems. Of prime importance 

in the readout of the on-board sensor system is the relatively high data 

bit rate generated when delta modulation is employed. To derive this bit 

rate, it is necessary to first define the renuired analog video BW. This 

is done as follows: 

a. 	 Recognize that the sensor output during readout is an 

analog video signal. 

b. 	 For multiple sensors, define the Rio method, i.e., parallel 

or serial. 

c. 	 Define the number of data elements, a function of tube face 

format. 
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d. 	 Define the minimum RID time, determined by operational 

considerations and sensor physical characteristics. 

e. 	 Apply the Nyauist sampling theorem to determine the required 

bandwidth. 

f. 	 Transform the BW into data bit rate by mUltiplying -by the 

quantizing code and sampling rate. 

To derive an expression for data bit rate consider the parallel readout 

of N identical vidicons having P picture elements each, in T seconds. 

The resulting analog video will be applied to a multiplexing n-bit delta 

modulator, sampling at S samples per cycle. The data bit rate is then 

found 	to be: 

Q = data bit rate = NZ;S 

Suppose we apply the foregoing to the readout of 8 type 74l37A RCA vidi­

cons having a 5000 x 5000 TV line format. Readout time is 3.63 seconds. 

The analog data will be applied to a 2-bit delta modulator having a sampl­

ing rate of 2.8 samples per cycle. Thus, 

Q = (8) x (5000 x 5000) (2) (2.8) = 154 MBPS 
(2) (3.63) 

Clearly, serial RID would result in a Q of 19.25 MBPS, so that, depending 

upon system data RID reouirements, the transmission bit rate can vary 

from 19.25 to 154 MBPS. 

4.7.4 Multiplexed Delta Modulator Implementation 

The multiple video signals generated by the various sensors are encoded 

by delta modulators and digitally multiplexed into dual serial binary 

digital data streams. The implementation of this equipment is described 

here. 
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In Figure 4-35 an illustrative multiplexed delta modulator has ten video 

inputs provided and utilized in selected patterns as determined by the 

Programmer mode control. Two of these inputs are for wideband (i.e., up 

to 15 MHz) video and eight are for medium bandwidth (i.e., up to 5 MHz). 

A single bandwidth channel (i.e., up to 40 MHz) is provided at the maxi­

mum data rate. A growth option of three more wide band inputs is recommended 

for future sensor options in conjunction with other growth potential to be 

described. 

To handle simultaneously the multiple video inputs (up to 9 in number), 

the delta modulator is split into two parallel sections. The Sampler A 

section encodes only one channel at up to 216 Mbps. The Sampler B section 

handles 1 to 9 video signals seouentially by multiplexing the nine inputs 

and the D/A feedback to and from the nine integrators. Control of this 

multiplexing is mode-determined and formatted in the programmer. The 

split delta modulator approach is necessitated because the internal loop 

feedback cycle would have been impractically short for a mass production 

design converter within current art at the reauired rates with the added 

handicap of the multiplexing switching delay. However, the use of two 

independent converters permits a wide variety of sensor channels to be 

flexibly accommodated. 

4.7.5 Multiplexed Delta Demodulators 

A multiple-channel delta demodulator for up to 10 channels is shown in 

Figure 4-36. The digital-to-analog converter receives the component data 

streams and a digital clock. It also receives digital control lines from 

the programmer part of the surface DDP and utilizes this control to demulti­

plex the nine channels. The deformatted and demultiplexed data is directed 

to integrator channels. 

The ten integrators are programmed individually with time constants which 

are the same as the corresponding integrators in the satellite delta mod­

ulator. The ten video outputs are amplified and presented to ten video 

coaxial output connectors. 
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4.8 IMAGE QUALITY IN DIGITAL COMMUNICATIONS SYSTEMS 

'The image quality of the proposed digital data link can be comparable 

to that of an analog link. Experimental results and data from Philco­

Ford operational programs such as Project Compass Link, have indicated 

that output imagery is undistinguishable from imagery generated with 

typical sensor-recorder combinations connected in the back-to-back 

analog mode provided that the channel sensitivity and received energy 

per bit ratio are proper. 

The noise characteristics (quantizing errors) of the analog-to-digital 


converter are sufficiently low such that more than 18 shades of gray 


can be discernible on the output imagery if the sensor and recording 


film are capable of this level of performance. 


The amplitude linearity should be better than 5%. Any deviation from 


an ideal linear approximation will then be a smooth monotonic function 


that will be undetectable in the output imagery. The overall system 


baseband signal phase shift is determined by the digital-to-analog 


converter and the demodulator. Linear phase characteristics are 


critical to video data and the net phase characteristics are adjusted 


so that transient response overshoot will be less than 5%, and that 


no detectable image smearing results. 


Data link errors above a given bit error rate will, in general, cause 

undetectable signature in the imagery. Certain mUltiple errors will 

cause visible signature that will have the appearance of a short "comet "­

like streak along the direction of scan that rapidly decreases in 

intensity, returning to the correct intensity level in approximately 

20 to 50 data samples. As a first order approximation, the decay may 

be characterized by an exponential function. At data link error rates 
3which are better than 10- , the output imagery is essentially unaffected 

by data link errors. The additional link margin should then be provided 

to insure error rates of at least 10-5 • 
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The conunon, analog-link, multipath effect of "ghosting" and phase 

error which cause ringing, ''white after black" and general image 

smearing and loss of detail are eliminated from the digital data. 

The effect of multipath will be an increase in the data link error 

rate, which will cause additive noise to be visible in the recorded 

imagery. Smearing, ringing and ghosting will be absent. 

In summary, the performance of an imagery digital link will be superior 

to an analog link in the presence of multipath reception and the 

imagery recorded at the link terminus can be generally indistinguishable 

from that of a hard-wired, back-to-back analog link provided that the 

bit error rate of from 10-4 to 10-5 is maintained. 
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SECTION 5 

MODULATOR/DEMODULATORS FOR PSK DIGITAL DATA SYSTEMS 

5.1 P~SE MODULATION TECHNIQUES FOR HIGH SPEED DIGITAL ~TA 

For digital bit stream data rates up to 5 MbP~' many modulation techniques 

are available, to provide both the modulated RF carrier which represents 

the bit stream and also demodulate the bit stream from the modulated 

carrier. 

The data rates of 40 to 400 Mbps which are being addressed in this study 

are most efficiently served by phase-shift-keying techniques in order 

to conserve bandwidth and to take advantage of simplified transmitter 

and receiver techniques which are inherent in phase-shift-keying systems. 

The features involving conservation of bandwidth were discussed in 

Section 2 where it was shown for example, thst at the same bit rates, 

quadriphase modulation has half the bandwidth of biphase shift keying, 

and less than a quarter of the bandwidth of MFSK. 

The circuit simplicity of biphase and quadriphase modulator systems 

will be illustrated by the actual systems to be described in this section. 

5.1.1 PSK Systems at 40-400 Mbps Data Rates 

When the data rates exceed 100 megabits in any type of modulation system, 

certain types of problems must be specifically solved to assure minimizing 

bit error rate. 

• 	 The bit waveform which is rectangular at 10IY bit rates, 

degrades to trapezoidal or sinusoidal waveforms at these 

high bit rates. 
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• 	 Unbalance in the phases of the phase-shift-keyed components 

can occur. 

• 	 Transmission at a very low energy per bit makes the system 

receiver particularly susceptable to noise and phase jitter 

particularly in the areas of carrier reconstr.uction ann ~it 
synchronization at the receiver • 

• I '. 	 I
• 	 Switc,hing waveforms and transients must be accounted for to 

assure bit integiity. 

• 	 The transmission system will appear as a filter with 

determinable filter characteristics. Due to the speed of the 

bit stream modulation, system ranging and intersymbol 

interference can occur which can degrade transmission. 

These and other characteristics will be discussed in the paragraphs to 

follow. 

5.1.2 BPSK and QPSK MOD/DEMOD System 

The BPSK and QPSK modulators are now capable of biphase operation at data 

rates of 100 Mbps to 400 Mbps, respectively. With improvements now 

occprring in the switching times of the modulator driver, it is expected 

that rates up to 400 Mbps will soon be possible with BPSK. 

Figure 5-1 shows the basic system using PSK techniques to transmit digitized 

sensor data. Note that timing information is also developed by the demodu­

lator. 

Quadriphase QPSK is recommended rather than biphase for rates above 200 

Mbps, because quadriphase requires half the RF bandwidth as shown in Fig. 

5-2 and will tolerate twice the switching time as biphase for the same 

~~ta bit rate with no increase in transmitter power. 
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A quadriphase modulator is essentially two biphase modulators in phase 

quadrature. 

5.2 BASIC QUADRIPHASE COMMUNICATION SYSTEM THEORY 

A quadriphase signal is a phase modulated signal such that it may have one 

of four possible phase positions (illustrated in Fig. 5-3) for the duration 

of two input binary digits. Thus, 10g2 4 = 2 bits are carried by the 

carrier phase angle. A quadriphase signal may be written as 

set) = cos [wot + e(t) ( ~ ) + e} 

where e(t) is either 0, 1, 2, or 3 (i.e., modulo 4) for the duration of 

two input binary sywbols or one input quarternary sywbol. Figure 5-4 presents 

a possible truth table relating e to two binary input streams, x and y, 

respectively. 

5.2.1 Advantages of Quadriphase Signalling 

Quadriphase signalling when detected by a coherent matched-filter (or 

correlation) detector in a gaussian noise environment yields the minimum 

theoretical binary error rate.* Thus, quadriphase offers excellent energy 

efficiency. Furthermore~ quadriphase signalling has twice the bandwidth 

effiCiency of ordinary biphase signalling, i.e., phase-reversal keying. 

This.well-known fact may readily be established by considering a quadri­

phase srgnal as the resultant of two orthogonal biphase signals. Orthogo­

nality is achieved since the sine and cosine functions are orthogonal to 

each other. Thus, in some sense quadriphase represerits phase-division 

multiplexing (POM) of two binary digit streams rather than the more con­

ventional approaches of frequency-division multiplex (FDM) or time-division 

multiplex (TDM). 

*See Section III. 
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FigS-5 a 	Quasi-coherent demodulator and differential 

decoder approach for bi-phase signals. 
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'Fig5-5b 	Differential demodulation and detection approach 
for bi-phase signals. 
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5.2 •. 2 Problems with Quadriphase 

The major difficulty with quadriphase signalling is the resolution of phase 

ambiguities of n/2 radians (note that 4 x n/2 a 2n radians). This situation 

is analogous to that of ordinary anti-podal biphase which has phase ambi­

guities of n radians (note that 2 x n = 2n). An alternate statement 

(equally valid) of quadriphase ambiguities is that there exists the ordi­

nary sign ambiguity on both the inphase (I) and quadrature (Q) channels 

plus an ambiguity as to which is the I channel and which is the Q channel. 

conventional anti-podal biphase modulation avoids the sign ambiguity by 

employing binary differential encoding. Thus, it is desired to find the 

quarternary differential encoding analog. 

5.2.3 Two Fundamental Approaches to Multi-Phase Detection 

There are two fundamentally different approaches to multi-phase detection. 

The first, and superior approach (E/N ) derives a quasi-coherent reference 
o 

from the received signal, uses the quasi-coherent reference to demodulate 

(to baseband) the received Signal, optimally detects the baseband signal(s), 

e.g., in matched filters; and finally logically decodes the resultant bit 

stream(s) to resolve ambiguities. 

The second approach stores the past received analog signal (in a delay line 

or tuned filter) and uses'it to differentially demodulate (to baseband) the 

present received signal and optimally detects the baseband signal(s). The 

ambiguities are resolved in the differential demodulation operation. Con­

sequently, no logical decoding is required. 

It is well known that for conventional channels and normal error rate re­

quirements the first approach (quasi-coherent demodulation and differential 

decoding) is several dB 'superior to the second approach (differential de­

modulation and detection). 

Figures 5-4 and 5-5 illustrate these two approaches for biphase modulation. 
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5.3 QUADRIPHASE MODULATORS - FUNCTIONAL DESCRIPTION 

The quadriphase modulator represents an efficient method of transforming 

two serial bit streams into a phase-shift keyed millimeter wave carrier. 

Before discussing the various circuit aspects of biphase and quadriphase 

modulators, consider first a detailed functional description of the quadri­

phase signalling system which will lead to a description of system degrada­

tion due to phase imbalance. 

5.3.1 Functional Description of Quadriphase Modulator 

The function of the transmitter is to generate the following signal 

s (t) 
-TT....\ 1 

e(t-l) G" + 9J 

where d(t) is either 0, 1, 2 or 3 (i.e., modulo 4) for the duration of two 

binary input symbols, e(t-l) is the previous quarternary information symbol, 

w is the carrier angular frequency, and 9 is an arbitrary phase.
o 

A quadriphase signal is obtained with the realization that 

e(t) ~ d(t) + e(t-l). 

Thus, differential quarternary encoding is realized where d(t) represents 

the quarternary difference (two information"bits). Figure 5-5 represents 

the desired truth table in terms of two input binary digit streams [x(t) and 

yet)] and d(t) and the phase qifference, ~d(t) ~ d(t)(n/2). A Gray code 

has been employed since this code minimizes the average bit error rate. 

It is desired to realize the quadriphase modulator as shown in Fig. 5-6 

since this approach is superior in the sense that it may be readily imple­

mented at RF frequencies as well as at IF frequencies. Some alternate 

techniques, e.g., those employing counters, must be accomplished at rela­

tively low, Le., IF, frequencies. The variables x"(t) and y"(t) represent 
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Fig. 5-6 Block diagram of quadri-phase modulator. 
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Fig. 5-7 Phasor diagram for 0 (t-l) as a function of variables x{' and y{'.
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appropriately encoded versions of x(t) and yet), i.e., the differential 

encoder outputs. 

The purpose of the differential encoder is generate the appropriate binary 

variables x"(t) and y"(t) such that the proper phase difference (Dd(t) 

(given by truth table of Table 5-1) is created by the data streams x(t) and 

yet) . 

The validity of this truth table may be established by considering the 

phasor diagram of Fig. 5-7 which illustrates the four possible phase posi­

tions for the preceding phase, ~e(t-l) = ~el = e(t-l) (IT/2). 

A method for implementing the truth table of Table 5-2 is now presented. 

An obvious approach is to implement the rule x2" = xl" G x2 ' Y2" = YI" GY2 

for the majority of the cases and the rule x2" = xl" 0- x2 ' Y2" = Yl" 0 Y2 

(where the superbar denotes complement) for the Cases (four) marked by an 

asterisk. Figure 5-7 is a block diagram of the differential encoder that 

realizes the truth table. 

TABLE 5-1 TRANSMITTER TRUTH TABLE 

o 0 0 0 

o 1 1 IT /2 

1 1 2 IT 

1 0 3 (3Tf)/2 
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Fig. 5-8 	 Block diagram of quarternary differential encoder. 
The symbol 8 denotes mod-2 addition and @ denotes 
analog mUltip'lication or gating (digital). 
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TABLE 5-2 	 TRUTH TABLE FOR DIFFERENTIAL ENCODER OUTPUT 
VARIABLES "a" and Ya". 
Note that those cases which deviate from the 
rule xa" = xl" ~ xa , Ya" = Yl II @ Ya have 
been identified by an asterisk. 

exl' y!' ~ rr/4 -n/4 -(3n/4) +(3rr/4) 

~d(t) Xa Ya o 0 o 1 1 1 1 0 

0 0 0 o 0 0 1 1 1 1 0 

n/2 0 1 1 0' o 0 0 1* 1 1 

n 1 1 1 1 1 0 o 0 0 1 

3n /2 1 0 o l' 1 1 1 0* 0 0 

5.3.2 Sensitivity Analysis 

Four sources of steady-state quadriphase modulator loss are: 1) (I,Q) channel 

amplitude imbalance, 2) (1,0) amplitude imbalance in each channel, 3) (I,Q) 

channel phase imbalance, and 4) (1,0) phase imbalance. The losses stemming 

from each of these imbalances are evaluated below. 

5.3.2.1 (I,Q) Channel Amplitude Imbalance. - Imbalanced amplitude between 

the two biphase channels can potentially create an unbalanced power loss 

and an AM-PM distortion loss. 

5.3.2.1.1 Unbalanced Power Loss. - The average probability of bit error 

for the quadriphase signal is given by 

P 
e 

where P and P are the error probabilities in the in-phase (I) and ex ey 
quadrature (Q) channels, respectively. For bit error rates on the order of 

5.10-7 , a change in error rate by a factor of two corresponds to a 0.25 dB 

energy change. 

5-12 

SPACE & RE-ENTRY SYSTEMS DIVISION
PHILCD~ 	 Phllco-Ford Corporation 



The channel error probabilities are given by 

p 	 = P {(I +~) p } = P (p)
ex e 0 e 

where p ~ (1 +~) P 
o 

and P = P {(I -~) P } = P (yp)
ey e 0 e 

where y = (1 + ~)/(l -~) is the channel power imbalance factor. For a 

I-dB imbalance 

P "'" 1. P = 1. P ((l - Q!) P } = P (p - 0.5 dB + 0.25 dB}e 	 2 ey 2 e 0 e 0 

= P 	{p - 0.25 dB}
e 0 

Thus, a I-dB imbalance produces only a 0.25-dB degradation. Figure 5-9 

plots the degradation as a function of the channel power imbalance factor. 

5.3.2.1.2 (1,0) Pulse Amplitude Imbalance (Each Channel). - A (1,0) pulse 

amplitude imbalance causes the following losses: 1) average power loss in 

the lower level signal and 2) AM-PM conversion losses. The magnitudes of 

these degradations are estimated below. 

1) 	 Average Power Loss. - The average power loss due to (1,0) amplitude 

imbalance can be assessed from Fig. 5-10. Consider the probability 

of bit error in the in-phase channel 

where P = P {l'p }eOO e 0 

( 2 ) 

PelO Pell + i3 Pof 

P = P {l'p }
ell e 0 

( 2§ '1 =PeOl Pell + i3 Po! 
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Phasor diagram illustrating (exaggerated for 
convenience) effect of (1,0) pulse amplitude 
imbalance. Identical imbalances are assumed 
for both channels. 
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For the case of I-dB imbalance, i.e., B = 1.26, 

= P 	 tp - 0.53 dB + 0.5 dB} = P tp - 0.03 dB}e 0 	 e 0 

Thus, this portion of the loss due to (1,0) imbalance is negligible. 

Figure 5-11 plots this loss as a function of the (1,0) amplitude 

imbalance factor, ~ 

2) 	 AM-PM Conversion Loss. - The effect of AM-PM conversion on system 

performance can be assessed best from the phasor diagram of 

Fig. 5-12 which also includes the (1,0) pulse amplitude loss 

effect. Identical imbalances are assumed for each channel. 

00 Phase Position - In this position there is no phase distortion 

and, thus, no degradation. 

=Ptl·p}
e 0 

10 Phase Position - The degradation in this position is given by 

[J2 sin (910 + w10)]2 for the x channel and [J2 cos (910 + ~10)]2 
for the y channel where 9 is the AM-PM phase shift (a function of10 
drive level) and ~10 is the pulse amplitude imbalance pha~e shift. 

~ 	 = tan- l {~}
10 ;,fg 

Assuming ~ = 1.26 and an AM-PM conversion characteristic of 150 /dB, 
o 	 2 

one finds ~10 = 41.7 and 8 = 7.1 • Thus, D = 2 cos 48.8 = ° 10 	 10x 
0.87 and a degradation of 0.61 dB exists for the y channel. 

11 Phase Position - The degradation in this position is given by 

[J2 	cos (8 + ~11)]2 for the x channel and [J2 sin (8 + ~ll)i11 	 11 o
for the y channel where 9 is defined as before and ~ll = 4511 

o
for ~ - 1.26, 8 = 15. Thus, D1l = 2 cos 2 60° = 0.5 and a 3-dB 

2 60 0degradation occurs. D = 2 sin = 1.5 and an enhancement
lly 


of 1. 76 dB. 
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Fig. 5-12 	 Phasor diagram illustrating (exaggerated for 
convenience) (1,0) imbalance effect with AM-PM 
conversion distortion shown. 
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01 Phase Position - The degradation in this position is given by 

[,J2 sin (901 + CJl )]2 and [,J2 cos (9 + CJl01)]2 for x and y01 01 
channels, respectively, where 9 is defined as before and

01 


CJl = tan-1 {Ji3}

01 

Assuming ~ = 1.26 and 150 /dB AM-PM characteristic, one finds 
2CJl = 50.7 and 9 = 7.1. Thus, D = 2 sin 57.s = 1.43 and an01 Olx 2enhancement of 1.56 dB occurs. D = 2 cos 57.8 = 0.567 and a

Oly 
degradation of 2.47 dB occurs. The resultant average probability 

of error is given by 

P =1 P {p} +-Sl P {p + 0.54} +-Sl P {p - 0.61}eSeo eo eo 

1 
+ -8 P {p + 1.56} +-Sl P {p - 2.47}

e 0 e .0 


which can be approximated as 


P ~ P {p - 3 + 0.75} + P {p - 2.47 + 0.75}
e e 0 e 0 

~ P {p - 2.3}
e 0 

Figure 5~13 plots the degradation as a function of (1,0) pulse 

amplitude imbalance for a 150 /dB AM-PM conversion coefficient. In 

practice, the phase-lock loop PCM demodulator adopts an average 

(compromise) phase reference position such that the dominant 

degradation terms, D11 and DOl' are significantly reduced. Curve 

(b) of Fig. 5-13 illustrates the performance when phase-lock loop 

compensation is properly accounted. 

5.3.3 Pulse Width ASymmetry 

The effect of pulse width asymmetry, i.e., different durations for ones 

and zeros, is to degrade performance as given by 

1 1 
p = -2 P {(1 + &)p } + -2 P {(1 - &)p }

e e 0 e 0 
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Fig. 5-13 	 Average total steady-state loss due to (1,0) pulse 
amplitude imbalance - includes average power loss, 
AM-PM distortion loss, compensation. Curve (a) 
ignores the compensation provided by the receiver 
phase-lock loop. Curve (b) shows the performance 
when phase-lock loop compensation is properly 
accounted. 
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For the case of (1 + 6)/(1 - 6) = 1.5 

p ~ p [p + 0.25 - 0.97} = p [p - 0.72}
e e 0 e 0 

Figure 5-14 plots the average degradation as a function of asymmetry factor. 

It is to be noted that these results, while derived for rectangular pulses, 

also apply approximately to trapezoidal pulses (assuming symmetry about the 

zero-crossing axis). 
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Fig. 5-14 Average loss due to (1,0) phase imbalance 
under worst-case assumptions. 
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5.4 QUADRIPHASE MODULATORS - CIRCUIT ASPECTS 

There are several methods for obtaining phase modulation with sWitching 

diodes at microwave frequencies. They are characterized by the microwave 

components used: 

a. Magic T 

b. Hybrid (Rat-Race) 

c. 3-dB Coupler 

d. Circulator 

The first three require two balanced diodes and are thus more complicated 

than the circulator type where only one diode is used. 

5.4.1 Circulator-Type Diode Phase Shifters 

Two types of diode phase shifters capable of phase modulating a 

microwave or millimeter wave carrier are shown in Figure 5-15 representing 

techniques now in use to produce bit rates in the hundreds of megabits 

and capable of gigahertz modulation rates when such rates are required. 

The biphase modulator of Figure 5-15 diode-switches between two different 

lengths of line at the second port of the circulator while the circuit 

of Figure 5-15 combines two such biphase modulators in a series mode 

to provide quadriphase modulation. 

In the biphase modulator of Figure 5-15, the CW signal is supplied to 

Port 1 of the circulator. At Port 2, most of the power is reflected 

and proceeds to Port 3, which is the modulator output. The reflecting 

impedance at Port 2 is determined by the modulating diode and its 

circuitry, and the phase angle of the impedance is a function of 

the diode bias delivered by the driver. High and equal voltage 

standing wave ratios (VSWR) are obtained for both phase angles 00 

and 1800 
• This means that the output power at Port 3 is the same 

for both phase conditions and AM-free, biphase modulation with high 
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efficiency is obtained. With "rJ!,e times at the receiver output of 

less than 2 nanoseconds, the link can be operated with good efficiency 

up to about 200 Mbps, which corresponds to 400 Mbps for quadriphase 

modulation. 

The diode acts as a controlled short, and when shorted, reflects 

the carrier energy, thereby decreasing the line length by one-half 

wavelength, or 1800 
• The diode conduction, and hence the reflection 

property is controlled by a digital input, and the resulting waveform 

at the circulator output is a biphase modulated carrier. 

Since modulation of the carrier is accomplished external to, and 

independent of the RF power source, the device most important to 

the direct biphase transmitter is the waveguide switch system. To 

achieve efficient biphase modulation, the switch system must deliver 

a true 1800 phase difference with a minimally small amplitude unbalance 

between phase positions. 

For an ideal circulator, the input and output voltag~ ratio, which 

l
becomes the reflection coefficient f at Port 2 is given as

r IrILe(v) 

where 

e(v) - 2 tan- l B(v)/Y if = oc 

and 

Y is the circulator characteristic admittance. 
oc 

If I becomes u~ity when the load admittance Y is purely susceptive.t 
Therefore, no amplitude modUlation is introduced and the phase shift 

9(v) is an arc tangent function of the susceptive load, which is a 

function of the modulating: signal voltage v. 

1 C. S. Kim C. W. Lee, and J. R. Baner "Varacter S-Band Direct PhasenModulator, IEEE, Journal ~ Solid State Circuits, Sept. 1966. 
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If the load is simply an ideal varactor diode, then 

jB(v) c jWC(v) 

where 

C(v) c 

= dc bias voltage + junction contact potential, 

average capacitance at Vb' and 

n 1/3 and 1/2 for the graded and abrupt junctions, respectively. 

The phase function 9(v) is thus a complex nonlinear function of v. 

5.4.1.1 Diode Switching Modes 

Diode switching for biphase modulation may be implemented in either 


of the two fundamental circuits of Figure 5-16. 


In Circuit A, the diode is utilized as a sing1e-po1e-sing1e-throw 

switch (SPST). In the closed position, incident RF energy is reflected 

and in the open position, RF energy is transmitted to the short and 

reflected so that the differential phase shift is 1800 
• In the design, 

the phase shift is determined by the length of waveguide and the diode 

may be optimized for switching speed, power capability, and RF amplitude 

balance between states. From a device standpoint, common switching 

diodes do not present sufficient impedance magnitude changes to allow 

efficient biphase modulation with this approach; however, resonant 

swisching diodes are especially suited to this application, as will 

be explained. 

'i:in Circuit B, the diode is employed as a loss less device which presents 

a variable reactance when the diode bias is changed from the forward to 

reverse condition or vice-versa. In this approach, the phase shift is 
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accomplished by a diode design which changes the phase angle of the 

equivalent reactance of the diode when switched from forward to reverse 

bias. To achieve effective biphase modulation, the magnitudes of the 

impedances must be well-controlled so as to minimize amplitude 

modulation, and in general, external circuit techniques must be employed 

to provide a reasonable compromise in the device performance. 

The SPST diode switch technique has the significant advantage of 

external phase adjustment which has little effect on amplitude 

imbalance, power capability, and switching time. In effect, the 

diode may be optimized for these other properties, a fact which 

leads to a superior biphase modulator design. 

The key to a successful biphase modulator design utilizing the SPST 

switch is the double resonance switch. Consider the diode ·waveform 

and equivalent circuits in Figure 5-17. When reverse-biased (bias = 

Vr ) the diode equivalent circuit consists of the series elements Ld 

(series inductance), Cj . (junction capacity), and rd (series resistance) 

in parallel with the mount and package capacity Cm. Forward bias 

(Vf> has the effect of increasing Cj so that Cj has a very small 

reactance. 

In most switch diode packages, the parallel and series resonances of 

the switch are quite different in frequency, and for a waveguide 

mount, the dioqe is driven into conduction to provide a short to 

the RF signal and into reverse bias to provide an RF open circuit. 

In the latter case, the energy propagates through t he diode and is 

reflected from the waveguide short, thus, producing a voltage across 

the reversed bias diode of twice the incident voltage. With such a 

configuration, the incident power is severely limited to a value less 

than one-half the voltage corresponding to the reverse bias voltage. 

The double resonance diode is designed so that the series and parallel 

resonant frequencies coincide. Equivalent circuits and switch actions 

of a biphase modulator are shown for the switch in Figure 5-18. In 
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reverse bias, the series resonanc~ produces an RF short at the diode 

plane in the waveguide, while forward bias produces an open circuit, and 

the RF energy is transmitted to the waveguide short, resulting in a 

phase difference of 180
0 

relative to the reversed-bias condition. For 

this type of operation the diode in forward bias passes the RF energy 

and the reflected voltage (twice the incident value) appears across 

the diode in the forward bias. The incident power limit is then set 

by the diode dissipation and currently diode switches operate at 

levels in excess of two watts up to 26 GHz. Higher levels may be 

reached with multiple diodes. 

Risetimes are currently measured in the range of 1.5 to 2 nanoseconds 

for the transition from 00 to 1800 which corresponds to a data bit 

risetime of 0.75 to 1.0 nanoseconds. 

5.4.1.2 Diode RF Admittance 

The input admittance of the diode/RF circuitry can be measured with 

the slotted line/VSWR meter as function of diode bias and plotted 

on a Smith chart for both silicon epitaxial and gallium arsenide diodes 

as illustrated on Figur~ 5-19 and Figure 5-20. It can be seen that 

the VSWR is equally high (10 or more) for backward ("0") and forward 

("1") diode bias, and that the admittances are separated by 1800 
• This 

indicates that AM-free biphase modulation would result in normal 

operation. 

However during the bias transition (risetime of the modulating 

squarewave) the admittance behavior is quite different. The epitaxial 

silicon diode is nearly resonant at the operating frequency for both 

bias conditions, series resonant for backward and parallel resonant 

for forward bias, and the admittance follows a nearly straight line 

that passes close to the point 1.0 (matched). The non-resonant gallium 

arsenide diode admittance closely follows a circle. 
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Due to these two aam1ttance plOts, the moaulator outpUt waverorms ror 

phase and RF amplitude with a modulating waveform have a risetime which 

can be predicted as shown somewhat idealized on Figure 5-19 b-c and 

on Figure 5-20 b-c. As mentioned above, the admittance of the resonant 

diode modulator, at intermediate bias values, will pass near the matched 

point so the reflected (output) voltage will have a deep dip with a 

duration approximately equal to the rise time of the modulating voltage. 

The output phase on the other hand shifts rapidly near the point 1.0. 

The gallium arsenide diode modulator has an almost constant VSWR during 

the transition, so the output voltage stays nearly constant, but the 

output phase follows the modulating voltage and will have approximately 

the rise time of this voltage. 

5.4.1.3 PSK Switching Waveforms At High Bit Rates 

As the bit rate increases, the rectangularity of the Bpsk waveform 

degrades resulting in a transmission loss which will be discussed 

here. This is a principal problem encountered for data rates above 

40 Mbps, and results from bandwidth limitation in the number of Fourier 

components making up the waveform. 

Consider, for example, the spectrum of a 50 MHz 2 nanosecond rise time 

modulating voltage from a solid state driver, as shown on Figure 5-21. 

The curve of Figure 5-22 uses only 5 sets of sidebands and illustrates 

the ripple and increase of the rise time occuring at these rates. 

Filter action on the modulator rise time can introduce an effective 

energy loss by four mechanisms as analyzed by D. T. Magill. First, 

filtering PM signals cause an AM envelope to occur. Second, the filtering 

distorts the rectangular pulse shape such that the ground receiver 

detector is not properly matched to the now trapezoidal (approximately) 

pulse. Thus, a mis-matched filter detection loss occurs. Third the 

creation of an envelope (prior to the TWT) causes signal distortion 

and reduced signal detectability through the AM-PM conversion mechanism. 

The fourth and more mundane filter degradation is insertion loss. 
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The filter degradation analyses assume a trapezoidal pulse shown in 

Figure 5-23. This model represents a reasonable compromise between 

accuracy and analytical tractability. 

The existence of an AM envelope implies that the average radiated power 

is less than the peak radiated power. For the case of a trapezoidal 

(+1, -1) amplitude pulse, this degradation, known as the envelope 

loss, is readily calculated to be 

= 1 - [£l[trl
3-, T ­

where t is the rise time (-100% to +100%) of the trapezoidal pulse
r 

and T is the pulse duration (100 nanoseconds). 

Note that this loss is not as great as when dealing with (1,0). A 

bipolar pulse has, with respect to envelope, one-half the rise time 

of a uni-polar pulse. 

The above equation is based on a worst-case analysis, i.e., a phase 

transition occurs each 100 nanoseconds. With a quadri-phase signal, 
o a complete envelope null (180 phase reversal) occurs only one-fourth 

of the time. Another one-fourth of the time no change and no null 

occurs. One-half the time a 3-dB dip occurs. If the dip precedes 

the TWTA, i.e., non-post-TWTA filtering, it is essentially removed 

by the TWTA saturation characteristic and the average envelope loss is 

D = 1 
e 

The worst case mis-matched filter correlation loss can be shown to be 

given by 

t 2 
r 

= {I - 2TJ 
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and the average loss by the lower curve (b) of Figure 5-24 which is 

generated from 

where D ' D ' and D are the degradations in the best case, typical
BC TC AC 

case, and average case, respectively, and p is the nominal E/N • 
o 0 

Figure 5-24 illustrates these losses. The additional loss occurs 

since the receiver detector, being matched to a rectangular pulse, 

accepts too much thermal noise power. 

5.4.2 3-dB Hybrid Biphase Modulator 

A biphase modulator can be configured using a 3-dB hybrid with two 

ports terminated by a pair of varactor diodes,each resonated by an 

inductance at the carrier frequency when back-biased. Each diode 

represented could actually be a parallel combination of several 

diodes. Each diode ensemble reflects most of the indirect rf energy, 

when switched on, and this reflected power is summed in the other 

arm of the hybrid coupler. 

5.4.3 Quadriphase Modulator Using Hybrid/Combiner 

Figure 5-25 shows a method of combining two biphase modulators, using 

a 3-dB hybrid and in-phase signal combiner to produce a quadriphase 

modulated carrier. In this circuit, the carrier is split into 

quadrature components to drive each of biphase modulators whose outputs 

are then combined to form a quadriphase modulated carrier wherein 
o 0 0the 0 , 180 phases represent one serial bit stream, and the 90 , 

270o phases represent another bit stream. 
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5.4.4 Modulator RF Driver 

The configuration of the oscillator driven of the biphase modulator 

will be determined by the type of demodulator used in the receiver. 

If the receiver is of the coherent type (phase-lock), the oscillator 

must have very low phase jitter and a crystal oscillator-amplifier­

multiplier is mandatory, either to be used direct or at lower power 

for injection locking of an avalanche diode. If the receiver uses a 

differentially coherent demodulator, noise frequencies up to several 

MHz will be well correlated thus leaving the phase detector output 

practically noisefree. 

This points to the possible use of a free-running avalanche diode as 

the oscillator driver of the biphase modulator. The noise distribution 

of this type of oscillator is (nearly) given by the l/f rule where f 

is the frequency displacement from the oscillator frequency. Therefore 

the noise is considerably reduced before frequency range of poor cross­

correlation in the phase detector is reached. 

The use of a free-running avalanche niode oscillator replacing the 

crystal oscillator-amplifier-multiplier string was tested in an operating 

7.5 GHz link whereas the transmitter was modulated with 100 MHz square­

wave (200 ME/s) having a rise time of about 2 nanoseconds. Figure 5-26A 

shows the phase detector output with the crystal oscillator source in 

the transmitter. 

Next the crystal oscillator source was replaced with the avalanche diode 

oscillator, and the phase detector output was then as shown on Figure 5-26B. 

Any increase in "fuzziness" caused by noise from the diode oscillator 

was insignificant. 
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Figure 5-26.a 
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Figure 5-26.b 
Avalanche Diode Sourc~ 

Figure 5-26 	 Receiver Phase Detector Output 
Nodulation 100 HHz Squarewave, 200 N13/s 
Hor. 2 nanosec./cm 
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5.4.5 Modulating Diode Driver 

The impedance looking into the modulating diode and its circuitry has 

a VSWRof 1.5:1 for both phase conditions, so the normalized reflected 

voltage is .871, accounting for the high efficiency with a loss of 

only 1.2 dB. With about 1.2 dB loss in the circulator, the modulator' 

loss amounts to 2.4 dB, or an efficiency of 57.5 percent 

The driver consists of three emitter-coupled squaring amplifier driver 

stages and the power output stage. All stages are non-saturating 

to avoid storage effects. The output voltage levels are controlled 

accurately by "swing" stabilizers. Figure 5-27 shows a block diagram 

for the driver. 

5.4.6 Differential Encoding at Diode Driver Input 

Differential encoding is employed to resolve the inherent data polarity 

ambiguity concomittant with carrier recovery in a biphase PSK detection 

system. In differential encoding, a digital "1" input causes a data 

output transition, i.e., either 1 to 0 to 0 to 1 and a digital "0" 

input causes no change. Thus, data polarity reversals are irrelevant. 

The implementation of both differential encoding and decoding is quite 

simple; see Figure 5-28. A timing diagram illustrating the operation 

is shown in Figure 5-29. 

The data ambiguity may also be resolved by the use of any fixed word 

of known polarity, such as the digital sync word. In the simplest 

version, a data polarity reversing gate is placed in the receiver and 

is controlled by the polarity of the received digital word. 

The digital data is differentially encoded at the input to the diode 

driver of the modulator in order to resolve the 4-phase ambiguity 

at the demodulator. The data is encoded so that each of the four 

possible data words corresponds to a multiple of 90
0 

phase shift 

in the modulator, according to the following rule: 

5-41 

SPACE & RE-ENTRY SYSTEMS OIVISJDI\ 
Phllco-Ford CorporatlorPHILCO~ 



'U 
::t-fi 
D, .. EMITTER COUPLED PAIRS 

NRZ INPUT DATA 

~ 
STAGE I • STAGE II 

NG 


l' 
.. OUTPUT MODULATISTAGE III STAGE DIODE 

r r 
NEGATIVE POSITIVE 

SWING SWING 
STABILIZER STABILIZER 

Figure 5-27 Modulating Diode Driver 



Data Word Modulator Phase Shift 

00 00 

01 90
0 

11 1800 

10 270
0 

The present output of the differential encoder depends upon· the 

present data word, as well as the previous output of the encoder. 

Note that the data word determines a shift in the modulator phase. 

The actual input to the modulator, however, determines a specified 

phase of the carrier according to the following rule: 

Modulator Input* Carrier Phase 

00 

01 

11 

10 

*Differential decoder output 


A truth table illustrating the operation of the differential encoder is: 


Present 00 

input 01 

data 11 

words 10 

PHILCD~ 


Previous Carrier Phase 

0
0 

90
0 

180
0 

270
0 

(00) (01) (11) (10) 

00 01 11 10 

01 11 10 00 

11 10 00 01 

10 00 01 11 
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The entries within the truth table are the possible differential encoder 

outputs (modulator inputs) for the various conditions of the data words 

and previous carrier phase. 

The circuit implementation of the differential encoder is rather simple 

and is shown in Figure 5-30. 
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5.5 DIFFERENTIALLY COHERENT DEMODULATOR 

Where optimum sensitivity, i.e. minimum Energy per Bit/Noise Density for a 

given error rate must be achieved, a fully coherent demodulator is used. 

This type of detector utilizes a phase lock loop; it requires the solution 

of problems regarding acquisition, pull-in range, tracking range, etc. These 

problems all stem from the fact that a coherent reference signal must be 

generated or reconstructed from the incoming carrier for use in the phase 

detector. This reference signal is produced by a voltage controlled crystal 

oscillator- amplifier- multiplier string. An ideal biphase modulated signal 

has no carrier, a condition that is approximately true in practical opera­

tion, so a coherent CW signal is produced by feeding the signal through a 

frequency doubler. This signal and the data detector reference, also fed 

through a doubler, represent the inputs to the loop phase detector. 

The differentially coherent demodulator does not need a reconstructed refer­

ence signal, and is very simple compared to the coherent type. It therefore 

has important advantages regarding volume, wei~ht, power consumption and 

reliability factors when used in satellite electronic equipment. 

The trade-off for its simplicity is a lower sensitivity. For an error rate 
4of 10- , the Eb I No is about 9.15 DB or about 0.75 DB higher than for the 

coherent demodulator. 

The theoretical performance comparison for coherent and differentially 

coherent detection of quadriphase PSK is given in Figure 5-31. In practice, 

the achievable performance with actual equipment will run 2.5 to 3.5 DB 

below theoretical, with more than half of this degradation attributed to 

energy loss resulting from modulator switching time and transmitter band­

width restriction filtering. 

5.5.1 Demodul"ator Configuration 

As seen on Figure 5-32, the PSK modulated carrier is split in two parts. 

One part is fed directly to the reference port of the phase detector. The 

other part goes through a delay line and a phase adjuster to the signal 
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port. The total delay is made equal to one symbol period, which for 150 

Mbps is 6.66 nanoseconds. The phase detector thus operates with the phase 

from one symbol and that of the previous symbol that now has arrived via 

the delay line. 

As an example, let one received symbol have the phase 00 • If the next sym­

bol also has 00, both ports will have the same phase during this second 

symbol period. The phase adjuster has been set so that the detector output 

is maximum positive. for this condition. Both symbols could as well have 

had the phase 1800 , and the port inputs would still be in phase during the 

second symbol period; i.e., the output would still be positive. Thus, the 

detector output stays positive for a series of symbols having the same 

phase. 

If, on the other hand, the first symbol with phase 00 is followed by one 

with phase 1800 
, during the second symbol period, the port inputs will be 

antiphase, and the output will be maximum negative. This output will remain 

negative as long as there is an 1800 phase shift from symbol to symbol. The 

detector output is therefore "coded" as follows, as illustrated in Figure 

5-32 B. 

No phase change positive output ( 0 ) 

1800 phase change negative output ( 1 ) 

The input signal to the transmitter modulator is differentially encoded; 

therefore, with differentially decoding in the demodulator as just described, 

the phase detector yields the uncoded data without ambiguity. 

Figure 5-33 shows the complete differential phase detection and timing recov­

ery circuit used by W. Hubbar~lof Bell Telephone Laboratories, for a 300 Mbps 

link. 

The couplers, delay lines, and diode mounts are microwave printed circuits; 

the filters and combining Tee are coaxial. The differential phase detector 

and the timing recovery circuit are combined (share a common delay line) in 

order to save space and cost. 
1 	W. Hubbard et. aI, "A Solid State Regenerative Repeater For Guided 


Millimeter-Wave Communication Systems", BSTJ, November 1967. 
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INPUT 

F· 5-3 'iDifferential phase detector and timing recovery circuit. 19. ~ 

A straightforward analysis shows that the output voltage of this circuit 

is given by 

Y(I) = cos {",or + L. wet') dt'} 

for an input DPSK signal given by 

S(O = v'2 cos {""t + J.' w(t') dt') 

with 

(.+i)~ . 

!w(1) 1 = 1",(I + nT) I, wet') dt' = ±7r/2.J(a-lilT 

If ;;;.~ is chosen to be an odd multiple ofrr/2 and,.. is chosen equal to T, 

the reciprocal of the bit rate, at the sampling instants [t·= (n+~)Tl the 

output is given by 

Vet) COS {(m + !)" ± ...j2l = ±1. 

Thus, under these conditions· the device is the desired differential-phase 

detector for this signal. 
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5.5.2 Differentially Coherent Detection Operation 

Figure 5-34 shows the simple configuration of the differentially 

coherent demodulator. Its operation is described as follows. 

The input signal is split into two parts. One part goes through a 

power splitter and phase adjusters to the '~eference" ports of the 

two data detectors. The other part goes through a delay line and a 

power splitter to the "Signal" ports. The delay at the signal ports 

is made (very nearly) equal to one symbol period. With quadriphase 

modulation (2 bits/symbol) and at 100 Mbps one symbol period equals 

20 nanoseconds. The phase detectors thus operate with the phase of 

one symbol at the reference port and the phase of the previous symbol, 

which now has arrived via the delay line, at the signal port. In 

other words, the phase detector outputs indicate the difference in 

phase between two consecutive symbols. 

The operation of Phase Detector #1 will first be considered. With 

an IF frequency of 1000 MHz, for example, one period (cycle) lasts 

one nanosecond. 

The required delay for 200 Mbps is: 

2 
= 10 nanoseconds 

This is equivalent to: 


10 
 10 cycles at 1000 MHz
1 

To get the proper phase relation between the phases of Reference 1 

and Signal Phase A, the Signal Phase A must be delayed the equivalent 

of: 

9-7/8 or 9.875 cycles of Reference 1 
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Thus the actual delay will be: 

1.0 x 9.875 c 9.875 nanoseconds 

The "timing error" will be about 125 picoseconds. 

For Phase Detector #2, the Signal Phase A must be delayed the 

equivalent of: 

10-1/8 cycles 

and the actual delay is: 

1.0 x 10.125 = 10.125 nanoseconds 

so here the timing error is also 125 picoseconds. This is still 

only a small fraction of the rise time and will affect the integrate 

and dump value very little. 

The 4 phase positions are related to the phase detector outputs as 

shown on Figure 5-34. If symbol after symbol has the same phase, 

the phase detector outputs will indicate Phase A. The next symbol 

may go to the three other positions: +900 
, 1800 

, _900 
, and it is 

easy to show the two detector outputs for these phase changes: 

Phase change 
for next symbol None +900 1800 _900 

Output 0 Det. #1 + + 

Output 0 Det. 112 + + 

Indicated Phase A B C D 

The transmitter is differentially encoded according to the top and 

bottom lines in this table. If the receiver is to indicate a B phase, 

the transmitter goes +900 from whichever position it happens to be in. 
oIf Phase C should be indicated, the transmitter goes 180 , and so on. 

So by differentially encoding the transmitter and with differentially 

coherent demodulation, there will be no ambiguity in the data stream 

output of the demodulator. 
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5.5.2.1 Data Filter Configurations 

The optimum data filters at the output of the phase detectors are 

integrate-and-dump circuits. Each symbol is integrated over one symbol 

duration prior to sampling to maximize the SNR at the decision instant. 

The energy is then dumped to prevent interference with the following 

symbol. The configuration of the data filters and output logic are 

shown in Figure 5-35. 

The data filter willbea single-stage RC with a time constant approximately 

10 times the symbol duration. The time constant will be switched for 

each of the three data rates. The energy on the integrator capacitor 

will be dumped to prevent intersymbol interference. To allow sufficient 

energy discharge time, each data channel will use two time-shared filters. 

The decision threshold is set at zero volts so that a hard decision is 

made as to whether the integrated phase detector output is positive or 

negative at the end of each symbol. Referring to Figure 5-35, the 

decision threshold outputs (x and y) will have the following values: 

x = 
positive for A or B 

negative for C or D 

y = 
positive for B or C 

negative for A or D 

A, B, C, and D refer to the original data symbols 00, 01, 10, and 11, 

respectively. 

The logic resolves x and y into a single received symbol and outputs 

a 2-bit parallel word according to the following rules: 

A = 00 = x y 

B = 01 = x y 

C = 10 = x y 

D = 11 = x y 
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5.5.2.2 Bit Synchronizer 

The bit synchronizer shown in Figure 5-36 will generate a coherent data 

clock from the output of the quadriphase detectors. The data clock will 

be used as a basis for sampling of the data filter outputs, as well as 

provide a digital clock required by the digital data processor. 

The bit synchronizer operates by phase locking a crystal oscillator to 

the data transitions at the output of the quadriphase detectors. A pulse 

is generated for each transition by multiplying the detector output by 

itself delayed by 1/2 symbol. One such transition detector is employed 

for each of the two quadriphase detectors in order to maximize the number 

of transitions. The transition detectors are summed in a linear summer 

and the resulting output is used as the input to a conventional phase­

locked loop. The bandwidth of the phase-locked loop is chosen to minimize 

timing jitter from additive noise and multipath. 

Since the bit synchronizer locks to the quadriphase data bit stream with 

a clock rate equal to the symbol rate (1/2 the output bit rate), a divider 

is used in the phase-locked loop which allows .the VCXO to operate at the 

data bit rate. Also, since the phase-lock loop locks with a clock in 

quadrature with the actual symbol clock, a second divider is used which, 

when toggled from the inverted bit clock, will produce a symbol clock of 

the proper phase. 

To change bit rates, the delay is switched to 1/2 a data symbol and the 

VCXO output is switched to the proper frequency. 

5-57 


SPACE & RE-ENTRY SYSTEMS DIVISION 
Phllco-Ford CorporationPHILCO~ 



"D 

::J: 

fj ,o 
-

DEU 
3 

JK 

LOOP 
FILTER 

VCXO 

X3 

X6 

A 

,'" 
'" '" 

B --I 

DELAY 
I 

HDELAY 
2 

DELAY 
3 

DELAY 
I 

'H DELAY 
2 

Figure 5-36 Bit Synchronizer 



5.6 COHERENT BPSK AND QPSK DEMODULATION AND DETECTION 

The coherent BPSK and QPSK demodulator must perform many functions in order 

to recover a bit stream - or two bit streams - from a modulated carrier: 

o 	 generate or reconstruct a quasi-coherent "local oscillator" signal 

from the received modulated carrier 

o 	 matched-filter detect 

o 	 bit -synchronize 

o 	 logically decode. 

These functions are discussed in the following paragraphs. 

5.6.1 Functional Description of BPSK and QPSK Receivers 

The function of the receiver is to generate a quasi-coherent reference, 

demodulate the carrier to baseband. The received signal is given by 

where ~ represents the propagation delay between transmitter and receiver, 

9 ~ 9 is an unknown random phase angle which includes path delay and WI isr 
a potentially doppler shifted version of W , the transmitted angular fre­

o 
quency. A diagram of the complete receiver is shown in Fig. 5-37. 

5.6.1.1 Quadri-Phase Demodulator. - Several theoretically equivalent quadri­

phase demodulators can be used using different approaches to carrier recon­

struction. The one shown in Fig. 5~ has been selected for its simplicity 

and is referred to as the x4 or fourth harmonic approach. A carrier is 

restored for tracking purposes since 

This and other types of demodulators will be discussed later in this 

section. 
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A vector decomposition of quadri-phase signals can be made into in-phase (I) 

and quadrature (Q) bi-phase signal channels. Each channel conveys one bit 

of information per quadri-phase symbol duration and possesses one-half the 

signal power. Since each channel is transmitting at one-half the total 

rate, identical performance to bi-phase signalling is achieved so long as 

the two channels do not produce mutual interference. They do not since 

the sine and cosine functions, corresponding to the Q and I channels, 

respectively, are mutually orthogonal. Thus, coherent detection of quadri­

phase signals yields indentical average bit error rate performance to 

coherent detection of bi-phase signals. 

Some intuitive arguments might mislead one into believing quadri-phase 

signalling inferior to bi-phase signalling. For example, quadri-phase 

possible vector positions are "closer" together, i.e., not anti-podal, 

than bi-phase possible vector positions. Thus, it might appear that 

quadri-phase decisions are more difficult for the same signal power and 

noise density. However, quadri-phase signalling has twice the symbol 

duration permitting a decision enhancement. It is an interesting fact 

that these two effects exactly cancel yielding indentical performance for 

bi-phase and quadri-phase systems in terms of average bit error rate. 

5.6.1.2 Matched Filter Detector and Differential Decoder. - The function 

of the matched filters, i.e., finite-time integrators, samplers, and deci­

sion threshold (hard limiter or signum function) is to optimally detect 

the analog signals aCt) and bet) and convert them to binary digital streams 

x'(t) and y'(t). Figure 5-39 is a block diagram of the matched-filter 

detectors. Note that this portion of the receiver represents conventional 

design - however, two channels are required in this application. 

The function of the differential decoder is to unambiguously transform the 

binary digit streams x'(t) and y'(t) so that the decoder outputs x(t) and 

yet) satisfy the relation 

x(t) = x(t - ,. - /::,.) yet) = yet - ,. - /::,.) 

where,. is the propagation delay and /::,. is the individual bit duration. 
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Fig. 5-39 Block diagram of matched-filter detectors. 

The desired decoder truth table is now derived. The received signal is 


given by ret) and the quasi-coherent reference signals by cos tOll + 9 +Q' - (TI/4)}
r 
and sin twlt + 9 + Q' - (TI/4)} where Q' = n.(TI/2) for n = 0, 1, 2, 3, ••. ,r 
i.e., Q' denotes the potential TI/2 radian ambiguity. Thus, the analog out­

puts of the quadri-phase demodulator are given by 

aCt) == cos (e{t-T)(TI/2) - Cl' + (TI/4) } 

bet) = sin (e(t-T)(TI/2) - Q' + (TI/4) } 

The sampled analog outputs of the finite-time integrators are also given by 

aCt) and bet) since e(t - T) remains fixed over the period of the finite­

time integration. Note the operation of the finite-time integration is 

defined by 

l!. 

coCA) = i J ci{t) dt 

° 
where Co and c. are the output and input variables, respectively. Thus, the 

~ 

hard-bit decisions are given by 

x'(t) = sgn (cos Ce(t-T){TI/2) - Q' + (TI/4)]} 

y'{t) = sgn (sin [e(t-T) (n/2) Q' + (n/4)]) 

where sgn t·} denotes the signum or hard-limiter function•. Similarly, 
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x'(t-~) - sgn (cos [e(t-T-~)(n/2) - ~ + (n/4)]1 

y'(t-6) - -sgn (sin [e(t-T-A)(n/2) - a + (n/4)]} 

Defining 

ljJ (t-.~) = e (t-T-~) (rr/2) - ct + (rr /4) 

one finds that x'(t) and y!(t) may be expanded using trigonometric identities 

to yield 

x'(t) = sgn (cos [d(t-T-~)(n/2)1 cos [yet-A)] 

- sin [d(t-T-A)(n/2)1 sin [Y(t-6)1} 

y'(t) = sgn (sin [d(t-T-~)(n/2)] cos [yet-A)] 

+ cos [d(t-T-A)(n/2)1 sin [yet-A)]} 

The desired truth table is now found by evaluating the above for the four 

cases d(t - T - A) = 0, 1, 2, and 3. 

i) Case 1Ft d~t-"-A~ = 0 


x' (t) = sgn(cos[Y(t-A)]} = x' (t-A) 


y'(t) =-sgn(sin[Y(t-A)]} = y' (t-A) 


ii) Case 1f2 d~t-"-A~ = 1 

x' (t) = sgn(-sin[Y(t-A)J} = -sgn{sin[Y(t-A)]} = y'(t-lI) 

y' (t) = sgn(cos LY (t-lI) J} = -x' (t-A) 

iii) Case #3 d = 2 

x'(t) = sgn(-cosLY(t-A)]} =-sgn(cos[Y(t-lI)]} = -x'(t-lI) 

y'(t) =-sgn{-sin[Y(t-lI»)} =+sgn{sin[V(t-lI)]} -y'(t-lI) 

iv) Case #4 d = 3 


x'(t) = sgn{sin[Y(t-lI)J} = -y'(t-lI) 


y' (t) =-sgn( -cos[Y (t-lI»)} = +x' (t-lI) 


The resulting truth table is presented in Table 5-3, the entries of which 

enable x2 = x and Y2 = Y2 to be realized.2 
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The truth table of Table 5-3 may be implemented in severa'l manners. The 

simplest.approach,utilizes the quaternary decoder illustrated in Fig. 5-4Q 

Table 5-3 	 Differential decoder truth table. 
Note that x~ = x'(t - 'f - t:.) and 
x~ = x'(t - 'f - 2t:.) and correspond­
ing for other variables. 
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Fig. 5-40 Block diagram of quaternary differential decoder. 

5-64 

SPACE & RE-ENTRY SYSTEMS DIVISIONPHILCO~ 	 Phlfco-Ford CorporatIon 



The use of the quaternary differential decoder is based on the fact that 

true coherent matched-filter detection of phase-modulated signals is not 

possible, in general, due to the unknowns of transmitter phase, path length, 

etc. At best, a quasi-coherent (regeneration of a noisy replica of the 

carrier) detection is possible. The result is that a carrier phase ambi­

guity on n.(n/2) radians exists for quadri-phase signals. In order to 

resolve the ambiguity, it is necessary to relate the present symbol to 

average bit error rate of 10 this corresponds to an increase in 

previous symbols - thus, propagating the effect of errors. The ambiguity 

resolution approach can double the average bit error rate. For an 
-6 , 

the required energy-per-bit-to-noise-power spectral-density ratio of 

approximately 0.25 dB. 

By employing the Gray code, a single error in one of the four binary digits 

(two present and two previous) used in the decoder can produce a single 

error in one of the two decoded output binary digits. Since there are four 

possibilities for single errors (by far, the most probable), it might 

appear that the differential encoding and decoding increases the error 

rate by four. However, each symbol contains two information bits. 

The effect of quaternary differential coding is identical to binary differ­

ential coding; the error rate is doubled. 
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5.6.1.3 Coherent and Differentially Coherent Phase Detection 

The PSK signal can be demodulated either by coherent or differentiaHy 

coherent phase detection. Coherent detection involves the generation 

of a phase coherent reference carrier at the demodulator using a phase­

locked loop. Coherent detection requires approximately 2.4 dB less 

power than differentially coherent detection but involves added circuit 

complexity. Further, the phase-locked carrier reconstruction loop will 

be affected by pull-in range, acquisition time, maintenance of carrier 

lock and phase jitter due to additive noise and multipath. Good phase­

lock loop design can account for all of these link characteristics. 

As discussed in Section 5.5, differentially coherent detection uses 

each preceding received RF symbol as a phase reference for the next 

symbol. Thus, carrier phase shifts from symbol to symbol are detected 

without the necessity for establishing a fixed phase-locked reference. 

The theoretical performance comparison for coherent and differentially 

coherent detection of quadriphase PSK is given in Figure 5-41. In 

practice, the achievable performance with actual equipment will run 

2.5 to 3.5 dB below theoretical, with more than half of this degradation 

attributed to energy loss resulting from modulator switching time and 

transmitter bandwidth restriction filtering. 
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5.6.2 PSK (Coherent) Demodulation - Carrier Reconstruction 

PSK refers to phase shift keying by a binary message. The phase of 

o
the carrier is shifted by 180 each time the binary data changes. 

Coherent detection requires that the receiver have knowledge of the 

phase of the carrier with an uncertainty of exactly 180
0 

• A phase­

locked carrier reconstruction loop is used at the receiver to generate 

the coherent phase reference. 

Two types of carrier reconstruction loops are used for binary PSK: 

(1) the Costas loop or I-Q loop and (2) the frequency doubling loop. 

For quadriphase modulation, the frequency quadrupling loop shown in 

Figure 5-38 can be used. The Costas loop generates a reference carrier 

locked in phase to either of the two possible received signal phases by 

mating both an in-phase and phase-quadrature phase comparison as shown 

in Figure 5-42a. In the frequency doubling loop a coherent reference 

is generated at twice the received center frequency. The modulation is 

removed by the frequency doubling. The operation of the doubling loop 

is shown in Figure 5-42b. 

The error probability for coherent PSK has been listed in Section 2,that is 

With regard to terminology, it might be pointed out that PSK and PCM/PM 

are identical when +90
0 

phase deviation is used in PCM/PM. Phase reversal 

keying (PRK) and PSK are also identical. PSK is also commonly referred 

to simply as bi-phase modulation. 

oFor complete phase reversal keying; i. e. , ±90 phase deviation, there 

is no explicit carrier component in the signal. For applications in 

which a residual carrier is required such as for Doppler tracking, a 

phase deviation of less than +900 can be used. For PSK with +Q radians 

deviation (9 ~ ~ ), the ratio of the carrier component to the total 
2signal power is COS g. The BER is given by: 
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for +9 radians deviation. Typically one radian deviation is used, so 

that 1.5 dB more power is required to achieve the same BER possible 

with 9 = 1'r;Z. 

Figure 5-43 shows the block diagram of a coherent biphase demodulator. 

The function of the frequency doubler carrier reconstruction loop is' 

described as follows: Carrier reconstruction is performed by a voltage­

controlled oscillator/frequency miltiplier operating in a phase-locked 

loop. As can be seen in Figure 5-43, the "Signal" for the loop detector 

is obtained by feeding part of the biphase modulated signal through a 

frequency doubler. {When the input signal to the doubler "flips" 1800 
, 

The doubler output phase change is 3600 
, i.e., it does not move at all.) 

The output from the doubler is a CW signal with twice the frequency and 

a fixed phase relation relative to the (actually nearly missing) input 

carrier. An extra doubler fed from the synthesized reference signal 

for the loop detector completes the loop. 

The loop calculations ,are performed in the conventional manner with 

parameters such as tracking range, pull-in range, tracking rate, etc. 

The VCXO must have as clean a spectrum as practically possible (low 

phase jitter), and must have good temperature and long-term stability 

so as not to require too large a part of the loop detector characteristic. 

These requirements, of course, hold true also for the transmitter 

oscillator. 

The input level to the demodulator is usually at least 10 mW and the 

data detector output will be about + 75 mV with + 2 'dEM signal and + 8 dEM 

reference. The loop detector operates with about -6 dEM signal and 0 dEM 

reference. 
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5.6.2.1 Times-Four Quadriphase Carrier Reconstruction Loop 

The times-four carrier reconstruction loop uses frequency quadrup1ers 

instead of frequency doublers in the phase lock PSK detector of Figure 

5-42b. 

The data modulation is removed by the fourth harmonic operation since 

any multiple of 900 when multiplied by four yields 00 (modulo 3600
). 

Limiting the RF bandwidth prior to the X4 operation decreases the time 

(due to finite rise times) that the signal is at a multiple of 900 and 

this decreases the recovered carrier power. However, decreasing the 

bandwidth at the X4 input significantly improves the signa1-to-noise 

ratio and decreases the small signal suppression effect. Analyses and 

experiment have confirmed that filtering (3 dB bandwidth) at the first 

spectral nulls represents a reasonable compromise between these effects. 

More severe filtering than that proposed above can create a data sideband 

lock problem if periodic data is transmitted for test purposes. The 

bandwidth limiting converts the digital phase modulation to amplitude 

modulation which passes through the X4 device unaffected and creating 

sidebands at the repetition rate of the test word. While this problem 

is not usually severe it can be troublesome particularly for unattended 

operations that encounter periodic words. 

The output of the x4 device should be reasonably narrow so as to increase 

the efficiency of the X4 device. However, the bandwidth must be great 

enough to encompass the frequency uncertainty (at 4 f ). In fact, since o
it is impossible to perfectly match the two X4 devices (one in the signal 

path and one in the reference path), it is desirable to make the filters 

sufficiently broad that the frequency uncertainty produces relatively 
" 0 0little" phase shift (e.g., 5 or 10). Thus, with this approach one can 

readily expect the filter to track to within 0.5 to 1 degree producing 

degradation of less than 0.1 dB. 
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The x4 device can be achieved either with a single stage or two doubling 

stages. Theoretically, identical performance is achieved. However, the 

latter approach tends to be favored since it keeps the desired signals 

at relatively high levels at all points and thus avoids problems with 

spurious signals causing interference. When the two doubling stages 

approach is taken,the sigpal at the output of the first X2 device is 

biphase modulated. Thus, the filter bandwidth at this point must be 

no narrower than at the input. 

The two x4 devices should be made as nearly identical as possible so 

as to increase the likelihood of accurate phase tracking with frequency 

uncertainty and temperature drift. Poor tracking will cause a phase off­

set error at the phase detectors and degrade performance. This effect 

is discussed in a subsequent section on implementation degradations. 

The harmonic devices should be of the full wave type rather than snap 

action diodes. The former type offer more stable phase shift with 

temperature changes and signal level changes than the latter. 

5.6.2.2 Carrier Reconstruction Loop Bandwidth Design 

A second-order loop with nominal dumping coefficient of C • 0.707 is 

standard. The permissible closed-loop ba~dwidth is bounded from above 

by thermal noise and loop threshold considerations and from below by 

dynamic tracking errors and acquisition time requirements. Some typical 

calculations are performed below. 

The closed-loop signal-to-noise ratio can be shown to be given by 

+ (W/B)dB - 12 dB - ':' dBSNRloop 

where S~ is the RF signal-to-ratio prior to the X4 operation, W is 

the RF bandwidth. B is the closed-loop bandwidth of the phase-lock-loop, 

and,! is a small signal suppression degradation effect. 
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The RF signal-to-noise ratio is related to the energy-per-bit-to-noise 

spectral density ratio by 

where R is the data rate in megabits per second (Mbps). For a worst 

case bound on performance let us assume that error rates as high as 

1% are acceptable and that the RF bandwidth W is set at 2.5 times the 

data rate corresponding to very broad filtering - more typically the 

filter bandwidth might be set equal to the data rate. In this worst 

case the loop signal-to-noise ratio can be shown to be equal to 

SNR = 17.5 dB + (W/B) dB
I oop 

Assuming a very conservative loop threshold of 12.5 dB this implies 

that B = 0.001 W. Taking a 300 Mbps example we find that B = 750 kHz. 

If the loop bandwidth is decreased to 75 kHz the minimum loop signal­

to-noise ratio will be increased to 22.5 dB which offers extremely 

strong lock. 

More typically one might choose to set W = R where R is the data rate 

an~ to operate at a 10-4 error rate. In this case Eb/No is increased 

by 3.5 dB, and SN~F is increased by 7.5 dB. As a result, the small 

signal suppression is decreased by 4.5 dB. The net increase in signal­

power-to-noise density ratio prior to the phase-lock loop is only 8 dB 

since the noise is concentrated in 0.4 of the previous (worst case) 

bandwidth. As a result, the loop signal-to-noise ratio is 8 dB higher 

for the typical case than for the worst case. Thus, the nominal loop 

signal-to-noise ratios are 20.5 and 30.5 dB for t he wide and narrow 

loops, respectively. The worst case values will be used in the remaining 

analysis for the purposes of establishing a conservative design. 

Let us now consider the loop bandwidth requirements, or rather the 

capabilities of the two bandwidths of 75 and 750 kHz. The acquisition 

time is given by 

T acq = + Til 
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2 3
where TF ~ 4 (A f) /B and T0 ~ 4/B, correspond to frequency and phase 

acquisition, respectively. The resulting acquisition ti~es are 343 

milliseconds and 348 microseconds for the 75 and 750 kHz bandwidths, 

respectively. 

The loop gain required to achieve a pull-in range of + 6 MHz (at 4 f )
o 

is given by 

9 10which corresponds to loop gains at 5.82xlO and 5.82xlO for 75 and 

750 kHz loop bandwidths, respectively. These loop gains are quite 

high and can probably be best achieved through the use of LC rather 

than the crystal veo's. 

The loop bandwidth is also set by the maximum transient error, due to 

a parabola of phase, that is, the rate of change of doppler. In this 

section the peak phase error tolerable (at 4 f ) is assumed to be 
o 

100 which yields a maximum degradation of 0.2 dB and which exists 

only during the period of maximum acceleration. The peak transient 

error (in degrees) is given by 

2 
c 1.12 a/BEn 


2
where 0 (t) c at descr-ibes the path length change measured in degrees. 

Thus, a < 8.90 B2 or expressed as doppler rates at f the maximum 
o 

tolerable doppler rates are 35 MHz/sec and 3.5 GHz/sec for the 75 kHz 

and 750 kHz bandwidths, respectively. It is anticipated that the 

narrow bandwidths suffice for most applications. 

The loop bandwidth must also be wide enough to accommodate the link 

phase jitter and incidental FM due to imperfect up and down conversion 

operations. Typically, phase jitter and incidental FM are only problems 

for very low data rate systems where loop bandwidths must be on the 
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order of 100 Hz or lower. Thus, no difficulty is anticipated with these 

phenomena since the- minimum loop bandwidth proposed is three orders of 

magnitude broader. Previous analyses on quadriphase modems have 

established the feasibility of 100 Hz loop bandwidths at X-band. 

Certainly, three orders of magnitude loop bandwidth increase can 

accommodate one order of magnitude change in the RF frequency. 

5-76 


SPACE & RE-ENTRY SYSTEMS DIVISION 
Phllco-Ford CorporationPHILCD~ 



5.6.2.3 Implementation Errors of Carrier Reconstruction Loop 

This part summarizes a portion of the extensive analyses of 

signalling performed with Philco-Ford quadriphase modems. 

The prime source of system degradation, due to phase-lock loop per­

formance is static phase, error. Figure 5-44 plots the error rate 

degradation (in dB) as a function of this phase error and also the 

non-orthongonality phase error 6. There are several sources of phase 

error most of which can be calibrated out. Phase shift due to 

frequency uncertainty and phase error due to the finite loop signal­

to-noise ratio are the fundamental error sources that cannot be 

readily calibrated. 

The static phase error (at 4 f ) due to frequency uncertainty is 
o 

given by 0 = Ll flk where,D f is the frequency uncertainty (at 4 f )
o 

and k is the loop gain., For the loop gains proposed to achieve a 

pull-in range of ± 6 MHz the phase errors are found to be 0.4 and 

0.040 
, for the narrow and wide loops, respectively. Before these 

phase errors can be used with Figure 5-44, they must be divided by 

four to convert them to the phase detection frequency (f). As 
o 

may be seen from Figure 5-44, the loss due to this effect is a negligible 

few hundreds of a decibel. 

The effect of finite loop signa1-to-noise ratio can be roughly 

estimated from Figure 5-44 also. The loop phase jitter (at 4 f )
o 

measured in radians is given by 

SNRl oop 
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For the wide and narrow loops we have 0.237 radians and 0.075 radians, 

respectively. Referred to the fundamental frequency, these errors 

yield degradations of 0.31 and 0.06 dB, respectively. Clearly, the 

narrow loop performs better but it should be cautioned that even the 

broad loop will perform better than the above worst case calculations 

indicate. 

5.6.2.4 Carrier Reconstruction in the Presence of a Noisy Reference 

In order to coherently detect a quadriphase-modulated signal, it is 

necessary to either reconstruct the carrier or to make use of a trans­

mitted pilot carrier. This memo is an analysis of the carrier re­

construction section of a quadriphase demodulator. 

Basically, the quadriphase (QPSK) signal may be described as 

where S is the average power of the signal, 

w 
o 

is the carrier radian frequency, 

<p(t) is the modulat ion (1.e., co (t) takes on 
the values ± rr/4, ± 3rr/4 radians for a 

one of 
period 

of T seconds), 

and 9 is a random phase angle uniformly distributed over (0,2rr). 

Passing this signal through a nonlinear device and filtering so as to 

recover the fourth harmonic yields 

K cos (4w"t + rr + 49)
o 

where we see that the modulation has been removed and in its place a 

constant phase term is left. To reconstruct the carrier, one can 

divide down by four and subtract out rr/4 radians and obtain Kl cos 

(w t + 9) which may be used as the coherent reference. 
o 
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In a physical system the implementation is generally as indicated in 

Figure 5-45. The QPSK signal and additive gaussian noise with one-sided 

spectral density of N watts/Hz are passed through a bandpass filter 
o 

sufficiently wide to pass at least the main lobe of the QPSK signal. 

The phase-locked loop (PLL) tracks the signal component at 4w from 
o 


the (.)4 device and the reconstructed carrier is obtained from the 


VCO output at w • 
o 

This analysis consists of deriving the signal-to-noise ratio at the 

input of the PLL and, knowing this, the average error rate for the 

detected QPSK signal. 

Since each of the possible phases of the transmitted quadriphase 

signal are equally likely, we need consider only one of them in 

formulating the probability of making an error in the detection 

process. Furthermore, since the PLL is tracking a carrier at 4f 
o 

we must divide its output signal by 4 yielding a reference signal at 

f ' This divide-by-four operation has the advantage of also reducingo 
the phase difference cP by 4. Figure 5-46 shows a phasor diagram of a 

received signal originally tran~mitted as 
- nJE cos (wot + 4 + 9). 

where E is the symbol energy 

The reference signal used in coherently detecting this signal is 

of the form 

The four equally likely choices for symbol in each time period T 

results in 

= 2 bits of information/symbol 
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The assignment of the symbol to each pair (x, y) of binary digits 

transmitted may be arbitrary and we will choose to do it as indicated 

in Figure 5-46. Here we see that the assignments are: 

x y cp(t) 

o o -3rT 
"""4 

o +3n 
"""4 

I o -ll 
4 

I 1 I!: 
4 

Since the transmitted symbol may be considered the vector addition 

of the x and y components we will assume that the noise is also 

composed of x and y components. Each component of noise (n , n )
x y 

will be assumed gaussian with zero mean and one-sided noise density 

N watts/Hertz. Further, we assume the two components to be statistic~ 
o 


independent. 


A hard decision as to which two bits were transmitted is made by 

determining in which quadrant the received signal vector lies. For 

the case shown in Figure 5-46, one bit will be in error if the received 

vector lies in quadrant 11 or IV and two bits will be in error if it 

lies in quadrant Ill. No error will result if it lies in the first 

quadrant. The conditional probability of a bit error when two bits 

(one symbol) are transmitted given an angle'" is 
. ,

fiEr r J E erfc: 1-­ sin 0) j­Prob(bit error per 2 bits/f) 1/2 1erfc I -- cos ,-" N - , '-- Noco o 
22 ,r -twhere erfc (z) D e dtJ,(~ 

z 

Using the ideas of conditional probability, 
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Prob(bit error/bit transmi~ted) Prob(bit errorl~)Prob(~) 

TT 
exp(SNR cos=f cp) [erfc Cn cos erfc CJ ~ sin ct) J~

STTI (SNR) oo o
-TT 


where again, ct = ~ 


and E D symbol energy 


• 2 bit energy D 2Eb 

The above equation cannot be evaluated in closed form, however; a 

computer program was written to numerically integrate it with various 

values of SNR and Eb/No' 

For the sake of simplicity, SNR was taken to be of the form
L 

where /3 = cons tant 

Curves of bit error probability vs input Eb/No with several values of 

/3 are shown in Figure 5-47. It will be noted that for /3 = 5 there is 

at most a degradation in performance of 0.2 dB (i.e. the transmitted 

power must be increased by at most 0.2 dB to provide the error performance 

achieved by a noiseless reference). The portions of the curves drawn 

broken are areas where the PLL is not in lock and should not be used 

for system operating points. 

In physical systems one would want to keep/3 as large as possible to 

reduce performance degradation. This is usually done by lowering B •
L

A compromise must be made here, however, because reducing BL increases 

the acquisition time of the loop. If Eb/No is small, it is to be 

expected that the PLL will lose lock and be required to reacquire before 

coherent reception is possible. One then uses the largest BL possible 

consistent with low system degradation. 
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Figure 5-48 shows a similar curve, due to Lindsey,1 for BPSK. 

5.6.3 Matched Filter Data Detection 

A data detector of the matched-filter variety is required at the 

coherent demodulator output in order to realize fully the advantages 

of coherent PSK modulation. 

The matched filter, a technique widely discussed in the literature, is 

a process whereby the receiver input signal is "matched" to the filter 

transfer function characteristics in such a manner as to maximize the 

filter output signal-to-noise ratio, thereby enhancing the decision 

process. It can be shown that the matched filter produces the optimum 

performance independent of the information bandwidth. This is true 

to the point of intersyUIDol interference caused by' insufficient band­

width. 

The matched filter employs a linear integrate-and-dump technique 

wherein the coherent phase detector signal plus noise output is 

integrated over a bit period, the integrator output is sampled and 

the filter memory is "dumped" or reset to zero in readiness for the 

next data bit. 

In order to achieve efficient matched filter operation, it is necessary 

to sample the filter at precisely the end of a bit interval and then 

to dump the filter energy in order to produce a zero memory at the 

start of the next bit period. The sampling command is generated in 

the proposed design by a bit clock which is accurately phased to the 

incoming data. Dumping is accomplished by using two matched filters 

where one filter integrates over a bit period while the previous bit 

information is dumped from the other filter. The integrate/dump roles 

of the filters reverse on.each bit, and the timing system is used to 

select the proper filter· for each decision period. 

1 	Lindsey, w. C., "Phase-'shift-keyed Signal Detection"with Noisy Reference 
Signals," IEEE Trans. on Aerospace and Electronic Systems, Vol. AFS-2, 
pp. 393-401; July, 1966. 
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A block diagram of a matched filter with the 200 Mbps coherent PSK 

demodulator is shown in Figure 5-49. 

As illustrated in Figure 5-49, alternate matched filters are used in 

order to provide a reasonable period for "dumping" the integrating 

capacitors. The output selector alternately selects the filter which 

is integrating and sampling. The sampling and dump commands are 

generated from the data clock. Timing signals are shown in Figure 

5-50 for the commands. 

5.6.3.1 Mismatched Filter Errors 

The matched filter following the phase detector in a PSK demodulator 

is a potential source of degradation. The ideal data filter for the 

detection of digital signals in additive white gaussian noise is the 

integrate-and-dump matched filter. Practical design considerations 

such as high data rates, complexity, reliability and critical timing 

may dictate the use of a non-optimal data filter. Several types of 

filters have been evaluated: 

o Gaussian 

o Butterworth 

o RC 

Matched-filter data detection requires precise timing to insure that 

the matched-filter output is sampled at the end of each integration 

interval. Timing errors will arise because of data clock frequency 

instability and bit synchronizer clock jitter. The major source of 

timing error is clock jitter caused by receiver noise. The amount of 

degradation introduced by sampling time variation for matched· filter 

detection is shown in Figures 5-51 and 5-52 for values of EIN equalo 

to 6 dB and 9 dB respectively. 


The amount of timing jitter at these values of E/N will depend upon 
o 


the bit synchronizer noise bandwidth. Typically jitter of +5% of a 


bit interval might be expected. For an E/N of 6 .dB, the degradation
o 


would be approximately 0.4 dB for ±5% jitter. 
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5.6.3.2 Filter Distortion and Intersymbo1 Interference Effects on QPSK 

Distortion and intersymbol interference in a sequence of pulses in PSK 

transmissions, transmitted at intervals of T seconds, arise from both 

the transmission filter and from the data filters. System performance 

degradation is measured by the additional amount of energy contrast 

ratio, E/N , needed to maintain a given average bit error probability
o 

with a specified filtering condition relative to the undistorted ideal 

case. This is particularly true at the high bit rates discussed in 

this report. 

Consideration of intersymbol interference from K previous data symbols 

results in a set of 4K (2K for BPSK) possible signal vectors defined 

as samples of the data filter output at time, T = T. The squared 

length of each vector is a signa1-to-noise ratio. 

The signal vector angles, together with the phase detector reference, 

determine that portion of the length which is effective in making 

bit decisions. The effective portion of each vector length, perpendicular 

to the decision boundary, is the projection of the length on a line 

co1inear with the phase reference vector shifted 2 tr/4 (no shift for 

BPSK) ,with choice of sign associated with a particular quadrature 

channel. Because of symmetry, the average performance is the same 

for both channels and is obtained by averaging the resultant individual 

bit error probabilities over the entire set of 4K (or 2K) possibilities. 

For QPSK, the average bit error probability is 

4-K v (T +'T i 
1

, . • . ~) ;;:!!.,
erfc 4)~ cos ,Pb • 2 r (9. , .... 

'"K -C/lref .J
all ~ fiN l.1 

where the individual signal vector angles are given by 

1m v (T + 'I' 1_ i 1, ••• ~) 


Re v (T + 'I' I i 1 , ...~) 
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and the coherent phase reference angle is taken to be the weighted average: 

E 1v (T +,.1 iI' "'lx)1 2 
Ai ""lx 


all lx 1 


'Pref - 2 
. 4 1v (T +,.1 iI' ••• lx)1

all l.k 

The delay, T, in the decision sampling time is taken to be the group 

delay of the transmission filter measured at the signal carrier frequency 

offset, ~, from the transmission filter bandcenter. This is a near­

optimum sampling time. (See Figure 5-53.) 

Figures 5-54 and 5-55 show the effect of mismatched data filter detection 

only (no transmission filter) as a function of BT product. In each case, 

the optimum BT product is slightly dependent on E/N but BT = 1 appears
o 

to be a good choice for the 2-pole Butterworth filter and BT; 0.75 

for the single-pole RC filter. 

In Figure 5-56a, Chebychev transmission filter bandwidth-limiting 

degradation is shol.n versus symbol-rate-to-fi1ter-bandwidth ratio for 

both integrate-and-dump and Butterworth data filters. With symmetrical 

filtering and the same symbol rate, liT, QPSK and BPSK have identical 

performance. To avoid excessive degradation, the 3-dB RF transmission 

filter bandwidth should be at least twice the symbol rate (BT?: 2). 

For severe bandwidth limiting, the Butterworth data filter is more 

closely matched to the distorted signal than is the integrate-and­

dump data filter. Degradations shown can be reduced by the energy 

truncation loss curve if transmission filtering occurs before power 

amplification. 

The effect of broadband, mistuned transmission filtering is shown 

Figure 5-56b as a function of signal carrier disp1acement,A, from 

filter bandcenter. 1m. loss requires the signal carrier offset to 

be no closer than the symbol rate to the filter 3-dB bandedge. For 
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a mistuned or unsymmetrical filter condition, QPSK suffers a larger 

degradation than does BPSK at the same symbol rate and energy/bit. 

Figure 5-56c illustrates the degradation due to a pure phase distortion 

with the phase deviation measured at f equal to the symbol rate. 

Parabolic phase distortion corresponds to a mistuned condition whereas 

cubic phase distortion corresponds to symmetrical filtering. The 

introduction of a bandlimiting transmission filter significantly 

reduces the sensitivity to phase distortion. 

The degradation for a number of identical transmission filters in 

cascade is shown in Figure 5-56d. The loss grows slowly with the 

number of filters in cascade, especially from 1 to 2 filters. As 

observed also in Figure 5-56d, an initial bandwidth limiting reduces 

the sensitivity to further distorti0no ­

5.6.4 Bit Synchronizer 

The bit synchronizer (see 5.5.2.2) generates a coherent data clock 

from the output of the PSK detectors. The data clock is used as a 

basis for sampling of the data filter outputs. 

The bit synchronizer phase locks a crystal oscillator to the data 

transitions at the output of the PSK detectors. 

There are several types of bit synchronizers which are adaptable 

to coherent-data-clock generation from'a high speed PSK demodulator. 

o 	 Differentiated Bit Synchronizer: In this system, the 

detected data stream is differentiated and squared to 

generate in series of impulses or toggle signals 

representing the transitions of the data stream. 
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o Early - Late Bit Synchronizer: In this system the data 

stream is applied to a pair of integrate and dump circuits 

which are driven by a veo. The two integrate and dump 

circuits are circuits are clocked differently to dump 

early, and dump late respectively. The outputs of the two 

integrate and dump circuits are squared and applied to 

a comparator and low pass filter which adjusts the timing 

of the veo. 

o 	 Digital Bit Synchronizer: In this system each bit period 

is scanned by a series of high speed pulses and the change 

in pulse polarity developed from pulses occuring on each 

side of a zero-crossing transition is used to time an 

oscillator. 

While the bit (and word). synchronizer ,·,ould appear to be peripheral 

and of secondary importance, actually, it is a key circuit for 

generating a properly timed clock and will determine the effectiveness 

of the demodulator process. 

5.6.4.1 Bit Synchronizer Circuit Implementation 

The sampled data phase-locked loop phase locks a bit clock to any 

non-return-to-zero (NRZ)'waveform in which data transitions occur. 

A transition detector provides output pulses coincident with all 

transitions in the NRZ data. This data transition is used to 

generate a gating or sampling pulse of one (1) bit period duration 

and also sets a "set-reset" flip flop used as a phase detector. 

The sampling pulse is used to gate the output of the phase detector 

into an averaging circuit and a first-order hold circuit. The output 

of the hold circuit represents the error signal. The error is then 

integrated and the integrator output used to control the frequency of 

a voltage-controlled oscillator (VeO). The clock thus generated 

resets the phase detector on its negative-going transition, thereby 

closing the phase-locked loop. 
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A bit synchronizer timing diagram is shown on Figure 5-57, the output 

of the phase detector is averaged over only one bit period following, 

each detected data transition. Assuming that the negative-going 

clock transition occurs in the center of the data bit, the output of 

the phase detector will be positive for one-half of the bit period 

and negative for the other half, averaging to zero over a full bit 

period, and negative for the other half, averaging to zero over a 

full bit period. If a phase error exists, the negative clock transition 

will not occur in the precise center of the bit and the average will 

not be zero; hence, an error signal will result. 

5.6.4.2 Bit Synchronizer Error In Modulator Switching Time 

Non-zero modulator switching time results in less transmitted symbol 

energy and hence degraded BER at the demodulator. The rise time of 

practical modulators is on the order of one nanosecond so that at 

data rates of 100 Mbps or greater the modulator switching time will 

produce measurable degradation. 

The degradation produced by 10% rise time can be determined by 

comparing the curves labeled "0" and "I" in Figure 5-58. For 

example, at a BER of 10-4 , the 10% modulator rise time causes 0.6 

dB degrad;ttion. 

It can be noted by generating other curves for other rise times that 

the degradations introduced by the modulator rise time and the trans­

mission filters are not independent. The transmission filters have 

less effect on a signal generated by a modulator having non-zero 

rise time. For example, at a BER of 10-4 , the rise time degradation 

is 0.6 dB and the degradation from only the filter is 1.1 dB. When 

the two effects are combined, the net degradation is 1.3 dB, rather 

than 1.7 dB, the sum of the two degradation sources taken independently. 
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In all cases no energy dumping is used so that some intersymbol 

interference will exist. For each filter type there exists an 

optimum choice of a 3-dB cutoff frequency, f , relative to the 
c 

symbol duration, T. 

The degradation relative to a perfectly sampled matched-filter is 

shown in Figures 5-59 and 5-60 for E/N equal to 6-dB and 9-dB, 
o 

respectively, for several non-optimal data filter types. The second 

order Butterworth provides the least degradation. In the analysis 

of the various filters, the intersymbol interference out to six 

succeeding symbols was included. 

As the bit rate increases to above 100 Mbps, the matched filter design 

and operation can become the determining factor of system operation. 

At low frequency rates, the matched filter is usually an RC circuit 

or filter circuit followed by a dump circuit which short circuits a 

capacitor comprising the output impedance of the matched filter. At 

higher frequency rates, the problems of ''moving'' capacitance stored 

charge by t4e dump mechanism becomes difficult and new types of filters, 

such as transversal filters, or 3-pole Butterworth filters, using series 

decision-s"itched gates c;an be used. Such gates are associated <lith 

very wide band operational amplifiers which must have bandwidths from 

DC to a frequency high enough to pass all principal components. 

The problem then becomes one of addressing both switching rates and 


very wide band'1idths, and this technology will be addressed in the 


final report. 


An additional technology.which will also influence the quality of the 

recovered bits is the gate waveform ,·,hich will deteriorate at the high 

bit rates; this too will be discussed in the final report. 
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SECTION 6 

ACQUISITION - SEARCH - TRACK 

6.1 INTRODUCTION 

Before an RF transmission link can be established between a sensor satellite 

and a relay satellite, one satellite must locate, and then acquire and track 

the other satellite. 

Any acquisition and tracking system will be a funCtion of: (1) the capability 

of the system to acquire in a specified time interval, and (2) the ability 

of the system to maintain a minimum tracking loss resulting from beam mis­

alignment. 

Acquisition and tracking of a data relay satellite by a sensor satellite, 

using millimeter waves, will encounter the unique problem of requiring very 

high gain antennas (60 dB gain) for both satellites to provide the necessary 

link margin (Section 7). This results in very narrow bandwidths for both 

antennas and acquisition.may never be accomplished. This can be overcome, 

however, by the sensor satellite using a separate low gain wide bea1Il\,idth 

antenna for the initial acquisition phase and then switching to the high 

gain antenna when acquisition is achieved. The following paragraphs will 

address the general problems of search, acquisition, and track, assuming 

that this narrow-beam/broad-beam capability is present. 

6.2 ACQUISITION PROBLEM 

To acquire a satellite in space requires precise knowledge of satellite 

positions versus time. Each satellite is required to be commanded to point 

its antenna in a given direction at a given time. I~ the satellite to be 

acquired appears in an antenna beamwidth, acquisition is accomplished. If 

the sought after vehicle does not appear in the beamwidth, then a spatial 

search is required over the uncertainty region. 

6-1 

SPACE & RE-ENTRY SYSTEMS DIVISION 
PHILCO~ Phllco-Ford CorporatIon 



The establishment of a low altitude sensor-to-synchronous-relay link 

is a critical acquisitio~ problem because large relative motion of 

the two vehicles can exist with the sensor moving in and out of view 

of the relay satellite. 

6.2.1 Spatial Acquisition Considerations 

Acquisition beamwidth refers to the antenna beamwidth that is useable 

for acquisition. Normally, beamwidth is given at the 3-dB points ­

here 0.2 degrees or 3.5 milliradians. Useable beamwidth, however, 

may be defined by the 10-dB points, or lower, providing there is 

sufficient signal power to trigger the acquisition device if the 

signal is received at the beam edge. 

An acquisition beamwidth must be defined based on received signal 

power. The larger this beamwidth can be made the better, since it 

allows for larger uncertainties in satellite location or antenna 

pointing angle. For purposes of this disc~ssion the 3-dB beamwidth 

will be used. 

6.2.1.1 Position Uncertainty 

A typical relay satellite configuration is 'illustrated in Figure 6-1. 

A position uncertainty exists between the relay satellite and the 

sensor satellite. 

Satellite uncertainty volume can be defined, based on accuracies of 

ground tracking antennas, after the orbit is established. This 

uncertainty volume is then translated into angle uncertainty of one 

vehicle with respect to another. 

A relay satellite will establish communication with a low altitude 

satellite shortly after the latter comes into view and will retain 

the link as long as possible or until a second relay satellite can 

acquire it. The distance between the two satellites can vary 
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Figure 6-1 Satellite Configuration 
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considerably during this time interval. For a given position uncertainty, 

the angular uncertainty will be minimum at the end points and maximum at 

the mid-point since the range is minimum. Normally, acquisition will 

not occur at the mid-point; but, for calculation purposes, i.e., worst 

case angular error, this will be assumed to be the case. 

At the point of closest approach the distance between the relay and 

low altitude vehicle will be: 

d = 19,327 - A in nautical miles 


where A a low altitude satellite height above earth 


Angular uncertainty is then 

P 
9 = tan-1 (---"d--')

1 


where p = position uncertainty in nautical miles 


Figure 6-2 is a plot of position uncertainty and altitude, A, versus 

angular uncertainty. Since both the low alt'itude vehicle and the relay 

will have a position uncertainty, the total worst case angular error 

will be the sum of the two. 

Figure 6-3 is a plot of position uncertainty versus angular uncertainty 

for vehicle separation of 30,000 n.m. and 40,000 n.m. 

6.2.2 Short Term Vehicle Stability 

Three attitude control methods determine short term stability. 

a. 	 Three-Axis Gas Control: The three axis gas control'cycles 

between preset limits about all three axes. If the satellite 

is heavy and the thrust small, the short term stability can 

be held .to less than la/min. (0.00003 rad/sec). 
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b. 	 Variable Speed Flywheel: Variable speed flywheels provide 

very good short term stability. Using gas control for gross 

corrections only, flywheels can provide a short term stability 
-6 on the order of 3 x 10 rad/sec when the gas control is not 

thrusting. 

c. 	 Spin Stabilization: The spin stabilized satellite provides 

the best short term stability, of the order of 0.1 x 10-7 

rad/sec except when thrusting, to correct precession or 

orbit parameters. 

6.2.3 Attitude Control Subsystem 

Attitude control subsystems require earth, sun, and star tracking 

sensors: 

a. 	 Earth Sensors: Earth sensors are the least accurate of 

the three types of sensors. Most earth sensors are designed 

to sense the energy in the 14 to 16 micron CO2 band as 

the altitude of the measured CO2 is more s~able than the 

water vapor band. The absolute one reading accuracy of a 

good earth sensor is approximately 0.00175 radians. After 

averaging multiple readings an accuracy of 0.00087 radians 

can be obtained. 

b. 	 Sun Sensors: Sun sensors are more accurate than earth 

sensors. The accuracy is limited to 0.00002 radians. 

This limitation is due to solar flares and sun spots. 

Obviously, the sun sensor is inoperative when it is in 

the earth's shadow. 

c. 	 Star Trackers: Star trackers are the most accurate of the 
-6sensors. The accuracy is greater than 5 x ~O radians 

and is limited by the drive brain and encoder accuracy. 
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Star trackers are large and heavy, and require a sophisticated 

thermal design. A sixteen bit encoder seems reasonable 

related to size, weight, and power (12-bit encoders are 

available) and gives a resolution of 0.1 mr. However, due 

to a possible ambiguity in the least significant bit, an 

absolute accuracy of 0.2 mr is used. 

6.2.4 Spatial Acquisition Accuracy 

Acquisition accuracy is essentially determined by the type of attitude 

control employed in the spacecraft. The advantage of the more sophisticated 

star tracker attitude control system can be illustrated here through a 

calculation of overall acquisition accuracy to show that a spatial 

search is not required to acquire the signal. A spin stabilized 

satellite with a despun antenna is assumed. 

Total acquisition error, in Table 6-1, is obtained by addition of 

the individual contributors. Combining errors in this fashion may 

yield a pessimistic result since all sources must generate errors in 

the proper sense so that the resultant is the arithmetic sum. 

Errors are tabulated as either a bias or noise error: 

• 	 Bias Error: An error which is non-varying over short 

periods of time but which cannot be compensated. 

• Noise Error: 	A rapidly varying (jitter) error. 

Total error must be less than 1.7 milliradians for a 3.5 mr, 3-dB 

beamwidth if acquisition is to be accomplished without spatial search. 

It is seen that total error will, in fact, permit the antenna to be 

directed with sufficient accuracy so that a spatial search is not 

necessary to acquire the vehicle. 
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TABLE 6-1 

ACQUISITION ERROR BUDGET 

ERROR SOURCE 

1. 	 Position (see angular uncertainty 
vs position uncertainty Figure 6-2) 

2. 	 Spacecraft 

a. 	 Attitude 

1. 	 Short Term Stability 

2. 	 Attitude Control 

h. 	 Gimbal System 

1. Gimbal Alignment 

2. Axes Orthogonality 

c. 	 Position Reference 

1. 	 Encoder Accuracy 
and Resolution 

d. 	 Antenna 

1. 	 Boresight Shift 

Total Error (worst case) 

ERROR 

Bias (mr) Noise (mr) 

0.04 

0.1 

0.2 

0.5 

0.5 

0.2 

0.2 

1.64 mr 0.1 mr 
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Since the tabulated errors are slanted toward the high side and usable 

beamwidth is taken as 3-dB instead of, perhaps, 10-dB, a margin actually 

exists in the above calculation. 

The point to be made, here, is that acquisition is feasible without 

spatial search. The' outcome would have been reversed had an earth 

sensor been employed instead of a star tracker as the spacecraft 

attitude reference. 

6.3 SPATIAL SEARCH 

A spatial search by two highly directive antennas on two separate 

spacecrafts to locate each other is a complicated procedure. Each 

vehicle is faced with the problem of locating the other in a given 

time interval. If both vehicles initiate search independently at 

the same time, one may be searching one end of the search sector 

while the other is at the opposite end with the result that the 

search is prolonged and, possibly, the two never acquire each other. 

A search sequence must be established, therefore, that permits full 

coverage of the sector in the allocated time and in such a manner 

that assures essentially 100% probability of successful acquisition. 

6.3.1 Search Sequence 

For spatial search to be successful,complete cooperation is required 

between two satellites. At a given time, one satellite positions its 

antenna in a predetermined direction and holds this position long 

enough to permit the second satellite to sweep the complete search 

sector. At the end of one search period, the first satellite repositions 

its antenna for the second search and so on until acquisition is 

accomplished. The above sequence assumes the first satellite to be 

radiating a signal and the second to be silent. 

Acquisition by the second satellite immediately actuates its transmitter 

so that a signal is radiated to permit the first satellite to acquire. 
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The time required to complete the sweep depends on sector width, 

spacecraft antenna slew limitations, and receiver detection capability. 

The search may be in the form of a spiral around center point or in 

the form of a raster scan. 

The number of times the acquisition cycle must be repeated depends 

on the uncertainty region and on signal level. If the region is 

suffiCiently small and the signal power sufficiently high to provide 

substantial margin, then perhaps only one complete search will be 

required to produce successful acquisition. 

6.3.2 Signal Detection 

The second phase of the acquisition problem consists of detecting 

the signal when it appears in the antenna beam and indicating its 

presence to the antenna servo/drive so that the antenna can be stopped 

and auto track initiated. 

One method used in detecting the presence of the input signal is 

shown in Figure 6-4, consisting of a simple amplitude detector, filter 

and threshold device. 

Signal presence is indicated when the integrator output exceeds the 

preset bias level. Bias level is set by signal and noise levels 

expected in actual operation. Other factors to be considered are 

the probability of detection and probsbility of false alarm. A graph 

is presented in Figure 6-5 showing dwell time and false alarm time 

versus signal to noise ratio. 

Dwell time is a property of the integrator which imposes restraints 

on antenna search speed and/or beamwidth such that the signal is 

present in the beam for a minimum time period. The probability of 

detection, Pd, is taken as 0.98. Trade-offs must be made between 

signal-to-noise ratio, dwell time and false alarm time in the course 

of system design. 
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6.3.3 Considerations of Signal Power Level 

In situations where signal power is not sufficient to permit use of 

wideband tracking techniques, narrowband frequency or phase-lock 

techniques are utilized. Receiver complexity is increased in the 

process but performance is improved. 

Signal detection in a phase-lock receiver is accomplished in frequency 

as well as in phase during the acquisition sequence by sweeping the 

VCO (voltage controlled oscillator) across the frequency uncertainty 

region. 

Another variable is therefore added to the acquisition problem, i.e., 

frequency search rate is required to be compatible with the spatial 

search rate. This does not, however, impose major problems on the 

system, since the desired frequency sweep rate can be obtained rather 

simply in the receiver by providing a separate acquisition loop band­

width, if necessary. 

6.3.4 SNR and Frequency Sweep Rate 

For the phase-lock receiver, signal detection is indicated when the 

phase-lock loop locks to the incoming signal. An in-lock indication 

removes the frequency search in the receiver and spatial search at 

the antenna. The transition from the search phase to tracking is 

accomplished instantaneously when the loop locks. The only constraint 

is that the antenna search then be stopped. 

Maximum frequency sweep rate is dependent on loop parameters and on 

loop signal-to-noise ratio. An empirical equation that provides a 

90% probability of acquisition is given as follows: 
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(SNR)-1/2 K 
lIwmaxc [ I- B maximum sweep rate 

1+ d 

SNR - Loop signal-to-noise ratio 

K c Factor due to limiter 

Wo. Loop natural frequency 

d.. Factor depending on damping < 0.05 for damping 
factor of 0.7 

Requiring A W< A wmax will increase the probability of signal 

detection. 

A plot of 1I &max/wo
2 

versus loop SNR is given in Figure 6-6. Limiter 

bandwidth is assumed to be ten times the threshold loop bandwidth for 

the calculation. 

6.3.5 Search Calculations 

Assume an uncertainty region with 20 mr on a side as illustrated in 

Figure 6-7. 

If acquisition is to occur between a relay and sensor vehicle, Vehicle 

B must direct its antenna in a given direction at the time the sequence 

is initiated and Vehicle A must search over the uncertainty region. 

At the end of the first search period (time for A to cover the search 

sector), Vehicle B must increment its antenna in angle and A will repeat 

its sweep over the sector. 

The search sector is shown in Figure 6-8. Vehicle A antenna beamwidth 

is taken as 3.5 mr and is illustrated in the figure. Search consists 

of sweeping the antenna across the sector and then back after raising 

the angle. Overlap is shown to provide full coverage. 

A scan rate of 10 milliradians per second is now assumed. This rate 

is considered reasonable from the mechanical standpoint. For ,seven 

scans, a minimum of 14 seconds is required. When allowance is made 
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for reversing the antenna at the end of the sweep, the time will be more 

on the order of 45 seconds. The number of times the entire sector must 

be searched, and hence total acquisition time, depends on the signal 

strength, i.e., usable beamwidth of Antenna B. 

Assume a signal strength margin such that the usable beamwidth of 

Vehi~l~ B is 5 mr (approximately 10-dB down). Vehicle B is contained 

in the search sector of Vehicle A. The antenna on B, however, need 

not be-pointing at A since B has the same uncertainty region as A. The 

uncertainty region of B is divided into 5 mr cells, of which there are 

16. At the rate of 45 seconds per cell, 12 minutes will be required 

to cover the complete sector. Thus, the maximum time to acquire is 

12 minutes, although it is highly unlikely that it would ever take 

this long. Nevertheless, the system must be capable of accepting maximum 

acquisition time even though it occurs rarely. 

During the time the search is in progress, the relative position of 

the two vehicles will change due to the relative motion. Between two 

relay satellites the change will be negligible. 

{JI;'fthe worst-case condition, Le., when the velocity vector of the 
;fp1! 

sensor satellite is perpendicular to the line connecting the two 

vehicles, the"angle will be as shown in Figure 6-9 • 
• )~'l:

:.1'­
v ttan 9 D 19.027 

where v = velocity • 4.1 nm/sec 

t = time = 12 minutes = ~20 sec 

9 = 0.15 radians 

Although acquisition will normally take place in less than 12 minutes 

and at a point in space where the velocity vector is nearly parallel 

to the line connecting the vehicles, the problem of relative motion 
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between the two does not vanish. The simplest solution to the problem 

is to restrict the region where acquisition can occur and then program 

in a slew rate, superimposed on the search motion, that will cancel 

the relative motion error. 

A similar calculation will now be made for an acquisition which 

occurs when the sensor satellite comes into view of the relay satellite. 

The geometry is shown in Figure 6-10. 

Let PI be the initial position of the sensor and P2 the position 12 

minutes later. For a 300 n.m. orbit altitude, the earth revolution 

period is 100 minutes and a - 43 0 
, 

= 

0.135 '" 9
2 

• 30 milliradians 

which exceeds the search width. 

A phase lock tracking receiver is assumed for this configuration. A 

frequency search by the loop VCO is required simultaneously with spatial 

search to detect the signal if it is present in the antenna beam. The 

width of the search depends on the combined effect of oscillator drift 

and doppler. At the frequencies of interest, the doppler shift is much 

more significant than oscillator drift, hence the search range is 

essentially defined by doppler considerations. 

Assume a 300 n.m. orbit for the sensor satellite and link frequency 

of 50 GHz. Maximum doppler shift will be 1.25 MHz. The sense of 

the shift (±) depends on the relative motion of the vehicle - approaching 

or receding. 
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6.3.6 Phase-Lock Loop Bandwidth 

Phase-lock loop bandwidth can be determined from the preceding paragraph 

that will permit the above search rate and provide a high probability 

of detection. 

Assume a signal strength that will provide a signa1-to-noise ratio in 

the loop acquisition bandwidth of 15 dB. From Figure 6-6. 

lim max .. 1.05
2 

wn 

2 lim max 2 TT x 1.67 x 106 

wn .. 

1.05 • 1.05 


wn 3.16 x 103 loop matura1 frequency 


~ssume a second-order loop with damping factor of 0.7 

BL 
-. 0.5w. 

m 

2B ., 3.15 x 103 
Hz = two-sided loop noise bandwidth

L 

This represents a minimum value. To insure a high probability of 

detection, the bandwidth should be increased to at least 5 kHz. 

6.3.7 Time for Frequency Search 


Antenna scan rate has been assumed to be 10 mi11iradians per second. 


Time 	 allowed for a frequency search win then be approximately 

3mr beatIMidth 
t = 	 ..

10 mr/sec velocity 

t .. 0.3 sec 
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Beamwidth is taken as 3 mr to allow the vehicle to pass through off­

beam center and be detected. Thus, full beamwidth of 3.5 mr only 

occurs on the beam center as the antenna is swept across the search 

sector. 

6.3.8 Frequency Search Rate 

Assume a frequen,y search sector of 0.5 MHz. Frequency search rate 

is therefore determined by 

o - 0.5 MHz - 1.67 MHz/sec0.3 sec 

Increasing the frequency search sector to 2.5 MHz requires an increase 

in search rate by a factor of 5. The loop bandwidth will increase by 

a factor of 2.2, i.e., minimum loop bandwidth becomes 7 kHz. 

6.4 TRACKING 

Once the signal from the satellite is acquired, the antenna must be 

placed in an auto track mode to enable the receiver to constantly 

receive the incoming signal and to maintain the antenna pointed 

properly for the transmitted signal. The block diagram of the tracking 

system is given in Fignre 6-11. 

A feed or equivalent generates a sum and difference channel in two 

orthogonal axes. Tracking information is contained in the difference 

channel amplitude which is processed by the receiver to generate error 

voltages in each axis for the antenna servos. 

One of the primary concernS of the tracking system is that it track 

the incoming signal sufficiently close to the antenna beam peak so 

that the gain loss is negligible. 

A criteria is established that tracking error produce 0.5 dB or less 

degradation in antenna gain. 
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6.4.1 Tracking Receiver Configurations 

Frequency acquisition (location of the incoming signal in frequency) 

is accomplished concurrently or after spatial acquisition is complete. 

In the absence of a spatial search, frequency acquisition occurs after 

the antenna is directed at the signal source. When a spatial search is 

required, then the two events must occur simultaneously. The complexity 

of frequency acquisition depends on the type of receiver employed. 

A wideband receiver covering the total frequency uncertainty region 

(oscillator drift and doppler effects) will require very little added 

capability to perform the function. A narrowband receiver, however, 

will require a search capability to cover the frequency uncertainty 

range. 

A coherent tracking receiver will provide: 

a. 	 Autotrack capability for a two-axis tracking antenna utilizing 

simultaneous-lobing tracking techniques. 

b. 	 capability of demodulating telemetry data that is carried on 

the tracking Signal. 

6.4.1.1 Wideband Tracking 

One 	 form of tracking receiver is the cross-correlation receiver shown 

in Figure 6-12. 

Error signals for the servos are obtained by forming the product of 

the sum channel signal with each of the difference channel signals to 

produce, after filtering, a dc error voltage with amplitude proportional 

to the amplitude of the dIfference channel signal and polarity indicating 

the direction or sense of the error. 

6-23 


SPACE & RE-ENTRY SYSTEMS DIVISION
PHILCO 4·" 	 Phrlco-Ford CorporatIon 



The receiver bandwidth must be broad enough to encompass frequency 

variations in the input signal due to oscillator drift and doppler 

shift. At the frequencies of interest the doppler shift is on the 

order of a megacycle when tracking the sensor vehicle; therefore, 

the receiver bandwidth must be of the same order of magnitude. 

Noise in the error channels introduces tracking jitter which must 

also be limited to avoid tracking error. 

6.4.1.2 Narrowband Tracking 

The wideband receiver shown in Figure 6-12 can be modified into a 

narrowband configuration by incorporating automatic frequency control 

(AFC) to maintain the signal centered in the passband. The width 

of the passband can be reduced with corresponding decrease in noise 

power and increased signal-to-noise ratio. 

Another form of the narrowband receiver is the phase lock receiver. 

A block diagram is given in Figure 6-13. In this case, phase lock 

is established on the sum channel signal to maintain the signal in 

each channel centered in "the passband. Since the loop tracks the 

carrier with zero frequency error, the IF apertures can be made 

quite small; a 6-dB signal-to-noise ratio in a 1 MHz bandwidth will 

require 30-dB more signal power than in a 1 kHz phase lock bandwidth 

assuming the noise density is the same in each case. 

6.4.2 Loop Noise Bandwidth 

Loop noise bandwidth is determined from the dynamic characteristics 

of the signal that must be tracked, assuming that the loop is high 

gain and of order two. 
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Dynamic tracking error is defined 

t.ill9a • radians2: 
n 

For a condition where Sa ~ 0.1 radians, then 

•• 2 II ill minimumrun ­ 0.1 

alt. .nUln 0.1 

In a high gain second order loop with damping factor of 0.7, the two 

sided noise bandwidth is 

2BL • ill n 

6.4.3 IF and Loop Bandwidth vs Doppler Shift 

IF bandwidth vs frequency is shown in Figure 6-14 to show the effect 

of doppler shift. based on the relative motion of the sensor satellite 

with respect to the relay satellite. 

A plot of maximum doppler rate versus frequency is given in Figure 

6-15 for 300 nm and 500 nm altitude orbits. Loop bandwidth versus 

maximum doppler rate is given in Figure 6-16. Loop bandwidth in this 

figure should be interpreted as minimum value for a given doppler rate. 

6.4.4 Tracking Accuracy , 

When in the autotrack mode, it is desirable to maintain the peak of 

the antenna beam directed at the target at all times to take full 

advantage of the peak antenna gain. When the tracking antenna is 

highly directive, small angular errors can cause a significant 

reduction in antenna gain Which, in turn degrades link performance. 
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A criteria of acceptability for tracking error can, therefore, be 

established based on the antenna gain degradation that can be tolerated 

by the systems. For purposes here, a degradation of 0.5 dB maximum 

will be,assumed acceptable. 

In the following paragraphs, tracking errors are identified and 

contributions assessed. Total error is then determined to ascertain 

if a specified allowable error is attainable. 

6.4.4.1 	 Tracking Error Due to Thermal Noise 

Angle tracking error due to the thermal noise in the tracking receiver 

can be calculated for the phase lock receiver configuration. 

A plot 'of the RMS error, 9, versus signal-to-noise ratio in the 

receiver phase-lock-loop bandwidth is shown in Figure 6-16. 

6.4.4.2 	 Tracking Error Due to Pre-Comparator and Post-Comparator 

Differential Phase Shift 

Differential phase shifts before and after the comparator, shift the 

apparent null in antenna angle causing the antenna to track the signal 

at a point off the peak of the sum channel pattern peak. 

Tracking error is the antenna angle error from the sum channel peak; 

in the ideal case, to the null. 

A simplified block diagram of the tracking antenna and receiver is 

shown in Figure 6-17. For simplicity, two feeds are shown on the 

antenna instead of four; i.e., tracking in one axis instead of two. 

The outputs of the two feeds are combined in the comparator (amplitude 

comparison simultaneous lobing technique) to produce the sum ( ~ ) 

and difference ( fi ) channel. 
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The sum channel signal is amplified and down-converted in the receiver. 

The local oscillator signal is provided by the receiver veo, which is 

phase locked to the carrier component of the signal. Receiver AGC is 

derived from the sum channel signal and controls the gain in both the 

sun and difference channels. 

The difference channel signal is amplified and translated in the. same 

manner as in the sum channel. Note that any phase variation in the 

sum channel is introduced into the difference channel by the veo 
since the veo is phase locked to the sum channel. The De error voltage 

is obtained from the product detector shown in the figure. 

The signal at the antenna can be written as follows: 

cf(t) A sin[wct +a + lI(t)] 

WC c Radian carrier frequency 


a Arbitrary reference phase
m 

lI(t) a Angle modulation on the carrier 

This signal will be present in each of the feeds. The amplitude in 

each feed will depend upon the position of the signal source relative 

to antenna boresight. When autotracking, the two amplitudes will be 

nearly equal. 

Feed #2 -
where B a relative phase shift between fl(t) and f 2(t), i.e., 

pre-comparator differential phase shift. 
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Phase shift ~ can result from differences in feed line lengths to the 

comparator or from other dissimilar electrical characteristics of the 

feeds. It can also result from a received wavefront which is not 

perpendicular to the boresight axis. When autotracking this condition 

is essentially met so that little, if any, relative phase shift results 

from a non-perpendicular wavefront. 

This analysis will be concerned with the relative phase shift between 


the feeds and between the sum and difference channels. Thus, the 


arbitrary phase reference, a, can be set equal to zero. 


At the<comparator output the sum channel signal can be expressed as 

the sum of the two feed signals: 

and the difference channel: 

It should be noted, at this point, that a phase shift to the carrier 

has been introduced instead of a time delay to the overall modulated 

<signal. The reason for this is that the receiver is assumed to 

track only the carrier component of the signal. That is, the phase­

lock-loop is a carrier tracking loop and the modulation is assumed 

to be filtered out prior to the difference channel detector. 

Now, the post detection differential phase shift can be introduced 


and the error signal at the output of the difference channel detector 


derived. 


g~ (t) -G.fA sin [W + a/2 + y/2 ] +A2 sin [Wet - ['./2 + y/2] }c I ct 

gf!. (t) -G { Al sin [W + a/2 - y/2 ] - A2 sin [Wet - a/2 - y/2] }ct 


where G· channel gain 


y. post comparator different ial phase shift 
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Note the modulation has been dropped for reasons presented above. 

The error signal is: 

E(t) k ~ (t) X gA (t) 

k • gain constant of the detector. 

E(t) k G2 1/2 (A 2 _ A 2) Cos Y + AlAZ [cos (y-R) - Cos (y+R)]- 1 2 
2 

A 2 A 2 
- 1 Cos (2 W t "" 13) + -2.. Cos (2 "'et - fl)"""'2 c 2 

The double frequency terms can be ignored since they will be filtered 

out. The DC component is of concern here and is given by the first 

two terms of the expression. 

The final step in the analysis requires the amplitudes Al and A2 be 

expressed as a function of antenna angle. This is done by assuming 

the individual feed patterns to be Gaussian in form and, as such, 

can be expressed: 

-2.78 ( Q ... 0.045 )2 ]• exp [ . 2 0.13 

-2.78 ( Q - 0.045)2 ].. exp [ 2 0.13 

where Q is the spatial angle in degrees. Sum channel antenna beamwidth 

is 3.5 mr. 

Arbitrarily select kG2 
x 2, since k~ is a constant affecting only 

the gradient of the output error signal. E (t) now becomes: 

(A 2 _ A 2)E(t) I 2 

Tracking error is obtained from the above expressions when ~(t) • O. 
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A plot of track error versus ~ and y is given in Figure 6-18. 

Figure 6-19 is a plot of the error voltage versus angle 9 to 

show the effects of y and ~ • 

It can be seen that when y • 0 no error results even though e = O. 

It should be noted that if either y or e is zero the tracking error 
o 0will be zero. Curves are also given for y = 10 and $ a + 4. Note 

that the phase reversal in e shifts the crossover from positive to 

negative error but that the absolute value of the error remains the 

same. The same result is obtained if the phase of y is reversed 

instead of S. Finally, the curves are linear over the range(s) of 

investigation. Increasing the range introduces non-linearity at the 

end points; however, this is of little concern since tracking is 

usually constrained to small angles off boresight. 

6.4.4.3 Tracking and POinting Error Due to Amplitude Unbalance 

In a two-axis, simultaneous-lobing, amplitude-comparison, tracking 

ante~ four individual feeds are combined in a comparator to produce 

the sum and difference of the outputs of the individual feeds. Ideally, 

when the individual patterns are identical, the difference channel 

null and electrical axis (each axis) coincides, in angle, with the 

sum channel; and since the servos track the null, the signal is 

received on the sum channel pattern peak. 

An amplitude unbalance between the individual feed patterns will 

shift angle of the difference channel null and cause the antenna 

to track the signal at a point off .the sum channel patterns peak. 

The individual beam patterns are assumed Gaussian in form and, as 

such, can be represented as follows: 
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where Q is in degrees. 

The sum channel is given by: 

At the crossover (Qc), PI = P • Thus an expression can be written2
which relates Gl , G and Bc where G and G are the amplitudes of

2 l 2 
the individual patterns. 

2 2
QC + 0.042\ ] [r.sc - 0.042:"\ ]

Gl exp [-2.78 C 0.13 -) .. G2 exp -2.78 \. 0.13 j 

[ CQC - 0.042\2 
exp -2.78 0.13 -) ] 

exp [_2.78(QC ;.~304?:f] 

exp [29.6 QC] 

Amplitude unbalance (G /G ) versus boresight shift 9c is plotted
l 2

in Figure 6-20. 

6.4.4.4 Tracking and POinting Error Due to Unequal Individual Beamwidth 

Tracking error due to amplitude unbalance, treated previously, considered 

the effect of varying the individual beam amplitudes while holding the 

beamwidth constant. In this. section the amplitude of the two individual 

patterns is held constant and the beamwidth of one of the individual 

patterns is allowed to vary with respect to the other. 
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As before, the individual beam patterns are assumed Gaussian in form. 

2 

D exp [-2.78 (9 ~ 0.045) ] 

B2 

where 9 and en (3 dB beamwidth) are in degrees. 

As before, the null occurs when 

2 
exp [ - 2•78 ( 

e +
9 

0.045 )2 -1J = exP r L-·2 78 i\.9 
9 
- 0.045) ] 

Bl B2 

For this case the solution is found by letting the computer search 

for the null. The results are plotted in Figure 6-21. 

6.4.4.5 Tracking Error Due to Antenna Temperature 

Error due to temperature refers to the affect of non-uniform heating 

of the antenna, and components or cables in the transmission path. 

Error may be introduced (existing error allocations increased) due to 

one side of the spacecraft being exposed to the sun for prolonged 

periods of time. For the purpose of this analysis an error of 0.1 mr 

is allocated for temperature variations. It is expected that the 

contribution from the antenna will be the only significant error and 

that it will be within the allocated value. 

The mean-square tracking error is given by 

III B 
----1!rN s 

2 DBc f3 
2 

In 2 In 10 L n Jo 
k-O 
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, a Sum pattern 3 dB beamwidth (radians) 

DBc a Crossover point in dB down from the individual beam 

pattern peak 

8 & Ratio of sum pattern 3 dB beamwidth to individual 

pattern of 3 dB beamwidth 

1n () - Natural logarithm 

I - One-sided. noise density in difference channel 

B a Servo noise bandwidth (one-sided)
n 

S a Received signal power on boresight 

Jo () '" Zero order Bessel function of first kind 

The factor in the denominator, n Jo (~k)' accounts for the carrier 

loss due to modulation. If the signal power is taken as carrier power 

this term can be ignored. This is done here and S will denote carrier 
c 

power. 

It can be seen that tracking error is a function of the noise power in 

the servo bandwidth. It is more convenient to plot error as a function 

of signa1-to-noise ratio in the tracking receiver phase lock loop 

bandwidth rather than servo bandwidth. The equation can be modified 

to do this as follows: 

S S c i!!s BT c.. • ---IB i!!B ~s BTn n 

where is c noise density in the sum channel 

phase lock loop double sided noise bandwidthBT '" 

For this· analysis, ~ a i!! and the mean square error can be written. 
s 
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2 5 j2 B 29 .. radians....!! -1!....2
2 DBc 6 In 2 In 10 SBT c 

where 

N .. ~ BT 

6.4.4.6 Servo 14& Errors 

Servo lag is the term applied to the angle tracking error incurred due 

to the characteristics of the servo system when tracking a,moving vehicle. 

Steady state tracking error is determined as follows: 

--
•an&ular acceleration wE .. .. 

Ka Ka 

Ka .. Servo loop acceleration error constant 

The maximum tracking acceleration requirement for the synchronous relay 
2satellite is on the order of 0.023 milliradians/sec • To maintain tracking 

error of 0.1 milliradians or less will require a servo error constant, 

0.023 .. 0.230.1 

which should be readily obtained for the antenna under consideration. 

6.4.4.7 Servo Bias Error 

Servo bias error refers to an offset error that commonly occurs with dc 

amplifiers. For example, the error voltage at the receiver is a dc voltage 

with positive value for errors of one sense and negative for errors of the 

opposite sense. Zero voltage corresponds to zero error. A dc offset would 

introduce a bias error called servo bias error. Errors of this type are 

minimized by careful design. 

An allocation of 0.1 mr is usually given to servo bias error. 
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6.4.4.8 Propagation Time Error 

When two satellites are tracking and are in communication with each other, 

each satellite tracks the incoming signal and radiates its signal to the 

other through the same antenna. Thus, as Satellite B receives the signal 

from Satellite A the antenna (Satellite B) will be pointed slightly behind 

Satellite A. This will cause the transmitted signal (B to A) to be 

propagated from a point, on the beam, which is off the beam peak and 

hence, cause an error. The magnitude of the propagation error can be 

evaluated as follows for a distance of 19,027 nm between Satellite A 

and Satellite B. 

19,027 nmTime delay T .. 
c 

where c m velocity of light. The Satellite A will move, d, 

with velocity, v, in time, T, 

thus, the angle error, 9 can be derived from 

..tan 9 "" 9 
VT 0.025 mr= ""1-=-9"'-,0""2"'7=" 

where v - 4.1 n.m./sec. 

The worst case error will occur when the velocity vector of one satellite 

is perpendicular to a line connecting the two satellites. 

6.4.4.9 Total Error 

Total tracking error can now be computed by combining the bias and noise 

errors obtaiued in the above paragraphs and tabulated as in Table 6-2 

for a tracking error budget. 

For the antenna beamwidth of 3.5 mr, a degradation of 0.5 dB in gain 

corresponds to an angle of 0.66 mr. Hence, the total error must be 

less than 0.66 mr to meet desired tracking accuracy. 
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TABLE 6-2 

TRACKING ERROR BUDGET 

Source 
(Milliradian) 

Bias Peak 
(Milliradian) 

Noise 1 cr 

Thermal Noise (15 dB SNR) 

Phase Shift (Pre - 6°) 

(Post a 10°) 

Amplitude Unbalance (0.5 dB) 

0.02 

0.07 

0.02 

Beamwidth Unbalance (1.1:1) 0.04 

Temperature 0.10 

Servo Lag 0.10 

Servo Bias 0.10 

Propagation Time Delay 0.03 

Total 0.46 0.02 
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Bias errors above are summed by straight addition. It should be noted 

that errors combined in this fashion yield a very pessimistic result as 

the sense of each error must be such that they combine to produce a 

composite error in a given direction. Such an occurance is highly 

improbable and the total error will actually be much less. 

The above worst case combined error is seen to be well within the 

allocated value of 0.66 mr. 
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N70-32127 

SECTION 7 

THE MILLIMETER WAVE LINK 

7.1 THE MILLIMETER WAVE LINK IN IMAGE TRANSMISSION 

The millimeter wave link is the medium which is used to transmit image 

information across space from a transmitting terminal to a receiving 

terminal as shown in Figure 7-1. This link will determine the amount 

of margin required to transmit a given information data rate at a particu1' 

frequency over a given distance. Of prime inportance are: 

Transmitter Power• 
Transmitter Antenna Gain • 
Space Loss • 

• Receiving Antenna Gain 

• Receiving System Noise Figure 

These various parameters will be addressed with particular reference 

to the particular problems incurred in transmitting data rates of 

40 to 400 Mbps at the millimeter wave frequencies from 35 to 90 GHz. 

7.2 LINK BUDGET IN MILLIMETER WAVE SPACE COMMUNICATIONS 

The link budgets of a spacecraft to spacecraft link, or spacecraft 

to ground link are vital for determining how much data can be transmitted 

from one point to another with given antenna sizes~ transmitting terminal 

ERP and receiving terminal gain and system temperature. The following 

paragraphs discuss how a millimeter wave link budget is computed, and 

nomographs which relate data rates from 40 to 400 Mbps, frequencies 

of 35, 60, 75, and 94 GHz for various antenna sizes and receiver noise 

figures over worst case distances. 
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MILLIMETER WAVE LINK 
~____________________--JA~____________________~ 

{ r----, r-----.'
~IT~~~Sm~n~ER~--~C=--~'------~r-~I~~~CE~I~~R~1 


~ ~ 
DIGITAL-DATA TO DEMODULATOR 
MJDUlATED 
CARRIER 
FROM 
MODUlATOR 

PRINCIPAL LINK PARAMETERS 

• Transmitter Power 

• Transmitter Antenna Gain 

• Space Loss 

• Pointing Error 

• Receiving Antenna Gain 

• Receiver Noise Figure 

Figure 7-1 Basic Millimeter Wave Data Transmission Link 
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7.2.1 Link Budget Analyses for Sensor Satellite to Relay Satellite 

Consider the specific conditions defining the transmission between 

a sensor satellite and a relay satellite. 

Freq - 60 GHz 


Data Rate c 100 - 400 Mbs 


Range c 24,500 N Hi 


Data Error Rate = 1 x 10-5 errors/bit 


The link budget is then determined as follows: 

1. Tx Pwr (tradeoff parameter) 

2. Insertion loss of Tx components -2 dB 

(Includes 	filter combiner, polarizer, 

diplexer, waveguide RF coupling) 


3. Transmit antenna gain (tradeoff parameter) - See Figure 7-2 

lon· - __ 4TTA_ 'flGa 
).2 

D2 

where A '" ~ 


4 


DT a Tx Antenna Aperture dia. (feet) 

11 = Antenna eff. (~ • 0.75) 

). = Wavelength (feet) 

2 2
Gain _ TT 'flD 	 984'" -~:--:­" f (me)). 2 

TGain (dB) a 10 log + 20 log D 

~9.9~p5~ 	 T
Gain (dB) - 10 log 	 + 20 log D2.69 x 10-4 

- 10 log (2.71)(104) + 20 log DT 

TGain (dB) - 44.3 + 20 log D 
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4. 	 Space Loss, see Figure 7-3. 

L - 36.6 + 20 log F + 20 log d 

L - 36.6 + 20 log 60 x 103 + 20 log 24500 x 

L a 36.6 + 95.6 + 89 

L .. -221.2 

5. 	 Tracking Loss (both) 

6. 	 Polarization Loss (both) 

7. 	 Oxygen Absorption 

8. 	 Receive Antenna Gain (tradeoff) 

9. 	 Insertion Loss of Receiver Components 


(Polarizer diplexer, filter separator 


and waveguide) 


10. 	 Link Margin 

1.15 d .. miles 

-221.2 	dB 

-0.5 	dB 

-0.3 	dB 

-0.1 	dB 

44.3 	dB + 20 Log DR 

-1.5 dB 

-3 dB 

11. 	 S = pT + 44.3 + 20 log DT -2 -221.2 -.5 -0.3 -0.1 + 44.3 + 20 log DR -1.5 -3.0 

S .. pT +'20 log DTDR -140 dB Power (S) at Receiver Input 

12. 	 Noise Density (N ) at receiver input.
o 


No .. KT s, - K to F where T s is the system temperature, 


o
To is the reference temperature. 290 K 


and F is the equivalent system noise figure. 


N a KT F, KT = -174 dBm 

o 0 0 

N (dB)" -174 dBm + 10 log F o 

13. 	 Received Signal to Noise Density Ratio (SINo) 

.. pT + 20 log DTDR -140 dB 

SINo -174 + 10 log F 


.. PT + 	20 log DTDR + 34 dB -10 log F 
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14. 	 Link Tradeoff Equation 

Received SiN • Required SiN 
0 	 0 

T p + 	20 log nTnR + 34 dB - F 11+10 log b-

Dl + 20 log nTnR 

+ 34 - F 11 + 65 

l + 	20 log nTnR 
- F - 42 dBm 

pT + 	20 log nTnR - 42 + F (dB) 

T T R 15. 	 Plot the system equation for the ranges of P n nand F that are 

feasible in millimeter wave communications. See Figures 5-5 and 

5-6. 

7.2.2 Link Budget Nomographs 

The link budget analysis approach of the preceeding paragraph has been 

used to develop the nomographs of Figures 7-4 through 7-7 based on the 

baseline link budget computations of Table 7-1. These nomographs are 

computed to permit relating satellite transmitter power required to 

transmit various data rates at 35, 60, 75 and 94 GHz, for various 

transmitting antenna sizes, to the receive~ antenna size and receiver 

noise figure. 

The various secondary impairments of the link are also included, as 

identified in Table 7-1. 

7.3 	 MILLIMETER WAVE TRANSMITTERS 

A critical parameter in developing Effective Radiated Power (ERP) 

from the transmitting satellite is the amount of transmitter power 

which can be developed in the millimeter wave frequencies from 35 

to 90 GHz. 
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TABLE 7-1 


BASELINE LINK BUDGETS 


1. 

2. 

::I. 

4. 

:>. 

b. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17 •. 

18. 

19. 

20. 

21. 

22. 

23. 

24. 

25. 

26. 

27. 

28. 

29 
30. 

31. 

Transmission Frequency - f 
Data Rate 

Basebana lIandwidth - BB 

Receiver IF lSanaW:Latn - lIif 

Hz 35 G 

B 100 Mbpsps 
Hz 

liZ 

TranSm:Lttea lil.gnal Bandwidth - llT Hz 

RIo' Channel llanawl.atn - BCHAN liZ 

60 G 75 G 94 G 

100 Mbps 100 Mbps 100 Mbps' 

Type Modulation Biphase or QPSK with Diff. Encod, 

Type Detector 

Transmitter Power Output Watts 13 

Transmitter Power Output-Av.Unmod.Carrier dbW 11.2 

Line and Feed Losses -db -2.0 

Peak Antenna Gain 10 Log (TTcdf ) \ db 53.4 

Antenna Dimensions 11 ; 70% ft(m) 5 ' 

Coverage Deg. 

ERP/Channel (Sum of 10, 11, 12) DbW 62.6 

Propagation Loss -db 
(37.81 + 20 Log d i + 20 Log ~ )n m z 215.5 

Polarization and Multipath Losses -db -0.3 

Atmos. Att. and Misc. Losses -db -
Xmit. Antenna Pointing Loss -db 

[LOSS dB = 12 (BD.f ) 2 ] -0.5 
70.C 

Rcv. Antenna Pointing Loss -db -0.5 

Up Link Noise Contribution -db -
Transmission Losses (14 + ••• +17 dB -216.8 

Rcv. Ant. Gain (Pk) dB 1 

6 .7 56.0 

Rev. System Line & Feed Losses dB -2.0 

Rev. System Temp. Factor OK_db N~·=~3~.1 

Receiving System G/T dB +20.9 

Boltzmann's Constant dPlil/Hz/uK 228.6 

Net C/No (13 + 20 + 24 + 25) dB-Hz 95.3 

10 Log Data Rate bits/sec 80.0 

Equip. Variance from Theoretical dB 2.5 

Eb/n/No (26 - 27 - 28) dB-Hz/bits/sec 12.8 

Required Eb/n/No for BEP=10-5 dB-Hz/bits/sec 9.8 

NET LINK MARGIN (29 - 30) dB 3.0 

13 13 13 

11.2 11.2 11.2 

-2.0 -2.0 

58.1 60.0 62.0 

5' 5' 5' 

67.3 69.2 71.2 

-220.2 -222.1 -'224.1 

-0.3 -0.3 -0.3 

- - -
-0.5 -0.5 -0.5 

-0.5 -0.5 -0.5 

- - -
-221.5 -223.4 -225.4 

,3.9'56.0 3.1' 56.0 ·,.5 56.0 

-2.0 -2.0 -2.0 

-33.1 -33.1 -33.1 

+20.9 +20.9 +20.9 

228.6 228.6 228.6 

95.3 95.3 95.3 

80.0 80.0 80.0 

2.5 2.5 2.5 

12.8 12.8 12.8 

9.8 9.8 9.8 

3.0 3.0 3.0 
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Figures 7-8 and 7-9 identify the transmitter power potential in this 
frequency range for both solid state and electron tube devices, showing 

that for transmitter powers up to I-watt, the solid state device has the 

greatest potential, while fpr power outputs (and high gain) from 20 watts 

into the kilowatts, electron tube devices such as traveling wave tubes 

have the best capability. At a time point, Circa January 1970, a solid 

state transmitter is capable of developing in the vicinity of 100-150 

mw, while electron tube technology can provide power levels at the 20 

to 100 watt saturated power levels. 

7.3.1 Millimeter Wave Transmitters For High Data Rates 

Electron tube amplifiers such as TWT have the features of high gain 

(>35 dB) and flat gain and minimum phase distortion suitable for high 

data rate PSK transmission and can serve as pre-amplifiers and modulator 

drivers operating at the 1-10 milliwatt level. Such tubes are scaled 

from microwave frequency electron tubes which have an enviable record 

of long-life high-efficiency operation in space. 

Solid state devices can perform as low power transmitters or as TWT 

drivers and can have many configurations using semiconductor diodes of 

the Gunn, LSA, or avalanche varieties, i.e., 

• 	 Diode oscillator plus diode phase shifter 

• 	 Diode oscillator driving a diode modulator and a 

diode amplifier 


• 	 Varactor diode parametric up-converter from a lower 

frequency 


• 	 Harmonically related lower frequency diode oscillator 
driving a data modulator followed by a para~tric 
multiplier to the transmit frequency 

Each of these techniques must provide gain, modulator and power generation 

such that channel requirements relative to gain flatness, AM-to-PM 

conversion, and phase and group-delay distortion are met at the data 

rates used. 
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7.3.1.1 Group-Delay Distortion in Millimeter Wave Amplifiers 

A unique problem which exists in millimeter wave amplifiers and 

transmission systems is one of determining group delay distortion 

in devices in which the time of passage is extremely short. 

At microwave frequencies, linear and parabolic group delay distortion 

is measured in nanoseconds. In a 	 60 GHz amplifier, however, the total 

time of passage may be less than 40 wavelength and total group delay 

may be less than 800 picoseconds, with the group delay distortion then 

being measured in picosecond increments. Techniques of measurement 

must be 	developed for these particular frequency ranges to serve 

these short transit times. . 

In the present 4/6 GHz COMSAT and 	ATS receive/transmit bands and the 

7/8 GHz 	 DCS receive/transmit bands, group delay and phase linearity 

specifications for the receive or transmit chains are already tight 

over 500 MHz bands, requiring the 	following. 

o 	 Group Delay (COMSAT): Linear: Any 40 MHz band, better 
than 0.1 nsec/MHz 

Parabolic: Better than 0.05 nsec/MHz 

Ripple: 	Better than 0.6 nsec peak-to­
peak 

o DSCS 	 Phase Linearity: + 0.1 radian over any 40 MHz band 

+ 0.25 radian over 125 MHz band 

Similar and more stringent specifications must be specified for 

millimeter wave tube systems designed to handle bit rates above 50 Mbps. 

Group delay distortion in the TWT amplifier, or any link component, 

is a critical link parameter upon which the efficiency of the trans­

mission depends. It is implicitly discussed in terms of intersymbol 

interference due to the filter-characteristics of the component in 

5.7.3.1 of Section 5, and will be specifically addressed in the Final 

Report as a key limiting characteristic in the transmission of image 

type data. 
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7.3.1.2 AM-PM Conversion Effects 

In this part, the AM-PM conversion loss mechanism of the traveling 

wave tube amplifier is detailed. Data of many microwave power TWT 

were analyzed with respect to degrees of phase advance with respect 

to mid-pulse saturated phase as a function of input drive level. A 

piece-wise linear (2 lines) saturating TWTA power-out versus power-in 

characteristic was assumed with peak drive level 2 dB above that 

necessary to provide saturation. 

The worst-case total system loss was determined for a) TWTA input 

drive level, b) TWTA output power, and c) phase error as a function 

of time. These variables are plotted in Figures 7-10, 7-11 and 7-12 

respectively, as a function of normalized time (t/t ) where trl isrl
the rise-time prior to the TWTA. 

The total worst-case theoretical AM-PM loss can be determined by 

evaluating the degradation in the output voltage of an ideal matched­

filter at the sampling instant. This sampled voltage is given by 

v = ~/o lv 
x.

(t) cos 9(t) + V (t) sin 9(t) I' dt xo y 

where V (t) and V (t) are independent bandwidth-distorted (+1, -1)
x y 

pulse waveforms and 9(t) is the phase error function. If there were 

no AM-PM distortion, 9(t) = O. An equation analogous to the above 

equation holds for the quadrature channel. 

It suffices to consider only the in-phase channel, 

cos get) + V y (t) sin g(t») dt 

T 

+ J [Vx(t) cos get) + V 
y 
(t) sin 9(t)} (2-7)dt 

T"(t /2)
r 

and the degradation in dB is given by 

DT ~ -20 10g10 (V )xo 
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Inspection of the equation for V indicates that the worst-case xo 
degradation occurs when the integrals in this equation are minimized. 

This occurs when V (t) and V (t) have opposite signs permitting
x y 

destructive cross-talk between the two channels. 

There are 64 transition patterns for the in-phase (or x) channel 

when leading and trailing edge and initial phase possibilities are 

included. Table 7-2 which was generated from phasor diagrams, presents 

the sign of cross-talk from the quadrature channel for leading and 

lagging pulse edges, respectively. For example, an entry of 00 

corresponds to no degradation while an entry of -+ corresponds to 

destructive cross-talk on the leading, edge and constructive cross­

talk on the trailing edge. 

900The potential worst-case consists of a shift (x change) on both 

the leading and lagging edges. However, Table 7-2 "shows that it is 

not possible to get destructive cross-talk on both leading and lagging 
oedges in this case. Consequently, the worst-case is given by a 90 

phase shift (x change) on the leading edge and a 1800 phase shift 

on the lagging edge (or vice versa). For this worst case, it is 

seen that the net contribution of the integrals is essentially zero 

and the worst case degradation is given by 

D = - 20 log rl _ t rJ 
wc 10 L r 

A modulator rise time of less than 10 nanoseconds yields a worst­

case degradation under 1 dB. A rise time of 5 nanoseconds yields a 

0.45 dB worst-case loss. The rise time of the modulator is defined 

for bi-polar pulses and not from the zero crossing to full magnitude. 

The average theoretical degradation due to modulator rise time could 

be evaluated by averaging the probabilities of error for each of the 

cases entered in Table 7-2. The probability of error for each case 

(note that several entries appear more than once) can be evaluated 
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Table 7-2 Cross-Talk Sign 

Transition 
Leading Lagging 

Initial Phase Positior 
0 1 2 3 

0 0 00 00 00 00 

0 90y 0­ 0+ 0­ 0+ 

0 90x 0­ 0+ 0­ 0+ 

0 180 0­ 0+ 0­ 0+ 

180 0 -0 +0 -0 +0 

180 90y -­ ++ -­ ++ 

180 90x -­ ++ -­ ++ 

180 180 -­ ++ -­ ++ 

90y 0 -0 +0 -0 +0 

90y 90y -+ +­ -+ +­

90y 90x -+ +­ -+ +­

90y 180 -+ +­ -+ +­

90x 0 -0 +0 -0 +0 

90x 90y -+ +­ -+ +­

90x 90x -+ +­ -+ +­

90x 180 -+ +­ -+ +-

Entries are signs Qf leading and lagging 

edge cross-talk, respectively. 
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from the degradations determined from the table. The worst-case 

degradation only occurs twice out of 64 chances and there are 

only six cases of destructive cross-talk interference on both leading 

and lagging edges. Thus, the cases giving the worst losses are 

reduced in effectiveness by a factor of 6/64. Consequently, the 

average degradation is more strongly influenced by the more average 

90
0 cases such as no transition on leading edge and a (in-phase 

channel change) on the lagging edge (or vice versa). 

Basing the estimate of the average bit error rate loss on this 

typical case, the average degradation is found to be 

Dave = -20 10glO ~ - :~] 
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7.4 THE HIGH-GAIN MILLIMETER WAVE ANTENNA 

Antenna gains must be high at millimeter waves - of the order of 60 dB, to 

msximize ERP with existing transmitting tubes and to maximize receiver G/T 

using existing relatively high noise figure techniques. 

Therefore, the millimeter wave high gain antenna must be able to (1) pro­

vide very high gain while also operating in the changing solar environment 

without deformstion or change in surface accuracy which would greatly reduce 

gain and distort the antenna pattern, and (2) be capable of being con­

structed with minimum weight and inertial mass. 

These requirements, which are unique and critical to millimeter wave high 

gain operations are met by 

• 	 using a cassegrain antenna with high efficiency surfaces 

• 	 by uSing special materials which maintain contour accuracy and 

minimize structure weight. 

The following paragraphs address those specific considerations. 

7.4.1 Antenna Sizes 

The relationships between antenna diameter, frequency, gain and beamwidth 

for the frequency and beamwidth range of interest are illustrated in 

Figure 7-13. For example, at 60 GHz an antenna aperture must be about 
ofive feet in diameter to produce a 0.2 beamwidth. 

Note from Figure 7-13 that antennas between six to eight feet in diameter 

are required for the maximum gain to,msximize ERP and G/T as mentioned in 

the preceding section. 
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7.4.1.1 High-Efficiency Reflector Design 

The gain achieved by conventional Cassegrain systems can be substantially 

improved by using special contoured reflectors (High Efficiency). As dis­
1 2cussed by Galindo and Williams , the energy incident on the subreflector 

from the feed can be redistributed on the main reflector to yield uniform 

illumination and therefore maximum gain from an antenna of specified size. 

The perturbation in the path length introduced by changing the subreflector 

contour is corrected by a slight modification in the main reflector surface. 

This correction is frequency ~ndependent. A gain increase of 0.5 dB is 

typicslly achieved using this technique. 

In conventional systems, a 10 dB edge .illumination for the subreflector is 

commonly chosen to optimize the trade-off between illumination and spillover 

efficiencies. The combination efficiency is typically 80 percent. In the 
, 

high efficiency antenna, since uniform illumination can be obtained inde­

pendent of the subreflector edge illumination, typically 94 percent can be 

obtained for the combined efficiencies. This is achieved by lowering the 

subreflector edge illumination to approximately 17 to 2 dB. 

High efficiency surfaces are largely standard with large (90-100 ft diamter) 

Comsat-type antennas allover the world, where the high efficiency technique 

has provided 60 dB gain from an antenna diameter of 97 feet at 4 GHz "here 

in excess of 120 ft diameter could be required to achieve this gain increase 

using the standard 557. efficient Cassegrain antenna. 

The use of the high-efficiency dual reflector system (Figure 7-14) can 

produce efficiencies approaching 907. for the directive gain. This efficiency 

includes all loss factors down to the antenna terminals, i.e., aperture 

illumination, main dish spillover, sub-dish spillover, cross polarization, 

lGalindo, Victor, '~esign of Dual-Reflector Antennas With Arbitrary Phase 
and Amplitude Distribution," IEEE, Transaction on Antenna and Prop. July, 
1964. 

2Williams, William F., ''High Efficiency Antenna Reflector," Microwave 
Journal, June 1964. 
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MAIN REFLECTORSPILLOVER SIDE LOBE 

STANDARD CASSEGRAIN ANTENNA 
GIVING NON-UNIFORM ILLUMINATION 

SUBREFLECTOR 

FEED HORN 

MAIN REFLECTOR 

HIGH EFFICIENCY CASSEGRAlN ANTENNA 
GIVING UNIFORM ILLUMINATION 

SUBREFLECTOR 

FEED HORN 

Figure 7-14 	 Comparison of the Illumination Characteristics 
of a Standard and High Efficiency Cassegrain 
Antenna System 
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u 
::t-fi ,o 

Parameter 

Aperture 

Spillover 

Curvature (estimated) 

Cross Polarization 

Phase 

RMS Surface 
.... BlockageI 
N 
co Diffraction 

Calculated Efficiency 

Gain (73.57 Gc) 

3 dB Beamwidth 

Null Width of Main Beam 

E plane Sidelobes 

H plane Sidelobes 

TABLI~ 7-3 

EFFICIENCY COMPAR~SON 

High-Efficiency 

1.00 

0.973 

0.98 

0.9975 

1.00 

0.975 

0.980 

0,994 

0,903 

Theory Measured 

53,09 

0,3950 

0,9170 

16,9 

16,9 

52,94 

0.390 

0,880 

17,3 

16,5 

Theory 

51,94 

0,440 

1.2050 

24 

24 

Conventional 

0,875 

0,903 

0,99 

0,9975 

1,00 

0,975 

0,993 

0,936 

0,707 

Measured 

51,74 dB 

0,450 

1.120 


20 dB 


19.5 dB 



phase, and blockage. This technique achieves the high efficiency by pro­

viding nearly uniform aperture illumination with very low spillover loss 

and has been demonstrated at 73.57 GHz by John Bowes of Philco-Ford as 

detailed in the actual comparative performance data of Table 7-3 where 

1.2 dB increase in gain was achieved. 

It is evident that this technique is a highly useful one for minimizing 

antenna size and weight for a given gain. 

7.4.1.2 Gain Versus Antenna Surface Distortion 

Antenna dish distortion can cause Significant gain loss and beam squint, 

depending on the size and construction of the dish. Figure 7-15'illus­

trates the effect on gain of uniform distortion in ferms of edge deflection 

and parabolOid F/D ratio. It is significant that a total edge deflection 

of only 0.020" can cause-significant gain loss at 60 GHz. 

For Cassegrain antenna systems, feed and sub-reflector movements resulting 

from thermal or other effects are of significance in the application. Sub­

reflector movement along-the focal axis has apprOXimately the same effect 

as moving the feed of a focal point paraboloid along the focal axis. This 

results in a defocusing effect which produces gain loss. Sub-reflector 

notations and translations-off axis also result in gain loss as well as 

beam squint. Thermal effects in its support structure must therefore be 

taken into account in the design of the antenna. 

Surface tolerance effects has been thoroughly investigated by J. Ruze who 

has shown that the relative loss of gain is -

Q = exp [4~ 6J 
Go 

where G = realized gain 

-G = ideal paraboloid gain
o 
6 = rms error 

A =wavelength 
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This relationship is shown in the graph of Figure 7-16. For a 

Cassegrain system ­

where M = main-reflector rmS errorrmS 

S = sub-reflector rms error rms 

The graph shows that for a 0.2 dB gain loss at 60 GHz, 6 = 0.003 inch rms. 

7.4.2 Baseline Material Design 

The basic millimeter wave antenna design depends critically on the ability 

of the structure to maintain accurate contours in the changing solar environ­

ment. Consequently, extensive structure and materials analyses of the main 

reflector and subsequent preliminary design of antenna structures were ~ade 

with several candidate materials. 

Analyses were conducted in Phi1co-Ford based on a thin shell consisting of 

two face sheets of the material under consideration separated by an alumi­

num honeycomb core. A number of materials were initially evaluated and 

discarded because of one or more disallowable properties such as high therm­

al coefficient of expansion, excessive weight, or poor fabricability. 

Graphite/epoxy, invar, and beryllium were the candidates remaining after 

this process and they have been studied intensively.during the reporting 

period. Since initial results indicated unacceptably large thermal deflec­

tions for the Be face sheet case, a thin solid shell of Be was investigated 

as an alternate design. 

Results for the three primary candidate designs are summarized in Figure 7-17. 

Graphite/epoxy is the clear choice for both RF performance and weight 

considerations. 
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Figure 7-16 	 Maximum Operating Frequency of 
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Material & 

Fabrication 


Technique 


0,010" 

Graphite-epoxy 
skins on 3/4" 
aluminum honeycomb 

0,010" Invar skins 
on 3/4" aluminum 
honeycomb 

-

1/16" Solid 
Beryllium Shell 

Temp, Coef, 
of 

Expansion 
Used in 
Analysis 

(in/in/OF 

0,92 x 10-6 

6,5 x 10-6 

Weight (lb,) 
Dish, Sub-

Reflector 
& Strusts 

Including 
Paint 

27,24 

62,99 

35,87 

Solar-Induced Effects 

Maximum 
Edge 
Defl, 

(inches) 

0,008 

0,015 

0,043 

Beam 
Squint 

(degrees) 

0,0075 

0,013 

0,088 

Gain 
Loss 
(dB) 

0,14 

0,40 

3,96 

Diff, 
Boresight* 
(degrees) 

< 0,01 

< 0,01 

< 0,01 

*Divergence between main beam peak and tracking 'pattern null, 

Figure 7-17 Comparison of Candidate Antenna Structural Approaches 



7.4.Z.1 Analytical Approach. 

The antenna was subdivided into three major thermal regions: 1) the main 

reflector, 2) the subreflector, and 3) the struts. For the main reflector, 

it was assumed that the thermal effects of the subreflector and struts were 

minor and therefore could be neglected. For the subreflector, it was 

assumed that the thermal effects of the struts were minor and therefore, 

could be neglected. However, the radiant heat transfer from the main 

reflector to the subreflector was incorporated into the thermal model. For 

the struts, it was assumed that at their ends where they are jointed to the 

main reflector and subreflector the temperature was undisturbed; i.e., the 

strut did not significantly affect the local temperature distribution on 

the reflector. This localized thermal effect appears to be minor but re­

quires further evaluation. 

For the main reflector and subreflector, heat is conducted through the face 

sheets as well as the honeycomb core in three directions: normal, circum­

ferential and radial. For a composite structure, the thermal conductance 

through each component was added to form a single thermal resistance element 

in the thermal network. For the antenna designs studied, the temperature 

difference across the reflector wall was calculated to be of the order of 

1 to 40 F•. Therefore , thermal resistance in the normal direction was neg­

lected. The struts behave as thermal fins inadvertently and transfer heat 

either to or from the main reflector or subreflector. There is no signifi ­

cant exchange of heat between the main reflector and subreflector through 

the struts since the effective thermal conductivity of the strut is small, 
o0.60 BTU/hr.ft. F, compared to the thermal conductivity of reflector mater­

ials. Therefore, relative thermal isolation is afforded at the strut­

reflector interface. 

For all design studies the antenna was assumed to have a surface coating 

with an emissivity value of 0.90 and to radiate thermal energy to deep 

space. For those antenna surfaces that exchange radiant energy with other 

surfaces as well as deep space, the appropriate view factors were determined. 
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The concave surface of the reflector exchanges thermal radiation with 

itself. Radiant energy from the main reflector to the struts and subre­

flector was approximated based upon mean temperatures and overall view 

factors. Radiant solar energy was absorbed by that portion of the antenna 

exposed to solar·illumination. 

, 
7.4.2.2 Thermal Model 

Due to thermal symmetry, half the antenna was modelled. The main reflector 

was subdivided into 85 sections, each section being represented by a node. 

Nodes in the circumferential and axial (Z) directions are thermally con­

nected by thermal resistances. Each node is thermally connected.to deep 

space by means of a radiant interchange factor which accounts for the radiant 

transfer of energy from both sides of the reflector.· Since the temperature 

difference across the reflector wall is small, only one node was used to 

represent the temperature of a given section. The RF package, located on 

the ~onvex side of the main reflector, was assumed to be thermally isolated 

from the antenna. Solar: energy was absorbed by those nodes that are illumi­

nated. The thermal model also predicted the radiant energy incident upon 

the subreflector. The subreflector was modelled in a similar manner to that 

of the main reflector with the two exceptions: 1) the subreflector was sub­

divided into 19 sections and 2) the heat input from the main reflector was 

uniformly distributed over the convex surface of the subreflector. 

The maximum (minimum) temperature for all antenna designs occurs at the 

radial edge at an angle of 0° (1800 
). The difference between these two 

temperatures is the maximum temperature difference for the reflector. 

Results for the three cases considered are shown below: 

M iax mum Temperature D1"fference (OF)_ . 

Case-. Main Reflector Subreflector 

Graphite/Epoxy 354 178 

Invar 353 158 

Beryllium 306 18 
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The variation of the maximum temperature difference with the thermal 

conductivity of the face sheet material, at a given face sheet thickness 

is shown in Figure 7-18 for both the main reflector and the subreflec­

tor. The main reflector temperature difference is primarily established 

by the exchange of radiant energy on the concave surface of the reflector. 

Therefore, thermal conductivity and thickness are weak thermal control 

parameters for this reflector. The results shown in Figure 7-18 are 

representative of antenna designs which utilize either invar or graph~tel 

epoxy face sheets. 

The temperature profile around the circumference of a tubular strut has 

been predicted for the condition of maximum solar illumination when the 

sol~r vector and tupe center-line are normal. For this condition, the 

largest temperature difference diametrically across the tube was 360 F and 

represents the maximum expected temperature difference. This result has 

been taken into account in the structural analyses discussed in the next 

section. 

7.4.2.3 Antenna Pattern Analysis 

A computer program used to transform the antenna geometry and feed into 

far-field patterns and gain has been developed by Philco-Ford and is known 

as SECPAT (Secondary Patterns). It transforms a subreflector scatter pat­

tern into an aperture amplitude and phase distribution from which it com­

putes far-field patterns and gain. This computation consists of fitting 

Fourier series as functions of circumference for annuli in the aperture 

plane, such that the specific phase errors calculated will be satisfied, 

the Fourier series then representing phase functions. Integration over 

the entire surface in polar coordinates results in a radiation pattern 

and gain. The amplitude function assumed is, of course, included in the 

integration. Blockage effects, reflector errors, including RMS surface 

and specified distortions, and spillover, are included. A high degree of 

accuracy ( ~ 0.01 dB) is achieved out to the third sidelobe; this has been 

determined by analyzing cases for which closed-form solutions exist and 

comparing the SECPAT and closed-form results. 
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The following assumptions were made for the analysis of the distorted 

dishes described above: 

1. 	 Parabolic main reflector 

2. 	 Uniform illumination of the main reflector aperture (very closely 

approximated with high-efficiency surfaces) 

3. 	 No subreflector or feed phase errors (automatically compensated 

for in the high efficiency design) 

4. 	 0.002" RMS surface error with large correlation internal. 

Computed radiation patterns in the plane containing the sun for the three 

cases of interest (carbon, invar and beryllium) plus a "no sun" case may 

be found in Figure 7-19 a-d. It is apparent that the graphite/epoxy antenna 

experiences the least gain loss and beam squint of the three cases analyzed. 

7.4.3 Worst Case Thermal Environment Definition 

Detailed studies of the thermal distortion of parabolic antennas performed 

by Phil co-Ford under contract to NASA/Lewis Research Center (NAS 3-11525) 

have shown that maximum distortion of the antenna reflector occurs at the 

solar aspect that produces the maximum temperature difference across the 

surface of the antenna. the temperature difference for a typical parabolic 

antenna is shown in Figure 7-20 as a function of sun angle, 9. e is 

defined as the angle between the solar vector and the aperture plane of the 

reflector and has a 24-hour period of revolution at synchronous altitude. 

00The maximum temperature difference is shown to occur near 9 = and this 

orientation has been assumed for all antenna thermal analyses performed 

for this study. The synchronous altitude case was selected because of the 

obvious utility of this orbit for such an application. 
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Figure 7-19 b 

Calculated Radiat ion Pat tern for 8 I Dish at 60 GHz 
Worst Caso Sun, Graphite/Epoxy 
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7.5 TRACKING FEEDS IN lUGH GAIN MILLIMETER WAVE ANTENNAS 

A number of feed configurations have been developed over the years 

to provide analog error signals simultaneously with main beam patterns 

from a common reflector. Figure 7-21 illustrates the feed system used 

with a multi-mode feed. 

A summary of several feed types as regards main beam and side lobe 

efficiency are listed in Tables 7-4- and 7-5. . , 

Multiple horn and multimode feeds are both rather complex and di£ficu~t 

to fabricate at millimeter wavelengths because of the tolerances involved 

in both path lengths and angular alignment. The design of a truly 

optimized millimeter tracking feed for spacecraft use would incorporate 

considerations such as these, and would hopefully result in a relatively 

Simple, multi-mode structure. 

The classic four-horn feed uses four identical horns in a cluster 

about the antenna focal point; the outputs of these horns are combined 

with four-port hybrid junctions in such a way that both the sum of 

all four horns and the difference between elevation and azimuth pairs 

are obtained. 

Four-horn feeds generally suffer from the fact that the arrangement 

which yields good tracking information seldom results in the maximum 

on-axis gain for the sum pattern. For this reason, the newer designs 

have begun employing separate feed systems for tracking and main-beam 

formation. Thus, for example, a five-horn cluster may be used with 

the center horn optimized for main beam gain by the use of higher order 

modes and the four outer horns designed for the best possible tracking 

performance. The five-horn feed has an advantage at millimeter wave 

frequencies of requiring a comparator using minimum waveguide lengths 

and therefore of minimum loss. 
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TABLE 7-4 _ 


AVERAGE BEAM EFFICIENCY OF FEED HORNS 


10 dB Beam Main Beam SidelobeFeed Configuration Efficiency Efficiency Efficiency 

58% 65% 37% 

5-Horn 

4-Horn 

27% 73%(Sum outer 4· horns only) 

5-Horn 41% 547­ 46%
(S~ 5 horns) 

Multi-mode 91% 99% 1%(Suppressed side1obes) 

Multi-mode 807­ 97% 3%(No side lobe suppression) 

TABLE 7-5 

TRACKING FEED CHARACTERISTICS 

Feed Configuration 
Aperture 
Efficiency* 

Tracking Gain 
Relative to Main 
Beam (Typical) 

4-Horn 

5-Horn optimized center horn 
for main beam, outer 4 horns 
for tracking 

Multi-mode Tracking Horn 

50% 

78% 

80%' 

-5 dB 

-15 dB 

-2 dB 

* Includes Cassegrain efficiency and spillover factors. 
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Tracking feeds employing a single aperture (multi-mode) which would 

simultaneously afford maximum beam gain and maximum tracking gain have 

been constructed and have found wide applications, particularly at 2.2 

and 4 and 6 GHz. Multi-mode feeds have been constructed by Philco-Ford 

at millimeter wavelengths of both 24 GHz and 60 GHz, and tracking 

characteristics comparable to presently used multi-mode tracking feeds 

in the microwave frequency regions have been achieved. While th~ 

efficiency characteristics of the multi-mode feed exceed those of 

multiple-horn feeds, the comparator circuit required can require a 

large number of waveguide components and thereby be significantly 

lossy. 
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7.6 RF RECEIVER 

The RF receiver, with the antenna 	and feed, determines the final 

sensitivity or G/T of the receiving 	system. The receiver noise 

temperature, in combination with 	the antenna noise temperature and 

the feed loss temperature determine 	the system noise temperature T 

upon which the G/T is based. 

7.6.1 Low Noise Millimeter Wave 	Amplifiers 

Low noise amplifier technology has been highly developed at microwave 

frequencies due to COMBAT and Unified S-band requirements. However, 

comparable developments have not occurred at millimeter waves, and only 

a 70 GHz maser due to Hughes and Kremenackland a tunnel diode due to 
2

Burrus and Trambarul0 at BTL have provided noise figures to compare 

with the millimeter wave mixer which' has been widely used for more than 

a decade in radiometer applications. 

Table 7-6 lists the principal candidate low noise amplifiers for 

millimeter wave amplifications. As shown, the maser requires both 

cryogenic cooling and a high magnetic field and is not a suitable 

candidate for space applications. 

Standard parametric amplifier techniques and deSign, based on lower 

frequency paramps, require varactor diodes with cut-off frequencies 

well above 1000 GHz, and par~p power at frequencies in excess of 

15,0 GHz. Such varactors are beyond 	the state of the art, and long­

life reliable pump power generation above 150 GHz in the space 

environment is unrealistic at this time. A possible' candidate is the 

lower-frequency pumped (40-90 GHz) paramp of which there are several 

species and which can produce noise figures in the 5-10 dB range. 

1. W. Hughes and C. Kremenack, Proc IEEE, pg. 856, May 1963. 

2. 	 C. Burrus and R. Trambarulo, Proc IRE, pg. 1075, June 1961. 
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l: 

fj TABLE ~-6 , 
-
D MILLIMETER WAVE LOW NOISE AMPLIFIERS 

Maser 
Ultra Low 
Noise 
Paramp 

Low Noise 
Paramp 
(Conventional) 

Medium Low 
Noise 
Paramp 
Idler Freq Above 
Signal Freq 

Medium Low 
Noise 
Paramp 
Idler Freq Below 
Signal Freq 

Mixer 

Semi­
conductor 
Require­
ments 

iron doped 
rutile in 
4"K enviro,n. 

f ~ 2400 GHz c 

fp "" 360 GHz 

fc "" 1400 GHz 

fp "" 180 GHz 

fc "" 300-600 GHz 

fp "" 130-160 GHz 

fc "" 300-600 GHz 

fp ~ 75-100 GHz 

fc>500 GHz 

L.0.R50-55 
GHz 

Special magnetic extremely high varactor and waveguide mounted waveguide mounted low noise 
Reqmts field of 

5000 gauss 
120 GHz fp 

pump frequency 
beyond state 
of art 

pump extreme 
state of art 

varactor chip varactor chip IF 

Typical 
Noise -­ 1.5 dB 3 dB 4-6 dB 7-9 dB 10-13 dB 
Figures 
at 300"K 

Key 

Aspects 

noise figure 
capability 
1/2 dB 
requires 
spaceborne 
refrigeration 

requires major 
technological 
advance 

required very 
high pump 
frequency 
major 
reliability 
barrier 

required high 
pump frequency 
is in research 
stage 

high ly feas ib Ie 
needs moderate 
pump development 
simple circuit 

low L.O. 
power 
wide-band 
highest 
reliability 

fc = varactor cut-off frequency measured at minus 0.5 volt bias 

fp = pump frequency 



The mixer, with a low noise post amplifier, is the key candidate for 

10 dB noise figure operation and has the advantage of low local oscillator 

power, simplicity, and high reliability. 

7.0.2 Millimeter Wave Mixer Noise Figures 

Currently the status of millimeter wave mixers is such that mixer noise 

figures as low as approximately 10 dB are achievable. Conversion losses 

run from 8 dB to 10 dB and excess noise ratio is approximately 1.4 for 

silicon Schottky-barrier balanced mixers. The actual achievable overall 

receiver noise figure will be dependent upon the IF amplifier noise 

figure. Solid state S-band IF amplifiers have noise figures in the 

range of 4.5 dB to 6 dB depending upon bandwidth. Thus, with a 4.5 

dB IF, and 8 dB mixer conversion loss and an excess noise ratio of 1.4, 

the overall receiver noise figure is 13 dB. 

Recent research at MIT by Dr. D. H. Steinbrecher has led to a modified 

design theory for balanced mixer diodes which is especially suited to 

the millimeter wave region. Steinbrecher maintains that the optimum 

design criteria for a balanced mixer is to operate the diodes as 

switches, e.g., design for a minimum switch time and to reactively 

terminate the image frequency and higher harmonics. The effects of 

the approach are to reduce the excess noise ratio to unity since the 

diodes are driven relatively hard to theoretically reduce the conversion 

loss to zero dB. A V-band mixer has been constructed utilizing this 

technique and has produced a 6 dB noise figure. on a highly experimental 

basis. 

7.6.2.1 Mixer IF Amplifiers 

The IF frequency for a data relay (or ground receiver) can be located 

in a wide choice of frequency bands, in the 1.5 to 1.5 GHz band. At 

frequencies from 1.5 to 4 GHz low noise figures are achieved with 

reliable transistor amplifiers. Above 4.0 GHz tunnel diode amplifiers 

(TDA's) provide lower noise figures than do transistors. 
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Uncooled IF parametric post amplifiers can now be considered for wide 

band amplification, providing lower noise figures than the transistor 

amplifier or bandwidths up to 500 MHz at 26 Hz and 26 Hz at 20 GHz 

are now possible, and new integrated circuit techniques and the use 

of Gunn or avalanche diode oscillators make such amplifiers attractive 

post amplifiers. 
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