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ABSTRACT 

This document is written  primarilyfor  engineers as a 
self-teaching  text on optical  data  processing.  Fundamentals 
a r e  reviewed  and  expanded upon to  give  aclear  understand- 
ing  and  working  knowledge of the  entire  subject,  including: 
optical  spectrum  analysis,  optical  correlation,  photographic 
film  characteristics,  and holography. In addition,  this  docu- 
ment  introduces  the  use of mathematics  to  describe  the 
various  optical  operations,  thus  forming a background for 
understanding  more  advanced  works  in  the  field. 
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PRINCIPLES OF OPTICAL  DATA  PROCESSING 
FOR  ENGINEERS 

by 
A. R. Shulman 

Goddard Space Flight Center 

This document is intended  primarily  for  engineers who desire   to  obtain a basic  understanding 
of optical  data  processing  techniques.  The  reader is assumed  to have only a basic  engineering 
background. This document  introduces  the  basic  principles of optics  necessary  for  the development 
of optical  data  processing  techniques.  Particular  care has  been  taken  to  give  the  reader a clear 
understanding of the  various  principles by making this a document of a self-contained  and  self- 
teaching  nature.  To this end, no appendices  or  references  are  used and this document  can  be  read 
from  cover  to  cover by anyone  with a basic  engineering  background. 

It is believed  that this document is the  only  one of its kind. It is intended  to  explain  quickly 
and  easily  the  basic  principles of optical data processing.  The  need  for  such a document  becomes 
apparent  when  one  attempts  to  obtain a working  knowledge of optical  data  processing.  There is a 
current abundance of literature on all phases of the  subject,  but  almost all of this  literature is wri t -  
ten at an advanced  level  (such as for  theoretical  physicists) with  the  assumption  that all of the 
basic  principles  are  familiar  to  the  reader.  For  an  engineer  interested  in gaining  an  understanding 
of a new field,.  this  treatment  presents a formidable  problem.  This  document,  therefore,  attempts 
to f i l l  the void  which  presently  exists. 

A practical  treatment is used  to  explain  basic  principles,  and  various  techniques a re  shown for 
solving  problems. Many examples a r e  used  to  assure  thorough  understanding of all topics  and  to 
insure  retention of the  information  presented.  The  major  part of the document is written at a level 
such  that  with a minimum  technical  background  the  basic  ideas  and  principles of optical data proc- 
essing  can  be  understood.  The  remaining  small  portion  involves  mathematical  discussions  which 
a r e  not necessary  for  basic  understanding but  will  be  useful as an  introduction  for  those  interested 
in  pursuing  the  subject  in  more  detail. 

This document  actually  performs a dual  purpose. First, it offers a basic  understanding of the 
principles  involved  in  optical  data  processing.  Second,  for  those  interested  in  obtaining a working 
knowledge, this document  should bring  the  reader up to a level  somewhat  compatible  with  current 
technical  literature.  This  document  also  indicates  some of the  many  disciplines  which  must  be 
mastered  before a complete  working  knowledge  can  be  achieved.  For  example,  optics,  photography, 
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mathematics,  electronics,  and  ultrasonics  are all applied  in  optical data processing.  The areas 
related  to  optical  data  processing  are so varied and numerous  that not all could  be  covered  in  this 
document (e.g. photochromic  films  presently  appear  to  offer a means  for  producing  erasable photo- 
graphic  images,  similar  to a magnetic  tape  recorder,  and  these  films are not  discussed  herein). 

CHARACTERISTICS OF LIGHT' 

Light is defined as electromagnetic  radiation capable of inducing  visual  sensations  in  the  eye. 
Like  any  electromagnetic  radiation,  light  can  be  represented by two mutually  perpendicular  vibra- 
tions  (electric and  magnetic). In addition  to  being  perpendicular  to  each  other,  these  vibrations 
(field  vectors)  are  also  perpendicular  to  the  direction of propagation. In modern  theory it is an 
accepted  fact  that  light  energy is emitted  (and  absorbed) by atoms  in  discrete  units  or  quanta as 
postulated by Einstein.  This  leads  to  the  paradox  that  light  has  characteristics  which  exhibit both 
particle-like and  wave-like  behavior. When light  interacts  with  particles, it can  be treated as 
particles; and  when light  interacts  with  light, it can  be  treated as waves.  Since  optical data process- 
ing  primarily  involves  the  interaction of light  with  light,  only  the  wave  properties  need  be  consid- 
ered  here.  The quantum characteristics of light  must  be  considered when dealing  with  the  details 
of optical  sources  (primarily  lasers) and  photographic  emulsions. Although these  areas  are  im- 
portant,  they a re  somewhat beyond the  scope of this  treatise, which is concerned  with  the  basic 
principles of optical  data  processing. 

When two light  waves  intersect at a point,  the  magnitude of the  light at that  point is given by a 
linear  combination of the two waves. Beyond the  point of intersection,  the  light  waves  continue  in 

I WAVES BEING ADDED 

i i  

WAVES is00 OUT OF PHASE 

RESULTANT SUM 
~ 

~~ . 

m 

L WAVES 5'0' OUT OF PHASE 1 

m 
Figure  1-Addition of two waves. 

the  original  directions of propagation as though 
there had  been no intersection.  The  additive 
properties of two  waves at a point a r e  shown in 
Figure 1. Here  we  assume  that  the  waves  are 
of the same frequency.  It is seen  that  the  re- 
sult of adding  two  waves at a point is dependent 
upon the  phase  difference  between  the two waves. 
The  resultant  sum is a minimum  (zero  for  equal 
amplitudes)  when  the  phase  difference is 180" 
(opposite  phase);  maximum when the  phase dif-  
ference is zero  (in  phase); and takes  values 
between  the  maximum  and  minimum  for  phase 
differences  between 0" and 180". 

For  the  investigation of the  quantitative 
properties of wave  addition,  the  use of phasor 
(vector)  notation is convenient.  Figure 2 shows 
the  familiar  method  for  addition of phasors. 
The  phasor  method is applied  to  the  three  ex- 
amples of Figure 1. In these  examples  the two 
waves  were  assumed  to have  equal  amplitudes. 

2 



A sin e2 

"- 

A sin el 

A cos 8, A cos O 2  

GENERAL CASE (equal  omplitude) 

\ 

/ " 

180' OUT OF PHASE 
R = O  

IN PHASE 
R = 2A 

90° OUT OF PHASE 
e 2  - ,gl =90° 

R 2 =  4 A2cos245' = 2A2 
R = & A  

Figure 2"Phasor addition of complex  amplitudes. 

It is implicit  in the drawing of a phasor  diagram  that all phasors are of the  same  frequency.  This 
vector  addition  gives  the  desired  quantitative  results  without the point-by-point  addition necessary 
in  Figure 1. 

Intensity and Amplitude 

The  brightness of light in  a beam of light  can  be  denoted by the  intensity,  which is proportional 
to  the  square of the amplitude.  Mathematically it is expressed as 
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For our purposes,  the  constant K can be assumed  equal  to 1. The  equation  can  then  be  written as ' . 

, , ,  

I = A'. 

In the case of several  waves at a point,  the  combined  intensity is equal  to  the  square of the 
resultant  amplitude.  For  example, the general  case shown in  Figure 2 gives the result of adding 
two  waves of equal  amplitude  and  frequency.  The  resultant  amplitude is given by 

R = 2Acos 7 r2 -?  
while  the  resultant  intensity is given by 

I = R2 = 4A2 cos' 7 a r2-7 
For two waves  in  phase  this  gives 

I = 2' A' 

Repeated  use of vector  addition  for n waves of equal  amplitude (A) and  the  same  frequency  gives 

I = n 2 A 2 .  (n  waves in phase) 

For  the  general  case  in which  the n waves  (equal  amplitude  and  frequency)  have  fixed  phase rela- 
tions  between one another,  the  resultant  intensity will have  some  value  in  the  range  from  zero  to 
n2 A'. That is, 

0 5  1(n2A2. (n  waves  with  constant  phase  relations) 

The  upper  limit n 2  A 2  is seen t o  be the  special  case  in which all n waves  are  in phase.  In all other 
cases-that is, where  the n waves  have  fixed  phase  differences  between  one  another  but a r e  not all 
in  phase-the  resultant  intensity will be less  than n 2  A'. 

The  dependence of intensity  on  the  phase  relation of the  combining  waves is due to  the 
COS [ (e ,  - 8,)]/2 term. If two waves  have a random  phase  relation,  this  term  must  be  averaged 
over  the  range 0" to 360". For two random  waves  the  intensity is found to  be I = 2A'. Repeating 
for n random  waves  gives 

I = n A 2 .  (n  waves  with  random  phase  relations) 

As an  example of the intensity  relations  given  above,  consider  two  horns  which  produce  sound 
of the  same  frequency  and the same amplitude.  The resultant sound  intensity  produced by these 
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1 two horns  together woeld  normally  be 

2A2 . 
" 

The  resultant  intensity is given by the  random  case  above  because  two  horns  normdly  produce 
sound waves which  haye no fixed  phase  relation  with  each  other. If extra care  were w e n  in the 
design of the two  horns, it might  be  possible  to  construct  them so that the sound  produ&.by  each 
was  exactly  the  same  ,and  exactly  in  phase.  The  resultant sound  intensity  produced by th&f  two 
special  horns would bq 

',:.h 

".e, 

4 

I = n2 A' = 4A2 . 

In  each case a single  horn  produces the same  amplitude of sound. It is significant  to  note  that two 
horns of the  usual  type  will  produce  sound  twice as intense (I = 2 A 2 )  as that of a single  horn,  and 
two special  horns  producing  sound  in  phase  with  each  other will  produce  sound  four  times as in- 
tense ( I  = 4A2 ) as that of a single horn.  Since the amplitude of the  sound is the  same  in  each  case, 
there  will be no appreciable  difference  in  loudness.  However,  for the same power  input, the re- 
sultant  sound  intensity of the  special  case  (in  phase) will be  twice that of the  usual  case  (random 
phase).  This  fact  implies that, although there is no significant  difference  in  loudness, the sound of 
the  special  horns  can  be  heard at a greater  distance  than that of the  usual  horns. 

Interference 

From  the  intensity  relations  discussed  above, it is apparent that the  intensity  resulting  from 
the  addition of n waves of identical  frequency  but with random  phase  relations is the  sum of the in- 
tensities of the  waves  taken  separately.  However, if the n waves  have a constant  phase  relation 
with respect  to one another,  the  resultant  intensity  can  have  values  between 0 and n2 A' depending 
on the  phase  difference. This modification  in  intensity  due  to  the  phase of the  light  waves is called 
interference. If the  combining of waves  results  in  an  intensity  greater  than that expected of the 
waves  acting  separately,  the  interference is constructive. If the  resultant  intensity is less  than 
that expected of the  waves  acting  separately,  the  interference is destructive.  This  modification of 
intensity  due  to  phase  can  be  made  to  produce  interference  patterns  when  certain  types of light 
beams  are  combined. These  interference  fringe  patterns  consist of regions of high intensity  and 
regions of low intensity. 

l i g h t  Beams and Sources 

Electromagnetic  Padiation,  such as light,  passing  through a point  can be represented by a wave 
as described above.  Consider a thin  transparent  plate  placed  in the path of a light beam.  The  light 
passing  through  each  point of the  transparent  plate  can  be  represented by a wave. Since there are 
an infinite number of points on the  surface of the  plate,  an infinite number of waves  are  required  to 
represent  the  light beam.  Each of these  waves is traveling  in  the  same  direction as the beam.  The 
amplitude of each  wave  corresponds  to  the  amplitude of light at the point  through  which  the  wave 
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passes.  In  describing  light.beams, it is usually  sufficient  to  consider  only a few sample waves. 
Figure 3 shows  sample  wave  trains  in a monochromatic  light beam. The  waves  shown a r e  not  con- 
tinubus.  Since  light  energy is emitted  in  discrete  units,  the  waves will be finite and  therefore dis- 
continuous.  Normally  such  wave trains last for  approximately lo-' seconds.  In Figure 3 the wave 
trains are shown to  be all in  phase.  This.is not normally the case;  usually  there is no  fixed rela- 
tion  between  one  atom  emitting  light  and  another  atom  emitting  light.  There is therefore no fixed 
relationship  between  one  light  train  and  another.  The  wave  trains  in  Figure 3 are shown to be all 
of the  same  frequency.  This  again is not the  usual  case.  Most  light  sources,  such as a tungsten 
lamp,  emit  light of many  frequencies  (polychromatic). Figure 4 shows  sample  wave  trains of a 
polychromatic  light  beam  which are  more  or  less  the  usual  case.  Some  light  sources,  such as 
mercury  vapor  lamps, do  emit  nearly  monochromatic  light.  In  these  cases,  other  frequencies a r e  
present but  emission  at  the  characteristic  frequency is predominant. 

Figure3-Monochromatic light beam-sample wave trains. Figure 4-Polychromat~c light beam-sample wave trains. 

Figure 5 shows sample wave trains which a r e  of the  same  frequency,  in  phase,  and  continuous. 
Figure 5 can  represent a light  beam  from a laser. In a laser, the  emission of light  from  individual 
atoms is controlled. In a: laser,  also,  the  emission  field  from  an  excited  molecule  stimulates  other 
molecules  to  emit  light of the  same wavelength  and  with  such  phase  that  the  emission  field  in- 
creases. 

2 
This process  occurs  repeatedly and  the  light  radiated  from  the  laser is monochromatic, 

Figure 5-Monochromatic coherent light beam- 
sample wave trains. 

continuous,  and to a high degree  uniform  in 
phase. 

The  sample  waves  shown  in  Figures 3, 4, 
and 5 were  drawn  with  equal  amplitudes  for con- 
venience only.  Amplitude  variations are  present 
in  practical  cases. However,  instantaneous  val- 
ues of amplitude  cannot  be  measured  directly, 
and  the  variations of light  amplitude  with  respect 
to t ime  are neglected  in  optical  data  processing 
applications. 

F'igure 5 also shows  constant-phase  wave- 
fronts.  Wavefronts are surfaces  representing 
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constant  phase.  Usually  the  wavefronts a r e  chosen  to  correspond  to  the  points of maximum  ampli- 
tude, as shown in  Figure 5. The  light  waves at all points  on a wavefront a re   in  phase.  In  the  case 
of a light  beam  from a laser,  the  wavefronts  are  approximately  plane  wavefronts, as shown  in  Fig- 
ure  5. A point source  produces  spherical  wavefronts. A wavefront  moves in  the  direction of the 
light  waves it represents.  For  example, if  the 
light  waves are propagating  to  the  right  in  Fig- WAVEFR 

ure 5, the  wavefronts  also  move  to  the  right. 
Light  that is composed of plane  wavefronts is POINT SOURCE 

called  collimated  light. 

Coherent l i g h t  Beams ASCREEN 
If two  light  beams  can  be  combined  to  form 

interference  patterns,  they are said to  be  mu- 
tually  coherent  beams.  Light  beams  from  two 
different  sources  (except  lasers) cannot be 
combined to  produce  interference  patterns, 
since  the  light-wave  trains  emitted  are  inde- 
pendent  and of random  phases.  Splitting a mon- 
ochromatic  light  beam  to  produce  two  beams 
will give  two  light  beams  which a r e  mutually 
coherent.  This is possible  because  any hdis- can be  made to produce fringe patterns 

continuities  in  one  beam  will  appear  also  in  the 
other  beam. 

SPATIAL COHERENCE 

Two points on a wavefront 
are  examined to see if they 

The term "coherence"  implies  phase  cor- 
relation  between  points  in a light  beam. There 
a r e  two types of coherence,  namely,  spatial  and 
temporal  coherence.  Figure 6 shows a com- 
parison  between  spatial  and  temporal  coherence. 
The  sources (point sources)  used  in  Figure 6 
produce  spherical  wavefronts. 

Spatial Coherence 

Spatial  coherence is a measure of the  phase 
correlation between  two  points  on  the same 
wavefront.  Spatial  coherence  can  be  measured 
by passing a wavefront  through two slits, as 
shown in  Figure 6. If the  light  coming  through 
the  slitsforms  an  interference  pattern,  the  light 
source is said  to  display  spatial  coherence.  The 
contrast of the  fringe  pattern is a measure of 

TEMPORAL COHERENCE 

Two paints on different wavefronts 
are examined  to see i f  they 

can be made to produce fringe potterns 

Figure 6"Cornparison between spatial 
and temporal coherence. 
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the spatial  coherence. A 100-percent  spatially  coherent  light  beam will produce  fringe  patterns 

~ /' 
which vary  in  intensity  from  zero  to  maximum  intensity  (100-percent  contrast). A non-coherent 

beam of light is zero  (actually no  fringe  pattern). 
- ,  beam will not form a fringe pattern.  Therefore  the  contrast of a fringe  pattern of a non-coherent 

Since it is an  established  fact  that  electromagnetic  radiation is a continuous  phenomenon (no 
abrupt  discontinuities),  there.is  always  some  spatial  coherence  between two  closely  spaced  points 
in  a light  beam.  Hence  the  cross-section of a monochromatic  light  beam  passed  through a pinhole 
will be  nearly  100-percent  spatially  coherent.  For this reason,  early  studies of interference  pat- 
terns  were  made by passing a monochromatic  light  beam  through a pinhole  to  obtain  spatially co- 
herent  light. 

Laser  light  beams have  wave trains which a r e  all in  phase. When any two points on a wave- 
front  in a laser  beam  are  tested  for  spatial  coherence,  very  high-contrast  patterns  are produced. 
These  high-contrast  patterns  indicate  the  expected high degree of spatial  coherence  in a laser  
beam. 

Temporal Coherence 

As shown in  Figure 6 ,  the  degree of similarity between  wavefronts  separated  in  time is a 
measure of temporal  coherence.  The  experiment  to  determine  temporal  coherence is usually 
based on the  interference of two successive  wavefronts of light  with  each  other. 

11 A 

Figure 7-Michelson Interferometer. 

The Michelson Interferometer is a device 
which can  be  used  to  determine  the  degree of 
temporal  coherence of essentially  monochro- 
matic  light  sources.  The  Michelson  Interferom- 
eter  (Figure 7) causes  light  from a source S to 
be split  into two beams at point 0 by the  action 
of the  lower  surface of glass  plate D (which is 
halfAsilvered). One of these  light  beams is 
formed by light  passing  through  the  silvered 
back  surface of piate D. This beam also  passes 
through  plate C! and falls on  the  front  surface of 
mir ror  A. The  portion of light  reflected by the 
back  surface of plate D forms  the  second  beam, 
which falls on the front  surface of mirror  B. 
The  reflected  beams  from  the two mir rors  (A 
and B) recombine at the  half-silvered  surface of 
D and enter a detector  at  point E). 

The  beam  which  goes  to mirror  B passes 
through  plate D three  times,  while  the  beam 
going to   mirror  A passes  through  plate D only 
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1 once.  The-compensating  plate C is usually  inserted  in a light  beam  going  to mirror  A in  order  to 
/ make  the  arrangements  symmetrical.  Mirror  B is mounted  on a slide which can be moved by a 
I i  micrometer-screw  in  the  directions shown by the  arrows. 

Ar-observer at point E sees  the image of mirror  A in   mirror  D at A'. That is, light  from 
mir ror  A appears  to  the  observer  to  be  originating at A'.  By moving mirror  B with  the  microm- 
eter  screw,  variations  in  intensity  can be produced by interfering  the  light  from  mirrors A and B 
which is going to  the  observer at E. The  difference  in  path  lengths A 0  and BO permits  different 
wavefronts  from  the  original  light  source  to  interfere  with  each  other. 

The  contrast of the intensity  variations was  defined by Michelson as (IMax - TMin)/(IYax + IMi,) ,  

where: IMax is the  maximum  intensity,  produced when the  light  beams  from  mirrors A and  B  inter- 
fere constructively,  and IMin is the minimum  intensity,  produced  when  the  light  beams  from  mir- 
r o r s  A and  B  interfere  destructively. 

The  resulting  interference  variations  from a Michelson  Interferometer are an  indication of the 
temporal  coherence of the  light  source. A plot of the  contrast of the  intensity  variations as a func- 
tion of the  position of moving mirror  B is a curve of temporal  coherence of the  light  source. The 
temporal  coherence of a light  source is defined as the  distance  between  the  half-power  points on 
the  temporal  coherence  curve.  The  more  nearly  monochromatic  the  light  source,  the  higher  the 
contrast of the  fringes  and  the  greater  the  temporal  coherence. As an  aside,  it is interesting  to 
note  that  the  temporal  coherence  curve is (in  mathematical  terms)  the  autocorrelation function of 
the  light  source. 

Polarized Light 

It has already  been  stated that light is transmitted  like any  other  electromagnetic  radiation. 
The only defined  restriction on electromagnetic  radiation is that  the  two  mutually  perpendicular 
vibrations  (electric  and  magnetic)  must  also  be  perpendicular  to  the  direction of propagation. 
Ordinary  light  (such as that  received  from  the  sun)  can  have  electric  vibrations  in  random  direc- 
tions  perpendicular  to  the  direction of propagation. When the  direction of the  electric  field  vibra- 
tions is not random  but  can be specified  somewhat  regularly,  the  light is said to  be polarized with 
respect  to  the  electric field vibrations.  Some  examples of polarization  are  illustrated  in  Figure 8. 

In  Figure 8 the  diagrams on the  left  represent  the envelope of the electric  field  vectors  at  an 
instant of time. A line  drawn  from a point on the envelope  perpendicular  to  the Z-axis  represents 
the  electric  field at the point of intersection  on  the Z-axis. The distance  from  the Z-axis to  the 
envelope  (length of line  perpendicular  to  Z-axis)  represents the amplitude of the  electric  field,  and 
the  direction of the  line  represents  the  direction of the  electric field.  The diagrams on the  right 
demonstrate  the  particular  characteristics of the  types of polarization  illustrated.  These  diagrams 
illustrate the electric  field  characteristics  in a plane  perpendicular  to a point  on  the Z-axis, 

The first diagram  in Figure 8 shows a vertical-plane-polarized  wave  (also  called  linear  polar- 
ized).  In this wave,  the  electric field vibrations are confined to  the YZ plane. The diagram on the 
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left  illustrates that the electric field varies in 
amplitude  with  respect  to Z. The  diagram on the 
right  indicates  that the amplitudes are restricted 
to  up-and-down variations  in  the YZ plane. 

The  second diagram in  Figure 8 shows a 
horizontal-plane-polarized wave. This wave 
has  characteristics  identical  to  those of the  ver- 
tically  polarized  waves  except that the  vibrations 
are  restricted  to  the XZ plane.  It is to  be noted 
that, as shown in  these two  examples of "plane 
polarization,'' a plane-polarized  wave  varies  in 
amplitude only. The  plane  determined by the 
Z-axis  (direction of propagation)  and  the  direc- 
tion of the  electric field is called  the  plane of 
polarization. 

The  third and  fourth  diagrams  in  Figure 8 
illustrate  the two types of circular  polarization. 

I POLARIZATION 
LEFT CIRCULAR I DI~ECTION OF 

ROTATION 

The  envelopes  can be traced out by rotating a 
fixed-length  line  about  the Z-axis while  simul- 
taneously  moving  along  the  Z-axis.  Since  the 
rotation  can  be  in  either of two  directions, we 

RIGHT  CIRCULAR 
POLARIZATION can  distinguish  between  right-  and  left-circular 

Figure 8 4 l a n e  and circular  polarization. 
polarization  The  diagrams on the  right  indi- 
cate that at any  given  point  on the Z-axis the 
electric  field is constant in  amplitude but its 

direction  changes as the  vector  rotates about  the Z-axis. The  tip of the  vector  sweeps  out a circle 
as it is rotated.  This  characteristic of the  electric  field  gives rise to the descriptive  term  "circu- 
lar polarization." 

It is to  be noted that the two types of polarization  shown  in  Figure 8 are  the  special  cases of - 
amplitude  variation only or direction  variation  only, If both the  amplitude  and  direction  change, 
elliptical  curves  will  be swept  out by the  electric  field  vector at a point  on  the Z-axis. This is 
called  elliptical  polarization. It should  be  noted  that  plane  and  circular  polarization are  special 
cases of elliptical.  polarization. 

There  are  many  methods of producing  polarized  light,  but  probably  the  most  important  in  opti- 
cal data processing is the  laser.  The  laser  produces  essentially a highly  collimated,  monochro- 
matic,  coherent,  and polarized light  beam.  The laser  produces  linear  polarized  light  (represented by 
either diagram 1 or 2 in  Figure 8) and a monochromatic  coherent  collimated  light  beam  (Figure 5). 

A light beam is said  to be polarized when the  electric  field  vibrations at all points  in  the  beam 
have  the  same  polarization. When the  individual  waves  in  the  light  beam  do not have  the  same 
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fl polarization,  the  light  beam is said to  be'unpolarized. Figure 9 shows  sample  representations of 4 the  waves-in-an  unpolarized  light  beam. 

It is possible  to  mix  polarized light with unpolarized  light  and  have a resultant  light  beam  par- 
tially  polarized.  The  degree of polarization will  be dependent  upon the  proportion of polarized 
wave trains  to  unpolarized wave trains  in a light  beam.  Degree of polarization  can be defined as 

P =  
'Max - 
'Max + 'Min ' 

where IMax and IMin are maximum  and  minimum  intensities of light  passed by a rotating  polarizer. 

" Y 

I 

Z AXIS OUT OF PAGE 

Figure  9-Unpolarized  light beam. 

l e n s  Fundamentals 

Figure 10 shows two representations of the  same  phenomenon  The  upper  diagram of Figure 
10 is called a ray diagram. A ray is a line  drawn  in  the  direction of wavefront  propagation.  In 
this diagram  there is a point source of light at point A. When point A is at the  focal  point  to  the 
left of the  lens, as shown in  Figure 10, the  rays of light  emerging  on  the  right  side of the lens will 
be parallel and travel  horizontally.  These  parallel  rays  can  be  focused  to point B by a second  lens 
as shown 

The  lower  portion of Figure 10 shows  wavefronts  radiating out as concentric  circles  from point 
source A (which is at the  focal  point of the  lens).  The  lens  impedes  the  wavefront  propagation 
through it sufficiently so that upon  emerging  the  wavefronts  become  plane  wavefronts  travelling 
horizontally  to  the  right.  These  plane  waves  are  refracted by a second  lens  and  converge  to  the 
focal  point B of the  second  lens, as shown. The  results obtained from a ray  diagram are 
the same as those  obtained  from a wavefront  diagram,  but  in  practice  the ray diagrams a r e  
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Figure 10-Ray  and wavefront diagrams. 

PRIMAR 
FOCAI 

FOCAL  POINT 

\ 
PRINCIPAL- 

AXIS 

Y (FRONT)  AXIS  SECONDARY (BACK) 
LENS usually  more  practical  than  the  wavefront-type 

PLANE I FOCAL  PLANE 
I 

diagram. 

Figure 11 introduces  some  lens  terminology. 
The principal axis is the  line  joining  the  center 
of curvature of the two faces of the lens. The 
focal points of a thin  lens  may  be  taken  to  coin- 
cide with the  centers of curvature of the  lens. 
A focal plane is a plane  perpendicular  to the 
principal axis at a focal  point.  The  focal  plane 
contains  the  images of objects  which are an in- 

Figure 1 1-Incident parallel rays  focused in finite  distance  from the lens (incident rays par- 
secondary focal  plane. allel). The pm’ncipal ray is a ray  passing  through 
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c the  lens without  deviation  (zero  refraction).  Incident parallel rays  making an  angle 4 with the  prin- 
1, cipal axis will  converge  to a point in the  back  focal  plane of a lens, as shown in  Figure 11. The 
I point.in the back  focal  plane  to which the  rays  converge is determined by the  angle @. 

i 
n,, 

Diffraction 

When waves  pass  through  an  aperture  or  pass  the edge of an  obstacle,  they  spread beyond the 
limits of the  geometric shadow. This phenomenon is known as diffraction.  Huygens'  principle 
states that  each  point  on a wavefront  can  be  considered as a new source of a wave.  With this  in 
mind,  the  diffraction  phenomena  can  easily be explained. Figure 12  shows a portion of the  light 
from a monochromatic  point  source  being  blocked by a baffle which has in it a small  aperture, 
By Huygens'  principle,  the  small  aperture  can  be  considered as a new light  source. 

T. Young performed  an  experiment  similar 
to  that shown  schematically  in  Figure 13. In 
his  experiment Young passed  sunlight  through a WAVEFRONTS 

pinhole  such as A in  Figure 13. By Huygens' 
principle this pinhole acts as a new point 
source,  and from our  discussion of spatial  co- 
herence it is apparent that this new point source 
(Pinhole A) radiates  light  waves with a high de- 
gree of spatial  coherence. By using a pinhole, 
Young was  therefore  able  to  produce a point 
source with a high degree of spatial  coherence. 
At a considerable  distance from A, the  spa- 
tially  coherent  light is passed  through two more 
pinholes (B and C). In the previous  discussion PO,NT SOURCE BAFFLE 

of spatial  coherence  it  was  stated  that a co- 
herent  light  beam  can  be  split  into two beams Figure  12-Diffraction  of  light  at a  small  aperture. 

Figure 13-Experimental 
arrangement for Young's 
experiment. 

. - ". 
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DIFFRACTION PATTERN 
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which can  be  made  to  interfere with  each  other.  In  effect this is done by the  pinholes B and C. 
Thus,  by  using  pinholes  in  the  arrangement shown in  Figure 13, Young was able to  produce two 
mutually  coherent  (spatially)  light  sources  for  his  investigation of interference  patterns. 

When discussing Young's experiment, it is convenient to  replace  the  pinholes by narrow slits 
and  use a monochromatic  source of light.  The  narrow slits will produce  cylindrical  wavefronts 
instead of the  spherical  wavefront  produced by the pinholes. Figure 13 can  be  used  to  represent 
the cylindrical  wavefronts  emerging  from  the slits. In  either  case  the  wavefronts  from the sources 
B and C will  interfere  and  form  an  interference  pattern  consisting of parallel  dark  and  light  straight- 
line  bands (shown in  Figure 13). 

Diffraction  from  Multiple  Slits 

The  basic  operation of an  optical  processor is easily  understood  after  considering a light  beam 
with plane  wavefronts which is diffracted by equally  spaced slits. When a plane  wavefront  from a 
monochromatic  coherent  light  source  passes 
through a series of slits (Figure 14), each slit PLANE - 
will  act as a new source of a cylindrical wave 
in  accordance with  Huygens' principle.  The 
successive  wavefronts  spread out on the  right 
side of the slits as shown. As shown in  Figure 
13, the  wavefronts  from  adjacent slits interfere 
constructively  and  destructively with each  other. 

WA\ 

Zero-Order Wavefront  Formation 

Figure 14 shows the construction of zero- 
order  wavefronts.  These  wavefronts are  formed 
by planes  parallel  to  the  plane of the slits and 
tangent  to  the  cylindrical  wavefronts of the slits. 
The  zero-order  wavefronts  travel  in  the  same 
direction and  have  the same  spacing (one  wave- - 
length, A )  as the  original  plane  wavefronts. In 
Figure 14 it can  be  seen  that as the  cylindrical 
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- 
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wavefronts  travel out (in  the  direction  perpen- Figure 14-Formation of zero-order wavefronts. 

dicular  to the slit plane)  they  become  more  and 
more  plane, as shown by the  darkened  portions of the  dotted  lines  representing  the  wavefronts. 
These  plane  wavefronts  are  called  the  zero-order wavefronts. 

First-Order  Diffraction  Wavefront  Formation 

Figure 15 shows  the  formation of first-order  diffraction  wavefronts.  The  cylindrical  wave- 
fronts  also  merge at large  distances  from  the slits into  plane  waves  traveling at an  angle upward 
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o r  downward from  the  horizontal, as shown. 
The  first-order  up  wavefronts are formed by 
planes  tangent  to  the  mth  wavefront of slit A, 
the (m + 1) wavefront of slit B, (m + 2) wave- 
front of slit C, etc. Similarly  the  first-order 
down wavefronts are formed by  planes  tangent 
to  the  mth  wavefront of slit A, the (m - 1)wave- 
front of slit B, (m - 2) wavefront of slit C, etc. 
By diffraction  theory  and  trigonometry, it can 
be shown that  the  sine of the  angle of the direc- 
tion of propagation is related  to  the wavelength 
of the  light  and  the  spacing between the slits S 
in  accordance with the  formula 

s i n 0  = 7 

A 

where 

A = wavelength of light, 

s = slit spacing, 

e = angle of wavefront  propagation  from 
horizontal. 

Second-Order Diffraction 
Wavefront  Formation 

Figure 16 shows  the  formation of second- 
order  diffraction  wavefronts.  Second-order 
wavefronts  are  formed by planes  tangent  to  the 
mth  wavefront of A, the (m f 2) wavefront of B, 
(m f 4)  wavefront of C, etc.  The  cylindrical 
wavefronts  merge at large  distances  from  the 
slits into  plane  waves as shown. The  angle 
from  the  horizontal at which the second-order 
wavefronts  travel is given by 
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Figure 15"fomation of first-order  wavefronts. 

s i n e  = - 2h 
S '  

where 

A = wavelength of light, 
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S = slit  spacing, 

B = angle of wavefront  propagation 
from  horizontal. 

nth-Order  Diffraction 
Wavefront  Formation 

From the above  discussion it can 
be  seen  that  there  are  3rd-order d i f -  
fraction  wavefronts,  4th-order . . . to  
n orders of diffraction  wavefronts, 
each  existing  simultaneously.  The 
angles  from  the  horizontal at which the 
nth-order  diffraction  wavefront is 
propagating are given by the  formula, 
s i n 0  = nh/S , where n is the  order of 
the  diffraction  wavefront. 

It has  been shown how plane  waves 
are diffracted by multiple slits to form 
the  various  orders of wavefronts. 
These  diffractionwavefronts are mutu- 
ally  coherent  (originate  from  the  same 
source) and  can interfere with one an- 
other.  Consider a screen  parallel  to 
the  zero-order  wavefronts.  Each  order 
of diffraction  wavefronts would illumi- 
nate  the  screen  uniformly if i t  were the 
only order  present. However,  when two 
or  more  wavefronts (of different  order) 
are present, they will not have  the 
same  relative  phase with respect  to 
each  other at every point on the  screen. 
Since  the  relative  phase  relation  de- 
termines how the  wavefronts  combine 
as described earlier, a variation  in 
light  intensity  will  occur on the  screen. 
In the  case of slits, this  interference 
pattern  will  consist of light  and  dark 
stripes, In  effect,  the same pattern 
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Figure  16"formotion of second-order wovefronts. 
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1 could be produced by using  separate  collimated  light  sources  for  each  order of diffraction  wave- 
fronts.  These  separate  sources would have  to  be  mutually  coherent  and  incident  at  the same angle 
as the  corresponding  order of diffraction  wavefronts.  Since this interference  pattern is formed 
by  wavefronts  created by diffraction, it is called a diffraction  pattern. 

It can also  be shown how the  orders of wavefronts  caused by the  diffraction of light  through 
slits can  be  focused by a lens. It was shown (Figures  14,  15, and 16)  that  orders of diffraction 
wavefronts will be set up when plane  wavefronts  illuminate a set  of slits. The  directions of propa- 
gation of the  zero-order  wavefronts  and of the  first-order up and down wavefronts are shown in 
Figure 17. These  directions are indicated by rays  and  can be  compared  to  Figures  14, 15,  and  16. 
The  various  orders of diffraction  wavefronts  produced by the slits are brought  to  focus as shown in 
Figures 10  and 11. To be  more  specific,  the  zero-order  wavefront is brought to  focus  in  the  focal 
plane  in a manner  similar  to  that shown for  Lens 2 in  Figure 10, where  parallel  horizontal  rays 
incident upon Lens 2 a r e  shown to  be  brought  to a focus  at  the  back  focal point B. The  zero-order 
diffraction  wavefronts  can  be  represented by parallel  horizontal rays and  therefore  can  be  brought 
to a focus at the  back  focal point of a lens.  This  focusing of zero-order  wavefronts is illustrated 
in  Figure 17. The  first-order  up  and down wavefronts  focus  in  the  focal  plane  in the manner  simi- 
lar to  that shown in  Figure 11. Figure  17,  therefore,  combines  in one diagram the various  effects 
that  have  been  discussed. It is to  be noted  that when the  diffraction  pattern is imaged  in  the  back 
focal  plane of a lens,  the  imaged  pattern  consists of points of light on a line  perpendicular  to  the 
direction of the  slits. 
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Figure  17"Focusing of diffraction wavefronts. 
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The  principle shown in  Figure 17 can  be  interpreted as a form of frequency  analysis  (spectrum 
analysis).  For  example,  consider  the  first-order  diffraction  wavefronts.  The  distance of the first- 
order  image  points  (formed by the  lens)  from  the  principal axis is inversely  proportional  to  the slit 
spacing. If the  space between slits is considered as one period  (or one spatial wavelength), the 
distance of the  first-order  points  from  the  principal axis can  then  be  considered  proportional  to 
the  spatial  frequency of the slits. This  interpretation will be  discussed  in  more  detail later and, 
in  fact,  will  be  used as the  basic  principle  in  most  applications of optical  data  processing  methods. 

Zone Plate 

A zone  plate i s  a screen  made up of transparent  and opaque zones.  Figure 18 shows a typical 
zone  plate. We have seen  from  Figure 10 how parallel  wavefronts  are  refracted by a lens  into 
spherical  wavefronts  whose  center is at the  focal point of the  lens.  The  zone  plate  can  act on 
parallel  wavefronts  much  the same as a lens  does.  The  wavefronts  reaching  the  focal point are 
wavefronts of light which have  the  same  phase,  i.e.  the  light  waves  reaching  the  focal point are all 
in  phase. 

Figure 18-Zone plate. 

A zone  plate is constructed by 
drawing  concentric  circles with radii 
proportional  to  the  square  root of 
natural  numbers.  Calling  the  center 
circle zone 1, each of the  succeeding 
larger  bands is numbered  in  order. 
If the odd (or  even)  bands are colored 
s o  as to  be opaque  and the even  (or 
odd) zones  are  made  transparent,  the 
screen  thus  formed  will  transform a 
plane  wavefront  into a spherical wave- 
front whose  center of curvature is the 
focal point. The  focal  length of such 
a zone  plate is 

where 

F = focal  length of the  zone  plate 

Rn = radius of the nth  zone, 

n = number of zones, 

A = wavelength of the  light  used. 

The opaque areas block  any  light which would produce  out-of-phase  waves  at  the  focus.  Since 
all light  reaching  the  focal point is in-phase,  the  intensity of light at the  focal point is greater with 
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the  zone  plate  present  than  without it. This  increase  in  intensity  happens at the  focal  point  even 
though portions of the  light are blocked  by  the  opaque areas. 

Another way of looking at a zone  plate is to  consider it as slits. We have  seen how slits can 
diffract  light,  causing  wavefronts of different  orders  to be  formed. A zone  plate  can  be  considered 
to  act  in  very much the same way as the slits, except  in  this  case the slits are not  straight but 
curved.  The  curved slits cause spherical wavefronts to  be  formed,  instead of the  plane  wavefronts 
as shown in Figures 14 through 16. Figure 17 shows the direction  in which the  straight slits cause 
light  to be diffracted.  The fact that  in a zone  plate  the slits are circular  causes the diffraction  pat- 
tern  to  be  circular,  resulting  in the formation of spherical  wavefronts. 

As an  aside, it would appear that additional  intensity  could  be  obtained at the  focal point if 
phase  correction were used  instead of blocking the  light  in  opaque areas. In  other  words,  increased 
intensity  could  be  obtained at  the  focal point i f  t he  light  in  opaque areas  were  phase-shifted  instead 
of completely  blocked. 

Color 

A great  many  studies  have  attempted  to  determine  the  mechanics of  how human  beings  per- 
ceive  color.  These  studies  have  formed a basis of our  present  color  photography  techniques. In 
order  to  understand coior photography, it is necessary  to  understand  the  results of thest  studies. 

Initial  studies  relating  to  color  perception  determined  that  the  visible  spectrum  includes  the 
wavelength  range  from  approximately .4 microns  to  approximately .7 microns.  (Refer  to  Table 1 
for conversion  factors.) 

Table 1 

Conversion  Factors. 

<TO OBTAIN 

0 

Angstroms 

Millimicrons 

Microns 

Millimeters 

Centimeters 

Angstroms 

1 

10- 

10- 

10- 7 

10-8 

Millimicrons 

10 

1 

10- 

10- 

10- ' 

Microns 

10 

10 

1 

10- 

10- 

Millimeters 

10 

106 

i o 3  

1 

10- 

Centimeters 

~~ 

10s 

10 

10 

10 
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3& 'ti; w e K A o w n  that  sunlight  or  white  light  can  be  broken down into  the  spectral  colors it con- 
tains (e.g. rainbows,  oil films on water, soap  bubbles). One of the most familiar methods of break- 
ing  white  light  into its spectrum is the  use of a prism. A prism  consists of two surfaces  included 
at some  angle so that  the  refraction  produced at the first surface is not  canceled by the  second 
surface but is further  increased.  It is this  process which increases  the  chromatic  dispersion so 
that  the  spectrum  can  be  seen.  Color is determined by the frequency of vibration  (or  the  associated 
wavelength) of the  light.  White  light is composed of many  wavelengths of light  blended  together. 
These  wavelengths  give  rise  to  an  infinite  number of hues  which  make up the  spectrum.  These 
hues are usually  grouped  together  broadly  into six principal  colors:  red,  orange, yellow, green, 
blue,  violet.  The  angle of refraction of a prism  varies with  wavelength,  shorter  wavelengths  being 
refracted  more. No definite  relationship  covering all prisms  exists between  the  wavelengths  and 
the  refraction  angles.  This  means  that  prisms  made of different  substances  will  spread out the 
component colors of the  spectrum  to  somewhat  different  extents.  The  normal  eye  can  discern d i f -  
ferences  in  wavelengths of .005 microns.  Differences  in  hues  do  exist  between  colors  whose  wave- 
lengths differ by less than .005 microns, but i t  is not  possible  for  the  eye  to  distinguish  this d i f -  
ference.  Each  hue is determined by a different  frequency  or  wavelength of light. It would seem, 
therefore,  that  in  order  for  the  eye  to  determine  the  color it would need a receptor  in its sensitive 
area  for  each  frequency of light  that it can  discern.  This would mean  that  the  eye would have  in 
its sensitive area an  infinite  number of light-sensitive  elements,  each of which  would be  sensitive 
to  light of but a single  wavelength.  This  concept  must  be  rejected as unrealistic. 

A more  acceptable  concept which explains how color is detected by the human  eye is to  accept 
a relationship  between  the  eye  and  the  brain.  The  sensitive  receptors which make up the  retina of 
the  eye  consist of two main  types,  rods  and  cones.  Light  falling on these  receptors  produces  elec- 
trical impulses which are  transmitted  along  the  optic  nerves  to  the  brain.  It is the  brain which 
interprets  these many electrical  impulses  into  the  sensation of sight. 

The  receptors  can be  considered  to  form  three  separate  systems,  each  responding  to  one-third 
of the  spectrum, i.e. 

System 1 responds  to  violet  and  blue, 

System 2 responds  to  green  and  yellow, 

System 3 responds  to  orange  and  red. 

Each of these  systems  has a broad  response,  i.e.  the  response of each  system  overlaps  the  adjacent 
system. Yellow light  will  excite  the  green-yellow  system  and  also  the  orange-red  system.  It is the 
brain  that  interprets  the  electrical signals from  each of the  systems as a single  response of yellow. 
It is possible  to  excite  the  green-yellow  system  with a green  color  and  the  orange-red  system with 
a red so that  the  combination of the  two  colors is interpreted by the  brain as yellow. The  brain 
therefore  can  interpret  true yellow impulses as yellow or  can  interpret a combination of green  and 
red as yellow. These  facts  have  been  verified  experimentally. 
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Jl I' Experiment  has shown that  the  simple  mathematical equation  shown  below relates any four 
/ distinct  colors as determined by the eye: 

S(B)  + t ( C )  + u(D) = r ( A )  . 

where A, B, C, and D are four  colors; r,  s ,  t ,  and u are constants  relating  to  units or  amounts of 
each  color;  and "=" is to  be  read  "matches."  The only restriction on the  use of this equation is 
that no  one of the  four  colors  should  be  matchable by a mixture of any  other two. This  relation 
can  be  written as the  algebraic  equation 

For example, if  r units of color A a re  placed  into one-half of a chromometric  field of a color- 
matching  instrumenf, this  color  can  be  matched by: 

s units of color B, plus 

t units of color c, plus 

u units of color D. 

Should any  coefficient(s)  in  the  equation  be  negative,  the  affected  color(s) are added to  color A and 
the  mixture is then  matched by the  remaining  colors. 

When two colors  are mixed  together, the eye  distinguishes  this  mixture as a third  color.  It 
cannot  discern  either of the two original  colors in the  third.  The  eye,  therefore,  cannot tell 
whether a given  color is a sensation  produced  from a monochromatic  light  source  (light of a single 
wavelength) or whether i t  is produced by a mixture of colors.  Physical  color-matching  equipment 
operates  differently  from  the  eye  in  that  the  light is dispersed  into a spectrum.  The  component 
colors are then  added  together to  determine  the  resulting hue. It is clear,  therefore, that with re -  
gard  to human  perception  it is necessary  to  take  into  account  the  physiology of what the  eye sees  
when determining  the  color of a light.  In  color  matching, as f a r  as the  eye is concerned, it is im- 
material  whether a monochromatic  light or a color  blend is used as a reference.  The  results  will 
be  the  same,  since  the  eye cannot  distinguish  between  them. 

A better  understanding of how the  eye  distinguishes  between  colors is obtained by an  attempt 
to  classify  different  colors  into  groups. Up to  this point  we  have  been  separating  the  colors  in  ac- 
cordance  with  their hue. Suppose,  for  example,  we  have a large  number of colored  cards which  we 
want  to  classify  into  groups. We would normally  place all the  reds  in one pile, the greens  in an- 
other  pile,  and so on. This is straightforward  and is usually  the  normal  grouping  that one thinks 
of when attempting  to  classify  colors.  However, it is not the only grouping that is possible. For 
example, i t  is possible  to  compare a red and a green. We could take a particular  red  card and 
look at its redness, or intensity,  and  then  take a green  card which  closely  approximates  the  in- 
tensity that appears on the  red  card.  That is to  say,  the  intensity of the  red  can be matched  with 
the  intensity of the green. We are thus  classifying the intensities or brightnesses of different 



colors. Another  type of color  classification  can be made  in  terms of saturation.  That is, we can 
take a red which  looks  truly red and  compare it with others which  may  not  look so red. A red 
mixed  with  white would still be red but  would have a somewhat  paler  appearance. 

As we  previously  pointed  out, a monochromatic  light  can be matched by a mixture of three in- 
dependent  colors.  Three  colors are independent  when  any  one  cannot be matched by any  combina- 
tion of the other two. It is possible,  therefore,  to  make a chart which relates the  quantity  and 
proportions of three given  independent colors  required  to  match a given  monochromatic  light. 
When three independent colors  are chosen,  we  consider these to  be  the  primary  colors of our  sys- 
tem. It should be noted here that for any  specific  choice of real primaries there will  be a few 
colors  that cannot be matched. This fact  was  observed earlier as the  possibility that one of the  
coefficients  in  the  color  equation  can be negative.  The  selection of three  colors as primaries is 
arbitrary (Le. choosing  the  colors  represented by B, C, D in  the above  equation to  match a color A 

is arbitrary), Having chosen  one set of primary  colors, it is possible  to  determine a second set 
of primaries  from the first. The  reason  for  this is that the specific  values of the  coefficients de- 
termined  from the first set of primaries  can be used  to relate the  second set of primaries. Once 
the  relationship between the two sets  of primaries is known, it is possible  to  convert one into  the 
other.  The  International  Committee on Illumination has determined the coefficients of a hypotheti- 
cal set of primaries  to  match the given  wavelengths of monochromatic  light.  Selected  values are 
tabulated  in  Table 2. x , Y, and Z were  chosen so that positive  amounts of each could be mixed to  

Table 2 

Hypothetical Color Coefficients. 

Wavelength 
(millimicrons) 

X Y 

400 

.004 .011 700 

.lo7 .284 65 0 

.G31 1.062 G O O  

.995 .433 550 

.323 .005 500 

.038 .336 450 

.ooo .014 

Z 

.OG8 
1.772 

.272 

.009 

.001 

.ooo 

.ooo 

match any given  color regardless of hue or  sat- 
uration.  Thus  they do not correspond  to  physical 
colors. They can be used in color  equations, 
however,  and  the  results  can  then  be  translated 
into a set  of physical  primaries  in  the  manner 
described above. X , Y , and Z have  the  form of 
supersaturated  colors (i. e. their  saturation is 
greater than 100 percent).  Their  use  offers two 
advantages. First ,  negative  amounts of "color" 
are avoided  in  the  equations. Second, Y has  the 
property  that it is also a direct  quantitative 
measure of the brightness of the resultant  color 
of a mix of these  three. 

The color  equation  implies the relation 

R = X + Y + Z ,  

where R is the  coefficient of the  color  being  matched.  For  example, .082 parts of a color with a 
wavelength of 400 millimicrons  can be matched by .014 parts of X ,  .OOO parts of Y ,  and  .068 parts 
of z, giving  .082 parts of the color R ,  

Dividing the above  equation by R gives 
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Let x = X/R , y = Y/R, and z = Z/R. Then 

x + y + z  = 1 .  

Here we see  that only two of the  coefficients x, y, z are independent; the knowledge of any two coef- 
ficients  will  determine the third.  Let  us  take x and y as the independent  coefficients.  Using the 
values of X,  Y,  and Z given in  Table 2, the  corresponding  values for x and y can  be  determined by 

- "  X X - Y and x - R - X + Y + Z  Y - x + y + z '  

The  values for x and y determined  in  this way a r e  tabulated  in  Table 3 .  The  graph shown in  Fig- 
ure  19 is a plot of the,values given  in the  above  table.  This  plot is usually  called a chromaticity 

Table 3 

Independent  Coefficients. 

Wavelength 
(millimicrons) X Y 

400 

.27 .74 700 
2 7  .73 6 5 0  
.3 7 .G3 GOO 
.G9 .30 5 5 0  
.54 .o 1 5 0 0  
.02 .1G 4 5 0  
.oo .17 

diagram  because  it  indicates  the dominant  hue 
and the saturation of any  given color.  The 
chromaticity  diagram is extremely  valuable  be- 
cause  it can  graphically show all the known 
facts concerning  mixing of colors.  The  outer 
perimeter of the  curve  depicts  colors of com- 
plete  purity  or  saturation.  The  wavelengths of 

.520 

Y 

I 
0- .780 

0 .OOO . I  00 .200 .300 .400 SO0 .600 .700 .800 

Figure  19"Chromaticity diagram. 

these  100-percent  pure  colors  are  indicated on the perimeter of the  curve.  Colors which a r e  not 
spectrally  pure  are  located  inside  this  curve. One such  point is indicated by A. This point repre- 
sents a mixture of equal parts of the  three  primary  colors, i.e. x = Y = z = .33,  The  result of th i s  
mixture  will  appear  to  the  eye as white  light. Pure white,  theoretically,  should  indeed  be  an  equal 
mixture of three primary  colors.  Point B was  selected  such that its coordinates are (.2, .5). TO 
obtain the dominant  hue of Point B, a line is drawn  between  points A and B (point A corresponding 
to  white  light).  This  iine is extended to  intersect  the  spectrally  pure  curve at Point C. Point C! 
represents a wavelength of 510 millimicrons.  This  monochromatic  light (wavelength = 510 milli- 
microns) is the domiilant  hue of the mixture  represented by  Point B. The  spectral  purity of the 
color at Point B will  be  represented by the  ratio between  the  lines AB and AC or the  ratio of 1 to 
2.4. Therefore,  the  spectral  purity of the Point B mixture is approximately 42 percent.  Another 
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way of stating  this is to  say  that  taking 2.4 parts  of normal  white  light  and  one  part of monochro- 
matic  light of wavelength 510 millimicrons  will  result  in a color  match  denoted by Point B. The 
effects of mixing  colors  can also be  demonstrated  by  the  chromaticity  diagram.  Two  colors, D 
and  E, are to be  mixed  in  the  proportion of two par ts  D to one part  of E. To  determine  the  result, 
connect  Points D and  E by a straight  line  and  divide this line  in  the  ratio of 2 to 1. It is fairly 
obvious  that  the  resulting  mixture  will  be  dominated by the  color D, rather  than E. Point F divides 
line DE in  the  ratio of 2 to 1 (i.e. 2 DF = FE) and,  since  two  parts of D  were  used point F is situ- 
ated on line DE closer  to  Point  D  than  to E. The  result of mixing  colors  D  and E will  be a color 
lying on a line  joining  D  and E. In this  particular  case,  the  line  joining D and  E  went  also  through 
Point A. Thus  another  proportion of colors D and  E  could  be  mixed to give  the  appearance of white 
light.  It is also  clear  from  the  chromaticity  chart  that  an infinite number of pairs of points  could 
have  been  selected  such  that a line  joining  them would pass through  Point A. The  results of mix- 
ing any of these  especially  chosen  colors  (in  the  proper  ratio  for  each  case)  will  appear  to  be  white 
light.  Colors which have this  property  are  called  complementary  colors.  There is obviously an  in- 
finite  number of complementary  colors.  The  ling  joining  D  and  E  extended  also  intersects  the 100- 
percent  purity  curve at 488 and 595 millimicrons.  This  means  that, when equal  quantities of mono- 
chromatic  light of these  wavelengths are mixed,  the  resulting sensation will  be  white  light (i.e. 
since AH = AG, equal parts of the twa colors  add  to  give  the  sensation of white  light). It is possi- 
ble  to  determine all of the  complementary  pairs of colors by using  the  method  above.  Thus the 
sensation of white  light  can  be  produced by two monochromatic  sources of proper  wavelengths, 
although  white  light  from  the  sun  normally  contains  most  wavelengths. 

Not all of the  colors  to which  the  eye is sensitive  appear  in a natural  spectrum of white  light. 
Mixtures of red and  blue are not present  in a natural  spectrum.  Mixtures of these  colors  give rise 
to the pinks  and  violets.  These  pinks  and  violets, which the  eye  can  see as distinct  colors,  have  no 
counterpart  in  the  natural  spectrum,  and no spectral  matches of these  colors  are  possible. Link 
J K  in  Figure 19 represents  these  pinks  and  violets. 

PRINCIPLES OF OPTICAL DATA PROCESSING 

Fourier  Transform by Diffraction 

Optical  data  processors  have  been  developed by taking  advantage of a unique  property of dif- 
fraction. Only diffraction  from  discrete slits has been  considered up to  this point. In such  cases, 
the  fraction of incident  light  (monochromatic  and  coherent)  passed at a point  in  the  object  plane (the 
plane of the slits) is either 1 (slit) or zero (no slit). In general, a diffraction  pattern is produced 
when the  amplitude or phase of the incident  coherent  light is varied by the  object  plane.  That is, 
the  amplitude  (and/or  phase) of the  incident  light  passing  through  the  object  plane is not  the  same 
for  every point in  the  object  plane. 

To  simplify  further  discussion, only  one dimension of the  object  plane will be  considered. 
Figure 20 shows a basic  diffraction  system.  The  object  plane  (one  dimension) is described by the 
coordinate x, and  the  back  focal  plane  (one  dimension) is described by the  coordinate Y. The 
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transmissioniofrlight  through  the  object  plane 
can be expressed as a transmission function 
F(x) ,  where 

At any  point X the  fraction of the  incident-light 
amplitude that will  pass  through the object  plane 
is V( x). The  value of the  fraction V will  vary as 
a function of the local ( x )  of the point in the 
object  plane  being  considered.  Differences  in 
the  fraction of light  amplitude  passing  through 
the  object  plane at different  points  can  be  caused 
by varying  transparenky  in  the  object  plane, 
The exponential term  accounts  for any 
phase  change  dependent on the  coordinate x. A 
phase shift  of this  type  can be caused by a trans- 
parent  plate (e.g. glass) of varying  thickness. 

x 

Figure  20-Optical  Fourier  integrator. 

J 

As an example, if  the complex  amplitude of the  incident  light is Aeje, the light  appearing at the 
exit  surface of the object  plane  will  be  given by the  product of the  incident  amplitude and the  trans- 
mission function: 

This  example  shows  that V( x) is the  fraction of incident  amplitude  transmitted as a function of x, 

and +(x) is the  phase shift introduced as a function of x. In the  special  case of discrete slits, these 
functions would have  the  values 

1 when x i s  in  a s l i t  

0 when x i s  not i n  a s l i t  
V(x) = 

+ ( X )  = 0 (No phase sh i f t   in t roduced  by s l i t )  

When the object  plane is located in (Le. coincides  with)  the  front  focal  plane of a lens,  application 
of Huygens’ principle  gives  the  complex  amplitude  in  the  back  focal  plane by the  equation 

where 

u(y) = complex  amplitude in the back  focal  plane as a function of the coordinate Y, 

25 



F ( X )  = transmission function of the  object in the  front  focal  plane as a function of the  coordi- 
nate X, 

k = 2n/X, A = wavelength of incident  light, 

f = focal  length of the  lens. 

This equation has  the  form of a Fourier  transform  and  can  be  interpreted by the  statement:  The 
complex  amplitude  in  the  back  focal  plane is determined by the  Fourier  transform of the  trans- 
mission function  in  the  front  focal  plane. As shown in  Figure 20, an aperture is usually  present 
to  define the  spatial  limit of F( X). For  an  aperture width d and x = 0 at the  center  (Figure 20, 
F ( X )  = 0 for I X I  > d/2. This  limit  imposed by the  aperture  allows  the  integral  to  be  written as 

since  the  integrand is zero  for I x( > d/2. 

It is apparent  that  this  unique  property of diffraction  offers  the  possibility of performing a 
Fourier  transform on any  function that is represented by the  transmission function. Thus it is 
possible  to  process  data  optically by introducing  signals as transmission  functions  and  performing 
any necessary  operations on the  Fourier  transforms. 

Fourier Transform 

At this point a short  review of Fourier  integrals as applied  to  optics  in one  and two dimensions 
might  be helpful. Figure 21 represents a common  problem  in  electrical  engineering, i.e. given a 
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waveform  such as the  rectangular  pulse shown in Figure 21, find the  "spectrum" of its sinusoidal 
components. The  spectrum shown is a plot of the amplitude of each  frequency  component  required 
to  produce  the  given  rectangular  pulse. It should be  noticed  that  the  continuous  spectrum  curve 
implies  that all frequencies are present  in  the  rectangular  pulse.  This is in  contrast  to  the  discrete 
frequency  spectrum of a continuous periodic waveform. 

The  frequency  spectrum of a given  wave- 
form is found by taking  the  Fourier  transform 
of the function  describing  the  waveform.  This 
transform is the  process of multiplying by an 
exponential factor and  integrating  with  respect 
to  the variable of the given  waveform.  The  ex- 
ample of Figure 21  includes  the  mathematics 
used  to obtain the  spectrum.  The  limits of in- 
tegration  are defined as +m and -*; however,  in 
the example the integration is actually  per- 
formed between  the limits -a/2 to +a/2, since 
the integrand is zero  for all other  values. 

The  example of Figure  2lwas  expressedas 
a function of time ( t ) . This is the  usual  case 
in electrical  engineering,  where  voltage  varies 
as a function of time. In Figure 22 the  same 
rectangular  pulse is shown as a function of the 
spatial  dimension X. Considering  the  rectangu- 
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Figure 22"Rectangular  pulse-rectangular  aperture. 

lar aperture shown in Figure 22, it  can  be  seen that the  rectangular  pulse  can be used  to  represent 
the  amplitude of light  plotted  against  the  horizontal  dimension x .  If the light  incident upon the  aper- 
ture is constant  in  amplitude  and  phase, the light passed by the  aperture  along a horizontal  line  will 
be given by the  rectangular  pulse.  That is, no light is passed beyond the  dimension of the  aperture 
and the incident-light  amplitude has a constant  value  across the aperture as given by a rectangular 
waveform.  In  term-s of a one-dimensional  transmission  function as described  in  the  previous  sec- 
tion, this  aperture is represented by 

1 when X 

F(x)  = 

0 when X 4 

According  to  the  principles of the preceding  subsection, a lens  will  produce a Fourier  transform of 
this function, as follows: 
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In this application,  the w term  represents a spatial  dimension  in  the  transform  plane. Com- 
paring  this  transform  equation with  that of the  voltage  waveform in Figure 21, it is apparent  that 
the two cases are identical  except  for  the  interpretation of the  variables. It may  be  noted  that  the 
1/277 factor is not  present in the  above  expression.  This  constant  factor  involves only a scale 
change  and is therefore of no  importance. 

Further  consideration of the  rectangular  aperture of Figure 22 leads  to a two-dimensional 
Fourier  transform.  Just as the  light  passing  through  the  aperture is represented by a rectangular 
pulse with respect  to x in  the  horizontal  direction,  along a vertical  line  the  light  can  be  represented 
by a similar  rectangular  pulse with respect  to Y .  This  rectangular  pulse  can  be  analyzed  inde- 
pendently from that representing  the  horizontal  case.  This would represent  another  one-dimensional 
transform  identical  in  form  to  the  one  given above.  However,  we  can also  consider both functions 
at the  same  time by using a two-dimensional  transmission  function  given as 

1 when X a 2 and Y < ?  ’ 
b 

F(x,  Y )  = 

0 when X a 2 or Y > ? .  
b 

The  Fourier  transform is then  given by a double integral 

It is important  to  note that the  two-dimensional  transform  produces a two-dimensional  spectrum 
in terms of the  spatial  terms biX and 

The  capability of taking a two-dimensional  Fourier  transform is an  advantage which optical 
systems  have  over  the  usual  electronic  system. An extension of processing  to two dimensions 
provides  an  increase  in  the  amount of information  which  can  be  processed at one time. In a spe- 
cific  application  one of the  dimensions  can  be  used  for  signal  information  while  the  other  dimension 
is used  to  provide  multichannel  operation. 

Details of  Fourier  Transform by Diffraction 

The  Fourier  transform  characteristic of diffraction is applied  extensively  in  optical  process- 
ing  systems.  Therefore,  the  limitations  and  requirements  for  producing an optical  Fourier  trans- 
form should be  clearly  understood.  The  following  derivation  should  clarify  the  restrictions  imposed 
to  obtain  an  optical  Fourier  transform. 

Consider  the  optical  system shown in  Figure 23. Collimated  (plane  wavefronts)  monochromatic 
light is incident  from  the left and is represented by parallel  rays. A thin  lens of focal  length f is 
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mounted  with. its axis parallel 
of the incident  light  rays. At 

to the direction 
a distance g in 

front of the lens  there is an opaque screen, P ,  
with a rectangular  aperture.  The  dimensions of 
the  aperture are d in  the plane of the  paper and 
b perpendicular  to  the  plane of the  paper. We 
will  derive  the  expression  for  an  optical  Four- 
ier transform  in only one  dimension.  The sec- 
ond dimension  can  be  considered  independently 
and  similar  results would be obtained. When 
the Fourier  transforms of both  dimensions are 
considered  simultaneously, a double  integration 
(transform) is required.  The  two-dimensional, 
o r  double, Fourier  transform  was  discussed  for 
a special  case in the preceding  subsection. 

In order  to  assure  that  light  passing through 
the  aperture  will not be outside  the  lens  field, 

P 

""""_ 

Figure  23-Optical Fourier transform system. 

AXIS 

it is necessary that the  aperture  dimension d be  small  compared  to  the  dimensions of the  system 
(but large  compared  to a light  wavelength A). A  film with a transmission function F ( X )  recorded 
along  the x coordinate is inserted  in  the  aperture.  The  collimated  light  incident upon the  aperture 
can be represented by a constant  amplitude A. The  incident-light  amplitude is varying at a par- 
ticular  frequency with respect  to  time.  This  variation with respect  to  time is represented by an 
exponential factor e j ( b ~  + - )  , where w is the  angular  frequency  and a is the initial phase  constant. 
Since this exponential term  will  appear  in all amplitude terms unchanged, it can  be  neglected as a 
common  factor. It must  be  kept  in mind that,  although  the  incident-light  amplitude  A is constant 
with respect  to  spatial  coordinates of the aperture, all amplitudes  are  actually  synchronously 
varying  with  respect  to  time. By previous  definition,  the  light  amplitude  leaving the film with 
transmission function F( X )  will  be given as the  product of the incident-light  amplitude  and  the 
transmission function, or 

U(x) = A e j ( w t c a )  F ( x )  ' 

Eliminating the time-dependent  exponential e j ( u t  ), the light  amplitude  leaving  the  film  can  be 
expressed 

U ( x )  = AF(x)  . 

Starting with this  amplitude  and applying  Huygens' principle, it is possible  to  determine  the  ampli- 
tude  and  phase of the  light  converging  to a point y in  the  back  focal  plane of the  lens.  A  rigorous 
derivation of the  expression  describing the amplitude  and  phase of the  light  in the back  focal  plane 
is beyond the  scope of this report.  The following descriptive development,  however,  should clarify 
the physical  significance of the resulting equation. 
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The  amplitude of the light  leaving  the  film  plane  will  be, as above, 

If we  consider a small  interval dx  about the point x ,  the  contribution of this  interval  to  the  light 
amplitude beyond the  film  can  be  written 

A F ( x ) d x  . 

The  energy of electromagnetic  radiation  (light)  traveling  through  space is inversely  proportional 
to  the  square of the  distance  traveled.  Since  the  energy is proportional  to  the  square of the  ampli- 
tude,  the  amplitude  will  be  inversely  proportional  to  the  distance  traveled.  Thus  for a distance of 
travel r from  the point x in  the  film  plane,  the  amplitude  will  be 

The  fact  that  low-frequency  (long-wavelength)  radiation  does  not  travel as far as high-frequency 
(short-wavelength)  indicates  that a factor of 1/X (A = wavelength) is required: 

There is also  an  effect on amplitude  caused by the  fact  that  not all of the  light  travels  parallel  to 
the  optical axis. This  effect is seen  in  the  light  pattern  produced by a pinhole  where  the  pattern is 
brightest at the  points  directly  in  line  with  the  pinhole. An obliquity  factor (1 + cos e)/2 accounts 
for  this  amplitude  variation: 

A phase  shift  due  to  traveling a path  length r is given by a factor e - j k r  , where k is the wave  number 
(27r/h). A -90" phase  shift  inherent  in  the  application of Huygens'  principle is represented by a fac- 
tor l / j  . Applying these  phase  shifts  to  our  expression for amplitude  produces 

If r is defined as the  distance  from a point x (in the film plane)  to a point y (in the  back  focal  plane 
of the  lens)  the  light  amplitude at Y contributed only by the  interval dx in the  neighborhood of X is 

jh  F(x) e - j k r d x  . 
A l t c o s e  1 
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The  total  light  amplitude at a point y due to  the sum of the  contributions  from all x is given by in- 
tegration (sum of an infinite number of infinitesimal dx). The  resultant equation for  the  light  ampli- 
tude at a point y is 

. .. 

where 

A = wavelength of the incident  light, 

r = optical  path  length  from  point x in  plane P to point y in  the  back  focal  plane, 

k = 27r/k = wave  number, 

0 = angle between diffracted  wavefront  and  plane P (see  Figure 23). 

This equation  can be simplified as follows: 

1. The  factor l / j  contributes a constant  phase  shift  and  may  be  neglected. 

2. The  factor A/X is a constant  and  may  be  neglected. 

3.  (1 + cos S)/2 is called the obliquity  factor. In a practical case 0 is very  small.  Therefore 
cos 0 % 1 and (1 + cos e)/2 2 1. 

4. The term l / r  represents  the  effect of distance upon the  amplitude of the  light wave. For 
different  points  in  the  back  focal  plane  (different y coordinates), r will  vary by only a few 
wavelengths.  Since r is usually of the order of 105 wavelengths, l / r  may  be  considered a 
constant  and  may  be  neglected. 

The  simplified  equation  will  then  be 

Now consider  the  plane  wavefront P' (Figure 23) which is perpendicular  to  the  parallel  rays 
that  are focused  to the point y by the  lens.  The  optical  distance  from  the  plane P'  to y is the same 
along all rays  perpendicular  to P'. The rays having the  shorter  geometrical  paths  travel  the  longer 
paths  in the lens.  Since  light  travels  slower  in  glass  (because of greater  refraction index), their 
time of travel  will be greater.  Because of this effect, the overall  optical  path  lengths (defined as 
the  distance  traveled  in air in  an equal time  interval) are the same  for all of the  rays  for  the case 
mentioned.  Since the optical  path  lengths of the parallel  rays are equal, the  consideration of any 
one ray  will not affect  the  generality of the  derivation.  Consider  the  ray,  originating at x0, which 
passes  through the center of the lens and is therefore undeviated. The  distance  from P'  to y along 
this path is 

c = z , + z z .  
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From  Figure 23 it is seen  that 

Figure 24-Geornetry for calculation of 4,. For  small 8, cos B * 1, and  from  Figure 23 we 
have 

Substituting  this  expression  for x0 in  the  equation  giving 42 gives 

For  the  practical  case  where y << f ,  the  square  root  factors can be  expressed (with good approxi- 
mation) as the f i rs t  two terms of their respective  binomial  expansions.  The  binomial  expansion of 
(1 f z2) 1/2 is given by the  formula 

( 1 * 2 2 ) 1 / 2  1 *" "*  . . .  . 2 2  2 4  
2 4  

The first two te rms  in the  binomial  expansion of t l  and k 2  give 

Therefore,  the  optical  path  length c from P' to Y along  any of the  rays  perpendicular  to P '  is 

c = c ,  + x ,  = f .t g +  (1-+)$. 

The  distance a ,  along  the  ray  under  consideration,  from  the  plane P '  to  the plane P is 

a = x. s i n  8 . 
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However, for small 9, sin 8 %  tan 9 = y/f , which gives 

The  distance r from  the point x0 in the plane P to a point y in  the  back  focal  plane is then the sum 
of the  distances c and a 

This  can  be  written 

where 

A = f + g = constant, 

1 g B = (1 - T) = constant. 

Since the  optical  path  lengths are equal, r can be expressed  in  terms of X rather  than x0 : 

We can now substitute this expression  for r in the equation 

U(y) = I"" F(x)  e - jkr  dx , 
- d / 2  

obtaining 

Now the  exponential term  can  be  written as the product of three exponential terms: 
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The  exponential  factor e - j k A  is independent of both x and y .  Therefore, it represents a constant 
phase  shift.  This  constant  phase  can  be  neglected,  since we are interested only in the relative 
phase  difference  between  various  points  in  the  back  focal  plane.  The  expression  for  the  light  ampli- 
tude  in  the  back  focal  plane  has now been  reduced  to 

The  integral is identical  in  form  to  the  Fourier  transform.  The  coordinate X corresponds  to  the 
conventional time  coordinate,  and  the  coordinate y corresponds  to  the  frequency domain.  The 
Fourier  transform is generally a complex  quantity  with both amplitude  and  phase.  The  exponential 
factor e - j k B y 2  introduces  phase shifts dependent upon the y coordinate.  Unless  this  term is elimi- 
nated,  the  relative  phase of the  light  in  the  back  focal  plane  will not correspond  to  that of the  de- 
sired  Fourier  transform. 

In order  to  eliminate  this  phase  error  term,  the exponent must  be  zero  for all values of y .  The 
necessary condition is, therefore, B = 0,  or 

Simplifying this  expression  yields  the  necessary condition, 

g = f .  

Therefore, when the  plane P coincides with the  front  focal plane of the  lens,  the  Fourier  transform 
of a transmission function  placed  in  the  plane P will  be given by the light  amplitude  and  phase  in  the 
back  focal  plane. 

It is important  to  note  the  effects of the  location of the  aperture plane.  The  relative  amplitude 
and  phase  corresponding  to a Fourier  transform are produced only when the  aperture  plane coin- 
cides with  the  front  focal  plane of the  lens.  This is a subtle  point,  since  visual  observations do  not 
detect  differences that a r e  due  to  phase.  The  eye (or a photocell)  responds  to  intensity of light, 
which is not affected by changes  in  phase. In applications  where the transform is the end result, 
the phase  differences  are not important,  since all readout  devices  are  intensity-sensitive. However, 
in  applications  where further operations are performed on the  complex  amplitude  representing a 
Fourier  transform,  the  phase  differences  must  be  correct. In these  cases  the  aperture plane  must 
coincide with the  front  focal  plane  to  avoid  phase  errors. 

Intensity-Amplitude  Complication 

It has  been  stated  that  optical  data  processing is based on the  diffraction  principle, which pro- 
duces a Fourier  transform of the  transmission function. This  Fourier  transform and transmissiol 
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function are based on light  amplitude. In practice  the  complex  amplitude of light  cannot be 
measured. 

The  characteristics of physical photo detectors (e.g. film, human  eye,  photocell) are such  that 
they  can  sense only the intensity of light  (amplitude  squared)  and  cannot  sense  the  amplitude of 
light  directly.  Measured  values of light are therefore  expressed  in  terms of intensity,  rather  than 
of amplitude. For optical data processing, it is necessary  to  consider how a desired signal can  be 
expressed as an  amplitude of light.  Since  only  intensity of light  can  be  measured,  the  square  root 
of the  measured  intensity (which gives  amplitude)  should  be the desired  signal.  The following 
discussion  will  clarify  this  process. 

As an  example,  assume a desired signal is 
to  be  the  sine wave  given by y = A s i n  x as shown 
in  Figure 25 (A). It is desired  that the ampli- 
tude of the  light is to  vary  in  accordancewith 
this equation.  The  sine  wave  has  negative  val- 
ues on alternate  half-cycles. It is not possible 
to have  negative  values of light  amplitude. 
There is either no light  (zero  amplitude) or 
there is some  light  (positive  amplitude).  It 
should be noted here that the  transmission func- 
tion is never  negative. In order  to  represent 
this  signal  (sine  wave) as a variation  in  light 
amplitude, it is necessary  to  introduce a bias  to 
the  amplitude, as shown in  Figure 25 (B). It is 
seenthat  addinga  bias of + A  to  the  original wave 
eliminates  negative  values. Should a photocell 

Y 
L y = A + A s i n x  

y = (A + A  sin x) 
Y 

Figure 25--Arnplitude, bias, and intensity. 

be  used  to  monitor a light  signal of the  form shown in  Figure 25 (B), it will not produce a sine wave 
as an output. The  photocell  responding  to  light  intensity  will  produce  an output  which will  be of the 
form  in  Figure 25 (C), which is the  square of Figure 25 (B). In other  words, i f  a photocell is used 
to  monitor a light  signal of amplitude y = A + A s i n  X, its output  will  correspond  to the intensity of 
th i s  light  and  will  be y = ( A  + A s i n  X) 2 .  In order  to find the  amplitude of the input light  signal, it is 
necessary  to  take  the  square  root of the  photocell output. 

To  summarize, it has been shown that a desired  sine wave  amplitude  variation  must  be  modi- 
fied by the  addition of a bias  to  form  an  amplitude  variation which  does  not  require a negative  light 
amplitude. It was  further pointed out that it is necessary  to  take  the  square  root of a photocell (or 
any  other photo sensor) output to  determine  the  amplitude of the light  input, since only light  intensity 
can  be  sensed. 

Once again  consider  the  light  intensity  given by y = ( A  t A s i n  x)2. A voltage  waveform y = ( A  

+ A s i n  x)2  applied to  the  vertical  deflection  input circuit of an oscilloscope would be  seen on the 
cathode ray tube  face as shown in  Figure 26 (A). If a photocell  were  to  monitor  such a presentation, 
there would be  no  variation  in  light  intensity  corresponding  to  the  waveform  being  monitored.  The 
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AMPLITUDE VARIATION OF FIGURE 21 AS A  FUNCTION  OF x A N D  y 
AMPLITUDE (y) VERSUS 
SWEEP TIME (x) 

Z = (A + A  sin x)2 

I INTENSITY  VARIATION (Z) AS A  FUNCTION  OF X r/ IS A N  INDEPENDENT VARIABLE) 

Figure  26”Oscilloscope  waveform  and  intensity displays. 

light  intensity output from a cathode ray  tube is approximately  linear  with  respect  to the input  volt- 
age on the  accelerating  grid.  Thus, when a voltage  waveform Y = ( A  + A s i n  x) is applied to  the  ac- 
celerator  grid  (z-axis  modulation  instead of vertical  deflection),  the  light  intensity on the  face of 
the cathode ray tube  will  be  proportional  to ( A  + A  s i n  x)~. Figure 26 (B) shows  the  oscilloscope 
presentation when the  applied  voltage y = ( A  + A s i n  x)* appears as a light-intensity  variation. Com- 
paring  the  waveform of Figure 26 (A) with the  intensity  variation of Figure 26 (B), it is seen that 
the areas in which the  applied  signal is maximum  correspond  to  areas of maximum  intensity  in 
the  display. 

The  characteristics of transmission  functions  must  also  be  considered  in  terms of intensity, 
since photo sensor  characteristics are expressed  in  terms of intensity. By using  Figure 26 and 
the  discussion  above,  the  relation  between  the  transmission  function  and  intensity  characteristics 
is easily shown. The  intensity  variation  obtained by z-axis modulation of an oscilloscope  can  also 
be obtained by inserting  an  appropriate  variable-density  film  in  the  path of a constant-intensity 
light  beam,  The  transmission  characteristic of film  expressed  in  terms of intensities is called 
the  transmittance. If the  intensity of the  incident  light is I ,  and the intensity of the  light  after 
passing  through  the  film is I,, the  transmittance is given by 
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The  intensity (IT) of transmitted  light  corre- 
sponding to  Figure27is of theform ( A + A   sin^)^. 
Let AL.equaLthe-intensity (I,) of incident  light. 
Substituting  for I, and 1, in  the equation for 
transmittance  gives 

T(x)  = (1 f s i n x ) *  . 

T (X) = (1 + sin X)? 

FILM OF 

However,  the  transmission  function  for  this  case 
is given by 

Figure   27-Transmit tance of f i l m .  

F(x)  = - = 
AT A +  A s i n x  
A 0  A 

= 1 f s i n x  , 

where 

F(x)  = Transmission function of film, 

A, = Amplitude of light  incident on film, 

A, = Amplitude of light  transmitted  through  film. 

Therefore,  the  relationship between transmission function, transmittance,  and  intensity is given by 

Although this  relationship  was  derived  for a specific  case,  the  same  result is obtained  in  the gen- 
eral  case, i.e. i f  the transmission  functionF(x)  corresponding  to a desired  signal is of the form 
A + A  s i n  X ,  as in  Figure 25 (B), the  light  intensity  transmitted I, and transmittance T ( x )  are of the 
form ( A  f A s i n  X ) ' ,  as in  Figure 25 (c). 

At this point, the wavelength interpretation of slit spacing  can  be  effectively  demonstrated. 
The  similarity between the  intensity  presentation of Figure 26 (B) and that  produced by slits is ap- 
parent.  The  intensity  variations  can  be  likened  to  the  effect of producing transparent and  opaque 
areas which as an  overall effect will  correspond  to slits. It is quite  apparent how the  spacing  be- 
tween the slits corresponds  to a wavelength by comparing  diagrams  A  and B of Figure 26. If a film 
is produced  with a transmittance  corresponding  to  Figure 26 (B), the  diffraction  pattern  produced 
will  be  similar  to that for  the  corresponding slit spacing. In Figure 17 it has been shown that  the 
zero-order  diffraction  wavefronts  are  focused  to a point at the back  focal point of the lens.  This 
point corresponds  to a dc  component. The  first-order up  diffraction  wavefronts are focused to  a 
point  in  the  focal  plane  above  the  dc component. The  spacing of the first-order point from  the dc 
component is inversely  proportional  to  the slit spacing or directly  proportional  to  the  spatial  fre- 
quency. From  this  simple  example it is seen how the frequency of the  transmission function is 
transposed  into  spatial  dimensions.  This  effect  demonstrates the Fourier-transform  character of 
diffraction and will  be  explained  in  more  detail  in a later  subsection. 
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light Modulators 

In  order  to continue  the  development of optical  processing  principles  herein, it is necessary 
to  investigate  the  means  available  for  implementing  transmission  functions.  The  most  obvious 
method for  varying  the  transmission of light is to  insert  film  in  the path of a coherent  light  beam 
having  uniform  intensity.  The  optical  density of the  film  will  produce  variation  in  the  light  in- 
tensity  (and  therefore  in  amplitude).  The  various  types of film  can  be  categorized by the  general 
processes which determine the density of the  film. 

Plwtograplzic Film 

"Normal"  photographic  film,  in  everyday  use  for  taking  snapshots,  depends  onthe  light-sensitive 
characteristics of the  silver salts. Since this is the  most  frequently  used  film  in  optical  processing, 
the  next  subsection  will  review its characteristics  in  detail. 

Thernzoplastic  Filnzs 

Films which are dependent upon heat  sensitivity  are  called  thermoplastic  films.  Kalvar is a 
thermoplastic  film which is heat-developable. When Kalvar is exposed to  ultraviolet  light,  minute 
bubbles are  formed.  These  bubbles vary the index of refraction of the  plastic  traip,  causing  the 
photographic  image  to  be  formed. Developing consists of applying heat  to set the  plastic.  After 
development, the  formed bubbles are  retained  and  further  exposure  to  ultraviolet  light  has no ef- 
fect.  The  image  recorded on Kalvar  can  be viewed by either  reflected  or  transmitted light. When 
viewed by transmitted  light,  the  image is a positive. When viewed by reflected light, the  image is 
a negative. Therefore, one has an option of viewing the  single  exposure as either a positive  or a 
negative. 

Another  type of thermoplastic  film is produced  in  flat  sheets. Upon exposure  to  heat,  the flat 
sheets  distort and form  ridges and  gullies.  Light  passing  through  the  distorted  film is diffracted 
by the  ridges  and  gullies and thus  the light  intensity is varied. A typical  use  for  such a film is for 
instant  replays as used on television  for  football  games.  The  optical  picture is imaged on the  film; 
the  heat  from  this  imaged  picture  produces  distortions  in  the film. After  the  film "sets," light  can 
be  passed  through  the  plastic.  The  intensity of this  light will vary  in  accordance with the  original 
image which caused  the  distortions  in  the  plastic  film. 

Cathode  Ray  Tube  Display 

Another  type of light  modulator is an  oscilloscope. An oscilloscope  presentation  can  be  in  the 
form of an  intensity  modulation as previously  described.  This  intensity  modulation  can  be  used as 
a light  source  for an optical  processor.  The  major  disadvantage of an  oscilloscope  tube as an  opti- 
cal source of signal is that  the  light  intensity is quite low. Several  developments are presently 
under way in  this  field. One promising  development is an oscilloscope  tube  being  produced by 
RCA. This tube  has  an  endless  belt  inside  the  evacuated  chamber.  The  phosphor is coated onto 



this  endless belt. Small  magnets are mounted on portions of the  endless  belt,  permitting it to  be 
moved by a magnet  driven  by a motor  external  to  the  evacuated  chamber. An electron gun paints 
the  phosphor  with  the  desired  signal. Depending  on the tube  construction,  the  readout  can be pro- 
duced in two ways: 

(a) The  light of the  source is reflected off the phosphor.  The  reflected  intensity of the light 
beam is the  product of the  electronic signal impressed on the phosphor  and  the  incident-light  in- 
tensity. Erasure of the  signal  and  re-exposure  to a new signal are done before  the  light  beam is 
reached again. 

(b) In the  second  method,  the  light  source is behind the  phosphor-coated  belt.  The  light pro- 
jects through  the  phosphor, having its intensity  varied  in  accordance with the electronic signal 
impressed on the phosphor. From  these  tubes an intensity of light  can  be  obtained  several  orders 
of magnitude  greater  than  from  conventional CP,T's. This  increase is due to  the  fact  that  the  light 
being  used  for  processing is derived  from a separate  light  source  rather  than  from  the phosphor 
in  the tube. 

Magneto-Optic  Modulator 

Another  type of light  modulator is a magneto-optic  light  modulator. A magneto-optic  light 
modulator is used  to  read a recorded  magnetic  tape  optically.  This is usually  accomplished by 
passing  the  magnetic  tape with the  recorded  signal  near  another  magnetic  material  (such as iron 
cobalt). When the  magnetic  tape  passes  near a film of iron  cobalt, it will  affect it in  accordance 
with the  information on the  magnetic  tape: If polarized  light is projected onto the  iron  cobalt  film, 
the  reflected  light  will  be  polarized  differently by the  iron  cobalt  in  the areas where  the  signal 
existed.  This  type of modulator,  in  general, is not as satisfactory as other  types  because of severe 
light losses which take place upon reflection  and  because  polarized  light  must  be  used. With present 
techniques,  the  change  in  polarization of the  light  due  to the magnetic  signal is not sufficient  for  the 
usual  demands of optical  data  processes. 

Ultrasonic  Light  Modulator 

Another type of light  modulator is the ultrasonic  light  modulator  cell. An ultrasonic  modulator 
consists of two optically flat glass  plates  separated by some  liquid  such as distilled  water. With  no 
signal,  any  light  passing  through  the  plates  and  water  will not be  disturbed.  Perpendicular  to  the 
light beam is a small  ultrasonic  cell which induces  sound  waves  into the water  in a direction  per- 
pendicular  to  the  light  beam.  These  sound  waves  in  the  water are absorbed at the  upper  end of the  
cell by an absorber (such as foam  rubber) so that no standing  waves are set up. A s  the sound 
waves  pass  through  the  water,  compressional  waves  cause  local  periodic  changes  in  the  density of 
the  water which result in corresponding  variations of its index of refraction.  The  light  beam  pass- 
ing  through the  light  modulator  will  be  diffracted  in  accordance  with  the  changes  in  the  index of re- 
fraction  caused by the compressional sound  waves  existing  in  the  water. Although such  cells  have 
been  used  successfully, at present  the  main  disadvantage of ultrasonic light  modulators is that only 
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relatively  short-duration  signals  can  be  used  to  modulate  the  light.  This  adversely  affects  the  in- 
formation  capacity of such  systems.  Attempts  to  increase  the  signal  time  in  such  modulators  have 
been  unsuccessful  for  several  reasons: 

(1) Increasing  the  length of the  modulator  also  increases  the  absorption of the signal. The 
signal  may  be  attenuated  before  reaching  the end of the  water tube. 

(2) Longer  cells  require  greater  ultrasonic  power  to  drive  them. 

(3) The  possibility of multiple  reflections  increases as the  cell  length  and  sonic  power  increase. 

Photographic  Film  Basics 

From  the  above  review of light  modulators,  it  appears  that at the  present  time  photographic 
film is probably  the  most  convenient  and  versatile  medium  available.  Photographic  film  offers 
the  possibility of the  greatest bandwidth, as well as reasonable  capabilities for real-time  use. 
The  use of photographic  film  in  optical  data  processing  requires a rather  thorough  knowledge of 
the  characteristics and  limitations of this  type of film. For  this  reason, this section  will review 
some of the  detailed  characteristics of photographic  films. 

The  term "photographic  film"  usually refers   to  a light-sensitive  emulsion on a base  support. 
If a plastic  base is used  to  support  the  emulsion,  the  end  product is called  photographic  film. When 
a glass  plate is used  to  support  the  emulsion,  the  end  product is called a photographic  plate.  The 
light-sensitive  emulsion is basically a mixture of silver  halide  crystals  in  gelatin.  The  sensitivity 
of the silver  halide  crystals  can  be  affected by the  addition of various  sensitizing  agents.  The  size 
of the  silver  halide  crystals, which a r e  photosensitive,  varies  from less than 1 micron  to  several 
microns.  Usually,  the  larger  the  silver  halide  crystals,  the  greater  their  sensitivity  to  light,  i.e. 
a larger  crystal  generally  requires  less  light  to elrpose it. An emulsion which contains  relatively 
large  crystals is generally  called a "fast" emulsion. A "fast" emulsion,  however,  will  lack  the 
capability of registering  fine  details.  The  limits of resolution of the  emulsion  will  be  determined 
by the  size of the  crystals which  become  exposed.  The  smaller the crystals,  the  more  detail  that 
can  be  captured  in  the  film.  The  smaller  the  crystals,  however,  the  slower  the  speed of the  film. 
For a given  emulsion there is a definite  exposure  latitude that is determined by the  size of the 
crystals composing the emulsion. Below a certain  level of exposure  the  smaller  crystals  will not 
be exposed. This  effect  influences  the  contrast of the  film.  The  photographic  emulsion  must  be 
properly  selected  to  permit  the  greatest  resolution  to  be  captured on the  film as well as the  high- 
est  contrast  ratios.  Film  must  be  selected,  therefore,  to  render a final  product  which registers 
the  resolution  required as well as the  tonal  range. In general,  both of these  requirements  cannot 
be  met  fully,  and  some  compromise  between  them is usually  made. 

Any light  that  will  produce a photographic  effect on silver  halide  must  be  absorbed by the 
sensitive  material. When light  energy  (photons) is absorbed  by  silver  halide  crystals,  there is no 
visible  change  in  the  appearance of the  emulsion.  The  exposed  emulsion,  however,  contains  an  in- 
visible latent image which can  be  converted  into a visible  silver  image by the  action of the  developer. 
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The  developer  chemically  changes  the  exposed  silver  halide  crystals  to  metallic  silver,  thus  mak- 
ing  the  exposed  portions of the  emulsion opaque. 

The  development  process is possible  because  certain  chemicals  react  with the exposed  silver 
halide  in  preference  to that which is unexposed. If the  developing  process .is continued  sufficiently 
long, all the  silver  halide in the  emulsion  (unexposed as well as exposed)  will  be  converted  to sil- 
ver. Even  during  the  normal  development  process,  some  unexposed  silver  halide  crystals  will  be 
reduced  to  metallic  silver.  This  tends  to  produce a very  slight  uniform  silver  coating  over  the 
entire  image.  This  thin  coating is generally  referred  to as fog. Photographic  fog is generally 
considered  undesirable, as it adversely  affects both resolution  and  contrast  capabilities of the 
film. When the  amount of light  absorbed by the  silver  halide  crystals is insufficient  to  expose 
them,  the  developer  (initially)  has  no  effect on them.  The  purpose of a fixing  bath is to  dissolve 
out  any silver  halide  crystals  remaining  in  the  emulsion. 

The  steps involved  in  the  normal  development  process  for  making a positive  picture a r e  as 
follows: 

1. Expose  the  light-sensitive  material. 

2. Develop  the  exposed  light-sensitive  material  to  produce a negative. 

3. Fix  the  negative by removing  any  remaining  light-sensitive  materials  to  assure its 
permanence. 

4. Wash to  remove any  harmful  residue  remaining  from  the  fixing  process. 

5. Dry  the  negative. 

6. Expose a second  photographic-sensitive  material  through  the  negative. 

7. Develop  the newly exposed  material  to  produce a positive. 

8. Take  the  positive  through  steps 3 ,  4, and 5 (as was done for  the  negative)  to  complete  the 
process. 

Another  photographic  process is the reversal  technique. In this  process,  the  exposed  film is 
developed  and  then  bleached.  The  bleaching  removes  the  exposed  metallic  silver  from  the  emul- 
sion,  leaving the unexposed silver  halide  crystals.  This  emulsion is then  exposed  to  light  and de- 
veloped  through  the  normal  development  process.  The  resulting  image is now a positive  instead 
of a negative.  The  following  step-by-step  procedure is used  for  the  reversal  process. 

Step 1. First Development 

The first development is the  most  critical  operation  in  the  reversal  process  and  there- 
fore  must be carefully  controlled. It is in  this  step  that  the  negative  silver  image is formed. 
(For the remaining  steps,  timing is not critical as long as the  times are long enough to  carry 
out the  processes.) 
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Step 2. Stop 

Either a stop  bath or running  water is used  to  immediately  stop the development  action 
and  remove  any first developer  from  the f i l m .  

Step 3 .  Bleach 

The  negative  silver  image is dissolved,  leaving only unexposed silver  halide  in  the 
emulsion.  (Note:  The  remaining  steps  can  be  accomplished  in  subdued  light  without  affecting 
the  results.) 

Step 5. Clear 

The  film is placed  into a solution to  prevent  the later formation of stains which  might 
be  an  after-effect of the bleach. 

Step 6. Rinse 

The  film is again  rinsed  to  remove  the  clearing  solution. 

Step 7. Exposure 

The  film is exposed to light to expose  the  remaining  silver  halide. 

Step 8. Second  Development 

In  the  second  development,  the  balance of the  silver  halide is converted  to  silver,  pro- 
ducing a positive  silver  image. (It has  been found advantageous  to  develop  slightly beyond the 
point when the  image  appears  to  have  been  fully  brought  out.) 

Step 9. Rinse 

A stop  bath or rinsing  in  cold  water  stops  the  second  development. 

Step 10. Fix 

The  film is now fixed  and  hardened. There  should  be  little or no  silver  halide  remain- 
ing  for  removal by the  fixing-bath;  however,  the  hardening of the  emulsion  seems  to  be  ad- 
vantageous at  this point. 

Step 11. Wash 

Washing in  running  water  to  remove  the  fixing  solution  from  the  emulsion  reduces the 
possibility of strains forming. 
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Step 12. Photo-Flow 

The  film is rinsed  in a photo-flow solution to  prevent  spotting  during  drying.  Photo- 
flow is a solution  which  reduces  the  surface  tension of water,  thus  preventing  drops  from 
forming. 

Step 13. Drying 

The  film is allowed to  dry without  any  wiping. 

To  review:  The first developer  brings out the negative  image  in  the  usual  manner by forming 
a silver  image  where  the  silver  halide had been  exposed to  light.  (Step 1 is the only step  that  per- 
mits convenient altering of the  final  results.  The  reason is that all of the  remaining  steps are es- 
sentially  carried  to  completion.)  This  silver  image  can  be  removed by bleaching,  leaving only 
unexposed  and  undeveloped silver halide. When the  bleached  emulsion is exposed  and  developed, 
a positive  image  results. In other  words,  wherever  there had been a dense  deposit of silver  in  the 
negative there will  be  the  least  amount of silver  in  the  positive.  Likewise,  where  there had been 
no silver  in  the  negative  image  there  will be dense  silver  in  the  positive.  The  action of the  bleach 
can  be  considered  exactly  opposite  to that of the  fixer  in  the  normal  developing  process.  The 
bleach  removes  the  silver  image  without  disturbing  the undeveloped emulsion,  while  the  fixer re- 
moves  the  undeveloped  silver  halides .without affecting  the  silver  image. 

Photographic  Films  for  Optical  Processing 

A great  deal of research has been done on the  production of films and  the  investigation of film 
characteristics. Unfortunately, most of t h i s  research has been  directed  towards  the  commercial 
market  and  very  little  towards  specific  theoretical  investigations.  The  possibility of using  films 
for  optical data processing h a s  not been fully investigated.  Several unique requirements  exist  for 
films  to be  used  in this  application.  Since  the  particular  characteristics of films  advantageous  to 
optical data processing  have  not  been  fully  explored, it is quite  necessary  that  additional  research 
efforts be directed  along  these  lines. 

For  optical  data  processing, it is evident that high-resolution  film is necessary  to obtain a 
large  t ime bandwidth. In general,  the  speed of the film  does  not  appear  to  be as important as its 
resolution. It is felt  that  delays  caused by long  exposure  time  can be either  tolerated or  overcome 
by using  greater  light  intensities. Long exposures are not  considered  critical,  since  delays  in 
processing  the  films  will  more  than  overshadow  any  time  required  for  exposure.  Therefore,  re- 
search on films should  be  directed  towards  obtaining  the  maximum  possible  resolution.  This is 
not the usual  case,  for  the  commercial  film  market  requires  not only high  resolution but also fast 
exposure  speeds.  Generally, the research  work done has been a compromise  between  these two 
requirements  (somewhat  favoring  film  speed  over  resolution). In present  optical data processing 
there is no  need  for  compromise.  The strict requirement of high  resolution  must  be  met  regard- 
l e s s  of exposure  speeds.  Certain  commerical  films  can be used  in  optical data processing,  but it 
is quite  apparent that these films do  not  offer the  maximum  potential  available. 
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As a prelude  to  research on films, a study  was  made to determine which areas  offered  the  most 
potential  for  improvement. It was found that in 1908 Dr. G. Lippmann won a Nobel Prize for  the  de- 
velopment of a particular  film  emulsion.  This  emulsion  appears  to  have  the  basic  characteristics 
necessary  for  optical  data  processing,  principally high resolution.  Indeed, Dr. Lippmann's  emul- 
sion has so high a resolution  that it is even  possible  to  capture the separation  between  particular 
wavelengths of light.  This  ability  to  capture  and  record  information as small as the  wavelength of 
light  allows  this  emulsion  to  be  used  for  making  color  pictures. It was  for  the  development of this  
color  film  that Dr. Lippmann was  awarded  the Nobel Prize. 

Dr. Lippmann's  color  process  requires that a fine-grained  panchromatic  emulsion  (sensitive 
to  all colors)  be  placed  in  contact  with a pool of mercury.  Collimated  light is projected  through 
the  emulsion  normal  to  the  plane of the  emulsion. Upon reaching  the  mercury,  the  light is reflected 
back on the  same  path it had just  taken.  The  incident  and  reflected  light  sets up interference  pat- 
terns within  the  emulsion. At points  where  the  incident  and  reflected  waves  cancel  each  other,  the 
film  will  not  be  exposed. At points  where  the  incident  and  reflected  waves  reinforce  each  other, 
exposure  in  the  film  occurs.  This  action  can  be  visualized as standing  waves  being  set  up  within 
the  film  emulsion.  As  the  incident  wave  proceeds  through  the  emulsion,  the  reflected  wave will  
either aid o r  cancel  it,  causing  periodic  layers or a reas  in  the  emulsion  to  be  exposed.  The  sepa- 
ration between the  exposed  layers  in  the  emulsion  will  be one-half  wavelength.  It woulc! appear 
desirable  to  have a number of layers exposedwithin  the  emulsionin  order  to  reproduce  satisfactorily. 

A  Lippmann  plate is viewed by reflected  light.  That is, light is projected onto the  plate at an 
angle s o  that it is reflected by the  plate.  Interference  patterns  are  formed,  since  the  incident  light 
is reflected by the  different  layers.  These  interference  patterns  produce  an  exact  replica of the 
original  imaging  light, both in  form  and  in  color.  It is apparent that the  Lippmann  emulsion  not 
only provides  the high resolution  required  for  optical  processing but adds a new dimension of 
color.  This  additional  capability  allows  the  film  to  be  used as a storage  medium as well as a light 
modulator.  Therefore,  further  investigation of the Lippmann  emulsion is very much justified  and 
necessary. 

Initial  attempts  to  produce  the  Lippmann  emulsion at Goddard  were  partially  successful. How- 
ever,  the  basic  goals of this study  have  not  been  fully  achieved.  The  control of the  many  variables 
necessary  to  achieve  reproducible  results with any  emulsion is difficult. In order to achieve  the 
maximum  capability  from  any  film, a proper  match  between  exposure  and  developing is required. 
At Goddard, the  additional  opportunity of controlling  the  process of making  the  Lippmann  emulsion 
is possible.  Thus  several new parameters  have  been  added. For  example,  it has been found that  
sli:-:ht changes  in  certain  ingredients of the  emulsion  will  dramatically  change  the  spectral  sensi- 
tivity of the  film. In addition,  slight  changes  in  the  time of mixing  various  ingredients  will  dramati- 
caiiy  affect  the  grain  size  and  the  speed of the  film. Although these  processes  are  somewhat  criti- 
cal,  it is felt that they  can  be  standardized and that  with proper  equipment,  the  reproducibility of 

results can  be  assured. 

In his work, Dr. Lipprnann used a physical  developer  instead of the  usual  chemical  developer. 
The  basic  difference  between a physical  developer  and a chemical  developer is that a physical 
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developer  supplies  most of the  silver  for  forming  the  negative  image,  whereas  in  the  normal  chem- 
ical  development  the  emulsion is the sole  source of silver.  That is, with a physical  developer  the 
solution is put  into  contact  with  the  exposed  film  and  silver  from  the  developer  solution is deposited 
on areas of the  film  which  have  been  acted upon by  light.  The  grain of an  image  formed by physi- 
cal  development  can  be  finer than that  formed by chemical  development. 

Both chemical  and  physical  developers  have  been  used on limited  samples of the  Lippmann 
emulsion  produced at Goddard. No observable  differences  were found between the  results obtained 
using  these two methods.  Limited  samples of normal  films  were developed  chemically  and  physi- 
cally.  The  results of comparison  were not  conclusive,  although it appeared  that  the  physically  de- 
veloped  samples  were  slightly  superior.  The  purpose of these  initial  tests  was not to  establish 
the  superiority of one type of developer  over  the  other,  but  to  develop  standardized  procedures so 
that the effects of varying  parameters could be studied  systematically.  The  technique  for  reversing 
film  was  also  studied  using  the  normal  reversal  procedures outlined  in  the  previous  subsection. 

Initial  efforts  to  standardize  procedures  using  commercial  films  have  been  successful.  Future 
efforts  will  be  directed  to  similar  standardization of procedures  for  the  Lippmann  emulsion. AS 
stated  previously,  the  Lippmann  emulsion is exposed so that  the  image  produced is in  the  form of 
layers.  The  layers should  be as distinct as possible  and as numerous as possible.  In a very  thick 
emulsion this  may  present a problem. For example, as the  incident  light  passes  through a thick 
emulsion,  the  light  will  be  attenuated  and upon reflection  there  may  not  be enough energy  remain- 
ing to  produce  clear  interference  patterns with the  incident  light. It is also  necessary  to  consider 
the  problems involved  in  the  development of a thick  emulsion.  To  completely  develop  the  emulsion 
the  developer  must  penetrate  the  emulsion  to  reach all the silver salts. It is quite  apparent that 
the  underlayers of the  emulsion  will  be  acted upon at a later  time  than  the  top  layers  because of 
the  time  required  for  the  developer  to  penetrate  the  emulsion. In the  future, when the  problems 
of producing  thick  emulsions which will  not attenuate  the  light  have  been  solved,  the  problem of 
obtaining  uniform  developer  action  must  be  considered. One solution  might  be  to  cool  the  developer 
to a point  where it is no  longer  active  and  allow it to  soak  into  the  film  until  penetration is com- 
plete. At this time  the  film  and  developer  can  be  heated  rapidly by electronic  induction  heating. 
This  procedure  may  be  possible, but at the present  time the investigation of this  technique  cannot 
be  considered. 

As  mentioned  above,  attempts  to  produce  very  thick  Lippmann  emulsion  films at Goddard 
have  been  successful.  However, upon exposure  the  color  rendition  was  not  entirely  satisfactory. 
It is evident that more  control is necessary  to obtain  uniformity  and  standardization of the  proc- 
ess  for coating  the  emulsion as well as of the  techniques  for  exposing  and  processing  this  type of 
emulsion. 

The  importance of the  Lippmann  emulsion  in  optical  data  processing  cannot  be  overemphasized. 
It is important  to  realize that not only is the  resolution  more  than  adequate,  but  the  possibility of 
color  adds  immeasurably  to the potential  applications  in  data  processing.  Consider,  for  example, 
a spot on the film  which is to be used as a memory  source.  This  point  could be exposed  to  contain 
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a desired bit of information  such as a "1" or a "0." In addition to the "1" or  "0" there is the  pos- 
sibility of storing  an  array of light  frequencies (or colors) in this one  spot. 

When white  light is projected onto an  exposed  Lippmann  emulsion, the reflected  light  corre- 
sponds  to  the  original  frequency  (color) of the light  which  exposed the  emulsion.  The  frequencies 
of light  reflected  from a point on a Lippmann  emulsion  will  be  the same as those that exposed  the 
point.  It is possible,  therefore,  to  expose a single  point  to three different  frequencies of light  and 
after development th i s  point  will  reflect all three of the  original  colors. By selective  filtering of 
the  reflected  light it is possible  to  determine  whether  any  specified  color is present.  The  presence 
of these  three  colors at one  point  could represent a specific  number of information  bits.  The  use 
of this characteristic of the  Lippmann  emulsion as a computer  memory (or storage  device)  seems 
within  the  realm of feasibility. 

Bragg Effect  

It was pointed out in  the  above  subsection  that, when white  light is projected onto an  exposed 
Lippmann  emulsion,  the  wavelength  (color) of the  reflected  light  will  correspond  to  the  wavelength 
(color) of the original  exposing  light.  This  color  characteristic of the  Lippmann process is ex- 
plained by the Bragg  effect,  which is given by the  equation 

where 

d = spacing of reflecting  surfaces  (exposed  layers), 

3 = angle of incident  and  reflected  light  with  respect  to  the  normal  to  the  surface, 

h = wavelength of incident  and  reflected  light, 

n = integer. 

This  equation states the  necessary condition for  constructive  interference of reflected  light  from 
multiple  layers. As shown in  Figure 28, the  effects of refraction at the  surface of the  emulsion 
a r e  neglected  and  the  angle of reflection is assumed  equal  to  the  angle of incidence. In our dis- 
cussions  we  will  consider only the value of n = 1, so that  the  Bragg  effect  will  be  written as 

2d c o s 5  = h . 

Our discussion  will  also  be  restricted  to  the  case of a Lippmann  emulsion  exposed by collimated 
monochromatic  light  incident  normal  to  the  emulsion  surface.  The  exposed  layers  in  this  case 
will  be  parallel  to the emulsion  surface  and  will  have  spacing d = h,/2 ( A E  = wavelength of ex- 
posing  light).  Substituting  this  expression  for d in  the  Bragg equation  (for n = 1) gives 

A, case = A . 
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INCIDENT LIGHT OF 

Figure  28"Bragg  effect. 

One interpretation of this equation is that,  for  an  emulsion  exposed by light of wavelength A, to 
reflect  light  incident at an  angle u, the  incident  light  must  have wavelength A as given by the equa- 
tion. For  example,  consider  white  light  (almost all frequencies)  incident  normal  to  the  surface of 
the  emulsion.  In th i s  example 8 = 0 and  the  wavelength of reflected  light is 

X = AEcos 0" = X, 

This result corresponds  to  the  statements  made above that when white  light is projected onto an 
exposed  Lippmann  emulsion the wavelength A (color) of the  reflected  light  will  correspond  to the 
wavelength h, (color) of the  original  exposing  light.  It is important  to  note that this  statement is 
valid only when the white  light is incident upon the  emulsion at the same angle as the  exposing 
light. 

Bragg's equation  can  be  rearranged  to  give 

A, = - 
A 

case . 

The  application of this  form of Bragg's equation  can  be  explained by considering  the  case of white 
light  incident at some  angle 8 unequal to  zero.  The  light  wavelength X reflected at the angle 8 can 
be  detected. Using the  detected  value of A and the known value of 8, the  above  equation  gives the 
wavelength of the  light  used  to  expose the emulsion. 

In practice,  detecting  the  wavelength of the  reflected  light  may  be  difficult. An alternative 
application of the above expression is the use of a monochromatic  light  source of known wavelength 
A .  By varying the angle of incidence  and  detecting at what  angle B reflection  occurs,  the  value of 
the  exposing  wavelength A, can  be  determined  from  the equation A, = A/COS 8 . When the wavelength 
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A of the  monochromatic  light  source is known and  the  angle e can  be  measured,  the two  values 
necessary  to  determine A, can  be  substituted  into  the  equation. 

The  principles  discussed  above  can  be  applied  to  information  storage  using a Lippmann  emul- 
sion.  Consider a Lippmann  emulsion  exposed by three  separate  wavelengths X,, , A,, , and A , ~ .  

Each of these  wavelengths  can  be  treated as three independent cases by Bragg's equation. When an 
exposed  emulsion is scanned by a monochromatic  light  beam of wavelength X ,  reflection  will  occur 
for  three  angles 0 1, e2, and 6, given by the  three  equations 

c o s 8 ,  = - . A 

If three  detectors (e.g. photocells) are arranged so that  each  one would detect  reflected  light at 
one of the  angles e 1, 8, , or 6 ,  , an output from a given  detector would indicate  that  the  respective 
wavelength was  used  to  expose  the  area being  examined. In this  configuration  the  incident  mono- 
chromatic  light  beam  can  be  moved  to  vary  the  incident  angle  (serial  readout), or three  separate 
light  beams  incident at the  appropriate  angles  (parallel  readout)  can  be  used.  The  presence or 
absence of a particular  wavelength  can  be  used  to  represent  an  information  bit of "1" or "0." The 
multiple-color  possibilities  could  be  used  for  separate  bits, e.g. the  three  color  cases  described 
above  could  be  used  for  three-bit  codes. 

The  color  principles  discussed  in  the  examples  above  point out some of the  potential  applica- 
tions  for  the Lippmann  emulsion as a storage  medium.  It is for  these  potential  capabilities  that 
the  Lippmann  emulsion is considered  to  be  important  for  future  data  processing  considerations. 

Photographic  Techniques  for  Optical  Processing 

A photographic  negative is produced by exposing,  developing,  and  fixing  the  photographic  film. 
A photographic positive can  be  made  from  the  negative by direct  contact  printing.  Contact  printing 
is accomplished by placing  the  developed  negative  over  and  in  direct  contact  with  an  unexposed 
film  and  exposing  the  unexposed  film by projecting  light  through t h e  negative.  The  ability of de- 
veloped  photographic  images  to  block  the  passage of light  can  be  used as a measure of the  photo- 
graphic  quality of the  reproduced  image.  The  ratio of the  intensity ( I T )  of the  light  transmitted 
through  the  film  to the intensity ( I o  ) of the  incident  light is a measure of the  photographic  film's 
ability  to  transmit light. This  ratio ( I T / I o )  has previously  been  defined as the  transmittance ( T )  . 
The  ratio of incident  light to  transmitted  light is defined as opacity ( Io / IT  ) . The  common 
logarithm of the  opacity is the  optical  density  (or  density).  The  equation  defining  the  density 
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is 

IO 
Density = log,, I, = - l og lo  T . 

Now assume  that it is possible  to  produce  photographic  film  such that only a single  layer of 
metallic  silver salts is developed. When this  developed  film is placed  in  front of a light  source, 
it will  reduce the intensity of the incident  light (I, ) by the factor T, (i.e. I, = T, I, ). If a second 
identical  film  were  placed  over  the first, the  intensity of the  transmitted  light would be 

I, = ( T I ) '  I, . 

When n identical  layers  are  used,  the  intensity of the  transmitted  light  will  be 

I, = ( T , ) "  I, . 

Following this  development,  assume a photographic  emulsion is made up of n different  layers of 
metallic  silver,  each having transmittance T,  and  corresponding  density Dl as given by the  above 
equation.  The  total  transmittance is then 

T I,/Io = ( T I ) "  

and  the  total  density is 

D = - l o g l o T  - l o g l o  [ (TI ) " ]  n ( -  l o g l 0 T , )  = n D ,  

It is evident  from this last  equation that the  density is proportional  to  the  number of layers ( n )  in 
the  emulsion. 

A photographic  emulsion  that is exposed to a constant  intensity of light  will  have a developed 
image  whose  density  will  increase  with  increasing  exposure  time (within limits).  The  relationship 
between  the  density of the  developed  image  and the exposure  time is usually  indicated by a graph 
called  the  characteristic  curve.  Figure 29 shows a typical  characteristic  curve  for a photographic 
emulsion.  The  characteristic  curve is obtained by plotting  the  density  versus  the  common  logarithm 
of the  exposure.  The  exposure is determined by the  product of the intensity of the light ( I o )  and 
the  time  that  the  film is exposed  to th i s  light ( t ) .  From this we  can see that i f  the  exposure  time 
is kept  constant  and the intensity of the  exposing  light is increased,  the  density of the  developed 
image  will be increased.  The  characteristic  curve is the  S-type  commonly found in  engineering. In 
Figure 30, the lower  limit of the curve  indicates the fog  level.  The  photographic  emulsion  will  not 
increase  in  density  for  exposure  values less than "a." When the  photographic  film is exposed  to 
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Figure  29"Typical  characteristic  curve for a 
photographic  emulsion. 

Figure  30"Characteristic  curve of a 
photographic  emulsion. 

values  between"a"and"b,"the  change  in  density  will  be  non-linear.  This area is usually  considered 
the  area of underexposure.  Exposure  values  between "b" and "c" will  result in a linear increase  in 
density  with  respect  to  the  logarithm  (base 10) of exposure.  Exposure  in the a rea  "c" to "d" results 
in a very  slight  changes  in  densitywith  exposure (i.e. slight  increase  in  densityfor  increased expo- 
sure).  This  area of the curve is generally  considered  the  area of overexposure.  The  area of the  curve 
corresponding  to  an  exposure  greater  than"d"  shows a decrease  in  densitywith  increasing  exposure 
time.  This  region of the  curve is usually  associated  with  what is called  solarization of the  film. 

On the  straight-line  portion of the  curve (i.e. corresponding  to  exposures  between "b" and 
"c"), the  change  in  density is proportional  to  the  change  in  the  logarithm of exposure.  From  Fig- 
u re  30 we  can see  that if  the  straight-line  portion of the  curve is extended it intersects  the log  E 

axis at point f .  This point f is often  used as a measure of the  film  speed.  The  slope of this  line 
is given by 

where y is the  slope of the  straight-line  portion of the  curve. 

Note:  The  angle  relation a = y holds only when the two axes 
(density vs log E )  a r e  plotted to  the  same  scale. When the 
two axes  are  not to  the  same  scale, t a n  a will  not  equal  the 
slope y .  However,  the  slope Y will  always  equal AD/A log ,  E .  

The  characteristic  curve of photographic  emulsions  depends  not only upon the nature of the 
emulsion,  but  also upon the  method by which it was developed.  Different  emulsions  will  generally 
have  different  characteristic  curves  and  therefore  will  have  different y .  Each of these  emulsions 
in  turn  can have a different y depending on the  development  process.  The  type of developing 
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solutions  used,  the  time of processing,  the  tem- 
perature of the  developer, all in  turn  affect  the 
value of y. Figure  31  shows a family of char- 
acteristic  curves  for a single  type of film  for 
which  only the development time  has  been 
changed. It can  be  seen  from the plots  in  Fig- 
u re   31  that in  general  the Y will  increase as the 
development  time  increases. 

Linearizing  Photographic Film 

From  the  characteristic  curves of photo- 
graphic  films  we  can see that  the  photographic 
process is extremely  nonlinear.  The  very  fact 
that the density is plotted  against  the logarithm 
of the exposure is an indication of this non- 
linearity.  There  are  methods by which the 
photographic  process  can  be  linearized.  The 
following discussion  will  illustrate one of these 
methods. 

Consider  the  case  where amplihde varia- 
tions of light  corresponding  to a given signal 
E S  are  desired.  Initially a photographic  film is 
exposed to a varying  light intensity correspond- 
ing  to  the  signal ES , as shown in  Figure 32. As- 
suming  the  exposure of the photographic  film is 
accomplished  in  the  linear  region of the char- 
acteristic  curve shown in Figure 30,  the  density 
will  be  given by the  equation 

FAMILY  OF CHARACTERISTIC  CURVES 
SHOWING  CHANGE WITH DEVELOPMENT I TIME 

2 MIN 
DEVELOPMENT TIME 

LOG E 

PLOT OF y VS. 
DEVELOPMENT TIME 

Y 

CURVE  SHOWS VARIATION IN y 
WITH DEVELOPMENT TIME 

DEVELOPMENT TIME 

F i g u r e   3 1 - E f f e c t  of d e v e l o p m e n t   t i m e  on y .  

where 

E, = product of intensity  and  time  (exposure)  corresponding  to point c. 

E, = product of intensity  and  time  corresponding  to  point f .  

where 

Dl = the  density of the exposed  film, 

I = the  light-intensity  variation  corresponding  to Es , 
t , = the exposure  time, 
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.PHOTOGRAPHIC  EMULSION 

INITIAL EXPOSURE  OF  PHOTO- 
GRAPHIC  EMULSION  TO  LIGHT 
INTENSITY  CORRESPONDING 
TO  SIGNAL E5 

EXPOSURE  TO  INTENSITY  VARIATIONS 
JCORRESPONDING  TO IT1 

I T 1  

TRANSMITTANCE  OF 
DEVELOPED 
POSITIVE 

Figure 32-The linearized  photographic process. 



Y, = the  slope of the  straight-line  portion of the  characteristic  curve as determined by the 
type-of emulsion,  type of exposure,  and  development  process, 

f = l o g l o  E, = constant  noted above. 

Let E, be  the  exposure  value  corresponding  to  point F (i.e. f = log, ,  E , , o r  E, = . E 1 ) .  Substituting 
for f in Equation 1 and rearranging  terms  gives 

Since D = log,, T, the transmittance of this  film  will  be 

T l  

or 

It is quite obvious from Equation 3 that the  transmittance is not linearly  proportional  to  the  ampli- 
tude  variation of the  signal E~ (or I~). After  development,  the transmittance of th i s  film  can  also 
be  determined by 

where 

I , = intensity of uniform  incident  light, 

I,, = intensity of transmitted light. 

Rearranging Equation 4 gives  the  transmitted  light  intensity as 

IT1 = T, I o ,  ' 

Substituting Equation 3 into  Equation 5 gives 

Thus  the  intensity (I~,) of the  light  transmitted  through  the  negative is nonlinear  with  respect  to 
I B. For  simplification  let k , = (E,  /t , 1'' in  Equation 6 to  produce 



Now assume the negative is used  to  expose a second f i l m  (positive) by contact  printing, as 
shown in  the  third  diagram of Figure 32. As shown, the  light  exposing  the  second film must  pass 
through the initial  negative. If the  incident  light of constant  intensity ( I o  ,) illuminates  the  nega- 
tive  (second  diagram of Figure 32), the  intensity  transmitted is I , .  The  intensity of the  light ex- 
posing  the  second  film  will  be I T ,  , as defined  above.  The  density of this second  film  (after  develop- 
ment)  will  be  (using  the  form of Equation 2 and referring  to  diagram 3 of Figure 32) 

Continuing as above  (Equation 3), the  transmittance of this  second  film is 

Letting k,  = (E2/t,)Yz, the  transmittance can  be  given as 

T, = k, I;:, 

When this  positive is developed  and  illuminated by uniform  light  intensity ( I  o 2  ) , the  transmitted 
light  intensity ( I T 2  ) will  be  given by (see lower  right-hand  diagram,  Figure 32) 

Substituting  for I,, as given by Equation 7 gives 

IT2 = k,  I , ,  (kl Io , ) -”   I sy1y2  

Defining a new constant K = k,  I,, (k, 1,,)~’~, Equation 11 becomes 

Equation 12 shows  that  the  intensity of light  transmitted  through  the  positive is proportional  to  the 
original  signal  light  intensity  raised  to  the y,y, power. When 7, Y, = 1, the  intensity of the  light 
transmitted  through  the  positive  (illuminated by a uniform  light  intensity) is proportional  to  the 
original  light  intensity. 

The  amplitude ( A )  of the  light  transmitted  through  the  positive is by definition  the  square  root 
of the  intensity  given by  Equation 12 or  

When y ,   y 2  = 1, the  amplitude ( A )  is proportional  to Is1/’. This  means  that, although the  intensity  var- 
iations  in  the  transmitted  light  vary as the  original signal intensity,the  amplitude  variations  do not. 
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In an earlier discussion it was pointed out that this problem  can  be  solved by using an original 
signal intensity  which is the  square of the  desired signal. However, it is apparent  from Equation 
13 that when Y, Y, = 2 the amplihde of the  light  transmitted  through  the  positive is proportional to  
the original signal intensity  (desired  signal). It is apparent  from  this  discussion  that a desired  in- 
put signal can  be  represented  by  the  intensity  used  to  expose a film,  and if the gamma  product is set 
equal to  2 (i.e. Y, Y, = 2) the  resulting  amplitude  transmission function  will  correspond  to  the  de- 
sired signal. 

Figures 33, 34, and 35  are  graphical  representations of the  mathematics  discussed above. It 
should  be  noted that the y ,  y,  product is different  for  each  figure, so that a graphical  comparison 

Figure 33-Photographic 
process with Y, Y, = 2. 

Y, 7, ' 2  

lo'obx 
Esl = Is tl IS=  51 + 50 sin x 

51 0 

10 1 
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Yl Y2 = 1 

E,, = I,t, I, = 51 + 50 sin x 

E,, = 510 + 500 sin x 

10 

E,, = log (510 + 500 sin x) 

Figure  34-Photographic . 
process with y, Y, = 1. 

360" 

1 .o 2 .o 3 .O 
s2 

of the  effects of this term is possible. Only Figure 33, which shows  the  case  where Y, y, = 2, will 
be  explained  in  detail,  since  the  same  explanation  applies  for all values of Y, 7,. 

Diagram A of Figure 33 shows a sine wave  which is assumed  to  be an input signal for  an  opti- 
cal  processor. As shown earlier,  an input  signal  must  be  represented by a transmission function 
for  optical  processing  purposes.  For  the  use of a photographic  plate  to  implement  the  transmission 
function, Figure 33 shows  the  steps  required  to  represent  the  input signal of diagram A as a trans- 
mission function. As in  previous  examples, only one dimension  will  be  considered ( x  coordinate), 
but  the  basic  processes apply to  the  two-dimensional  case (x and Y coordinates).  Diagram A of 
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Figure  35"Photographic 
process with y ,  y2 = 4. 
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d o : o g  E,, = log loT2 T, 

Figure 33 shows the input signal as a function of X represented by an  intensity ( I ,  = 5 1  + 50 s i n  x). 

This  intensity signal is used  to  expose a photographic  plate  for 10 seconds ( t  = 10). The  exposure 
of the  plate is given by the  product ( t l  Is) . Therefore,  the  exposure (Es1) is given by 

E s l  = t ,  Is = 510 + 5 0 0 s i n x .  

The  waveform  for this exposure (Es1) is also given by diagram A, except that now the  scale  from 
diagram A has been  multiplied by a factor of 10. 
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Diagram C represents  the  linear  part of the  characteristic  curve  for  the  film being  exposed. 
It is assumed  that  the  plate is developed so that Y, = 2 and f = 1 (see Figure 30), as shown. The 
characteristic  curve is a plot of density  versus  the  logarithm  (base 10) of exposure.  Therefore, 
in  order  to  project  values of exposure Es (diagram A) onto the  characteristic curve of diagram C, 
it is necessary  to plot log ,  , E, as a function of x as shown in diagram B. Using diagrams B 
and C, it is possible  to  graphically  determine  the  density as a function of x shown in  diagram D. 
For  example,  choose a value of x in  diagram B, and  from  this point project a straight  line  verti- 
cally downward to  intersect  the  straight  line of diagram C. From this point of intersection,  pro- 
jecting a point  horizontally  to  the  chosen x coordinate  in  diagram D gives  the  value of the density 
for that value of X. Repeating  this  procedure  for all values of x will  give the complete  density 
curve of diagram D. Diagram  D  shows  that  the  variation  in  density is proportional  to  the common 
logarithm of the  original  light  intensity ( I  . 

Diagram E is a plot of the  transmittance (T, )  corresponding  to  the  density shown in  diagram 
D (T,  = 10-D1) .  The  negative with transmittance (T1)  shown in  diagram E can  be  used  to  expose 
a new plate by contact  printing. If the  exposing  light  used  has  uniform  intensity I, (in this  case 
10 ’), the  exposure of the  second  plate  will be  given by the  relation E s  , = I o  t , T, . This  exyosure 
Esz is plotted in diagram E for t z  = 10 seconds.  The l o g l o  E s ,  is plotted  in  diagram F. Assume 
the  second  film is developed to a 7 ,  = 1, as shown by the  characteristic  curve of diagram G. 
Projecting  values  for log,, E s 2  onto the characteristic  curve  gives  the plot of the  density shown in 
diagram H. This  procedure is the  same as that  used  aoove  for  obtaining  diagram D, i.e. the  density 
D, shown in  diagram H was  produced  in  the  second  film by an  exposure E,, developed to a y 2  = 1. 
The  transmittance  corresponding  to  the  density of diagram H is shown in  diagram I. 

It has  previously  been shown that the  transmission function F( x )  is equal to  the  square  root of 
the  transmittance. In Figure 33,  diagram J shows  the  transmission function  obtained by taking  the 
square  root of the  transmittance given  in  diagram I. Comparing  the  transmission  function  given 
by diagram J to  the  signal  expressed as an  intensity  in  diagram A, it is apparent that the  trans- 
mission function corresponds  to  the  desired input  signal. It is important  to  note  that  the  corre- 
spondence  between diagram J and A in  Figure 33 is due to  the  gamma  product  being  equal  to 2 
(Y,Y, = 2). 

Figure 33 shows  that when Y, Y, = 2 the  square  root of the final  transmittance of the  film  will 
correspond  to  the  original exposing signal intensity,  and  therefore  the  final  transmission  function 
F( X )  will  be  equal  to  the  original signal. 

Figure 34 shows  that when y ,  y ,  = 1 the  final  transmittance of the  film  will  correspond  to the 
original  exposing  signal  intensity,  and  therefore  the  final  transmission function F ( x )  will  be  equal 
to  the  square  root of the original  signal. 

Figure 35  shows  that when Y, Y, = 4 neither  the  final  transmittance  nor  the  transmission  func- 
tion of the  film  will  correspond  to  the  original  exposing  intensity. 
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Comparing_diagram J of Figures 33, 34, and 35 demonstrates  the-requirement  for a product 
Y ,  y2  = 2. Although the same  desired input signal was  represented by the exposing signal intensity 
in  each case, only  when Y, Y, = 2 is the transmission function of the  second  film a representation 
of the desired signal. 

OPTICAL  DATA  PROCESSORS 

Spectrum  Analyzer 

The  spectrum of the  transmission function of the  object  located  in  the  front  focal  plane is pro- 
duced  in  the  back  focal  plane of the  lens.  This  spectrum is formed by the  Fourier  transform  char- 
acteristic of diffraction.  Sinusoidal  transmission  functions  will  be  used .in the  examples below to 
demonstrate  the  basic  principles of an optical  spectrum  analyzer. 

A review of the  basic  principles involved in  focusing  the  diffraction  pattern  formed by slits 
will be helpful in  understanding the diffraction  patterns  formed by sinusoidal  transmission func- 
tions.  Figure 36 shows  that  the  diffraction  wavefronts  produced by slits can  be  focused  in  the  back 
focal  plane of a lens.  The  zero-order  wavefronts  are  focused  to a point at the  back  focal point of 
the lens.  The  zero-order  image point is usually referred  to  as the dc  component of the  diffraction 
pattern (or spectrum).  The two first-order  wavefronts  will  be  focused  to two points  located  sym- 
metrically about the  zero-order  image point. The  distance  between  the  zero-order  and  first-order 
image  points  will  be  proportional  to  the  spatial  frequency (1,'s) of the slits, where S is the  distance 
between slits. It is important  to note  that the images  formed in  the  back  focal  plane are points 
whose  locations a r e  dependent upon the  spatial  frequency of the slits. 
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In terms of a Fourier  spectrum,  the  diffraction  pattern of slits can  be  easily  related  to  dif- 
fraction by sinusoidal  transmission  functions.  The  zero-order  term, or dc  component,  corresponds 
to  a bias. In previous  discussions it has  been shown that a bias must  be added to a sine wave to  1 
avoid  negative  values of the transmission function. It is this  bias which determines the amplitude 
of light at the  zero-order point. The  first-order  term of slit diffraction  corresponds  to the funda- I 
mental  frequency of the Fourier series which can  be  used  to  represent the slits. The  wavelength 
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of this  fundamental  frequency is equal to  the  distance  between slits. The  higher-order  terms of a 
slit-diffraction  pattern  correspond  to  the  higher-frequency  components  in  the  Fourier  expansion. 
A sinusoidal  transmission  function  (true  single-frequency  sine  wave)  will  produce  three  spectral 
points.  The  dc term  corresponding  to the film  bias  will  appear at the  back  focal  point. Two points 
located  symmetrically  about  this  dc  point  will  correspond  to  the  frequency of the  sine wave.  The 
distance of these  points  from  the  dc  point  will  increase if  the  frequency of the  transmission  func- 
tion is increased  (slit  spacing is reduced).  These two points  correspond  to  the  images of the first- 
order  diffraction  wavefronts of slits with  spacing  equal  to  the  wavelength of the  sine wave. 

The  basic  operation of an  optical  spectrum  analyzer will  now be  demonstrated by examples 
illustrated  in  Table 4. It  should  be  kept  in  mind  that  the spectral  points of a transmission function 
representing a sine wave  (plus  bias)  correspond  to  the  zero-  and  first-order  diffraction  points of 
slits with  spacing  equal to  the  wavelength of the  sine wave. Figure 37 shows  the  normal  spectrum 
analyzer  configuration. 

Ia shows a normal  oscilloscope  presentation of a 100-cps  sine wave. 

Ib  shows  the  intensity  modulation  produced when the  same  100-cps  sine wave is applied to  the 
z-axis of an  oscilloscope.  The  darkened  areas  correspond  to  maximum  light output. 

IC shows a representation of the transmission  function of a film  exposed to  the intensity  modu- 
lation  given by Ib and  processed  with a gamma  product of 2. 

Id shows  the  spectral  image  that would appear  in  the  image  plane of the spectrum  analyzer 
shown in Figure 37. The  film  with a transmission  function shown in IC is placed  in  the  object 
plane  (front  focal  plane) of the  lens. It is to  be  noted  that  the  spectral-image  points  are  formed 
on a line  parallel  to  the axis of the  transmission function. 

Example I I 

Example I1 shows a 150-cps  sine  wave  represented as the  normal  oscilloscope  pattern  and as 
an  intensity  modulation.  The  spectral  image  formed by the  transmission function  produced by the 
intensity  modulation is shown in IId. The  difference  between  Examples I and I1 is effectively a 
change  in  scale. 

Example III  

Example III shows a resultant wave  which is formed by the  sum of a 100-cps  sine  wave  and a 
150-cps  sine wave. The  intensity  modulation of this  resultant  wave is shown in ItIb, and  the  trans- 
mission function is shown in IIIc. 

Each of the sine wave  components will produce  spectral-image  points at different  locations  in 
the  image plane. These  points  in  the  image  plane  are shown in IIId. The  operation of a spectrum 
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Table 4 

Examples  Illustrating  Diffraction  Patterns  from  Various  Slit  Orientations. 
EXAMPLE I 

100 CPS S I N E  WAVE-NORMAL 
OSCILLOSCOPE REPRESENTATION 

b) g, @ OSCILLOSCOPE REPRESENTATION-INTENSITY 
MODULATION (slits) OF 100 CPS S I N E  WAVE 

')')OF 100 CPS SINE WAVE 
FILM  TRANSMISSION  FUNCTION 

FIRST-ORDER Dc FIRST-ORDER 

d) DOWN, 100 L CPS CoMPyNENT - UP, 100 CPS cps IMAGED  DIFFRACTION 
" 1 PATTERN 

EXAMPLE II 

a) A n n n n n n n n 150CPS S I N E  WAVE-NORMAL 
V W V ' d V V W V  OSCILLOSCOPE REPRESENTATION 

') Q 1 E 1 1 1 1 # 1 MODULATION  OF 15OCPS S I N E  WAVE 
OSCILLOSCOPE REPRESENTATION-INTENSITY 

C )  FILM  TRANSMISSION  FUNCTION 
W%nwn"nn~n"n"nW 1 50 C PS S IN E WAVE 

DOWN, 150 CPS Dc COMPONENT UP, 150 CPS IMAGED  DIFFRACTION 
FIRST-ORDER  FIRST-ORDER 

d)". r 1,' - fl I c p s  PATTERN 
1 

EXAMPLE I I I RESULTANT WAVE OF SUM 
OF 150 CPS A N D  100 CPS 
S I N E  WAVES AS NORMAL 

T ION 

a)  

OSCILLOSCOPE REPRESENTA- 

OSCILLOSCOPE 
INTENSITY  MODULATION 

FILM r TRANSMISSION  FUNCTION 

d) 
Dc COMPONENT 

- # " IMAGED  DIFFRACTION 
" 

150 100 1 100 150 
I cps PATTERN 

EXAMPLE IV  

0) 

100 CPS 

150 CPS 

S I N E  WAVES SPATIALLY 
WITH RESPECT TO EACH 

f 

I I 

ORIENTED 90' 
OTHER 
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Table 4 (Continued) 

150 CPS 

IMAGED  DIFFRACTION PATTERN 

c, 7- 100 CPS 100 CPS 

150 CPS 

EXAMPLE V 
I 
I 

a) 50 CPS 
SINE WAVE 

I 

50 CPS INTENSITY  MODULATION SUPER- 

REFERENCE  PAPER 
IMPOSED ON BACKGROUND OF 

I 150 IMAGED  DIFFRACTION PATTERN 
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Table 4 (Continued) ' 

EXAMPLE VI 

SINE WAVE WITH 
SPATIAL ORIENTATION 
OF 30° WITH RESPECT 
TO VERTICAL 

INTENSITY  MODULATION SUPERIMPOSED 
ON REFERENCE GRAPH PAPER 

c )  IMAGED DIFFRACTION PATTERN 
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Table 4 (Continued) 

EXAMPLE VI I 

SPATIALLY ORIENTED 45' 
WITH RESPECT TO VERTICAL 

SPATIALLY ORIENTED 30" 
WITH RESPECT TO 

INTENSITY 
MODULATION 

\30° 1 7 + 2oo cps 

e 

50 C PS 

- 200 CPS 

+ 200 CPS 

IMAGED  DIFFRACTION PATTERN 

- 200 CPS 
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Figure  37-Optical 
spectrum analyzer. 

analyzer is now quite  apparent. With suitable  calibrations we can  determine  the  frequency  com- 
ponents of any desired input signal. 

Example IV 

Example IV shows a 100-cps  sine  wave  perpendicular  to a 150-cps  sine wave. The  intensity 
modulation of these two sine  waves is shown in IVb. The  similarity between  the  intensity  modula- 
tion  and  graph  paper is quite  apparent.  The  diffraction  pattern of a transmission function corre- 
sponding to  this  intensity modulation is shown in IVc. 

This  example is significant  for two reasons.  The  transmission function expressed  horizontally 
produces  a  horizontal  diffraction  pattern  whereas  the  transmission  function  expressed  vertically 
produces a vertical  diffraction  pattern.  The  similarity of the  intensity  modulation  formed by verti- 
cal and  horizontal  modulations  to  graph  paper  suggests a convenient  method of calibration. 

Example V 

Example  V  shows how graph  paper (as the  intensity  modulation of Example IV) can  be  used as 
a background for a new intensity  modulation  signal  which is to be analyzed. This background  graph 
paper  forms convenient  calibration  marks  in the diffraction  pattern. Vc shows that the  diffraction 
pattern  consists of the calibration  dots of the  background  graph  paper as well as dots  correspond- 
ing  to the 50-cps signal (Va) which is being  analyzed. 

Example VI 

Example VI shows the same  reference background  graph  paper of Example V with a 50-cps 
sine wave  signal  positioned  diagonally.  The  diffraction  pattern of this  signal is shown in VIc. Note 
that,  since the transmission function was  represented  along a diagonal, the spectral-image  points 
of this function  will  also  appear  along a diagonal  line.  The  diagonal  line of the  spectral-image 
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points  will  be at the same angle as the  diagonal  line  along which the  transmission  function  was 
represented. 

Example VII 

Example W shows  background  calibration  graph  paper  and two signals  positioned  along  di- 
agonal  lines.  The  200-cps  sine wave is along a line going up at an  angle of 45" to  the  right, and 
the  50-cps  sine  wave is along a line going down at an  angle of 60" to  the  right.  The  diffraction  pat- 
terns  formed by these  signals are shown in VIIc. Again, it is clear  that  each  diffraction  pattern 
will  be  imaged on a line at the  same  angle as the line  along  which  the  respective  transmission func- 
tion is represented. 

In the  above  examples it has been shown how an  optical  spectrum  analyzer  simultaneously  de- 
termines  the  frequency  components of any  input  waveforms. One apparent  advantage of optical 
processing is the  simultaneous  processing of several  signals.  The conventional electronic spec- 
trum  analyzer  can  operate on only one input signal at a time. An additional  factor is the  definite 
time  interval  required  for  electronic  processing, which can  limit  applications.  The  optical  spec- 
trum  analyzer  determines  the  spectrum  instantaneously. 

Spectrum  Analyzer  Performance 

The  time-bandwidth  product  can  be  used as a measure of the  storage  capacity of a memory 
device, or as a measure of the  information  content of a signal. The time-bandwidth  product  can be 
defined as the  number of cycles of a given  frequency which appear  in a given time  interval. Math- 
ematically  the  time-bandwidth  product is defined by the equation 

T B  = t f  , 

where 

T B  = time-bandwidth  product, 

t = time  interval, 

f = frequency. 

As  an  example,  consider a signal with a frequency of 1,000 cps and 10 milliseconds  time  duration. 
The time-bandwidth  product  will  be 

TB t f  IO x 10-3 x 103 = 10 . 

In optical  systems  the  signals are normally  represented on film as a function of distance 
rather  than of time. A scale  factor k (length/sec)  determines  the  linear  relation  between a time- 
dependent  signal and its spatial  representation.  Using  this  scale  factor,  the  time t represented by 
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3- . . ., 

a distance d will  be 

= r;' 
d 

where 

d = distance  (spatial  coordinate), 

t = time  (time  coordinate), 

k = distance/unit  time. 

Likewise a frequency  in  time f (cycles/second)  represented  by a spatial  frequency f x  (cycles/unit 
length) will be 

f = k f x  

Substituting  Equations 1 and 2 in  the  time-bandwidth  equation  gives 

Thus  in  either  space or time  representations the time-bandwidth  product is given by the  product 
of signal  frequency  and signal length. This  indicates that the time-bandwidth  product  provides a 
means  for  comparing  the  performance of analogous  optical  and  electronic  systems. 

The  frequencies  and  time  intervals  in an electronic  system are normally  restricted by system 
parameters. In  optical  systems  the  spatial  frequencies  representable  are  limited  (upper  limit) by 
the resolution of the  system,  and the spatial  length is limited by the  system  apertures.  Determin- 
ing  the  respective  time-bandwidth  products of the analogous  systems  therefore  provides a relative 
evaluation of the  systems. 

We will now consider the maximum  time-bandwidth  product  for  an  optical  system.  The  reso- 
lution ( R )  (normally  expressed as lines/unit  length) of an  optical  system  specifies  the  maximum 
spatial  frequency  (cycles/unit  length)  which  can  be  used  in  the  system.  Since  optical  Fourier 
transformation  requires  small  diffraction  angles  and the aperture is usually  smaller  than the lens, 
it can  be  assumed  that  the  length of signal will be  limited by the  aperture, as shown by the  dimen- 
sion A-A in  Figure 37. We can now express  the  maximum  time-bandwidth  product  in  terms of 
resolution ( R )  and  aperture length ( d )  : 

where 

R = resolution of optical  system  (film  and  lens), 

d = aperture  dimension. 
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Per common  practice,  35  mm  has  been adopted in our work as a standard  size  for  input  signal 
films.  The practical resolution of the  film  and  optical  system  to  be  used  will  be  about  35  lines  per 
mm.  The  35-mm  format limits the  effective  aperture  to 24 X 36 mm. Along the  36-mm  dimension, 
the  maximum  time-bandwidth  product  will  be 

As an  example,  consider a signal 10 milliseconds  long which is to  be  represented  in  the  36-mm 
aperture.  The  maximum  frequency  that  can  be  represented  for  this  time  interval  will  be 

T B ~ ~ ~  Rd - 1,260 
f M A X  = t t 10 x 10- 

"_ - - = 126K cps 

In other  words,  with the maximum  time-bandwidth  product  equal to 1,260, the  maximum  frequency 
( f,,, ) and time  interval ( t )  which can  be  represented  spatially  in  this  optical  system are specified 

by 

f M A X  t = 1,260 

It is important  to  note  that  for a specified  maximum  time-bandwidth  product (e.g., TBMAX = 1,260) 
only frequency-time  interval  products less than  the  maximum  can  be  handled by the  system (i.e. 
TB 2 TBMA, ). 

Optical Filtering 

Figure 38 shows how the  basic  principles  set  forth  in a spectrum  analyzer  can  be  used  to  de- 
velop  an  optical  filter, by the  addition of a single  lens which images  the  spectrum  into  an  image 
plane. We have seen how lens 1 acts as the  spectrum  analyzer,  producing  in its back  focal  plane 
(transform  plane)  the  spectrum of the transmission function  in its front  focal  plane  (object  plane). 
If the  points of light  in  the  transform  plane  are  used as an  object  in  the  front  focal  plane of lens 2, 
the back  focal  plane  (image  plane) of lens  2 will contain  the  spectrum of the light  in  the  transform 
plane. Lens  2  thus  produces a transform of a transform which is in  effect  the  inverse  transform, 

OBJECT PLANE 
IMAGE PLANE 

COLLIMATED  LIGHT TRANSFORM 

MONOCHROMATIC p o l N T s o u ~  j Figure  38-Optical f i l t e r .  

. . ... .. . . ... 
... .. ... ., .. . ..  .. .. . .. ., .. .. ..  .. .. . . .. . .  
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giving the original  transmission function. To be more  specific, any object  in  the  object  plane of 
lens 1 will  be-imaged  by  the two lenses  into  the  image  plane of the system. 

We have  seen  from  the  examples in Table 4 how sinusoidal  transmission  functions  produce  dots 
in the  transform plane. For example, a 100-cps  sine  wave  transmission  function  will  produce a dc 
dot  and two equally  spaced  dots  (corresponding  to 100 cps)  centered  about  the  dc  term. If the  light 
from  such a corresponding  pair of dots is blocked  in  the  transform  plane so that the  light  passing 
through  them is not  allowed to  reach  lens 2, the  light  in  the  image  plane  will not  have variations 
corresponding  to  the  frequency blocked. This is clarified i f  we consider  Example III in  Table 4. 
In this  case  we had a transmission function representing  the sum of a 100-cps  and a 150-cps  sine 
wave. Two pairs of dots  were  produced  in  the  spectrum. One pair  corresponded  to  the 100-cps 
sine wave  and the other  to  the  150-cps  sine wave. If we block the  light  from  the  pair of dots  cor- 
responding  to 100 cps  in  the  transform plane,  the  light  in  the  image  plane  will  have only variations 
corresponding  to  the  150-cps  sine wave. Since no light  corresponding  to  the  100-cps wave is al- 
lowed to  pass the transform  plane,  variations  corresponding  to t h i s  wave  will not appear  in  the 
image plane. We have thus  effectively  filtered 100 cps  from  an input  signal. 

Extension of this  basic  idea  can  be  used  to 
make  optical  filters  to  pass or reject.any  de- 
sired  range of spatial  frequencies. Not only can 
a range of spatial  frequencies  be  passed  or 
eliminated,  but  specific  inclinations  can  also  be 
filtered. A few typical  examples of optical f i l -  
t e r s   a r e  shown in  Figure 39 and discussed 
below. 

High- Pass Filter 

Low frequencies  can  be  removed by plac- 
ing  an  obstruction  in the transform plane  which 
will  block  the area around the dc  component 
(low frequencies)  while a transparent  area  per- 
mits all light  corresponding  to  frequencies 
greater  than a specified  value  to  be  passed  to 
lens 2. 

Low-Pass Fil ter  

HIGH-PASS FILTER LOW-PASS FILTER 

BAND-PASS  FILTER LOW-PASS/DIRECTIONAL 
FILTER 

Figure  39-Optical  filters. 

A low-pass filter can  be  formed by putting a standard photographic iris into  the  transform 
plane. This iris will  permit all light  corresponding  to low frequencies  to be passed  to  lens 2 while 
blocking the light  corresponding  to high frequencies. 

Band-Pass Fil ter  

A band-pass filter can  easily  be  constructed by blocking the light  corresponding  to  the low 
frequencies,  and  permitting  light  corresponding  to a specific  range of frequencies  to  be  passed. 
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Any frequencies  above  the  desired  passband can also be eliminated by blocking the  light  corre- 
sponding to  these  higher  frequencies. It can  be  seen  that  effectively  we  can  produce a band-pass 
filter by combining a high-pass filter with a low-pass filter. 

Directional  Filter 

Additional  flexibility  in  optical  filtering  can  be  achieved by selecting  specifically  oriented 
transmission  functions  for  filtering. By blocking  the  light  corresponding  to  the  orientations,  we 
can  in  effect  select  specific  orientations  for  filtering. High- and  low-pass filters can  be combined 
with  directional filters to  allow  only  light from  transmission  functions of specific  frequency  and 
orientation  to  pass  to  lens 2. 

Optical  Signal  Correlator 

The  mathematical  operation of correlation is the  comparison of two signals  to  determine  the 
degree of correspondence  between  them.  For two periodic  functions of the  same  frequency, f , ( t  ) 

and f ( t )  , the  correlation function is expressed by the equation 

When f ( t  ) and f ( t )  are not  the  same  function,  the  correlation  function 41 ( 7 )  is called a cross- 
correlation. The  second  subscript  always  corresponds  to  the  function  that is displaced.  The  order 
of the subscripts is important,  since 4 ,  (7)is not necessarily  the  same ash, (7). 

For  the  special  case  where  the two periodic  functions are equal,  the  correlation  function  can 
be  expressed by 

In this  case  the  correlation function & 1  ( 7 )  is called  an autocorrelation. The  subscripts 1 1 indi- 
cate that an  autocorrelation is obtained by comparing a function  with  itself. 

The  correlation  expressed  mathematically as above  can  be  performed  optically. An optical 
signal correlator, as shown in  Figure 40, is basically  an  extension of the  principles  discussed in 
the  preceding  subsection  "Optical  Filtering."  It is quite  evident  that  lenses 1, 2, and 3 in  Figure 40 
form  the  basic  optical filter of Figure 38. Lens 1 collimates  the  light  from a point source (i.e. lens 
1 changes  the  spherical  wavefronts of a point source  to  plane  wavefronts).  To  produce  collimated 
light,  the  point  source  must  be at the  front  focal  point of lens 1. The  plane  wavefronts  incident upon 
the  object  plane  produce a diffraction  pattern which is focused  by  lens 2. When the  object  plane is 
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L I G H T - - e S  
OBJECT PLANE 

Figure40-Optical correlator. 

in  the  front  focal  plane of lens 2, a Fourier  transform of the  object  transmission  function is pro- 
duced  in  the  back  focal  plane  (transform  plane).  Lens 3 is positioned so that  the  transform  plane is 
in its front  focal plane.  The  Fourier  transform of the  Fourier  transform  in  the  transform plane is 
produced  in  the  back  focal  plane  (reference  plane) of Lens 3. Effectively this  is an  inverse  Fourier 
transform which reproduces the original  object  transmission  function.  Therefore,  lenses 2 and 3 
form a projection  system which images  the  transmission function of the  object  plane onto the  ref- 
erence  plane. Up to  this point,  the  operation of the  optical  correlator is identical  to  that of an  opti- 
cal  filter. As will  be shown later, this  optical  filtering  characteristic  inherent  in  an  optical  cor- 
relator  can  be  used to advantage. 

Rather  than  photograph  the  image  in  the  reference  plane, as would be  done  in  an  optical  filter, 
the  image is used as the  incident  light on a second  transmission  function  inserted at the  reference 
plane.  The  amplitude of the  light  transmitted by the  reference  plane will  be  the  product of the 
incident-light  amplitude  and  the  transmission  function of the  reference  plane. At this point a 
mathematical  derivation  will  be  useful  to  demonstrate  the  properties of the  light  amplitude  trans- 
mitted by the  reference  plane.  Let  the  constant  amplitude of the  plane  waves  incident upon the 
object  plane  be  given by A,. The  light  transmitted by the object  plane is then  the  product A, F, (x), 

where F, (X) is the  transmission function of the  object  plane. It is this  transmitted  light at the ob- 
ject  plane that is imaged at the  reference  plane.  Therefore the amplitude A of the  incident  light at  
the reference  plane is given by 

A = A,F, (x) 

Now, as in  the  case of the  object  plane,  the  light  transmitted by the  reference  plane  will  be  the 
product of the  incident-light  amplitude A, F, (x) and the transmission function F, (x) of the  refer- 
ence  plane.  The  expression  for  the  transmitted  light  from the reference  plane  then  becomes 
[A, F, (X) F, (x)] . From this last expression it is apparent  that  the  light  present beyond the 
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reference  plane is the  same as that  which would be  present i f  the  original  light ( A o )  were incident 
upon a transmission function  given by the  product of F, ( x )  F, ( x ) .  Now, returning  to the correlator 
shown  in  Figure 40: lens 4 is located a focal  length  from  the  reference  plane  and  therefore  pro- 
duces a Fourier  transform of the  light  transmitted by the  reference plane. As was  explained  in  the 
section on Fourier  transforms,  the  amplitude  in  the output plane  (back  focal  plane of lens 4 )  is then 
given by the  Fourier  transform of the  product F, ( x )  F, ( x ) ,  or 

Fourier  transform [A,F, ( x ) F ,   ( x ) ]  = F,   (x )F ,   (x )  e i w x  dx . 

Provisions  can  be  made  to  displace  the  transmission  function F, ( x )  in  the  object  plane.  The  dis- 
placed  function  can  be  expressed as F, (x + 7 )  , where 7 is the  displacement.  The  amplitude  in  the 
output  plane is then  given by 

Fourier  transform [A,F, ( x ) F ,  (x + T ) ]  = F, ( x ) F ,   ( x  .t 7 )  elox dx 

The  equation is similar  in  form  to  the  correlation  function 

F, ( x ) F 1  ( x + T ) d x .  

The  constant  in  front of the  integrals  can  be  disregarded,  since any difference would only  involve 
a change  in  scale.  The  exponential  in  the  Fourier  transform  equation  can  be set equal to 1 by 
setting o equal  to  zero.  Dropping  the  constant  factor  and  equating w to  zero  gives 

Fourier  transform [F2 ( x )  F, ( x  + T ) l e 0  F, (x)   F ,  ( x  + 7 )  dx 

Since  setting w = 0 is equivalent to  eliminating all output terms except  the  zero-order  term,  the 
above  relation  amounts  to  the  statement that the  zero-order  spectral  term  in the output plane of 
the  optical  correlator is the  correlation  function of the  transmission  functions  in  the  object  and 
reference  planes. 

For any  particular  displacement T ,  the  zero-order output term  gives  the  value of the  correla- 
tion  function  corresponding to  the  specific  value of T .  If the  signal  film  in  the  object  plane of the 
correlator is continuously  displaced, the zero-order  term  varies as the  correlation  function.  The 
zero-order  term can  be  monitored by a photocell as shown in  Figure 40. Since  the  amplitude of 
the  zero-order  term is the correlation  function,  the  intensity-sensitive  photocell output will  be the 
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square of the. correlation function. It is also  possible  to  record  the  correlation function on film by 
replacing  the  photocell  with a recording  film. By moving  the signal film  and  recording  film  syn- 
chronously it is possible  to  record a continuous  picture of the  correlation  function. 

To  perhaps  clarify  the  correlation  operation,  we  can  consider  the analogy of sliding a negative 
over a duplicate  negative.  This  analogy would correspond  to the case  where F, (x) = F, ( x )  (auto- 
correlation)  in  the  discussion above. As  the  negative  slides  over its duplicate,  the  amount of light 
transmitted  will  vary.  The  maximum  amount of light  will  be  transmitted when the  images of the 
two negatives  coincide.  This  point  corresponds  to  maximum  correlation.  A  similar  situation  oc- 
curs  in the optical  correlator. 

The  operation of an  optical  correlator  can  be  summarized as the  cascade  operation of an  opti- 
cal  filter and  an  optical  spectrum  analyzer  with a second  transmission  function  inserted  in  the  plane 
common to the two sections. In other  words,  an  optical  correlator  can  be  made by taking  the  out- 
put of an  optical  filter  and  using it as the  input  to  an  optical  spectrum  analyzer with a transmission 
function inserted  in  the  optical  filter output plane  (spectrum  analyzer  input  plane).  The  light  ampli- 
tude at the zero-order  spectral point  in  the  correlator output  plane (spectrum  analyzer  output) is 
a measure of the  correlation  function  between  the  transmission  functions  present  in  the  object  and 
reference  planes. 

In practice the desired  correlation is not  the  correlation of the  transmission  functions but the 
correlation of the  signals  represented by the  transmission  functions.  The  difference  between 
these two cases is shown in  Figure 41. It is noted that  the  correlation of the  transmission func- 
tions  includes  bias  terms  in  addition  to  the  desired  correlation function. For a constant 7 the ad- 
ditional  terms  are,  in  effect, a bias which determines  the  dc  level of the output-light  amplitude. 
Examination of these  undesired  terms  indicates that a dc  stop  in  the  transform  plane of the  optical 
filter section  will  eliminate all but the  desired  correlation function.  Assume F, (x) is the  trans- 
mission function inserted  in  the  subsection  "Optical  Filtering."  The  light  amplitude  in the trans- 
form (filter) plane  will  be  the  transform of F, ( X) , or  

Fourier  transform [F, (x ) ]  = I B 2  e' ( k y / f ) x  dx + f ,  ( x )  e j  (ky/ f )xdX I 
The first integral (of B, e j  d x ) i s  of the form sin y / y  , which has its maximum  value at y = 0 
and  corresponds  to the dc  component.of F, ( x ) .  The  second  integral  can be written as the sum of 
two integrals  (value at y = 0, and  value at Y # 0): 

or  
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SIGNAL SIGNAL AS TRANSMISSION  FUNCTION 

o +  
BIAS B 1 

BIAS = B2 

0: 
CORRELATION  FUNCTION 

Figure 41-Correlation  functions-signal vs transmission function. 

From this  discussion it is apparent that the factors B, and f (x) dx correspond  to  light  which 
must  pass  through  the  zero-order (or dc) point (Y = 0) in  the  transform  (filter)  plane.  Inserting 
a dc  stop  at  this point effectively sets  B, = 0 and j f , ( x )  dx = 0 beyond the  transform  (filter) 
plane.  Thus  the  three  undesired  terms  will be zero, and  only the  desired  correlation function will  
appear at the  correlator output. Similarly, if  F, (x) is inserted  in  the  optical  filter, B, and 
1 f (X + 7 )  dx will  be  set  equal  to  zero beyond the transform (filter) plane.  Therefore, by using a 
dc  stop  the  correlator output will  be  made  equal  to  the  correlation  function of the two signals  in- 
serted as transmission  functions  regardless of which signal appears  first  in  the  correlator. 

A big  advantzge of optical  correlators  over  the conventional  electronic  correlator is the  ability 
to  handle  many  input signals simultaneously. A channelized  optical  correlator is shown in  Figure 
42. Comparison of the  optical  correlators of Figure 40 and  Figure 42 indicates  that  the  basic d i f -  
ference is the  addition of a cylindrical  lens  for  channelized  operation. 

The  details of the  channelized  section of the  optical  correlator are shown in  Figure 43. We 
have  previously  mentioned  that a two-dimensional  optical  process  can  be  treated as two separate 
one-dimension  processes.  The  channelized  section  can  therefore  be  represented by the two proc- 
esses  shown as the top  and  side  views  in  Figure 43. The  top view shows  that  the  cylindrical  lens 
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Figure  42-Channelized 
optical  correlator. 
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has no focusing  effect (no curvature)  for the x coordinate.  The  top view, therefore,  has  the con- 
figuration of a spectrum  analyzer with the  spherical  lens  producing a Fourier  transform  in  the 
final slit plane. This  Fourier  transform  will  correspond  to  information  signal  variations  along 
the X direction (i.e. vertical slits). Examination of the  side view shows  that both the  cylindrical 
and spherical  lenses  have a focusing  action  for  the Y coordinates.  The  side view has  the  configura- 
tion of an optical filter system which images  the  information  in  the y direction (i.e. horizontal 
channels)  into the final slit plane. The  back  focal  plane of the  cylindrical  lens  (transform  plane  in 
Figure  43)  corresponds  to  the filter plane of the  optical filter configuration  discussed  in a previous 
subsection. In effect,  the  cylindrical  lens  produces a Fourier  transform  in  the y direction  and the 
spherical  lens  produces a Fourier  transform of the transform (i.e. an inverse  transform) which 
results  in  an  image of the  original signal in the Y direction. 

It has been shown that the  Fourier  transform of the  information (i.e. vertical  lines)  in  each 
channel is produced,  and  each  channel is imaged,  in  the  final slit plane.  The  imaging of the  hori- 
zontal  channels  assures  that the Fourier  transform of each  channel is obtained  without  intermixing 
information  between  channels. 

As previously shown in the mathematical  derivation of the  correlation  process,  the  correlation 
function is given by the  light  amplitude of the  zero-order  term of the  Fourier  transform at the  final 
slit. The  final slit performs  the function of blocking all te rms  except  the  zero-order  term. As 
shown in  Figures 42 and 43, a separate  zero-order  term (A, B, C) is obtained  for  each  channel. 
The  amplitude of each  zero-order  term is the  correlation function  value for  the  respective channel. 

The  channelized  correlator shown in  Figure 42 and discussed  above  involves the correlation of 
many signals with a single  reference.  This  amounts  to  comparing the channel signals with the ref- 
erence signal to  detect  matching signals. In some  applications it may  be  desirable  to  match one 
signal with several  reference  signals.  This  operation  can  be  realized  simply by channelizing  the 
reference  film  instead of the  signal  film. It must  be  kept  in  mind  that  the  addition of a cylindrical 
lens is required  wherever  the  channelized  light  signals are to  be  processed  separately. 

It has  been shown above that  either  the  reference  film or the signal film  can  be  placed in the 
optical  filter  object  plane. In some  applications,  prior knowledge of undesired  component fre- 
quencies  (noise)  may  be  available. By placing  the  signal  film  in  the  optical  filter  object  plane, 
noise  components  can  be  eliminated  (along  with  the  dc  term) by using  an  appropriate  optical  filter. 
This  application of optical  filtering  in  the  correlator  system  provides a means  for  improving  the 
signal-to-noise  ratio of the signal  inputs. 

In either  case  considered above,  the  amplitudes of the zero-order  terms  in  the  final slit repre- 
sent  the  correlation functions. These  correlation  functions  can be monitored by separate  photocells 
or recorded on photographic  film.  The  photographic record would consist of intensity-modulated 
bands,  where  each  band  corresponds  to a channel.  Whatever means is used  to  measure or record 
the  correlation function, it  must  be  kept  in mind  that  the  amplitude of the  light  in  the  zero-order 
term  corresponds  to  the  correlation function.  Since the detection  must be accomplished by an 
intensity-sensitive  device,  the  square  root of the  detected  value  must  be  taken i f  the value of the 
correlation function  (amplitude) is desired. , 
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At this point some of the  practical  techniques  used  in  implementing  an  optical  correlator  will 
be  discussed;=@omparing  Figures 40 and 42, it is seen  that a point source is implemented by an 
arrangement~which  includes a lamp  and  reflector,  condenser  and filter, and a slit. A suitable 
basic  light  source  for  an  optical  correlator is a 100-watt high-pressure  mercury-arc lamp. A 
spherical  reflector is used behind the  lamp  to  increase  the amount of light  radiating  in the direc- 
tion of the  optical-correlator axis. The  light  from  the  lamp is passed  through a condenser  and 
filter assembly.  The  optical filter (an interference-type filter) allows only monochromatic  light 
(5,461 angstroms  in this case) to  be  transmitted  through it. A condenser  assembly of high-quality 
lenses is used  to  image  the  light  from  the  mercury-arc  lamp  into a small slit (primary slit).' The 
fact that a mercury-arc  source is small   to begin with-and that its image is to  be even smaller- 
requires the use of high-quality  condenser  lenses.  The  narrow  primary slit produces  circular 
wavefronts  in  the  horizontal  direction.  In  effect the light  waves  in a horizontal  plane  appear  to  be 
those  radiated by a point  source.  The first collimator  lens  (located a focal  length  from  the  pri- 
mary slit) changes  the  horizontal  circular  wavefronts  into  straight-line  wavefronts  (in a horizontal 
plane).  Thus  the  light  incident upon the  object  plane  (reference  plane  in  Figure  42)  has  uniform 
amplitude  along a line  perpendicular  to  the  effective  (vertical) slits inserted  in  this plane.  The 
uniform  horizontal  illumination  (horizontal-plane  waves) of the  film  plane  (reference  plane)  meets 
the  requirements  for  the  Fourier  transform of the  vertical  lines  to  be produced. It is to  be  noted 
that  the  long  dimension of the slit in  the  vertical  direction  does not act as a point source, and light 
along a vertical  direction  cannot  be  used  for  optical  data  processing.  The  lack of a point source 
characteristic  in  the  vertical  direction  blurs the spectral  points  into  vertical  lines.  This  effect is 
shown in  the  filtering slit of Figure 42, where  the  vertical  lines  represent  spectral  lines. 

An adjustable slit (the  filtering slit of Figure  42)  located  in  the  transform  plane  can be used 
to block  high-order  spectral  components.  This  adjustable  filtering slit is effectively  an  adjustable 
low-pass  filter.  A  wire is mounted vertically  in this slit to block the  zero-order  spectral line. 
Thus  the  adjustable slit and  wire  eliminate the zero-order and all high-order  spectral components 
above a selected value. 

The  final slit shown in  Figure 42 blocks all output spectral  orders  except  the  zero  order.  This 
slit allows  the  selection of the  zero-order  terms, which by themselves  represent  the  correlation 
function. 

The  resolution  limits of optical  correlators are dependent upon the  lenses  and  films  used, as 
discussed  in  an earlier subsection. At this point it is important  to  note that the  resolution  between 
spectral  points is dependent also upon the width of the  primary slit. Because of light  spreading, a 
narrow slit results  in  better  resolution  than a wider slit. 

Convolution 

The convolution integral is given  by 

f ,  ( t )  f ,  (7- t ) d t  
-;o 
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This  integral  resembles a correlation  integral  in  that they  both  involve a displacement,  multiplica- 
tion,  and  integration,  However,  there is a difference  in  the  expression of the  displaced function. 
In correlation,  the  displaced function is expressed as f ( t  + 7 )  , whereas  in convolution it is ex- 
pressed as f ( T - t ). The  difference is a folding or  reflection  in  time. In other  words, f ( T - t ) 
is obtained by simply  reflecting f (  t + 7 )  about t = 0. 

Figure 44 shows a graphical  comparison  between convolution  and correlation.  In  this  example 
it is assumed  that a function f ( t ) is to  be convolved  and correlated with the function f ,  ( t ). It is 
to  be noted that  in both  convolution  and correlation  the function f ( t ) is displaced  to  the  left by 7, 

producing f , ( t  + T )  as shown in the displacement  diagrams.  The  next  step  in the convolution proc- 
ess  is the folding or reflection (about t = 0) of f ,  ( t + 7 )  to  produce f ,  ( 7  - t ) . There is no cor- 
responding  step  in  the  correlation  process.  This  fact  accounts  for  the  difference  between  the two 
operations.  The  function f ( t ) is then  multiplied by f , ( 7  - t ) for convolution  and by f ( t + 7 )  for  

CONVOLUTION 

DISPLACEMENT I fz ( t + T )  

MULTIPLICATION I f1 (t) fz ( T -  t, 

DISPLACEMENT I f2 (t + T )  

Figure44-Comparison 
between  convolution 
and correlation. 

MULTIPLICATION f l  (t) f, (t + T) 
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correlation.  The-areas  under  the  respective  multiplication  curves show the  respective  value of 
the convolution  and correlation function for a given 7. In general, the area under  this  curve is 
given by an integral of the  products  from -m to  +a. The  result of this  integration is a function of 
7. As shown in  the  curves  labeled  "Integration," a plot of the  integral (area under  multiplication 
curve)  for all values of 7 is a plot of the convolution  and correlation functions. 

An additional  difference  resulting  from  the  above is that  the convolution of f ( t  ) and f ( t )  is 
the same regardless of which  function is folded,  provided  the  folded  function is also the one dis- 
placed. The  correlation function,  in  general, is different depending upon which function is displaced. 

Optically  we  can see that the convolution  function can  be  obtained  in a way similar  to  that  in 
which the correlation function was  determined.  The  additional  operation of folding required  in 
convolution involves a 180" rotation of the film.  Thus, if a 180" film  rotation is used  to  represent 
the folding  operation, the convolution  function can  be  obtained  using  the  same  basic  operation and 
configuration as for  cross-correlation. 

Convolution is an extremely  important  operation  in  the  analysis of linear  systems.  The out- 
put of a linear  system  can  be  determined by convolving the given  input  with the impulse  response 
of the  system.  For  example,  the output pattern of a two-dimensional  optical  spectrum  analyzer 
can  be  predicted  in  advance by using convolution principles.  The output of the spectrum  analyzer 
is proportional  to  the convolution of the  Fourier  transform of the  signal  written on film with the 
image of the input  light  source.  Normally when the input  light is from a point source,  the  spectral 
image  will  be a set of points  corresponding to the  Fourier  transform of the  signal. If the  input 
light  source is diamond-shaped,  the output  function  will be the convolution of the diamond  shape 
with the Fourier  transform of the  signal  film. In this  case,  the  spectral  image  will contain  diamond- 
shaped  points  instead of dots as in the  point  source  case. 

Pattern  Recognition 

Pattern  recognition  can  be  accomplished  optically  using  several  techniques  previously dis- 
cussed.  For  example,  the  Fourier  transform of an input  signal  (representing a pattern)  can  be 
imaged onto a desired  frequency  pattern  to  determine  whether the input signal  spectra  correspond 
to  the  desired  spectra. 

Cross-correlation  techniques  can  be  used  to  determine  also  whether a given  input pattern  cor- 
responds  to a desired  pattern.  Optical  filtering  can be performed  during  the  cross-correlation 
process.  For  example, i f  a desired  pattern  consists of vertical  lines, all other  lines  appearing  in 
an  input  pattern  can  be  filtered out and cross-correlation  achieved  for only the  vertical  lines  pres- 
ent  in  the input pattern.  Application of th i s  principle  allows  for  more  flexible  operation  in  optical 
pattern-recognition  systems. 

The  optical  techniques  previously  discussed not only lend  themselves  to  pattern  recognition, 
but  will  also  be  just as useful  for  pattern  elimination.  There are certain  applications  where  the 
elimination of specific  patterns  in  an  image is desirable. For  example,  an  undesirable  variation 
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in  the  density of a photograph  due to  grain  can  be  eliminated.  Since  the  variation  in  density  due 
to photographic  detail is usually of a much  lower  frequency  than  the  variations  due to  grain,  an  ap- 
propriate  low-pass filter will  eliminate  the  (relatively)  high-frequency  grain  components.  Elimina- 
tion of the  components  corresponding  to  grain  can  improve the quality of the  photographic  image. 
A similar  improvement  through  filtering  can  be  obtained by elimination of dot patterns  in  halftone 
photographs. 

Another  example of pattern  elimination would be a televised  picture  containing 512 horizontal 
scan  lines. It might  be  desirable  to  eliminate all horizontal  scan  lines  corresponding  to  the fre- 
quency 512. It is possible  to put an  optical  stop  into  the  transform  plane  corresponding  to  the 
horizontal  lines of the  frequency of 512  Hz. It has  been shown that the  Fourier  transform of the 
Fourier  transform is an  image of the  original  picture. Stopping the  light  in  the  Fourier  transform 
plane  corresponding  to 512 Hz will  produce an image of the original  picture without the  horizontal 
lines  that  correspond  to a frequency of 512 Hz. At this point it might  he  noted  that a television 
picture  cannot  be  used  directly as an input to  an  optical  data  processor.  The  main  reason  for this  
is that  noncoherent  light of low intensity,  such as the  light output from a television  picture  tube, 
cannot  be  used as an input to an optical  data  processor.  It is possible,  however,  to  photograph the 
image on the  television  picture  tube  and  use  the  developed  photographic  image as an  input  signal 
to  an  optical  data  processor. 

Optical  processing  techniques  could  have  been  used  in  the  retrieval of the  Mariner  spacecraft 
signals  representing  pictures of Mars. The signals  transmitted  back  to earth were  processed by 
a digital  computer  to  produce  the  final  pictures.  These  pictures  were found somewhat less than 
satisfactory. In order  to  emphasize  certain  areas of the  pictures,  the  contrast  ratios  or  scaling 
of the  received  bits  were changed. Optical  techniques  could  have  been  used  to  identify  particular 
patterns.  For  example, i f  a particular  frequency of lines at a particular  inclination  in  the  picture 
were  to  be  accentuated,  the  corresponding  points  in  the  Fourier  transform  plane  could  be  made 
more  transparent  than all others.  This would result  in  accentuation of the selected  lines  in  the 
final  image. At the  same  time  the  horizontal  scan  lines could be  eliminated by blocking  the  light 
in  the  transform  plane  corresponding  to  the  scan  line  frequency. 

The  flexibility of optical  data  processing  thus  lends itself particularly  to  applications  involving 
pattern  recognition.  It  appears  that, when these  techniques  have  been  fully  developed,  optical  data 
processing  will  be  an  extremely  powerful  tool when applied  to  pattern  recognition. 

Analog  Computation  (Antenna  Simulation] 

An optical  analog  computer,  like its electronic  counterpart,  can  serve as a scale  model  to 
solve  specific  problems. One such  application is in  the  simulation of antenna  radiation  patterns. 
In an  optical  system  the  lens  acts on coherent  light  waves  in a way similar  to  that  in which  an  an- 
tenna acts  on microwaves.  Figure 45 shows  the  comparison  between  the  optical  and  microwave 
systems. In the  optical  system,  the  wavefronts  radiating out from a monochromatic  light  source 
are  transmitted as parallel  wavefronts  (parallel  rays) by the  action of the  transmitting  lens.  The 
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Figure 45-Comparison between  optical  and  microwave  transmitting and receiving systems. 

receiving  lens  focuses  these  parallel  wavefronts  to a point. A similar  action  occurs  in  the  micro- 
wave  system.  Microwaves  radiating out from a microwave  point  source are made  into  parallel 
wavefronts by the  action of the  transmitting antenna.  The  receiving  antenna  effectively  focuses 
these  parallel  wavefronts  to a point. 

The  analog  between  an  optical  system and a microwave  system  can  also  be  seen  in  the  math- 
ematics of the two systems. It has  already  been shown that  the  Fourier  transform of a transmis- 
sion  function  in  the  front  focal  plane of a lens is produced in  the  back  focal  plane of a lens. Now 
the  approximate  radiation  pattern of an  antenna is given by the  Fourier  transform of the aperture 
electric  field  distribution  (source  function).  Thus it is apparent  that  an  optical  system  with a 
transmission function representing  the  antenna electric field  distribution  function  can  be  used  to 
simulate the antenna  system. 
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With the proper  light  source  and  lens  system a mi,crowave  antenna or antenna  system  can  be 
simulated,  and  the  field  intensity of the  antenna  system  can  be  determined  from the optical  model. 
Visual  examination  in a laboratory of the  radiation  pattern  with  side  lobe  structure is then  possible. 
Assume  light of wavelength 6 x 10- meters  is used  to  simulate a microwave  wavelength of 6 
meters.  One inch  in  the  optical  model  will  then  represent lo5 inches  (approximately 8,333 feet) 
in  the  actual  system. By the  use of this  optical  scale  model it becomes  an  easy  matter  to  de- 
termine  the  parameters of the  actual  system  and  to  change  conditions.  This is the  simplest  and 
most  direct  method  to  study  and  observe  antenna  systems  in  the  laboratory. 

In  the  optical  simulation of a microwave  antenna,  the  light-amplitude  distribution of the  simu- 
lator  corresponds  to  the  microwave  electric  field  intensity  distribution.  As shown before,  the 
light-amplitude  distribution is given by the  Fourier  transform of the input  light anzplitzide. In- 
tensity is given  by  the  square of the  light  amplitude  without  phase (i.e. the  square of the  absolute 
value of the  complex  light  amplitude).  The  intensity  distribution in the  optical  simulator is there- 
fore given by the  square of the  absolute  value of the  Fourier  transform of the input  light  amplitude 
(i.e. I = I F ( A ) I  * 1. 

The  near  and far field  patterns of a microwave  antenna  system  can  be  determined  from  this 
optical  scale  model. A plane  wavefront of light is used  to  illuminate  an  optical  transparency  which 
represents the distribution  function of the  antenna  system  being  simulated.  A  lens  placed a focal 
length away from  the  transparency  will  produce  the  Fourier  transform of the  transparency  in its 
back  focal  plane.  The far field  pattern  will  be found in this back  focal  plane. By placing  photo- 
graphic  film  in this plane, it is possible  to  obtain a picture of the far field  intensity  distribution. 
Pictures of the  entire  antenna  field  pattern  can  be  obtained by simply  repositioning  the  recording 
film  to  the  particular  portion of the  field  pattern  which is of interest. 

In  previous  discussions  we  have  considered  the  photographic  input  to  optical  data  processors 
only as a recording of amplitude  variations  in  light. It is possible  to  produce a photographic  film 
which records  phase  variations as well as amplitude  variations  in  light. Such fi lms  are  more d i f -  
ficult  to  produce  than  the usual  type, which records only the  amplitude  variations.  The  introduc- 
tion of phase  variations  can,  for  example,  be  accomplished by varying  the  thickness of a negative. 
It  was  shown earlier how the  usual  photographic  negative  records the amplitude of light as a vari- 
able  optical  density.  The  thickness of the  negative  considered  was  uniform.  Phase  variations would 
be  introduced if the thickness of the  negative  were  allowed  to vary,  Another  method  for  recording 
amplitude  and  phase on photographic  film  will  be  discussed  later  in  the  section on holography.  Al- 
though  techniques  for  producing  variation of phase a r e  difficult  to  achieve,  they are possible. It is 
therefore  possible  to  represent both  amplitude  and  phase  characteristics of antennas  photographi- 
cally  and  to  study  phase  delays  through  optical  simulation.  In  addition,  the  effect of the  atmosphere 
on the  antenna  radiation  pattern  can  be  determined  optically.  The  introduction of transparencies 
which  introduce  phase  and  amplitude  variations  corresponding  to  atmospheric  effects would distort 
the  antenna  pattern  just as the  actual  pattern is distorted  in  the  atmosphere. 

Pulse  Expansion  and  Compression 
In addition to  data  processing  systems,  special  purpose  systems  can  be  realized  using  optical 

techniques. As an  example, we can  consider  the  optical  pulse-expansion  and  -compression 
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techniques which have  been  developed  for  use  in  radar  systems. In radar systems,  high-energy 
pulses  are  required  for long raxxge and  narrow  pulse  widths are required  for high resolution. 
Short-duration  pulses  (high-resolution) are limited  in  energy by practical  considerations.  The 
maximum  energy  (proportional  to  the  square of the amplitude) of a pulse is limited by the  ratings 
of the radar components.  The  energy of a pulse  can  be  increased by increasing  the  pulse width; 
however,  increasing the pulse width reduces the resolution  capabilities of the  radar. In conven- 
tional radar systems, a compromise is generally  made  between  maximum  range  (energy)  and  reso- 
lution  (narrow  pulse width). It has  been  possible  through  optical  techniques  to  transmit long- 
duration  pulses  (high-energy)  and  retain high resolution.  This  technique, which involves  the ex- 
pansiodand  compression of pulses, has been  used  in  radar  systems  to obtain greater  range  and 
higher  resolution  for a given  power capability. 

The  technique of pulse  expansion  and  compression  will  be  explained  using Figure 46. Diagram 
A shows  the  pulse  required  to  achieve a given range and  resolution.  The  pulse width r is determined 
by  the  resolution  requirement,  and  the  power P is determined by the  range  (energy)  requirement, 
Now let  us  assume that the component ratings of the  radar  system  limit  the maximum  pulse  power 
to 1/5 (one-fifth)  the desired power P. In order  to obtain  the  energy  necessary  to  meet  the  range 
requirement, it is necessary  to  increase  the  pulse width by a factor of 5, as shown in  diagram B. 
Since  the  energy of a pulse is determined by the area under  the  curve  representing  the  pulse,  it is 
apparent that the  pulses shown in  diagram A and B have  equal  energy  (therefore  equal  range). 
However,  the  pulse shown in  diagram B no longer  meets  the  resolution  requirement,  since  the 
pulse  duration has been  increased  (resolution  decreased).  This is the  problem  encountered  in 
conventional radar  systems. 

Now we will  consider  the  technique of expanding  and compressing a pulse by optical  methods, 
and  later show that this method of expansion retains  the  desired  resolution.  Consider  diagram C, 
which  shows  the spectrum  for  the  pulse of width 7 shown in  diagram A. If the  sinusoidal compo- 
nents of the spectrum  curve  (diagram C) were added  together (with proper  phase),  the  resultant 
would be a pulse of duration 7 and  amplitude A, as shown in  diagram E. This  implies that the in- 
finite  number of sine  waves  cancel one another  completely  outside  the  time  interval 7. It is ap- 
parent that the same  result would be obtained if  each  sine  wave  component  were only of duration 
7 and  superimposed  (added)  in  the  time  interval T as shown in  diagram E. If we assume that these 
component  waves are  transmitted  sequentially, as shown in  diagram F, the  pulse width would ef- 
fectively  be  multiplied by a factor equal to the number of components  used. In the example of 
Figure 46, only five  components are  used  (diagram D), giving a pulse width of 57,  as shown in 
diagram F. If the  sequential  signal of diagram F were divided  into  the  five  component  waves and 
these  waves  were  superimposed  in a time  interval 7, an  approximation of the pulse of diagram A 
would be  reconstructed, as shown in  diagram E. It is to  be noted that, since  the  waveform of 
diagram F has an  effective  pulse width of 5 7, the  peak  power  required could be correspondingly 
less, just as in the case shown in  diagram B. As mentioned  above, the superpositioning of the 
component  waves  will  result  in an approximation of the  pulse shown in  diagram E. Since this  pulse 
has  an  infinite  number of components,  any finite number of these components  will  produce only an 
approximation of the  pulse. A fairly good approximation  will  be  obtained by proper  choice of the 
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Figure 46-Pulse expansion and compression. 
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component frequencies  used  in  the  sequential  signal of diagram F. It is apparent  that  the  approxi- 
mation  improves as the  number of components is increased; however, this number is limited by 
the  expansion-compression  system.  To take full  advantage of the power  capabilities,  the  sequential 
signal-of-diagram F is modified to  produce  equal-amplitude  components as shown in  diagram G. 

The  method  for  compressing the waveform of diagram F, Figure 46, to  produce  the  pulse 
shown in  diagram  E,  Figure 46, is shown in  Figure 47. Figure  47  demonstrates  the  use of an  ultra- 
sonic  light  modulator  in a pulse  compression  system. Any pulse  introduced  into  the  light  modulator 
will  diffract  the  light  waves  passing  through  in  accordance with the  variations  in  the index of re- 
fraction  caused by compression.  Lens 1 in Figure  47  collimates the light  from a point source  to 
provide  plane  wavefronts  incident upon the  light  modulator. With no  signal  in  the  light  modulator, 
the  incident  light is passed  undiffracted,  and  lens 2 focuses  the  collimated  light onto the dc  stop  in 
the transform plane. The  dc  stop  allows  light  to  reach  lens 3 only when there is some  signal  in 
the  light  modulator.  The  combination of lenses 2 and 3 forms  an  image of the  signal  pattern (as 
represented by compressional  waves  in  the  modulator) onto the  reference signal plane. Any light 
passing  the  reference  signal  plane is focused onto a photocell by lens 4. Consider a signal  similar 
to that shown in  diagram G of Figure 46,  and assume  the input aperture has  a length  equal to the 
length of the  signal.  As  the signal passes  through  the  light  modulator,  there is only one instant of 
time at which the  complete signal will  be  present in the input aperture. Since  the  signal is known, 
a replica of it can  be  introduced  in  the  reference signal plane. The  photocell  will  detect  maximum 
light only when the signal in the aperture of the light  modulator  corresponds  to the reference  sig- 
nal. At the  instant of time when the  complete  input  signal  (Figure 46, diagram G) appears  in the 
aperture, a pulse  indicating a correlation  will  appear at the photocell output. This output pulse is 
extremely  short and in  effect  represents a pulse  compression. 
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The  light  modulator is also  used  to  generate a signal similar  to that shown in  Figure 46, dia- 
gram G. In this case,  the  reference  signal  generates the expanded  pulse. A narrow  pulse is ap- 
plied  to  the  light  modulator,  and as it travels  through  the  modulator its image  moves  along the 
reference  signal  film. Now the  photocell  will  have  an output  whenever  the  imaged  pulse falls on a 
transparent  section of the  reference  film.  Since the transparent  sections of this  film are spaced 
to  correspond with the desired signal frequencies, as the  imaged  pulse  moves  across the reference 
signal  film  the  desired  signal  frequencies  will  be  produced by the photocell. 

Examination of the radar pulses shown in Figure 48  will show that the resolution of the ex- 
panded  pulse  produced by the  optical  system is the  same as the  original  desired  pulse of diagram 
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Figure 48-Comparison of radar systems. 

A, Figure 46. First consider  the conventional 
radar  pulses A and B. These  reflected  pulses 
a r e  displaced in time,  since  they are assumed 
to  be  reflected  from two closely  spaced  objects. 
For  the  displacement shown, the  conventional 
receiving  system  will  be  unable  to  detect  the 
presence of two  objects  and  will  indicate  the 
presence of a single  target. Although the re- 
ceiver is capable of detecting  the  presence of 
the received  pulses, it is unable to  detect  whether 
two pulses  overlap or only one  pulse is being  re- 
ceived. This  limits  the  resolution of the  system 
to  target  spacings which  produce  delays  long 
enough so that  the  delayed  pulse  returns  after 
the  earlier  pulse has been  completely  received. 
Now consider  the  expanded  pulses C and D. These 
pulses  are  composed of different  frequencies, as 
described  for  the  pulse  expansion  process above. 
When the  entire  pulse is received  and all the 
frequencies are correlated, a short  correlation 
pulse is obtained.  The  pulse  duration of these 
correlated  pulses is extremely  short,  and  there- 
fore  the  resolution of the  radar is high  enough 
though the  actual  received  pulse  duration  may 
be  the  same as for  the conventional radar. In 
operation, when pulse C is in  the  light  modulator 
aperture,  an output  pulse is produced.  However, 
at th i s  time D may  already  be  partially  in  the 
aperture  and a short  time  later,  corresponding 
to  the  delay,  another  correlated output pulse 
( D '  ) will  be  produced.  Thus,  although  the  ef- 

fective  pulse  duration  has  been  expanded,  resolution  does  not  decrease  and  may  even  be  increased 
by  using  many  frequency  components  in the optical  pulse  expansion-compression  system. 

PRINCIPLES OF HOLOGRAPHY 

Introduction t o  Holograms 

Certain  emulsions,  such as the  Lippmann  type,  can  be  used  for  reproducing  color  pictures by 
recording  the  interference  pattern  produced by an  incident  and  reflected wave. This  process  was 
discussed  in  the  subsection  "Photographic  Films  for  Optical  Processing,"  but its significance  merits 
further  discussion  here.  The  argument  used  in  this  color  process is shown in  Figure 49. A very 
high-resolution  emulsion is placed  in  contact  with a reflecting  surface  such as mercury. Parallel 
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can be used  to  record a hologram. In the Figure  49"Lippmann  color process. 

" 
i- 

p 

Figure 50-Exposing a hologram. 



process shown, the monochromatic  parallel  coherent  light  from a laser  is divided  into two beams. 
One beam is used as a reference  beam  and is reflected  from a mirror  toilluminate  the  photographic 
film.  The  second  beam  (signal  beam) is reflected  from  an  object  (subject for which the  hologram is 
made)  to  illuminate  the  photographic  film.  The signal and  reference  beams  combine  in  the photo- 
graphic  emulsion  and  produce  an  interference  pattern.  As  in  the  case  above,  the  emulsion  will  be 
exposed only in  areas where  the  beams  reinforce  and  not  where  they  cancel.  The areas where only 
the  signal  beam, or only the  reference  beam,  exposes  the  emulsion  will  not  contain  any  useful  in- 
formation. Only the areas exposed by the  interference  pattern  produced by the two beams  will con- 
tain  information  regarding  the  object.  These  areas  constitute  the  hologram of the  object. 

EMULSION  5LASS ,\ VIEWING  ANGLE 
FOR 

\ /  
INCIDENT  LIGHT 

@\VIRTUAL IMAGE 

(monochromatic 1 I I / 

@ VIEWING 
ANGLE FOR 

'/ REAL IMAGE 

Figure  51-Viewing the images of a hologram. 

The  general  arrangement  for  viewing the  
images of a developed  hologram is shown in 
Figure 51. Monochromatic  coherent  light is 
used  to  illuminate  the  hologram,  and two wave- 
fronts  similar  to  that  reflected  from the original 
object are reconstructed.  These  wavefronts  can 
be viewed separately (they travel  in  different  di- 
rections), as shown by the two viewing  angles  in 
Figure 51. At one viewing angle  the  wavefronts 
appear  to  originate  from  an  image behind  the 
hologram  plate.  Since  the  light  waves  viewed  do 
not  actually  pass  through  the  image  points, this 
image is called  the vivlual image. At the  second 

viewing  angle  the  wavefronts  appear to  originate  from  an  image  in  front of the  hologram  plate. 
Since  the light waves  actually pass through  the  image  points,  this  image is called  the ?peal image. 
The  definitions  used  for t h e  real and  virtual  images  are the same as those  used  in  conventional 
optical  imaging  theory. When the  same  reference  beam is used  for  exposing as well as viewing 
the  hologram,  an  exact  three-dimensional  image of the  original  object will be  seen as illustrated 
in  Figure 51. This  three-dimensional  characteristic of holograms is important.  Just as in  view- 
ing  an  actual  scene,  the  eye  must  refocus when  looking at a near  or a f a r  portion of the  recon- 
structed  images. When the  observer's view is obstructed by an  object  in  the  foreground, it is pos- 
sible  to look  behind  the  obstruction by  changing  the  angle of view  (in  those cases  where it is possible 
to  do so within  the  limits of the  viewing  angle).  As  the  observer  changes  his  position  within  the 
viewing  angle, a distinct  change  in  the  perspective of the  image is perceived. 

Variations of the viewing  method  discussed  above are possible.  In  fact, both theory and ex- 
periment  indicate that the  reconstruction  process is sensitive  to  the  angle of incidence  used  for 
the viewing  light.  The  reconstructed  images  appear  to  be  best when the viewing  light is incident 
at the  same  angle as the  original  reference  beam.  In  addition, it is found that one of the  images 
is usually clearer than  the  other.  That is, when the  virtual  image is very  clear,  the real image 
is difficult to see, and, when the  real  image is clear,  the  virtual  image is difficult to  see. It has 
also  been  found  that, if the  virtual  image is the  clearer of the two when the  hologram is illuminated 
from one side,  the  real  image is the  clearer when the  hologram is illuminated  from  the  opposite 
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side.  This  effect  can be explained i f  the  arrangement shown in Figure 51 is examined. If the 
direction of t h e  incident  light is reversed (i.e. imagine the light to  travel  from  right  to left), 
all the arrowheads  indicating  direction would be  reversed in Figure 51. The  images would then 
be viewed  by  looking  toward the  hologram  from  the left. Viewed from  this new location,  what 
had originally  been a virtual image (when viewed from  the  right) now will  appear as a real 
image (when viewed from  the left). It is reasonable  to assume, therefore,  that i f  the virtual 
image  was clear when  viewing from  the  right (as illustrated  in  Figure 51) the real image 
will be  clear when viewing from the left (reverse of Figure 51). Figures 52 and 53 illustrate 
in greater detail the  formation of the real and  virtual  images. 

INCIDENT LIGHT *ED FOR EXPOSING HOLOGRAM 
DIRECTION OF REFERENCE  BEAM  DIRECTION OF REFERENCE  BEAM 

USED  FOR EXPOSING HOLOGRAM 

VIEWING  ANGLE 

OBSERVER 

VIRTUAL IMAGE REAL IMAGE 
EMULSION REAL IMAGE 

Figure  52-Viewing  the  virtual image.  Figure 53-Viewing  the  real image. 

Figure 52 shows  the  arrangement  for viewing the  virtual  image  (assumed  to  be  the clear im- 
age).  The  virtual  image  appears  behind the hologram  plane. In effect,  the  hologram  acts as a 
window through which the  virtual  image is viewed. Any small  section of the  hologram  contains  in- 
formation  similar  to that of the  entire  hologram. When the virtual  image is viewed  through a small 
section of the  hologram,  the  entire  image  may not be  visible at one viewing  angle. It is possible, 
however, to   see all portions of the image by moving  through the viewing-angle  range.  This  move- 
ment  truly  gives  the  effect of looking  through a window as if to  see  into a room,  since, as the 
window is made  smaller, one is required  to move  through a larger  angle  to see all parts of the 
room.  Some  holograms  may be quite  dark,  giving  the  appearance of a dirty window. This  effect 
presents  difficulties  in viewing the  virtual  image of the hologram.  The  previously  discussed 
("Photographic  Film  Basics")  technique of bleaching to  produce a positive  eliminates  this dirty- 
window effect. A bleached  "positive"  hologram seems  to produce  better  imaging  than  does a "nega- 
tive"  hologram. It should be noted  that,  whether  the  hologram is developed as a negative  or  posi- 
tive,  the  resulting  image is the same.  That is, the virtual  image  will  always  appear as a positive 
regardless of whether  the  hologram is a negative  or a positive.  This is easily  understood if  a 
negative is considered as the development of points of reinforcement and a positive is considered 
as the  development of points of cancellation.  Since  the only difference will be a half-wavelength 
shift  in  the  position of the  interference  patterns,  either  hologram  will  contain  the s y e  pattern  and 
therefore the same  information.  Thus  the  same  positive  virtual  image (and real imfge)is  produced 
in either case. 
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We have  considered  the  virtual  image  reconstructed  from a hologram. As mentioned  above, 
if we  illuminate the hologram  from the opposite  side  the real image  can  be viewed  clearly. Fig- 
u re  53 shows  this  arrangement,  and  comparison  with  Figure 52 will emphasize the reversal  of di- 
rection  specified  in  the  discussion  above. When illuminated by a reference  beam as described, 
the  hologram  produces a wavefront  pattern  similar  to  the  wavefront  pattern  reflected by the  object 
used  to  make  the  hologram.  The  reconstructed  real  image  appears  suspended  in  mid-air  between 
the  observer  and  the  hologram, as shown in  Figure 53.  AIthough the  real  image is a precise  rep- 
lica of the  illuminated  surface of the  object  used  to  make  the  hologram, it appears  to  the  viewer 
as if  he were  looking  through  the  object  from  the rear.  This point can  be shown  by considering 
the  configuration of Figures 50 and 51. In Figure 50 the original  object is positioned so that  point 
A is closer  to  the  photographic  film  than is point B, and  point A is on the  top of the  object. In Fig- 
u re  51 it can  be  seen  that  the  position of the  virtual  image is the  same as that of the  original ob- 
ject.  Therefore,  in  viewing  the  virtual  image, it appears that the  original  object is still behind the  
hologram. When one is viewing  the real image,  the  point B is still farther away from  the  hologram 
plate  than  point A. The  real  image,  however, is now between  the  observer  and  the  hologram  plate, 
therefore point B is now closer  to  the  observer  than point A. This  gives  the  effect of looking 
through  the  object  from  the rear. Point A is still on the  top of the  object, a position which means 
that  the  real  image is erect.  Points  farther away from  the  observer  in  the  virtual  image are 
closer  to  the  observer  in  the  real  image. 

If a sheet of film  were  placed at point A of the  real  image, it would  photograph a focused  im- 
age of point A and a defocused  image of point B. It is important  to  note  that a focused  image of 
point A is produced  without  any  lenses. If points A and B are close  together, a true  focused  pic- 
ture  of the  object  can  be  obtained  without  lenses. If A and B are separated,  individual  pictures of 
the  points A and B can  be  obtained by exposing  separate  films  placed at A and B respectively. 
Therefore,  the  real  image which is formed  in  front of the  hologram  can  be  photographed only 
piecewise,  since  the  reconstructed  image is three-dimensional  and is not  in a single  plane  (the 
usual  form of a photographic  emulsion).  Generally there is some  initial  difficulty  in  focusing 
one's  eyes on the  real  image  suspended  in  space  between  the  hologram  and  the eye. This  fact 
makes  the  real  image  more  difficult  to  see  than  the  virtual  image. 

Using  an  original  hologram, it is possible  to  produce a second  hologram  which  will  have a real 
image with t7ue  depth  perception. Referring  to  Figure 53, it is apparent  that  the  original  hologram 
does not have a real  image with true depth  perception,  because  the  observer is effectively  looking 
through the object as i f  from  the  rear.  True depth  perception  in a real image  can  be  accomplished 
by using  the  original  hologram  to  produce  another  hologram as shown in  Figure 54. The  original 
hologram is illuminated by a reference  beam  which, upon emerging  from  the  hologram, is re -  
flected by a mirror  onto a new photographic  emulsion.  The real  image  formed by the  original 
hologram  also  illuminates  the new photographic  emulsion.  The  reference  beam  reflected  from 
the mirror  and  the  light  from  the real image  interfere  to  form a second  hologram.  After 
development, the second  hologram is viewed as shown in  the  lower  diagram of Figure 54. 
The  real  image of this second  hologram  will  have  true depth perception when  viewed  within 
the  visual ang1.e. 
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The  usual  optical  distortion  prob- 
lems do not occur  in  viewing  holograms, Figure 54-Hologram  reproduced from another  hologram. 

since no lenses  are used. In  addition, 
large  magnifications  can be achieved without lenses by making the  hologram with light of short 
wavelength  and reconstructing  images with  light of long  wavelength. This  technique  allows  the 
viewed  image  to  be  magnified by a  factor  equal  to  the  ratio of the viewing  wavelength to  the ex- 
posing wavelength. The m k m u m  ratio of visible  light  wavelengths is less than 2, which limits 
magnification  to  values much below the  normal  lens magnification. If the wavelength ratio between 
infrared and X-rays is considered,  magnifications of 10’ a r e  possible. However, magnifications 
of the  order of l o R  require  coherent  sources of infrared  and  X-rays which  have yet  to  be developed. 

In the  making of a hologram,  each point on the  object  reflects  light which illuminates  the  entire 
hologram. As pointed out earlier, this effect  allows any portion of the hologram  to  reconstruct  the 
entire object. This  principle  also  increases  the dynamic  tonal  range of the  reconstructed  image of 
a hologram as compared  to  conventional  photographic  methods.  This  increasein  dynamic  tonal  range 
is due to the fact  that  bright areas on the object  have  their  energy  spread  over  the  entire  recording 
film. In holograms only secondary  effects,  such as grain  irregularities which produce  random scat- 
tering,  tend  to  reduce the image  contrast. In  conventional  photography the dynamic range of film is 
quite  limited,  and  very  bright areas in  an  object are difficult  to  reproduce  faithfullywhile still main- 
taining the overall  tonal  range. 

Another interesting  property of holograms is that it is possible  to  superimpose  several holo- 
graphic  images on a single  hologram.  There  are  several  techniques which can  be  used  to  achieve 
t h i s  result: 
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1. Using  different  incident  angles of the  reference  beam, it is possible  to  produce on a single 
film  many  holographic  images which can  be  reconstructed individually  without  appreciable 
crosstalk (one interfering with the viewing of another). 

2. After exposing a photographic  plate as described  in 1 above, reorient  the  photographic 
plate (e.g. turn it upside down) and  re-expose it by the same method as if it were a new 
plate.  The  images of either  orientation  can  be  viewed  without  interference  from the im- 
ages of the  other. 

3. A hologram of several  transparencies  (positives  such as slides)  can  be  made by placing 
the  transparencies one  behind  another. Any particular  transparency  can  then  be  recon- 
structed by taking a picture  through  the  hologram  with a camera which has a limited  depth 
of field.  This  can  be  compared  to  taking a picture  through a screen or fence. If the  sub- 
ject behind  the  screen is in  focus,  the  screen  will  be out of focus.  Under these  conditions 
the  subject  behind  the  screen is easily  discerned when the photograph is viewed. By 
changing the focus  and  limiting  the  depth of the  field, i t  is therefore  possible  to  take a 
picture of each  transparency  with  essentially  no  interference  from any of the  images of 
the  other  transparencies. 

Theory of  Hologram  Construction 

Reflected  light  from  an  object is described by its amplitude  and  phase.  Considering a point on 
the  object,  the  reflected  waves  will  travel  outward  from  the  point as i f  it were a source of light. 
Each  point on the  object,  therefore,  can  be  treated as a point source or origin  for a light wave. 
The  exact  form of the  wave  pattern  reflected  from a three-dimensional  object is extremely  com- 
plex.  In  holography,  the  signal-bearing  waves  reflected  from the objects a r e  combined  with refer- 
ence  waves  to  produce  an  interference  pattern which is recorded  photographically.  Normally 
photographic  film records  the  intensity of light  incident upon it as an  optical  density  pattern. A 
photographic  emulsion  therefore  does not normally  record  the  phase  characteristics of the  incident 
light. In order  to  record  the  phase  characteristics of signal-bearing  waves,  it is necessary  to 
represent  the  phase as intensity  variations. When two  coherent  beams of light, with plane  wave- 
fronts,   are incident upon a screen at different  angles, a set of uniform  parallel  interference  fringes 
will  be  produced. If an  irregular  wavefront  coming  from  the  object is substituted  for one of the 
plane  waves, a complex  interference  pattern  will  be  produced.  Variations  in  the  amplitude of the 
signal-bearing  wave  (reflected  from  the  object)  will  produce  variations  in  the  density of the  inter- 
ference  fringes as photographically  recorded.  The  variations  in  phase of the signal waves  with re -  
spect  to  the  reference  waves  produce  variations  in the  spacings of the  fringes  recorded.  Thus a 
hologram is an  interference  pattern  produced by a reference  beam of light  and the light  reflected 
from  each  point of the  object. Both the  phase  and  amplitude of the  light  reflected  from  each  point 
of the  object are  recorded as intensity  variations. 

Essentially  the  hologram  can  be  considered  to  be  made  up of many  nonuniformly  spaced  and 
oriented slits. We have  previously  discussed how plane  waves are diffracted at various  angles 
from  uniformly  spaced  slits. A hologram  also  has  the  various  orders of diffracted  wavefronts 
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radiating  from  the  effective slits (interference  pattern) of the  hologram. In the  case of the holo- 
gram, however,  the  various  orders of diffracted  wavefronts  are  extremely complex, as are the 
orientation  and  spacing of the slits. That is, when the  spacing of the slits is irregular  (some 
regions have closer  line  spacings  than  others),  there  will  be  corresponding  variations  in  the  direc- 
tion of propagation  for  the  diffracted  wavefronts. In addition, variations  in  density of the  fringes 
will  produce  variations  in  the  amplitudes of the  diffracted  wavefronts. In effect,  therefore, slit 
spacing  variations  correspond  to  the  phase of the  signal  beam,  while  the  amplitude of the signal 
beam  corresponds  to  the  contrast of the  exposed  emulsion.  The  greater the contrast,  the  stronger 
the  wavefront  produced.  Slits which  have low contrast between a slit and a space  will  produce 
weak, or  low-amplitude,  diffracted  wavefronts. 

When a hologram is produced, it would normally  be  considered a negative. The  fact  that it 
produces  positive  pictures is due to  the  fact  that  the  wavefronts  emanating  from it will  be  dupli- 
cates of the  wavefronts  emanating  from  the  actual  object. A contact  print of the  hologram would 
normally  be  considered a positive  (i.e. opaque areas would now be  transparent and vice  versa). 
The  image  constructed  from a copy of a  hologram is also  positive. As discussed  earlier,  the 
basic slit pattern of the hologram is not  changed  whether  the  hologram is a "negative" or a "posi- 
tive" and therefore  the  same  image  will  be  produced  in  either  case. 

The  contrast  rendition of the  original  object is reproduced  very  closely by a hologram re-  
gardless of contrast  properties of the  photographic  emulsion  used  to  record it. Actually a holo- 
gram  can  be  produced by a  film  emulsion which is capable of producing only two optical  levels 
(transparent and  opaque). The  tonal  rendition of the  image  will not suffer,  because  each  individual 
slit diffracts  some  light  to a point related  to  the object. Therefore,  using only two levels of density 
in the hologram  plate,  the  entire  tonal  range of the  original  object is reproduced by the  combina- 
tion of light  from all the slits. The  tonal  range  for a hologram  can be  much less  than that required 
for  normal photography. In normal photography  the  film  must  be  capable of reproducing  the  rela- 
tive  intensity of a point on the  original  object at a corresponding point on the  emulsion. In holo- 
grams the light  radiated  from  each  point on the  object is distributed  over  the  entire  film  surface. 
It is apparent  from  the  difference  between  the two techniques that a higher-intensity  point on an 
object  which would saturate  the  film  in  normal photography can  be  recorded faithfully  in holography 

In  effect, the  hologram  plate  acts  similarly as does a zone  plate.  The interference between 
the reference  beam and  the  light  reflected  from one particular point on the object  gives rise to  a 
set of elliptical  quasi-concentric  interference  fringes  in  the  hologram.  The two first-order dif- 
fraction  wavefronts  produced  by these fringes  produce  the  virtual-  and  real-image  beams.  The 
lens  properties of these  fringe  patterns are similar  to  those of a modified  group of zone  plates. 
The  spacing of the  zones on a zone  plate  determines its focal  length.  The  focal  length  will  change 
if  the  frequency of the  incident  light  changes.  These  effects are also  present  in a hologram. Any 
shrinkage  in  the  hologram  plate  will  change  the  spacing  between  zones of the  effective  zone  plate 
and  produce  irregularities  in  the image.  In  addition,  change of frequency or temporal  noncoher- 
ence of the  reference  beam  used  to view the  hologram  will  produce  corresponding  changes  in  the 
focal  length of the  effective  hologram  zone  plates. 
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Coherent l i g h t  and  Holograms 

In order  to view the  holograms  produced by the  methods  discussed  above, it is necessary  to 
use a laser beam  to  illuminate  the  hologram. It is possible,  however,  to  produce a hologram-type 
interference  pattern which  does  not  require a laser  for viewing. Figure 55 shows a method  for 
exposing a standing-wave-type  hologram.  The laser  beam is collimated  and  projected  to  illuminate 
the object.  The  reflected  light  from  the  object  illuminates  the  hologram. A portion of the  laser 
beam is diverted by a beam  splitter  to a mir ror  which reflects the light  into the hologram.  The 
light  reflected by the  object is again  the  signal  beam.  The  reference  beam is the  diverted  beam 
from  the  laser which is reflected by the  mirror. It is to  be  noted that the  reference  beam  and  the 

signal  beam  from  the  object are travelingthrough 

BEAM the  photographic  plate  in  different  directions. 
LENS APERTURE Standing  waves a r e  set up in depth in  the  emul- 

OBJECT sion.  The  emulsion  will  be  exposed only at the 
points  where  the two waves  add  constructively. 
The  similarity between this  type of exposure 
and  that  used by Dr.  Lippmann is evident. Both 
methods  require  standing  waves  to be set  up  in 
the  emulsion  (in  depth).  The  previous  type of 
hologram  discussed  required  primarily a sur- 
face  contrast  record,  whereas  the  standing- 
wave  hologram forms exposed  points  within  the 
emulsion.  The  exposed  points  within  the  emul- 

HOLOGRAM 

Figure  55-Method  for  producing a standing- 
wave-type hologram. sion  can  be  considered as an interference  filter. 

A hologram  produced by the  method shown 
in  Figure 55 can  be  viewed  using a point  white 
light  source.  Figure 56 shows a point white  light 
source  illuminating a standing-wave-type holo- 

INCIDENT 
FLASHLIGHT WHITE LIGHT LIGHT gram  produced as shown in  Figure 55. The 

I three-dimensional  hologram  effect is evident 
when the  standing-wave-type  hologram is viewed 
by reflected  light.  The  standing-wave-type 
hologram  (or  reflectance  hologram) is much 
more difficult to  produce  than  the  "normal" 

VIRTUAL IMAGE 

Figure  56-White-light  viewing of a standing- transmission-type  hologram.  Some of the  rea- 
wave-type hologram. sons  for  these  difficulties  are: 

1. Exposing  the  standing-wave-type  hologram is more difficult,  since  sound  vibrations  tend  to 
vibrate  the  emulsion.  Considering  the  emulsion as a thin  membrane  held at its  outer  pe- 
riphery,  the  similarityto  the  membrane of a drum is evident. As in a drum, any  sound 
vibrations will tend  to  make  the  membrane  vibrate.  Since  the  exposure is being  made  in 
the  emulsion  in  depth,  any  vibrations  will  tend  to  blur it. In  the  normal  hologram a slight 
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vibration (moving surface)  will not cause  distortions of as great a degree,  since  the  inter- 
ference  pattern is recorded only on the surface. 

2. When the image is formed  in depth,  any  shrinkage of the  film  will  change  the  spacing  be- 
tween the exposed  points of a hologram.  This  distortion  will  in fact be  present,  since  there 
is shrinkage in the normal  processing of films. 

3. The  problems  described  for  the  Lippmann  emulsion  apply  also  to  the  standing-wave-type 
hologram. One such  problem is the  absorption of the signal beam  before it can  penetrate 
deep enough to  form  the  standing  waves  in  depth. 

4. When white  light is used  to view the  hologram, as the viewing  angle  changes  the  color of 
the  hologram  image  will change. This  color change is basically  caused by the  Bragg  effect. 
The  Bragg  effect  predicts a downward shift in  the  frequency of the  reflected  light when the 
viewing  white  light is incident  at  increased  angles. 

Although there are more  problems involved in  making a standing-wave-type  (reflectance) holo- 
gram, it would seem that the ultimate  future of holography lies in the standing-wave-type  hologram. 
At GSFC we  have  succeeded  in  producing a standing-wave transmission  hologram (viewed  with 
transmitted  light) which can  be viewed  with zuhite light.  To the best of our knowledge, t h i s  standing- 
wave transmission  hologram is the first of its type  to  be  produced and permanently fixed. The  prob- 
lems of final  fixing of the  surface-type  hologram  plate do  not seem  to be as great as for the  standing- 
wave transmission  type  hologram. In the  reflectance (or our  transmittance)  standing-wave-type 
hologram,  the  shrinkage due to  processing is usually  avoided by not pursuing the final  fixing of the 
hologram  plate. When the  hologram is developed but not  fixed,  the  developed  image  can  be  expected 
to fade  eventually. Not fixing  the  hologram  plate  prevents much of the  shrinkage,  since  the  basic 
content of the  emulsion  after  development  will be the  same as it was  before  (i.e.  unexposed  silver 
halide  will not be  removed  from  the  emulsion). 

As  mentioned  above, there is a change in the color of the  subject  matter  recorded  in a reflect- 
ance  hologram when the viewing angle is changed. This  color  change  occurs  also  in  the  case of a 
transmission-type standing-wave  hologram. This  color change,  however, is not a significant dis- 
advantage  in  comparison  to  the  advantage of using a white  light source  for viewing. The  possibility 
of using a white  light source  to view holograms  provides  the  opportunity for significant  practical 
application of holograms. 

The  hologram  process  requires  temporal  coherence  because the light  reflected  from  each  point 
on the object  must  individually  interfere with the  reference  beam.  It is not necessary that the light 
from  adjacent  points on the  object  be able to  produce  an  interference  pattern. When viewing the 
hologram, the opposite requirements  are  necessary. For viewing, adjacent  points on the hologram 
plate  must  be  able  to  produce  an  interference  pattern.  This  requirement  implies that spatial co- 
herence is necessary  for viewing. The  interference  pattern  produced by the  light from  adjacent 
points on a hologram  plate  gives  rise  to a reconstructed  wavefront  similar  to that which emanated 
from  the  original object. Temporal  coherence is not required for viewing, because  each  point in 
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the  light  wave  gives rise to a divergent  wavefront.  Some  degree of temporal  coherence is desired, 
however, since any variation  in wavelength  will  tend  to  vary  the  focal  length  (change  the  divergence 
of the  wavefronts). A point source of white  light (as from a flashlight)  has  spatial  coherence at 
large  distances.  The  size of the point source as compared  to  the  distance  from  the  source  de- 
termines  the  degree of spatial  coherence.  Temporal  coherence is determined  basically by the 
bandwidth of the  light  source.  The  use of a temporally  noncoherent  source  will  produce  variations 
in depth of the  object,  while a lack of spatial  coherence  tends  to  produce  longitudinal  blurring. 

The  combination of the human eye  and brain is capable of detecting  partially  obscured  items. 
Basically  the  eye-brain  combination  integrates  any  variations out of a picture s o  that any slight 
blurring (due to  spatial  noncoherence)  or  slight  variations  in depth (temporal  noncoherence) a r e  
eliminated.  Figure 57 demonstrates  the  ability of the  eye-brain combination to  interpret  and  dis- 
tinguish  patterns although they are partially  obscured.  This  basic  process  occurs  unconsciously 
when  one is viewing a hologram  illuminated by partially  (spatially or  temporally)  coherent  light. 

When producing a hologram, it is possible  to  illuminate  the  object  through a ground-glass 
screen which will  destroy  the  spatial  coherence of the beam. h y  point on the  object  then  receives 
light  from  virtually  the  entire  ground-glass  screen and has some  fixed  value of amplitude.  The 
frequency of the  light at any particular point on an  object  will still vary in accordance with the 
frequency of the  light  source. If the  light  source is temporally  coherent,  the  light at a point on the 
object  will  maintain  temporal  coherence  even though the  spatial  coherence  has  been  destroyed. 
The  temporally  coherent  wave  emanating  from a point on the  object  will  radiate out and  interfere 
with the  reference  beam,  producing  an  interference  pattern on a photographic  plate. This  inter- 
ference  pattern is produced  even though there is no  spatial  coherence. 

A modification of the  three-dimensional  hologram  described  above  has  been  produced- 
independently-at  Bell  Telephone Laboratories and at the  University of Michigan. This  modifica- 
tion  permits  three-dimensional  multicolored  images  to  be  seen by reflected white  light from a 
point  source.  Multicolored  holograms are made by combining  two laser beams of different  colors 
to  form a single  beam.  The  single  beam  combination is then  used  to  make a hologram.  The  angle 
between  the  reference  and signal beams is made  large-approximately 160". (The  usual  range of 
angles is from 30" to  go".) With this  larger  angle between  the  reference and signal  beams,  color 
information is recorded and ordinary  white  light  can  be  reflected off the  hologram  to  produce high- 
quality  three-dimensional  multicolored  images. 

Summary o f  Hologram  Applications 

The  most  immediate  application  for  holograms is lensless photography  which will  produce 
true "three-dimensional"  images  from a flat f i l m  plate.  Conventional three-dimensional  techniques 
requiring  stereo  pairs and special viewing glasses  do not permit  the  observer  to move off center 
without causing  distortion. When the  observer (without special  viewers)  moves off center  to view 
the  hologram, he sees the  imaged  scene  from a new angle. This  allows viewing around, behind, 
under,  and  over  objects.  The  observer  must  also  focus  his  eyes on different parts of the  scene 
just as i f  the  objects  were  actually  there. In  conventional  three-dimensional  stereo  pairs,  the  eyes 
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Figure  57-Eye-brain  combination effects. 

a r e  focused to  the picture plane  and  do  not  have to  be  refocused  to see "depth." Holograms  thus 
provide  the  means  for  obtaining  true  three-dimensional viewing  which has  previously  been  possible 
only with real scenes. 

The fact that there is no one point on the  hologram  plate  corresponding  to a point  on  the  object 
recorded  will  be  very  important  in  applications which require  errorless information  storage.  Since 
each  section of a hologram  contains  information  concerning  the  entire  recorded  image,  the  destruc- 
tion or  loss of any  section  will not result  in a loss of any  significant  amount of information.  For 
example, a large  scratch on the hologram  will not be  seen in the  image. 
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As  mentioned earlier, holograms  can  be  used  to  obtain  magnification greater than  that  possi- 
ble in conventional lens  systems.  A  hologram  made  with  short wavelength  and  viewed  with  long 
wavelength  will  cause  the  object  to  appear  magnified by a factor  equal  to  the  ratio of the  two  wave- 
lengths.  Additional  magnification can be  obtained by  viewing the hologram  in  light which is more 
divergent  than  that which produced  the  hologram. 

The  display of information  to  man  in a more  effective  manner  through  the  use of holograms 
appears  to be a significant  possibility.  The  three-dimensional  capabilities  and  even  color  effects 
will  make  the  storage  and  presentation of more  information  possible.  There are many  other  po- 
tential  applications  open  to  holograms. Initial efforts,  however,  will  probably  be  directed  along 
the  lines  indicated by the  principles  discussed  above. 

Transmission o f  Holograms 

One of the  basic  problems  in  the  applications of holography is the  inherent  difficulty  in  trans- 
mitting  or  reproducing a given  hologram.  The  interference  pattern  recorded  within  the  emulsion 
is such  that it would be  extremely  difficult  to  reproduce by any  means.  Consider a contact  print, 
which is the  most  accurate  reproduction  method  used  in  normal  photography.  Reproduction of 
high-resolution  holograms by contact  printing is extremely  difficult,  since  the  hologram  emulsion 
contains a three-dimensional  interference  pattern. In effect,  contact  printing  will  transfer only 
the shadow of the  original  hologram; it would  not  allow the  reproduction of an  exact  duplicate  in 
depth.  Even  assuming  that  the  hologram  was a surface  pattern on the  film,  the  minutest  separa- 
tion  between  emulsions would produce  diffraction  which would not  allow  an  accurate  transfer of the 
hologram  pattern.  The  small  spacings  between  information  fringes on a hologram  form  effective 
apertures.  The  diffraction  effects of these  small  apertures  plus  the  refraction  effects  due  to  thick- 
ness of the  plates  will  cause  the  light  to  be  spread out. This  spreading  out of the  light  makes  the 
accurate  reproduction of holograms by contact  printing  impossible. 

Unless a technique  can  be  developed which will  allow  the  information of a hologram  to  be  trans- 
mitted,  the  full  potential of holography as applied  to  information  processing  will  not  be  realized. 
Enlarging a hologram  and  scanning it optically  with a photocell are not an  acceptable method.  The 
electronic  transmission of the  detected  information  requires an excessively  large bandwidth (or 
time).  The  normal  projection-type  copying  with  an  enlarger has not  been  fully  explored as a tech- 
nique for  reproducing  holograms.  However, it appears  that  the  resolution  capabilities of optical 
lenses  will  not  be  sufficient  to  allow copying by this  means.  A  special  type of projection  copying 
which consists of the  transmission of the  hologram  information on a light  beam  may  offer a pos- 
sible solution. In this  method  the  original  hologram  information  in  the  light  beam would be  recon- 
structed at the  receiving end to  produce a new hologram.  Further  investigation of this  technique 
requires  the  prior  development of light-communications  techniques. 

A  technique  for  reproducing  holograms by using  Ronchi  Rulings  may  be  practical.  A  Ronchi 
Ruling is composed of evenly  spaced  parallel  lines.  The  width of a line is exactly  equal  to  the 
width of the  space  between  lines.  Ronchi  Rulings  have  been  used  commercially  for  the  preparation 
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of half-tone  negatives  from  continuous-tone  photographs.  A  continuous-tone  photograph is the 
normal photograph,_which has  continuous  gradations  from  pure  white  to  pure  black. A half-tone 
negative has gradations  represented  by  equally  spaced  dots of various sizes. That is, dot size 
variations  produce a representation of the continuous-tone  photograph. Two Ronchi  Rulings a r e  
placed so that  the  lines a r e  at right  angles  to  each  other,  forming  what is called a half-tone screen. 
This  half-tone  screen is placed  in  front of the  negative so that the  image  formed by the  camera  lens 
must  pass  through it. By placing  the  screen a specified  distance  from  the  film  emulsion  during ex- 
posure, it is possible  to  break up the  continuous  image  (formed by the  lens)  into a system of graded 
dots.  The  location of the  screen  for  normal  applications is usually  given by the formula 

Screen-to-film distance - 

Screen  aperture - 64 

A typical  example would be a half-tone screen with  120 lines  per  inch (Ronchi  Rulings).  The screen 
aperture, which is the  size of each open square,will  be  1/240 of an  inch.  The  screen-to-film dis- 
tance would then  be  equal  to 64 x 1/240 or  4/15 of an  inch. Once the  screen-to-film  distance has 
been  fixed, it is necessary  to  maintain  the  ratio of 64 to 1 by varying  the  lens  aperture when the 
lens-to-film  distance is changed.  That is, the  aperture  stop is equal to 64 times  the  focal  length 
of the  camera divided  by  the  lens-to-film  distance. An adaptation of this technique  might  be  applied 
to  the  reproduction of holograms. As mentioned  earlier, a scratch or other  imperfection  in  the 
hologram  does  not  appreciably  affect  the  viewed  image.  Therefore, a half-tone or some  similar 
screen  placed  in  front of the  hologram  for  reproduction  should  not  appreciably  impair  the  repro- 
duced  image.  The  normal  Ronchi  Rulings of 65 or 130 lines  per  inch would  not be  suitable  for 
hologram  reproduction.  However,  diffraction  gratings of 15,000 lines  per  inch  and  greater have 
been  produced  with no difficulty. This  half-tone  screen  technique  merits  further  investigation as 
a possible  technique  for  hologram  reproduction. 

Still  another  technique  that  should  be  considered is the  use of Moire  patterns.  Moire  patterns 
a r e  produced when families of curves  are  superimposed,  forming  patterns  very  different  from  the 
original  curves. As an  example,  these  patterns  can  be  observed by superimposing two Ronchi 
Rulings  and  rotating  one  with  respect  to  the  other. Applying the  principle of Moire  patterns, it 
may  be  possible  to  change  the  information  pattern of a hologram by using a reference  ruling.  The 
new pattern  can  be  transmitted  and  the  original  hologram  pattern  reconstructed by using a refer- 
ence  ruling at the  receiving end. Application of this  technique  may  provide a means  for  reducing 
the bandwidth requirements and  allow  electronic  transmission of hologram  information. 

ANALYSIS OF OPTICAL DATA PROCESSING SYSTEMS 

Development of  Block Diagram Approach 

Now that  we  have  completed a basic review of optics,  optical  data  processing,  and  holograms, 
we  will  attempt a general  analysis of optical  transform  systems.  In  this  analysis a building-block 
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Figure 58-Fourier transform flow diagram. 

DIFFRACTION 8. LENS FOCUSING 

SIGNAL = f (x) - * F (w) = FOCUSED 
DIFFRACTION PATTERN 

I PHOTO DETECTION 
(or recording) 

INTENSITY = IF (w) I2 

Figure  59-Optical  flow diagram. 

approach is used  to  facilitate  the  mathematical  development of some of the  principles involved  in 
optical  systems. 

The  reversibility  characteristics of Fourier  transforms are shown by the flow diagram  in 
Figure 58. The  double  path  represented by oppositely  directed  arrows  between  the  functions f ( x )  

and F(U) indicates  that  each is given by the  Fourier  transform of the  other. In other  words,  the 
Fourier  transform of f ( x )  is F( w )  and the  Fourier 
transform  (inverse  transform) of F ( w )  is f (  x). A 
single  arrow  from  the  amplitude  spectrum F ( w )  

to  the power spectrum (P(u) indicates  that this 
process is not reversible. Since the  phase is 
lost  in going from  the complex  amplitude  spec- 
trum  to  the  power  spectrum, it is impossible  to 
determine  the  phase of the  amplitude  spectrum 
from  the  power  spectrum.  This  irreversibility 
holds  in any system  that  uses a square law  de- 
tector  to  monitor  the power of a signal with com- 
plex  amplitude. 

Using  the flow scheme  discussed above  and 
the  optical  terms  discussed  earlier, we can ob- 
tain  an  optical flow diagram as shown in Figure 
59. It is noted that this optical flow diagram  has 
the same reversibility  characteristics as the 

Fourier  transform  diagram shown in  Figure 58. The  Fourier  transform  operation is performed 
by the  focusing of a diffraction  pattern, as shown earlier, and a photodetector  performs  the one- 
way squaring  operation  from  the  complex  amplitude  spectrum  to  the  power  spectrum  (intensity 
spectrum). 

From  our  previous  discussions of diffraction  theory, it is readily  seen  that  the  operations 
represented by the oppositely directed  arrows in Figures 58 and 59 are  performed when light 
passes  from  the  front  focal  plane  to  the  back  focal  plane of a lens.  This  immediately  suggests 
that a lens  can  be  represented by a transform function  and a block  diagram  representation of an 
optical  system  can  be  developed, as shown in  Figure 60. A typical  optical  transform  arrangement 
is shown in  Figure 60 (A). Figure 60 (B) shows a block  diagram  corresponding  to  this  optical  sys- 
tem. In this  diagram,  regular  arrows  represent  the flow of information (as light  amplitude)  into or 
out of a function  block,  and  diamond-head arrows  represent  information (e.g. films)  inserted into, 
or extracted  from, a focal  plane.  Examining  the  system  illustrated  in  Figure 60 (A) it is to  be 
noted that  the signal film  plane  can  be  called  the  front  focal  plane of the  transform  lens, or the 
back  focal plane of the  collimator  lens.  This  can  lead  to confusion, as in Figure 60 (B), where it 
is not clear  to which lens  the  "Front  Focal  Plane"  label refers. To  eliminate  this confusion  and 
at the  same  time  improve  the  functional  significance of the block  diagram  approach, it is necessary 
only to  recall  that  the  light  amplitude  transmitted by a signal  film is the pmduct of the  incident- 
light  amplitude  and  the signal transmission function. It is immediately  apparent  that  the  focal  plane 
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Figure 604evelopment of an 
optical block diagram. 

A.  TYPICAL  OPTICAL  TRANSFORM  ARRANGEMENT 
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C. FUNCTIONAL BLOCK DIAGRAM 

Table 5 

Optical Block Diagram  Symbols. 

E 
Symbol Description 

Signad Input.  Usually  inserted 
as a film  transmission function. 
Can be  inserted only  into a 
multiplier  block. 

Signal Output. Photographically 
recorded  or  ihotodetected. Note 
that output is Intensity = Ampli- 
tude' and must  be  taken  from a 
multiplier  block. 

Symbol 

PI Source 

Flow  Path.  Arrow  indicates  di- 
rection of information flow (di- 
rection of light  propagation). E l  

1 
DETECTOR 

OUTPUT 

_ _ ~  "_ 
Description 

Light  Source.  Label  specifies 
type of source (e.g. point 
source). Note that  there are 
no inputs. 

Fourier  Transform. Output- 
light  amplitude is the  Fourier 
transform of the input-light 
amplitude. 

Multiplier. Output-light ampli- 
tude is the  product of the input- 
light  amplitude and the  inserted 
transmission function.  Note  that, 
if no film is present,  the  trans- 
mission  function is equal t o  1. 
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_____ 

____ ~ 
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notations  used  in Figure 60 (B) can  be  replaced by a "Multiply"  notation. We can now represent 
our typical optical  system as shown in  Figure 60 (C). Note  that if  there is no  signal  film  in a focal 
plane,  the  transmission  function is equal to 1, as indicated by (xl) in  the output plane  represented 
in  Figure  60 (C). To  facilitate  further  applications of the block  diagram  symbols  developed  in  Fig- 
u re  60, Table 5 lists all symbols  required  in our following  discussions. 

Point Source and Collimated l i g h t  

It  has  been shown geometrically that a point source at the  front  focal point of a lens  produces 
collimated  light beyond the  lens.  This  principle  was  used  to  obtain  incident  light of constant  ampli- 
tude  and  phase  in  the  optical  systems  discussed  in  this  report. We will now investigate  this  prin- 
ciple,  referring to the  block  diagram  representation shown in  Figure 61. It is seen  from  Figqre 61 

that  collimated  light is effectively the Fourier 
transform of the  light  amplitude of a point  source. 
As  mentioned  above,  the  arrangement shown in 

COLLIMATOR COLLIMATED 
LENS LIGHT 

POINT A 
SOURCE 

b M O  ' Figure  61 is used  to obtain  light of constant  am- b TC 

- plitude  and  phase. In other  words,  the  Fourier 
FRONT FOCAL 

POINT OF 
COLLIMATOR 

LENS 

BACK transform of the  light  amplitude of a point source 
COLLIMATOR was  assumed  to  be a constant. 

PLANE OF 

LENS 

Figure 61-Point source and collimator lens. 
We will now consider an impulse  function 

which  can  be  used  to  mathematically  describe 
an  ideal point  light  source. An impulse is de- 
fined as the  limit  approached when the  width of 
a square  pulse is made  to  approach  zero  while 
the area of the  pulse is held  constant. If we  con- 

I I 
I I I 

I 

I l 
I I A/a, the area of the  pulse  will  be A (constant). 
I 
I 

I 
I 

I 

I I + A  I 
- 
a sider a square  pulse of width "a'' and  amplitude 

This  type of square  pulse is shown in  Figure 62. 
_ _  J x As shown by the  dashed  square  pulse  in  Figure L-  

a a - - 
2 2 62, in  order  to  maintain  constant  area,  the  am- 

Figure 62-Square wave approaches impulse as a - 0. 
plitude (A/'a) increases as the width  "al'decreases. 
As the  width "arr approaches  zero,  the  amplitude 

becomes  infinite.  Mathematically  the  amplitude S(x) of an  impulse  may  be  expressed as a func- 
tion of x by the  expression 

where 

A = constant  area, 

a = width of pulse, 
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1 where I x ]  < a/2 

0 where I X I  > a/2 w(x) = 

The  term w(x) defines  the width of the  pulse,  since  the  amplitude S(x) given by Equation 16 will  be 
zero when W(x) is zer.0. 

Since  an  ideal  point  source  has  zero  width, we can  use the impulse  function  given  by  Equation 
16 to  describe  the  light  amplitude of an  ideal point  source.  The  Fourier  transform of the  light 
amplitude  can  then be written 

Since the integration is with respect  to x, we can take the  limit and amplitude terms outside  the 
integral  sign: 

r m  

Since W ( X )  is equal to  zero  for I x /  > a/2 ,  we need  consider  the  integral only between the  limits -a/2 

and a/2 , where w( x) is equal to  1: 

This  integral is a standard  form which  may be found in any table of integrals.  Performing  the  in- 
tegration and evaluating at the limits, we obtain 

We can  simplify  Equation 20  by noting that the sine function  can be expressed  in  terms of exponen- 
tials as 

s i n  0 = 
. j S  - . - j S  

2j  . 

Substituting sin (ua/2)  for the exponentials  in  Equation 20, we  obtain 

s i n  7 aw 

S(w) = lim A 7 
2 

a- 0 - 
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If we  apply the limit as "a" goes  to  zero  we  obtain 

since [sin (a&  y'2)]/(au/2) approaches 1 as "a" approaches  zero.  That [ s i n  (au/2)]/(  a d 2 )  ap- 
proaches 1 is immediately  seen when we  recall that s i n  8 2 B for  small  angles-i.e. [ s i n  (aw/2)]/ 

(aw/2) = (aw/2)/( a 4 2 )  = 1 . Thus  we  have shown that  an  ideal  point  source  described as an 
impulse 

S ( x )  = l i m y  w(x)  
A 

a- 0 

will  produce  light of constant  amplitude A and  constant  phase when passed  through a collimator T= 
as shown in  Figure 61. 

It  was shown that,  for  an  ideal  point  source  described by  Equation 22, as the  source width "arr  

decreases,  the  amplitude A/a increases.  It should be obvious that in  practice  the  amplitude of a 
source  does  not  increase as the width of the  source is decreased.  The  practical  case  for  ampli- 
tude is more  closely  approximated by the  expression Aw( x), where it is assumed  that the ampli- 
tude A is constant  in  magnitude  and  phase  within  the  source width. This  expression is more  real-  
ist ic than  Equation 22, since it implies  that  the  amplitude of light  in  the  source  remains  constant 
as the  width of the  source is decreased.  The  Fourier  transform of this  light  amplitude  results  in 
the  light  amplitude 

For small "a," 

aw 
s i n  -2- ?, - 

aw 
2 

aw au = 1 ,  - 

and  the  amplitude A can  be  written as 

S(w)  = - . aA 
2 

Now as "a" is made  small  the  amplitude S ( w )  in  the  back  focal  plane  decreases  because of the  fac- 
tor  "a" which appears  in Equation 25. 
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It has been.shown that  constant  light  amplitude  across the back  focal  plane is obtained only for 
an  ideal  source, as described by Equation 22 above. A practical  source  was shown by Equation 25 
to  produce an approximately  constant  light  amplitude  in the back  focal  plane of a collimator  lens. 
This  approximation  was  obtained by: 

1. Neglecting  amplitude and phase  variations  across  the width of the  source, and 

2. Neglecting  the  variations  due  to the coordinate w in the back  focal  plane (by assuming the 
approximation [ s in  ( a 4 2 ) ] / ( a w / 2 )  = 1. These  approximations  improve as the  source width 
is decreased. In our following analysis  we  will assume that the collimator  lens  produces 
constant  light  amplitude  and  phase across  the  back  focal  plane of the  collimator  lens. 

Optical  Spectrum  Analyzer 

The  simplest  configuration  for  an  optical  data  processor is that of a spectrum  analyzer as 
shown in  Figure 60, which is repeated  in  Figure 63 for  convenience.  The output of the  collimator 
( T ~ )  is assumed  to  be a constant ( A ) ,  as discussed in  the  preceding  subsection. We will  designate 
the  signal input to  the  multiplier M, as f ( X). The output of M, will  then be given by the product 
A f ( x ) .  This  product A f ( x )  is operated on by T,, resulting  in  the  Fourier  transform AF(w). AF(w) is 
then  the  input  to  multiplier M, and, since no other  signal is inserted  into M, (multiplication by I), 
the output of M I  is also A f ( w ) .  The  detected output will  then  be I AF(w)l * (see  Figure 59), which is 
the  power  spectrum  for  the  signal f ( x ) .  

We will now consider  some of the  details 
of t h e  transform  operation by developing the 
mathematics  for a sample input  signal.  Let us  
consider a film with a transmission function of 
the form 

SIGNAL INPUT 

COLLIMATOR 

POlNT 

where 

w, = spatial  angular  frequency, 

X = spatial  coordinate, 

x, = displacement with respect  to x = 0. 

The  graph of the  transmission function 
f ( x )  given by Equation 26 is shown in  Figure , - - - - 

Figure  63-Optical spectrum analyzer. 

‘p 

64. A cosine  function  can  be  expressed  in  terms 
of exponentials as 

cos e = 
eje 

2 

I 0 0  I 

Figure 64“Graph of f(x) = 1/2 [l + cos oo (x + xo)]. 
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Expressing  the  cosine  term  in  exponential  form,  the  transmission function of Equation 26 can be 
rewritten 

1 jwo(x+xo)  1 - j o o ( x + x o )  
+ T e  1 

In our  previous  discussion of the  spectrum  analyzer, we  noted that a single-frequency  transmis- 
sion  function,  such as the f ( x )  we are  considering  here,  produced  three  spectral points.  Intuitively 
we  might  expect  each of the three terms  in Equation 27 to  correspond  to one of the  spectral  points. 
We can  prove that this is so by taking  the  Fourier  transform of Af ( x ) .  We will  maintain  the  order 
of the  three  terms  in Equation 27 so that we may  examine  our  results  for  correspondence  between 
each term and a spectral point. The  Fourier  transform  operation on Af ( x )  is represented by TI 
and is given  by the  expression 

Letting A equal 1, and  substituting  the  expression  for f ( x )  given by Equation 27, we  obtain 

It  was  previously  explained that the  limits of integration  can  be  replaced by the  aperture  limits, 
since f (  X )  is zero beyond the  aperture  dimensions.  Therefore,  letting "2a" equal  the  length of the 
aperture, Equation 28 can  be  written as 

We can now factor  the  functions  appearing  under  the  integral  and  place  constant  factors  outside  the 
integral: 

The  integrals  appearing  in Equation 30 are standard  forms which may  be found in any table of in- 
tegrals.  Performing  the  integration  and  evaluating at the  limit, we  obtain 

AF(w) = - e - j o a  + e j w a  * -  e J ~ O ~ O  k j ( W o i w ) a  - e  -J(mo-m)] + Lj;xo [. - j ( w o + u ) a  + e  

2 j u  4 ( 5 J - W )  (%J+w) 
j 
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We can  simplify  Equation 31  by noting  that  the  sine  function can be  written  in  terms of exponentials 
as 

s i n  B 

and  using this exponential  definition for  the  sine  in  rewriting Equation 31 as 

sin aw e J ~ ~ ~ ~  sin a (.lo - w) e - j m o ~ o  s i n  a (wo + w )  
AF(w) = - + -  

w 2 (Wo-W)+2 (wo  + a) 

W e  can  change  each term  in Equation 32 into 
the  familiar  form s i n  ,413 by multiplying AF( u ) 

by a/a:  

The  curve  for s in   ax /ax  versus x is shown in 
Figure 65. It is seen  that  the  function has i t s  
greatest  peak  for x = 0. The  amplitudes of the 
higher-order  peaks are seen  to  drop off rapidly. 
It can  therefore  be  assumed that an approxima- 
tion  for  the  function s i n  ax/ax can be  made by 
considering only the  maximum  peak  centered at 
x = 0 with a total  width of %/a. Noting that  we 
maintained  the  order of te rms  in  our  develop- 
ment of Equation 33, we  can  match  correspond- 
ing  terms between  Equation 33 and  Equation 27. 
The  results of this match  can  be  used  to dia- 
gram the transform  operation T, as shown in 
Figure 66. It is quite  apparent  in  Figure 66 that 
each  term  in  the  exponential  expression 

sin ax IF 

Figure 65-Sin ax/ax versus X .  

1 / 4 e  

2 

Figure &-Diagram of transform operation. 
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does  correspond  to a particular  spectral point. If we  note  that  the  constant  term +1 can  be  ex- 
pressed as e' j ', we can  say  that  each  exponential  term e jUnx in  the  expansion of f ( x )  produces a 
spectral point at w = w,, . It should  be  apparent that this statement  applies  to  the  general case, 
since  no  restrictions  were  placed on w o  in  the  above  example. Any signal consisting of component 
frequencies  can  be  expanded  similarly as for Equation 27. Each  component  frequency an will re- 
sult  in  exponentials of the  form e , as in  Equation 27. These  exponential 
terms  produce  spectral  points at w w n  and w = -wn , as proved above. Thus  each  frequency  com- 
ponent wn produces two spectral  points, one at w = wn and  another at w = -wn . 

jmn(x+xn)  and e-jwn(x+xn) 

The  resolution of spectral  points is dependent upon the  aperture  dimension 2 a .  It is shown in 
Figure 65 that the  width of a spectral point can  be  considered  to be %/a.  This width specification 
means that two adjacent  spectral  points  will  begin  to  overlap when the  difference  between  the  cor- 
responding  frequencies  becomes  less  than 2.rr/a. In  conclusion  it'should  be  noted  that  the  detected 
output of a spectrum  analyzer  will  be  the  square of the  amplitude  curves  illustrated  in  Figure 66. 

Optical Filtering 

An optical  filter  system is diagrammed  in  Figure 67. This  optical  filter  configuration is an 
extension of the  spectrum  analyzer shown in  Figure 63. The  addition of a transform (T,) and a 
multiplier ( M , )  to  the  spectrum  analyzer  forms  the  optical  filter.  The output of T,  is A F ( w )  , as 
shown in  Figure 67 (see the preceding  subsection,  "Optical  Spectrum  Analyzer").  Instead of de- 
tecting  this  signal as an output from M I  as shown in  Figure 63, a filter function C ( w )  is inserted 
into M, and the output  product AF(w) C ( W )  is applied to  the input of the  transform T,. To simplify 
our  notation, we will  adopt  the  shorthand  notation AF, ( w )  to  designate AF(w) ~(c.)-the  subscript f in- 
dicates  that  the  signal F ( w )  has been  modified,  or  filtered. Continuing this  notation,  we  can  desig- 
nate  the output of T, as A f  , ( X ) ,  where f , ( x )  is the  Fourier  transform of F, (w). The  significance 
of the  subscript f becomes  clear i f  we  consider  the output amplitude A f  , ( x )  as the  filtered  form 
of the  input  amplitude A f ( x ) .  The  detected output of M, will  be 1 A f  , ( x ) l  '. 

SIGNAL  INPUT 
f (x) 

FILTER INPUT 
G (w) 

f 
I A f f  ( 4  l2 

DETECTED  OUTPUT 

Figure 67-Optical f i l ter system. 
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The  basic  operation of an  optical  filter  can  be  clarified by examining  the  light  amplitude 
A f  ( x )  present at the  multiplier M,. Letting "A" equal 1 (to  simplify  the  discussion),  and  assum- 
ing  that  there is no filter  signal  present, i.e. C ( w )  = 1, the  output of M ,  will be F, (w) = F(w) , and 
the output of T, will be f ( x )  = f ( x )  . Thus, when there is no filter signal present,  the  light- 
amplitude  variations at the  input of M, will represent  the  signal input f (  x). Effectively, when no 
filter input  signal is present,  the  signal input f (   x )  is imaged  onto  the  input of the  multiplier M, 
(output  plane). In this  case  the  detected  output of M, is I f ( x )  I . It is apparent  that, if  a filter  sig- 
nal c ( w )  is inserted  into M,, the output of M I  is effectively a modified  (or  filtered)  spectrum of f ( x ) .  

The  usual  filter  input  signal C ( w )  is inserted as a film  with a transmission function  which has  val- 
ues of 1 or  zero depending on the  coordinate a. In effect,  the  filter  input  signal C ( w )  blocks  (multi- 
plies by zero) any  frequency  component of f ( x )  which corresponds  to  the  values of w for which 
c ( w )  is equal  to  zero.  Thus  the  light  amplitude f ( x )  at M, represents  the  filtered  form of the 
input  signal f ( x  ). 

To  examine  some of the  details of optical  filter  operation,  we  can  again  consider  the  input 
signal f ( x )  , given as 

The  light  amplitude  at  the output of M, will be 

The  transformed  input  to M, (as shown for  Equation 31) will be 

7 1 

If we use  the  approximation  indicated by the  amplitude  curves shown in  Figure 66 (neglect all peaks 
except  the  maximum),  we.need  consider only the  values of the  filter function C(w) in  the  neighbor- 
hood of each of the  spectral points.  To  abbreviate  our  notation, we will designate  the  value of C ( w )  

in a region rr/a wide as the  value at the  center  point of the  region.  In  other  words, when we say 
that c ( w )  is equal  to  zero at w = b,  we will imply  that C ( w )  is equal  to zero  for w in  the  region  be- 
tween b - n/a and b + n/a . If C ( w )  is equal  to  zero at w = b y  a spectral point of AF(w) that  has its 
peak  centered at w = b will be  blocked  (multiplied by zero).  Since  there is a direct  term-for-term 
correspondence  between AF(w) and Af ( x )  , blocking a point of AF(w) centered at w = b eliminates 
the  corresponding  term (e jbx)  in Af(x ) .  As an example,  consider  the  case  where G ( w )  is equal to 
zero at w = 0. The ( s i n  aw)/aw term of AF(w) (Equation 36) is centered at w = 0 and is therefore 
multiplied by zero.  Since ( s i n  ao)/aw of AF(w)  is blocked  (multiplied by zero),  the  corresponding 
term A/2 of Af ( x )  (Equation 35)  is eliminated.  The  filtered  transform AF, ( w )  for this example 
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(Equation 36 with the ( s i n  aw)/aw term  eliminated)  can be written 
1 

The  light  amplitude Af ( x )  at the input to M, for this example  can  be  written 

A f   ( x )  = T c o s w ,  ( x  + x,) , 
A 

(38) 

since  the  constant  term A/2 was  eliminated by blocking the  corresponding  term, ( s i n  a w ) / a w ,  of 
AF(L). The  significance of the  filter  operation  can  be  seen by comparing A F ,  (a) of Equation 37 
with AF(W) of Equation 36, and  by  comparing Af , ( x )  of Equation 38 with Af ( x )  of Equation 35 (or 
f ( x )  of Equation 34). 

Some of the  possible  filtering  operations which can  be  performed on the function f ( x )  con- 
sidered  here are given  in  Table 6. The  results  tabulated  are found by the  same method as discussed 

Table G 

r 
A f ( x )  = 

Filter Function C(w) 

At 
&> = -u 

1 

0 

0 

1 

0 

1 

0 

1 

At 
u =  0 

At 
w = (L' 

1 

0 

0 

0 

1 

1 

1 

0 

[l + cos (do (x  + .,)I = 7j 
A 

Spectral  Terms  Blocked 
.. ~. ." 
Lower 

Sideband 
-~ 

X 

X 

X 

X 

Example of Filtering. 
. [I + 1/2 e + 1/2 e - jmo(x+xo)]  

1- 
j o o ( x + x o )  

I 

$ [: + cos w, (x + 

1 
Intensity  (Detected) 

_" - ~~~ "" 

7 A2 [1+ C O S W ,  ( x +  x,,] 2 

0 

A 2  - 
4 

- A2 
16 
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above. It should  be.noted  that  the results given in  Table 6 are approximate,  since only the  maxi- 
mum  peaks  have  been  considered  in this development. 

It might  be-enlightening  to  consider  the  determination of the detected output,  which is given as 
intensity  in  Table 6. Consider  the case where G ( w )  is equal to  zero only at w = -u,, . The  output 
amplitude is given as 

Since [ A f  ( x ) ]  as e v e n  by Equation 40 has both  magnitude  and  phase,  intensity  which we know to 
be real cannot be 1 ,;a. !.are of A f   ( x ) .  Equation 39 can be  rewritten as 

cos w ,  ( x  + x,) -t j 2 s i n  w ,  ( x  f x,,)] , 
1 

where we  have  made  use of the  fact  that e J k x  = cos k x  + j s i n  k x .  Now Equation 41 is an  equation of 
the form 

where 

A( x )  = amplitude  dependent on X [ A f  ( X )  in Equation 411, 

R = real  component [A/2  + A/4 COS w ,  (X + x,) in Equation 411, 

X = imaging component [A/4 s i n  w,  (x + x,) in  Equation 411. 

The  magnitude of A ( x )  as given by Equation 42 is given by 

where I A ( x )  I means "magnitude of A ( x ) . "  

Now, if we  define  intensity,  or I, as the  square of the  magnitude of the  complex  light  amplitude, 
we  may  write 

6 

I = l A ( x ) I 2  = R2 -t X' . (44 ) 
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The  intensity  given by Equation 44 is real, since R and X are real, and therefore agrees with  physi- 
cal measurements.  The  right  side of Equation 44 can be factored, giving 

The first term ( R  + j X) is recognized as our  amplitude A(x) as given by Equation 42. The  second 
term differs only in  the  sign of the  imaginary  term,  and is defined as the  complex  conjugate of A(x).  

The  complex  conjugate is usually  indicated by a star, i.e. A' ( x )  is the  complex  conjugate of A(x).  

Equation 44 may now be given as 

Returning  to  our  example (Equation  39),  the  intensity is given as 

When a function is written as a complex  exponential,  the  complex  conjugate is formed by  changing 
the  sign of the  imaginary exponent.  Using the  expression  for Af ( x )  given  in  Equation  3 9, Equa- 
tion 47 can be written 

Carrying out the  multiplication, we  obtain 

Recalling  that 

we can  rewrite Equation  49 as 

Equation 50 is the  expression  for  the  detected output (intensity)  for  this  example. Note that  the  use 
of the  complex  conjugate to  determine  the  square of the  absolute  value  results  in  an  intensity  ex- 
pression (Equation  44)  which is real  (no phase). 

.I 
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The usual.app1ication of filtering is to  eliminate  undesired  frequencies. It is apparent  from 
examination of the output amplitude  column of Table 6 that all t races  of a given frequency are 
eliminated only  when both the  upper  and  lower  spectral  points  (sidebands) are blocked. That is, 
in  order  to  eliminate a frequency w o ,  the filter function c ( w )  must  be equal to  zero at both w = w o  

and w = -wo . Additional filtering  operations  can be described by considering filter functions G ( w )  

with values  other  than  just 1 or  zero,  and by considering  the  effects of blocking  only a fraction of 
the  region  covered by a spectral point. 

Optical Correlator 

An optical  correlator is shown in  Figure 68. This  optical  correlator  configuration is obtained 
by  adding a transform (T,) and  multiplier (M,) to  the  optical filter arrangement of Figure 67. The 
output of T, is Af (x), which corresponds  to Af (X) shown in  Figure 67. Instead of detection of 
output from M 2 ,  as in  an  optical filter, there is a reference signal f (x) inserted  into M,, and  the 
output product Af (x) f ,  (x) is applied  to  the  input of the transform T, . The  transform T, pro- 
duces  the  spectrum of the  product Af I f  (x) f (x) in  the  plane  represented by M,. It was shown in 
the previous  discussion of optical  correlation ("Optical  Signal Correlator")  that  the  amplitude of 
this  spectrum at w = 0 is the  value of .the  correlation  function of f (X) and f (X). The  selection 
of the portion of the  spectrum at w = 0 is performed by a low-pass  filter input L(o) into M,. This 
filter input  signal L(w)  has a value  equal  to 1 in a very  small  region about o = 0, and a value  equal 
to  zero  elsewhere.  The  light  amplitude at M ,  is given by the  product of L(o) and the transform of 
Af (x) f , (x). This  product is the  correlation function 4, when f (x) is the  displaced  signal. 
The  detected output at M, will  be I 6, I . 

To  examine  some of the  details of optical  correlation, we will  consider  an input signal given 
as 

f ( x )  = 7 [2 + c o s  w 1  (x + x,) + cos w ,  (. + , 
1 

SIGNAL  INPUT FILTER INPUT 
f, ( 4  G (d 

REFERENCE LOW-PASS FILTER 
INPUT f, (x) INPUT L (w) 

I @  2 1 1 2  
OUTPUT 

Figure 68-Optical correlator. 
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where w1 is not  equal  to w 2  (i.e. f , (x) has two frequency  components).  Recalling  that a cosine 
function  can  be  expressed in te rms  of exponentials,  we  can  write  Equation 51 as 

Usually only the  variable  terms of f , (x) are of interest,  and  therefore a dc  stop is inserted  into 
M,.  A  dc  stop  corresponds  to a filter function C ( w )  which is equal to  zero at 0 .  As shown in 
the  previous  subsection  "Optical  Filtering,"  this  type of filter function  eliminates  the  constant 
term of the  input  signal.  Multiplying  Equation 52 by the  light  amplitude A and eliminating the con- 
stant  term A/2, we  can  write Equation 52 as Af (x), which is the output of T,, or 

This  signal A f  (x) is applied to  the input of M, and is multiplied by the  reference  signal f , (X) also 
inserted  into M,. Assuming f (x) is given by 

f ( x )  = T (2 + cos wc x + cos Od x )  
1 

where L~ is not  equal to ud, the  product at the output of M, is given by the  product of Equations 53 
and 54 and  can  be  written as 

+ 6 4 e  
A - j u l ( x + x l )  io x - j u c x  + e j u d x  - , u d x  

[ 4 + e  c + e  + e '  ] 
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We can let A equal 16 and  multiply  the  brackets  by  the  part of theIexponentia1  dependent on x, 

As shown in  Figure 68, Af , (x) f ,  ( x )  given as Equation 56 is transformed by T, and  then  multiplied 
by L(w)  in M,. Since  Equation 56 is rather  cumbersome  to  carry  through  completely, we will  make 
use of the  filter function L(w) to  simplify  the equation.  It was  stated above that L(w)  was  zero  for 
all values of w other  than  zero, i.e. the operation of filter L(w) is to  effectively  block all spectral 
points not centered at w = 0. It was pointed out that blocking a spectral point  will  effectively  elimi- 
nate the corresponding  exponential  in  the  original signal. Since  Equation 56 is our  signal, we  can 
eliminate any exponential  which  does not produce a spectral point at w = 0 .  From  our  discussion 
of spectrum  analyzers ("Optical Spectrum  Analyzer")  we found that  each  exponential term e lkx  pro- 
duces a spectral point at 

s in  a( k - w) 
a ( k  -w) ' 

We can  therefore  eliminate all exponentials  for which the  term  corresponding  to k is not zero.  For 
example,  in the first bracket of Equation 56 the  terms  corresponding  to k are  wl, (wl + , (wl - wc) ,  

( w l  + b,,), and ( w l  -ad).  The first, second,  and  fourth a r e  definitely not equal  to  zero and  can be 
eliminated.  Since wc and wd are not  equal, w1 cannot  be  equal to both  and we can  assume w 1  is not 
equal  to wd. This  implies  that ( w ,  - wd) is not zero and it can  also  be  eliminated.  Thus  the only 
exponential  remaining is e' (wl-wc)x,  which may o r  may not be  eliminated depending on whether w1 

is equal  to wC. Applying the  same  elimination  technique  to  the  second  bracket, we eliminate all 
te rms  except l -wc)x  by the  same  arguments. Since w 2  cannot be  equal  to  both w, and wd ( w ,  and 
wd are unequal), we can  assume w 2  is not  equal  to w c  . Proceeding  thus  with  the  same  argument as 
for the first and  second  brackets,  the  third  and  fourth  brackets  can  be  reduced  to ej(02-0d)x and 
e- j (wZ-wd)X respectively.  Equation 56 can now be  written 
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The  location of the  spectral  points  produced by the  bracketed terms in Equation 57 depends on the 
values of w 1  and 02. If w1 is not equal to  wc, the first two terms produce  spectral  points at w = w 1  

- w c  and w = - ( w l  - wc) respectively.  Since  these  points a r e  not at w = 0,  they are eliminated by the 
action of L( w )  and  will  contribute  nothing  to  the  correlator output. Likewise, if wLIZ is not equal  to 
wd,  the last two te rms  are eliminated by L(w)  and  contribute nothing to  the  correlator output. Thus, 
i f  w 1  is not  equal  to cC and w2 is not equal to  w d ,  all te rms  in  Equation 57 are eliminated  and  the 
output of the  correlator  will  be  zero (i.e. dz = 0 ) .  

If w 1  is equal  to wc, the first two brackets  in Equation 57 produce a spectral point at 0 = 0 ,  

since w 1  - = -(al - w c )  = 0 .  Likewise, i f  wz is equal  to ud, the last two brackets  in Equation 57 
produce a spectral point at w = 0, since wz - wd = - ( w z  - wd) = 0. Thus,  for  the  case  where u1 = w,, 

and w 2  = wd , Equation 57 can be written 

Since  the  coordinate x does not appear  in any of the  terms on the right  side of Equation 58, the 
transform T produced at the output of T, will  be  the  transform of a constant.  Since  the  transform 
of a constant C i s  2 a  c [ ( s i n  aw)./aw], where 2 a  is the length of the  aperture,  the  transform T of 
Af ( X )  f ( X )  can  be  written  directly  from  Equation 58 as 

where  the  terms  inside  the  bracket  can  be  considered  constants.  This  transform T is applied  to 
the  input of M, and is multiplied by L(w),  which has the  value 1 in a very  small  region about w = 0 .  

The  product at M, can  be  written 

TL(w)  = ( c o s  wc x 1  + cos Wd x,) aw ’ a s i n  a w  

where  the  identity 

[cos e = - + -1 e j Q  . - j 8  

2 2 

is used  to  substitute  cosines  for  the  exponentials  in  Equation 59. Since L ( x )  equals 1 only in a very 
small  region about w = 0, the w appearing  in  Equation 60 is restricted  to  very  small  values  and 
( s i n  aw) /aw can  be  approximated as being  equal  to 1 ( s i n  a w z   a w  for  small aa) .  Applying this approx- 
imation  to  Equation 60 and  noting  that  the  product TL(w) is the  correlation  function 42 1 ,  we can 
write 
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The  detected output 1 for this case will  be 

= a 2 ( c o s w c x l   + c o s w d x 2 ) '  

From  the  results obtained  above, we can  develop a general rule for  determining  correlator 
outputs. It was shown that a frequency  component of the signal function  which does not match a 
frequency  component of the  reference function contributes nothing to the  correlation function (i.e. 
contribution  to 4* is zero). In addition, it was shown that a frequency  component of the signal 
which does  match a f:requency  component of the  reference contributes a cosine  term (signal  com- 
ponents  originally  expressed as cosines)  to  the  correlation function. In other  words,  the  correla- 
tion  contribution of a signal component w, is zero if the  frequency is not present  in  the  reference 
and the  contribution is C O S  w, x, if the  frequency ( w ,  ) i s  present  in  the  reference.  Table. 7 lists 
correlation  functions  for  various  combinations of w l ,  w 2 ,  wc , and wd . Direct  application of the 
rules  just  described  produces  the  results given  in  Table 7. A dash  in  the "Signal Frequency"  col- 
umn  indicates  that  the  particular  signal  frequency is not equal  to a frequency  in  the  reference  fre- 
quency. The  dash was used  in  such  cases  because any frequency not in  the  reference would pro- 
duce  the  same  (zero) contribution.  Examination of the  correlation functions listed  in  Table 7 shows 
that, when the  reference  contains  more  than  one  frequency,  the  correlation  function  can  be  used  to 
determine which particular  frequency  or combination of frequencies is present in the signal  func- 
tion. As a final  note, it should be pointed  out that  in  our  treatment  we  have  assumed all frequency 
components to  be of the  same amplitude.  In practice,  this is not the  case, and  an  amplitude  factor 
(not necessarily the same)  will  appear  in  front of each  frequency  term. 

Table 7 

Sample  Correlation  Functions. 

Reference 
Frequency 

w c  and wd 

wc and wd 

wc and wd 

w and wd 

WC 

WC 

Wd 

wd 

T Signal  Frequency T Correlation  Functions 

Amplitude - +2 

0 

a cos wc x1 

a cos wd x 2  

a c o s w c x l  + c o s w d  x,) 

0 

a cos wc x1 

0 

a coswd x 2  

Intensity - 14, 1 
(Detected) 

0 

a 2  cos2 wc x 1  

a2 cos2 wd x2  

a2 ( cos  wc x1 -t cos wd x2) '  

0 

a 2   c o s 2  wc x1  

0 

a 2  cos2 wd x 2  
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Single-Sideband  Correlation 

Interesting  correlation  results are obtained  when we consider  blocking (with an  appropriate 
c ( w )  in  the  multiplier M,) one of the two spectral  points  corresponding  to a signal  frequency  (in 
addition to  the  dc point). If we  call  the up  and down spectral  points  the  upper  and  lower  sidebands, 
the  case we are about to  consider  can  be  called  single-sideband  correlation. 

We will  consider only the  development of the  case  for  upper-sideband  correlation.  The  lower- 
sideband  case would follow the  same development  except for a change  in  the sign of the exponents. 
Single-sideband  correlation is produced by inserting a special  filter function c(w) into M, (shown 
in  Figure 68). For  upper-sideband  correlation, C ( w )  would have a value of 1 for all values of w 

greater  than  zero  and a value of zero  for w equal to  or  less  than  zero. In effect,  this filter func- 
tion c(o) blocks  the  dc  spectral component  plus all spectral   terms on one side of the  dc point. We 
will  use  the  same  signal function as in  our development  for  (double-sideband) correlation  in  the 
preceding  subsection.  That is, signal  function f ( x )  is given as 

f , ( x )  = 7 1 [ 2 + c a s w l   ( x + x 1 ) + c o s w 2 ( x + x 2 ) ]  . (63 ) 

In the  previous  discussion  we  used a C ( w )  which was  zero only at w = 0 (dc  stop)  and  obtained a 
filtered  signal Af , ( x )  , the output of T, , which was given by Equation 53 as 

In our  present  example, C(w) is zero at 0 0 and also  at all negative  values of W .  The  second  and 
fourth  terms  in  the  bracket of Equation 53 produce  spectral  points at w = - w1 and LI: = - w 2 .  These 
points  are blocked by the filter G ( w ) ,  and therefore  the  second  and  fourth  terms in  Equation 53 can 
be  eliminated and A f  ( X )  for  single-sideband  operation  can  be  written 

We will  use  the  reference  signal f , ( x ) ,  which was given in Equation 54 as 

The  product at the output of M, for  single-sideband  correlation is given by the  product of Equations 
54 and 64 as 



If we compare  Equation  65 to  Equation 55, we  can  note  that  blocking a spectral  term  eliminates  all 
t e rms  dependent upon the exponential  corresponding  to  the  particular  spectral  term.  For  example, 
the  second  and  fourth  brackets  in  Equation 55 depend on e-jml(xt x 

Since  these  exponentials are eliminated by C(w> (corresponding  spectral  terms are blocked), the 
second  and  fourth  brackets of Equation 55 are not present  in Equation 65. To  simplify our develop- 
ment  from  this point, we  will  make  use of this  elimination  principle  directly on the  complete ex- 
pression  derived  for the normal (double-sideband)  correlation. If we  apply  the  identity COS B = 1/2 e j s  

+ 1/2 e-j' , we can  write  the  correlation function B 2  of Equation 61 as 

1) and e - j W 2 ( x t x 2 )  respectively. 

421 = 

when o1 = wc and w 2  wd . In the development of Equation 61, each of the terms  in Equation 66 
corresponds  to a spectral  term of f (X) .  As pointed  out in the comparison  between  Equations 55 
and 65, c ( w )  equal to  zero  for  negative  values of w eliminates all terms dependent on negative  ex- 
ponential terms  in f ( x ) .  Thus the second  and  fourth  terms  in  the  bracket of Equation 66 can  be 
eliminated,  and 9, is given as 

42 1 

9, = 0 when w1 # wc and w 2  # wd 

The two cases given  in  Equation 67 are  represented by the  light  amplitude at the  correlator output 
(output of M3). The first case follows from  the  elimination of terms  in Equation 66 by the  action of 
the  filter C(w). The  second  case  corresponds  directly  to  the  results  obtained  for  normal (double- 
sideband)  correlation  (see first line of entries  in  Table 7). The zero  correlation  results apply to 
both  single-sideband  and  double-sideband  correlation,  since the development  considered the elimi- 
nation of individual  exponential terms. 

The  basic  difference  between  single-sideband  correlation  and  the fu l l  double-sideband correla- 
tion of the preceding  subsection  can  be  seen  by  comparing  Equations 66 and 67. In the  single- 
sideband  correlation  given by Equation 67, we see  that  each  frequency which appears in both the 
signal  and the reference  contributes a single  exponential to  the  correlation function. In the double- 
sideband  correlation  given by Equation 66, a frequency  which  appears  in  both the signal  and  the 
reference  contributes two exponentials (which can  be combined  into a cosine  term)  to  the  correla- 
tion  function (see TabFe 7). 

For a more  complete  comparison  the  (double-sideband)  correlation  functions which were  listed 
in  Table 7 are given for  single-sideband  correlation  in  Table 8 (upper  sideband) and Table  9  (lower 
sideband). A comparison of Tables 8 and 9 shows  that  the  single-sideband  correlation  function  has 
the  same  form  for  upper  or  lower  sideband  operation.  Opposite  signs  appear  in  the  exponents of 
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Table 8 

Single  (Upper)  Sideband  Correlation. 

Reference 
Frequencies 

Signal  Frequencies 

0 
2 

Correlation  Functions 

Amplitude - 42 

0 

0 

Intensity - 1 
(Detected) 

0 

-4 
a 2  

0 

0 

a 2  
t 

- 
4 

the  correlation  functions d2 listed  in the amplitude  column; a "+" sign appears  for  upper sideband 
operation and a ' 1 - 1 '  sign  appears  for  lower  sideband  operation.  Since this sign  difference is elimin- 
inated'in  determining  the  intensity  (square of the  absolute  value of the  amplitude),  the  detected  out- 
put is exactly  the  same  for  either  upper  or  lower  sideband  correlation. 

The  differences  between  double-sideband  correlation  (Table 7) and  single-sideband  correlation 
(Tab1,es 8 and 9) can  be  seen by direct  comparison.  The  most  significant  difference  appears  in  the 
detected output for  the  case of one signal  frequency  matching one of two reference  frequencies. In 
single-sideband  correlation, a detected  value of a2/4 is obtained  for a match of either  frequency, 
That is, regardless of which frequency  matches,  the  correlator output will  be  the  constant a2 /4 .  

In double-sideband  correlation,  the  detected  value  depends on the  matching  frequency.  That is, if 
w c  is the matching  frequency, a 2  cos2 wc x1 will  be  the  output;  and if  wd is the  matching  frequency, 
a 2  cos2 wd x2 will  be the output. Since the  spacing  between  peaks of a squared  cosine function  de- 
pends upon the w of the  function, it is possible  to  distinguish  frequencies by the  peak  spacing of 
the a 2  cos2 wx outputs. Thus single-sideband  correlation indicates  that a match exists; double- 
sideband correlation not  only indicates  that a match exists, but also  indicates which  match exists. 
When several  (more  than  one)  signal  frequencies  match  reference  frequencies, both correlation 
methods  produce  usable  results.  The  results depend on the  matching  frequencies, but the  form of 
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1 
Reference 

Frequencies 

wc and wd 

w and wd 

w 

w c  

w 

w 

Single 

Table 9 

(Lower) Sideband Correla 
". "- . ~ _ _ _ ~  ~ 

Signal  Frequencies 

w 

Ition. 
_ _ _ .  

Correlation  Functions 
~~- = 

Amplitude - @2 

0 

' i e  
a - j w c  X 

?Te 
a - j w d x Z  

Intensity - I * 
(Detected) 

0 

- a' 
4 

- a2  
4 

T [I + c o s  ( w c  XI - w d  x, ) ]  
a '  

0 

a 2  
7 

0 

- a 2  
4 

the  detected  correlation  function ( le2 I ') is different  for  each method. This  can  be  seen by com- 
paring  the  results given  in  Tables 7 and 8 for uc and wd present  in both reference and signal. 

Concluding Statement 

Holograms  can  be  used  to  enhance  the  optical  data  processing  techniques  discussed  in this 
document.  The  systems  and  techniques  described  in this document  involved only amplitude  (real) 
variable  signals.  Using  holograms,  data  processing  techniques  can  be  devised  to  operate on com- 
plex signals which vary  in both  amplitude  and  phase. A thorough  discussion of these  systems would 
require  mathematical  descriptions a little beyond the intended  scope of this document. For  the 
same  reason,  the  mathematical  treatment of hologram  construction  and viewing was not included. 
The  basic  principles set forth  in this document  provide a good basis  for  the study of these  more 
complex  techniques.  For  those  interested  in  further  study,  there are references and texts which 
begin  with  mathematical  descriptions of hologram  construction  and  proceed  to  develop  the  more 
complex  aspects of optical  data  processing  techniques. 

121 



It has  probably  occurred  to  some  readers  that  the  section on fundamentals of color  was  not 
referred  to  at any  point in  the  discussion of optical  data  processing  and holography.  Color was 
included to  more or less complete  the  review of basic  optics  and  to  provide  some  introduction  to 
the  problems involved in  detection of the  wavelengths of light  with  the human eye. These  princi- 
ples are important  in  the  development  and  examination of photographic  film  storage  systems  de- 
scribed  elsewhere  in  this document.  The  applications of color  in  optical data processing were not 
included, since  the  mathematical  descriptions are beyond the  intended  scope of this document. 

GSFC has  acquired  optical  data  processing equipment. When operational,  this equipment  will 
have  the  capability of performing  the following functions: 

Analog  Computations 

Spectrum  Analysis 

Cross-Correlation 

Filtering 

Matched Filtering 

Convolution 

Pattern  or Signal (with noise)  Recognition 

Autocorrelation 

Initial  efforts  have  been  directed  towards  performing  these  functions  in  non-real time with emphasis 
on standardizing  the  operation  and  determining  the  limitations of the equipment. Further  work will 
be  directed  towards  semi-automatic  operations (in  non-real  time) with a final  goal of real-time 
automatic  operation. 

Goddard Space  Flight  Center 
National  Aeronautics  and  Space  Administration 
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