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ABSTRACT
 

Most recent studies involving multiple swingby interplanetary tra­
jectories have been made using a simplified model consisting of a se­
quence of heliocentric conic arcs matched in relative hyperbolic exess
 
velocity at each planetary encounter. This model provides adequate re­
sults for preliminary mission planning and analysis but as more ad­
vanced investigations are undertaken, an accurate N-body reference tra­
jectory becomes necessary. This thesis presents a technique for the
 
rapid determination of such a reference trajectory.
 

The gap between the simple conic model and the integrated N-body
 
trajectory is bridged in two steps. The first of these utilizes a
 
model of the trajectory consisting of alternating planetocentric and
 
heliocentric conic legs corresponding to trajectory segments inside
 
and outside of the planetary spheres of influence. The trajectory legs
 
are constrained to match in position and time-but are initially mis­
matched in velocity. An iteration scheme is developed to drive this
 
mis-match to zero. As the second step, N-body perturbed trajectories
 
are calculated which have the same end conditions in position and time
 
as the conic legs in the previous step but have slight offsets in
 
initial and final velocities. The same iteration scheme utilized in the
 
first step is employed to match these perturbed segments in velocity
 
as well as position and time. Finally, the accuracy of each trajectory
 
leg is checked by numerical integration.
 

Three examples are considered in detail. They are.
 

1) a dual planet reconnaissance trajectory
 
(Earth-Venus-Mars-Earth
 

2) Grand tour trajectory (Earth-Jupiter-Saturn-Uranus-

Neptune)
 

3) periodic trajectory (a repeating Earth-Venus shuttle
 
trajectory)
 

Free-fall trajectories are determined for the first two of these ex­
amples. Comparison with numerically integrated trajectory legs has shown
 
these solutions to be accurate to better than 0.4 m/sec in initial and
 
final velocity for heliocentric trajectory legs and better than 0.1
 
m/sec for planetocentric legs. No free-fall trajectory was found for
 
the third example but a powered trajectory (with a total Av of 220.5
 
m/see) is presented. In general, accuracies comparable with the results
 
of the preceding two examples are obtained.
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Chapter 1
 

Introduction
 

1.0 Objectives of the Thesis
 

This thesis describes a technique for the determination of accu­

rate reference trajectories for multiple swingby interplanetary tra­

3ectories. The main objectives of the research are the following:
 

1) 	To develop a basically analytic technique for the deter­

mination of multiple swingby reference trajectories which
 

will converge rapidly from a wide range of initial guesses
 

to a solution with a high level of accuracy.
 

2) 	To provide a means of specifying a multiple swingby tra­

jectory with uniform accuracy along its entire length by
 

providing a sequence of guidance aiming points spaced
 

along the trajectory
 

3) 	To provide a simple, accurate and economical means for
 

performing detailed mission analysis for multiple swingby
 

trajectories.
 

4) 	To demonstrate the feasibility, accuracy, and generality
 

of the technique by its application to three examples;
 

a dual planet reconnaissance trajectory, a Grand Tour
 

trajectory, and a periodic trajectory segment.
 

1.1 Definition of the Problem
 

The determination of space trajectories is usually posed as a two­

point boundary value problem. The initial and final position vectors
 

and the time of flight between them are given along with the equations
 

of motion for the trajectory. The calculation of the reference tra­

jectory which satisfies these conditions is the targeting problem. This
 

thesis deals with the problem of targeting for trajectories charaterized
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by one or more close planetary encounters between their launch and
 

arrival points.
 

1.2 	 Existing Targeting Techniques and Their Application to Multiple
 

Swingby Trajectories
 

The use of multiple swingby trajectories to substantially reduce
 

the launch energy and flight time for a number of highly interesting
 

missions has long been recognized [1,2]. Each close planetary encounter
 

provides an opportunity to alter the energy of the trajectory with re­

spect to the sun by use of the planetary gravitational field. In effect,
 

the spacecraft exchanges energy with the planet. This ability to make
 

major heliocentric velocity changes along the trajectory without fuel
 

expenditure allows considerable flexibility in mission planning. Ex­

amples of some of the missions which have proposed are
 

1) Earth-Mars-Earth [3,4]
 

2) Earth-Venus-Earth [3]
 

3) Deep Space, Solar Probe and Out-of-Ecliptic [5,6]
 

4) Earth-Venus-Mercury [7,8,9] 

5) Earth-Venus-Mars-Earth [3,10,11,12,13,14,15] 

6) Outer Planets Missions [16,17,18,19,20,21] 

7) Earth-Venus and Earth-Mars Periodic Orbits [22,23,24,25] 

The majority of these studies have been concerned primarily with
 

preliminary mission planning and guidance requirements stUdies using
 

simplified models for targeting. To the author's knowledge, the only
 

multiple swingby mission for which precision reference trajectories
 

have been generated is the Earth-Venus-Mercury flight [7,8].
 

Present targeting techniques for multiple swingby interplanetary
 

trajectories fall into two general classes. The first of these uses an
 

approximate model for the mission consisting of a sequence of helio­

centric conic arcs running from the center of one massless planet to
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the 	next. Thus, the trajectory is determined by giving the order in
 

which the specific planets are encountered along with the launch,
 

arrival, and encounter dates. The effects of the planets on the tra­

3ectory are approximated as impulsive changes in velocity with respect
 

to the Sun at each planetary encounter. Using this model, a search is
 

made over a range of departure, arrival, and intermediate encounter
 

dates to determine combinations which yield trajectories which are
 

matched in hyperbolic excess velocity relative to the planet at each
 

intermediate encounter and which are physically realizable in the sense
 

that they do not require the trajectory to pass beneath the surface
 

of any planet. This search may be carried out exhaustively to deter­

mine all possible swingby trajectories within the range of dates
 

specified, [1,19] or may use an iterative technique to converge on a
 

single set of dates [22]. The advantage of this technique 'lies in the
 

speed with which each trajectory may be calculated.. Since the model
 

assumes the trajectory to be a sequence of two-body legs, each may be
 

determined as the solution to Lambert's Problem. The disadvantages of
 

this technique are
 

1) 	The large number of trajectories which must be generated.
 

For an exhaustive search procedure, large numbers of
 

date combinations must be examined. An iterative technique
 

mitigates this difficulty but may not provide all possible
 

solutions.
 

2) 	The inaccuracies of the model. Both numerical [7,8,28]
 

and analytic [27] studies have indicated that while the
 

above model is acceptable for preliminary studies, it
 

does not have sufficient accuracy for precise trajectory
 

prediction for close planetary encounters.
 

In general, approximate targeting schemes presently employed for mul­

tiple swingby trajectories are most useful for preliminary mission
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studies and for the generation of initial conditions for more accurate
 

targeting techniques.
 

The other class of targeting procedures which have been applied
 

to multiple swingby trajectories utilize numerical integration tech­

niques to generate precision reference trajectories. An example of
 

this procedure as applied to an Earth-Venus-Mercury trajectory in [8]
 

is as follows,
 

1) 	Initialize the launch conditions at Earth and the aiming
 

point at Venus with the conic values from an approximate
 

targeting technique.
 

2) 	Search over the injection conditions at Barth until a
 

numerically integrated trajectory hits the desired
 

aiming point at Venus.
 

3) 	Continue the converged case from 2) on to Mercury and
 

note the resulting miss of the desired target point there.
 

4) 	Perturb the aiming point at Venus and repeat steps 2) and
 

3).
 

5) 	From the results of step 4), construct partials of the
 

miss at Mercury with respect to changes in the aiming
 

ppint at Venus.
 

6) 	Compute and apply differential corrections to the aiming
 

point at Venus.
 

7) 	Repeat steps 2) 3), and 6) until convergence at Mercury
 

is obtained.
 

The average running time for a convergence criterion of + 1000 km at
 

Mercury was about 45 minutes on the IBM 7094. A variation on this tech­

nique employs a many-body state transition matrix obtained by the
 

numerical integration of the variational equations to determine the
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differential corrections in the targeting process. This latter method
 

has been used [261 for the targeting of single leg trajectories (e.g.
 

Earth-Venus or Earth-Mars) but to the author's knowledge has not been
 

applied successfully to multiple swingby trajectories.
 

The advantage of the numerical integration technique is that it
 

gives a completely defined accurate reference trajectory. All signif­

icant disturbing forces may be included to the degree of precision
 

available on the computer used. The disadvantages of the technique are
 

the large amount of time consumed by the repeated numerical integration
 

of the trajectory legs and the question of its feasibility for tra­

jectories involving more than one intermediate swingby. This latter
 

difficulty arises from the strong sensitivity of the trajectory to
 

small changes in swingby conditions for planetary encounters earlier
 

in the trajectory. Thus, as more swingbys are added to the trajectory,
 

the accuracy requirement for the determination of the earlier swingbys
 

increases greatly. For the same reason, the linearity region for the
 

differential correction process shrinks. Both of these reasons lead
 

to a large increase in the number of numerical integrations of tra­

jectory legs needed. This difficulty did not arise in the approximate
 

targeting schemes since the tra3ectory was modeled as a set of shorter
 

arcs to be matched dynamically at a number of intermediate points
 

rather than as a single arc determined entirely by its initial con­

ditions.
 

The targeting procedure developed in this thesis attempts to
 

combine the advantages of both the approximate and the numerical inte­

gration techniques while minimizing the disadvantages of both.
 

1.3 Synopsis of Thesis
 

In Chapter 2, two patched conic models and their application to
 

multiple swingby trajectories are described. The first corresponds to
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the approximate model described in the preceding section. The second
 

(the advanced patched conic model) adds planetocentric conic legs
 

between the heliocentric conic legs to describe the swingby maneuver
 

more completely and accurately. The conic legs are constrained initial­

ly to match only in position and time. Then, an iterative process is
 

employed to vary the matching points until the legs also match in
 

velocity.
 

Chapter 3 describes a basically analytic method for computing the
 

perturbations of conic legs due to the disturbing accelerations of
 

other bodies. A technique is developed for calculating the initial and
 

final velocity offsets for each conic leg needed to produce a perturbed
 

trajectory having the same initial and final conditions in position
 

and time as the unperturbed conic reference leg.
 

Chapter 4 deals with the iterative techniques of matching the
 

individual trajectory legs (either perturbed or unperturbed) in veloc­

ity as well as position and time. Both first-order and second-order
 

techniques are developed.
 

Chapter 5 presents numerical results for a dual planet recon­

naissance trajectory. The reference trajectory is specified by the
 

position, velocity, and time at the sphere of influence entry and
 

exit points for the launch, arrival, and swingby planets. Comparison
 

with numerically integrated trajectory legs indicates that the an­

alytically calculated trajectory legs match to within a total error
 

in velocity of 0.2263 m/sec.
 

Chapter 6 presents the same results for a Grand Tour trajectory
 

example. Here the trajectory segments were matched analytically to
 

within a total error of 2.652 m/sec.
 

Chapter 7 discusses a segment of a periodic trajectory that
 

shuttles between Earth and Venus. No free-fall trajectory was found
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for this example but a powered trajectory requiring a total impulse of
 

220.534 m/sec over the 3.6 year segment considered was determined. The
 

special nature of this trajectory resulted in less accurate predictions
 

by the analytic technique with the total error amounting to 38.950
 

m/sec.
 

Chapter 8 summarizes the thesis and its contributions. Several
 

applications of the techniques developed are suggested for further
 

research.
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Chapter 2
 

PATCHED CONIC ANALYSIS
 

2.0 	 Chapter Summary
 

The application of two patched conic models to multiple swingby
 

trajectory analysis is described. The first of these, the simple
 

patched conic model, consists of a sequence of heliocentric conic arcs
 

matched in relative velocity magnitude at each planetary encounter.
 

It is found to be most suitable for preliminary mission analysis. The
 

second, the advanced patched conic model, considers the tra3ectory to
 

be approximated by a series of alternating heliocentric and planeto­

centric conic arcs matched in position, velocity and time at the entry
 

and exit points of the sphere of influence of each planet encountered.
 

It is found to be a more useful model for reference trajectory calcu­

lations. The computational details of the advanced patched conic model
 

are examined in depth and limitations on its accurady considered.
 

2.1 	 The Simple Patched Conic Model
 

The simple patched conic model has been successfully employed for
 

a number of preliminary trajectory and mission analysis studies.
 

Examples of its use for multiple swingby missions may be found in
 

[22, 7, 10, 16, 18, 6] and many others. The model consists of a se­

quence of heliocentric conic arcs matched in magnitude of velocity
 

relative to the planet at each planetary encounter. An illustration
 

of one such trajectory is given in Figure 2.1. The steps followed for
 

a trajectory with N planetary encounters (launch, N-2 intermediate
 

swangbys, and arrival) are:
 

1) 	Specify the launch date t., the arrival date tN' and the
 

N-2 intermediate encounter dates t2 1 t3,.. 
 tN-l. 

2) 	At each date tk, calculate-the position rP,k and the
 

velocity !P,k of the planet encountered.
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3) 	Por each date tk (except for k=N) calculate a helio­

centric conic arc running from Epk to !P,k+l with a
 

time of flight T=tk+l-tk (See Appendix B for the method
 

of calculating these arcs). Each arc will have associ­

ated with it a planetary departure velocity VD,k and
 

a planetary arrival velocity !A,k+I, both of which are
 

measured relative to the sun.
 

4) 	For each intermediate date tk (k=2,3,.. .N-1) calculate
 

the incoming and outgoing velocities relative to the
 

planet encountered.
 

-I, - ­IA,k YP,k 
(2.1)
 

Y0,k 	 = YD,k - ] P,k 

For 	a free-fall trajectory to be dynamically possible,
 

the magnitudes of these velocities relative to the planet
 

must be equal at each encounter. Using some convenient
 

iteration scheme (see [2Z] for an example), the inter­

mediate encounter dates are varied and steps 2 to 4 re­

peated until this condition is satisfied.
 

Note that while the incoming and outgoing velocities (I,k and
 

Y0,k relative to the planet are equal in magnitude, the arrival and
 

departure velocities (ZA,k and vD,k) relative to the sun usually differ
 

in both magnitude and direction. The model considers the planetary
 

swingby to be equivalent to an instantaneous velocity change of
 

A k= IO,k - YA,k 	 (2.2) 
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relative to the sun applied at the time of encounter.
 

Once the simple patched conic trajectory has been determined,
 

some information on the planetary encounter phases may be obtained.
 

Using the incoming and outgoing velocities (IIk and X0,k) relative
 

to the planet as approximations to the asymptotic velocity vectors,
 

the constants for a planetocentric hyperbola may be determined and the
 

relevant parameters for the swingby calculated. The accuracy of this
 

approximation is studied in [27J. There it is shown that the approx­

imate swingby parameters differ from their time values by terms of
 

order E, the planet-to-sun mass ratio.
 

The advantages of the simple patched conic model are its simplic­

ity, ease of implementation, and speed of computation. A large number
 

of trajectory alternatives may be explored with a relatively small
 

investment in computer time. Thus this model is well suited for prelim­

inary mission analysis. The basic limitations of the simple patched
 

conic model are:
 

1) 	The heliocentric conic arcs and the planetocentric hyper­

bolas are matched only approximately. The model does not
 

provide a continuous or highly accurate description of
 

motion in the vicinity of a planetary encounter.
 

2) 	The effects of the planetary encounter are approximated
 

as an impulse rather than considered to act over a region
 

in space and time.
 

3) 	All trajectory segments are considered to be conic arcs.
 

The effects of all perturbation other than the close
 

planetary encounters are ignored completely.
 

2.2 Advanced Patched Conic Model
 

To eliminate some of the inaccuracies and assumptions of the
 

23
 



simple patched conic model and to lay the groundwork for a later per­

turbation analysis, a more advanced patched conic model is necessary. This
 

model consists of a sequence of alternating heliocentric and planeto­

centric conic arcs constrained to match in position and time at the
 

sphere of influence (SOT) entry and exit points of each planet en­

countered. An illustration is given in Figure 2.2. These entry and
 

exit points are chosen initially from the solution for the simple
 

patched conic model and usually result in velocity mis-matches between
 

the conic arcs. An iterative procedure is necessary to drive this mis­

match to zero. The SOI used is defined in Appendix C. It is somewhat
 

larger than the Laplace SOI commonly used. The application of this
 

model to a trajectory with N planetary encounters (launch, N-2 inter­

mediate swingbys, and arrival) is as follows:
 

1) 	At each intermediate encounter, specify the entry and
 

exit points on the planetary SOI. At'the launch planet,
 

specify the exit point and at the arrival point specify
 

the entry point. An entry point on the SOT is given by
 

its azimuth, elevation, and time of passage. An exit point
 

on the SOT is given by the increments in azimuth, eleva­

tion and time from the corresponding entry point on the
 

same SOI. The one exception to this is the exit point
 

at the launch planet, which is specified in the same
 

way as an entry point. The radius of the SOT is assumed
 

to be a constant for each planet.
 

2) For each time tk of entry or exit through the SOT calcu­

late:
 

a) the position rP,k and velocity vP'. of the planet
 

(this is discussed in Appendix C).
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b) 	the cartesian coordinates of the entry or exit
 

point with respect to the planet encountered.
 

3) 	For each point k (except the last) calculate a conic arc
 

from point k to point k+l. For even k (entry points),
 

this will be planetocentric arc which will always be a
 

hyperbola with a central angle greater than 1800. This
 

arc will run from the entry point to the exit point of
 

a single planet's SOI. For odd k (exit points), the arc
 

will be heliocentric and may be either an ellipse or a
 

hyperbola. It will run from the SOI exit point of one
 

planet to the SOT entrance point of the next.
 

4) 	At each intermediate entry or exit point, calculate the
 

difference in velocity between the heliocentric and
 

planetocentric arcs. In Chapter 4, an iterative technique
 

for varying the position and time of these points in
 

order to eliminate the velocity mis-match is described.
 

After steps (1) - (4) have been repeated until convergence is.
 

achieved, the result is a series of conic arcs continuous in position,
 

velocity and time at all points. Discontinuities in acceleration occur
 

at the SOI entry and exit points since a planet's gravitational field
 

is ignored outside of its SOI while the solar perturbing forces are
 

neglected inside of an SOI. Several points to be noted about this
 

model are:
 

1) 	For a trajectory with N planetary encounters, there are
 

ZN-2 matching (entry or exit) points specified in posi­

tion and time along the trajectory. Odd-numbered matching
 

points are SOT exit points while even-numbered ones are
 

SOI 	entry points.
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2) 	The different means used to specify entry and exit points
 

provides some separation in the effects of varying these
 

points. The two heliocentric arcs touching the planet's
 

SOl are affected primarily by changes in the entry point.
 

The heliocentric arc leaving the planet is also affected
 

by exit point changes but these effects are usually much
 

smaller than those due to the entry point changes. The
 

planetocentric arcs are affected primarily by exit point
 

changes.
 

3) 	This model considers the effects of an planetary encoun­

ter to be distributed over a region in both time and
 

space. This is a more accurate approximation to the ac­

tual interaction than is provided by the simple patched
 

conic model.
 

4) 	A continuous description of the motioh along every phase
 

of the trajectory is given. This also provides a basis
 

for the perturbation analysis to be described in Chapter
 

3.
 

A detailed discussion of the computations involved in several of
 

the steps in the advanced patched conic model is given in the next
 

section.
 

2.3 Computational Details
 

2.31 Entry and Exit Point Coordinates
 

The 	state vector for an entry or exit point is given by
 

= kl k=even (entry point) (2.3) 

tk or k=l (launch point) 

26 



[?SCi$ k=odd and t 1 (exit point) (2.4) 

LAttj
 

where ek = azimuth of point k
 

h = elevation of point k
 

= time of passage through point k
tk 


Aak = difference in azimuth between points k and k-i
 

Ah = difference in elevation between points k and k-i
 

Atk = difference in passage time between points k and k-i
 

These coordinates are illustrated in Figure 2.3.
 

The planetocentric cartesian coordinates of an entry or exit point are
 

calculated using
 

[os a Cos 1k yl 

rDk = s,i sin a cos |D,k (2.5)
D s -iD,k
1
 

where rs, i = radius of SOT for planet i 

= ek k=even or k=l 

=6 k-1 + Aek k=odd and k~l
 

= k=even or k=l
 

= @k-i + A~k k=odd and ktl 

2.32 Calculation of Conic Arcs
 

In [3], it is shown that given their initial (ri, tl), and final
 

(r2, t2) positions and times, it is possible using Lambert's theorem
 

to calculate a two-body conic trajectory with initial velocity v-i and
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final velocity ]2 connecting any two points. This procedure is
 

described in detail in Appendix B.
 

2.321 	Planetocentric Arcs
 

These arcs run from the entry point on a planet's SOI to the
 

corresponding exit point. They are always hyperbolic with respect to
 

the planet and traverse a central angle greater than 1800 but never
 

make a complete revolution. The initial and final points are
 

= 
l 1-D,k tl tk
 

(k=even) (2.6)
 

=
L2 = -D,k:l t2 tk + Atk+l
 

The 	initial and final velocities are stored as
 

-H,k -Yl 
(2.7)
 

-H,k+l = -2
 

2.322 	Heliocentric Arcs
 

The heliocentric arcs run from the SOT exit point on one planet's
 

SOI to the entry point of the next. The initial and final points are
 

= + 	 tI tk-l + Atk (=tk for k=l)
El 	 -P,k -D,k 


+ -D,k+l t2 = tk+ (k=odd) (2.8)
-2 =!P,k+l 	 1 


In addition it is necessary to specify
 

1) The number of complete revolutions the arc traverses
 

about the central body. This must be given a priori.
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2) 	Whether that portion of the arc remaining after the
 

complete revolutions have been finished traverses a
 

central angle greater or less than 1800. Assuming that
 

all heliocentric trajectories have inclinations less
 

than 90', this may be determined using
 

G, = sgn [iz.(rlX1 2)] 	 (2.9)
 

If GI>0, the central angle is less than 180' while if
 

.
q1<0 it is greater than 18D
 

3) 	Whether the arc is a hyperbola or an ellipse. This is
 

determined by comparing the time of flight for the arc
 

T = 	t2 - t1 (2.10) 

with the parabolic time of flight (see [3])
 

T = 	. f[S3/2 - G1J(s~c)3/'2] (.1 

= 121 c = [ic 

1
 
s f- (rl+r 2+c)
 

p= gravitational parameter for the central body
 

(in this case the sun)
 

G as defined above
 

between the same two points. Then, if T>Tp, the arc is
 

an ellipse while if T<Tp, it is a hyperbola. If T=Tp, the
 

arc is a parabola.
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The initial and final velocities for the heliocentric arcs are
 

stored as
 

-E,k ' 1 

(2.12) 

-E,k+l -V2 

2.33 Calculation 	of Cost Function
 

At each entry or exit point along the trajectory (excluding the
 

initial and final points) the velocity along both a heliocentric arc
 

and a planetocentric arc have been calculated. In general, these
 

velocities will not be consistent but instead will be mis-matched by
 

an amount
 

(2.13)
Yk =-E,k - YH,k 	- KP,k 

where Y,k = 	velocity relative to the sun along the heliocentric 

arc at point k 

-H,k = velocity relative to the planet along the planeto­

centric arc at point k 

P,k = velocity of the planet relative to the sun at time 

tk. 

A scalar cost function J for the total velocity mis-match along
 

the trajectory may then be calculated using
 

2N- Avk Cv 

Lk -Lk
 

J=2N-3 AVTA	 (2.14) 
k=2 
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This expression is positive definite and goes to zero only when
 

velocities are matched along the entire trajectory.
 

2.4 	 Accuracy of the Model
 

The basic limitation on the accuracy of this model lies in the
 

fact that it assumes each trajectory segment to be a pure two-body arc.
 

The effects of direct planetary gravitational attractions are ignored
 

outside of the planet's SOT while the effects of solar perturbing
 

forces (due to the gradient of the sun's gravitational field) are neg­

lected inside of a planet's SOI. Within these assumptions, the calcu­

lation of the tra3ectory segments is an exact solution to the non­

linear two-body orbit determination problem. The accuracy of the so­

lution is limited only by the computational round-off errors of the
 

method used.
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Figure 2.1 Simple Patched Conic Trajectory 
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Figure 2.2 Advanced Patched Conic Model 
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Figure 2.3 Entry and Exit Point Coordinates 



Chapter 3
 

Perturbed Conic Analysis
 

3.0 Chapter Summary
 

Two approaches to computing the perturbed conic trajectory seg­

ments are considered. The first computes the perturbations for a tra­

jectory running from the initial time to the final time. Perturbations
 

due to disturbing accelerations near the initial time are found to
 

grow to unacceptable levels near the final time. The second method
 

starts at the trajectory mid-point and computes perturbations from
 

there to both the initial and final times. The accuracy for this meth­

od is adequate. The details of evaluating the perturbations by quad­

rature are described. The method for determining the velocity offsets
 

for a perturbed trajectory passing through the same initial and final
 

position and time as the two-body trajectory is given. The source of
 

error in the calculations are discussed.
 

3.1 Description of Approach
 

The object of this chapter is to take into account the fact that
 

the segments of the true multi-swingby trajectory are only approxi­

mately two-body orbits. To do this, a set of perturbed conic trajectory
 

segments (corresponding to the segments of the advanced patched conic
 

model) are calculated. The heliocentric arcs take into account the
 

disturbing effects of the attraction of the planets while the planeto­

centric arcs are affected by the disturbing forces due to the sun. The
 

perturbed conic trajectory segments-are constrained to match the same
 

initial and final conditions in position and time as the corresponding
 

segments in the advanced patched conic model but are offset in initial
 

and final velocity. It is the calculation of these velocity offsets
 

that is the main concern of this chapter.
 

Two approaches to the calculation of the velocity offsets were
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tried. The first of these is similar to the implicit velocity offset
 

technique used in space guidance [28]. This procedure is illustrated
 

in Figure 3.1. Its steps for a single trajectory segment are described
 

below.
 

1) 	Assume that the state
 

[Lo(t)1 
3S0 	(t) = [Y Ct (3.1) 

along the advanced patched conic trajectory segment found
 

in the preceding chapter may be expressed as a function
 

of time. Starting with the same initial conditions as
 

the two-body trajectory
 

x{tl) = xO(tl) 	 (3.2) 

calculate the perturbed trajectory 2[t) using linear
 

perturbation theory.
 

2) 	At the final time, calculate the position and velocity
 

differences between the two-body and perturbed trajec­

tories.
 [d(t2)] 
= 6vt2t = X(t2) - x0(t2 ) (3.3) 

3) 	Using linear perturbation theory, calculate the velocity
 

offset needed at the initial time to reduce the final
 

time position offset value to zero.
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Before After 

sx(t 1 ) = 1,] SX27I) (3.4) 

6x(t 2 ) = [(t 2 ) 
0 

This process also leads to a new velocity offset value 6y2(t2)
 

at the final time. The above procedure proved to be highly inaccurate.
 

All the trajectory segments have in common the characteristic of moving
 

from a region of strong perturbing forces (near the sphere of influence
 

boundary) into a region of weak perturbing forces (far from any planet
 

for the heliocentric legs and deep inside the sphere of influence for
 

the planetocentric legs) and then back into a region with strong per­

turbing forces. The effects of the initial strong perturbations grow
 

rapidly along the trajectory and lead to very large deviations in
 

position and velocity at the endpoint. These deviations are usually
 

outside the linear range of the perturbation theory used in steps 1
 

and 3 above, thus leading to unacceptable errors in the calculation
 

of the velocity offsets.
 

The reason for the failure of this first approach led to the use
 

of the much more successful second approach. Referring to Figure 3.2,the
 

steps for this method for a single trajectory segment are given below.
 

1) 	Assume that the state Eo(t) along the advanced patched
 

conic trajectory segment is a known function of time.
 

Starting at the mid-point
 

tM = 1 (t2 + tl) 	 (3.5) 

of the two-body segment with the same state as the
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conic trajectory, calculate perturbed trajectories
 

forward to the final time and backward to the initial
 

time (See Pigure 3.2a) from that point.
 

2) 	At the initial and final points, calculate the offsets
 

in position and velocity between the two-body trajectory
 

and the perturbed trajectory.
[r(t1)1

dx(tvi(t)J (t l ) - xO(tl) (3.6) 

dx(t 2 ) = [1(t2)
­

(3.7)
16Ct2) = x(t2) - ?(t2) 

3) 	Using linear perturbation theory, calculate the offsets 

in both position and velocity at the mid-point time tM 

needed to reduce the initial and final position offsets 

to zero. 

Before 	 After
 

= 	 -tt [=t] 

2
dx(tM) = 	 a(tM) = (3.8)60 P £(tM)] 

aX(t2) = 	 -l.t2 6^(tz) = 

This new trajectory is shown in Figure 3.2b.
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This second approach provided the accuracy needed for the calcu­

lation of the initial and final velocity offsets (v(t 1 ) and S(t2)).
 

Since the perturbed trajectories calculated in step 1 always run from
 

regions of weak perturbations (the mid-section of the trajectory) to
 

regions of strong perturbations (the end-points), large deviations
 

(due to the accumulated effects of the strong perturbing forces) do
 

not have the time to grow. Also, since the effects of the strong per­

turbing forces depend on the time spent in the vicinity of the sphere
 

of influence boundaries at the end-points rather than on the time of
 

flight of the trajectory, the size of the position and velocity offsets
 

(X(tl) and 6x(t 2)) are not influenced heavily by the length of the
 

trajectory. The computational details of the second approach are de­

scribed in the next section.
 

Once the velocity offsets have been determined, a new cost func­

tion taking them into account is contructed. Then, the iterative
 

procedure employed for the advanced patched conic model is used to
 

match the perturbed conic segments in velocity as well as position and
 

time at the entry and exit points.
 

3.2 Computational Details
 

3.21 Calculation of Perturbed Trajectory
 

It may be shown [3,29,30,31] that the solution (using linear per­

turbation theory) for the deviations between the perturbed and two-body
 

trajectories is given by 

sx(t) = %o(tti) sx(ti) + 

t 

" 

t. 

(t,r) f 0 (T) dT (3.9) 

where
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[dr (t)1 
6x(t) 	 = deviation from two-body orbit
[ ] 

0(t,ti) = state transition matrix for the two­

body orbit between t. and t. (See Ap­

pendix D for a description of the 

properties of this matrix.)
 

f0 (t) = 	 disturbing vector 

d(tI 

djt) o = 	 disturbing acceleration evaluated as a 

function of time along the two-body 

traj ectory. 

All the quantities on the right-hand side of (3.9) are known functions
 

of time evaluated along the two-body reference trajectory. Since the
 

perturbed trajectory calculations start with
 

x(tM) = xo(tM) 	 (3.10) 

it can be seen that
 

x(tM) 	 (3.11)
[j 


and that (3.9) becomes
 

x(t1 fl (t 1 ,r)--f (0) dt 	 (3.12) 
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for the integration to the initial point and
 

6x(t2) = fttMM D (t21T)fO(T)dT (3.13)
 

for the integration to the final point. Since the integrands in (3.12)
 

and (3.13) are known functions of r, the integrals may be evaluated by
 

quadrature (See Appendix D for a discussion of the technique used).
 

3.22 Calculation of Disturbing Accelerations
 

The disturbing acceleration due to body P- on the motion of P2
 

with respect to P1 (see Figure 3.3) is given by
 

ad~ 'j(-Is~ z.+ 1 di (3.14) 

where
 

k. = position vector from P1 to P
 
- j
 

d = position vector from Pj to P2
 
-J
 

pj = gravitational parameter for Pj
 

Numerical difficulties may arise in the use of (3.14) since £ and d.
-J ­

are often nearly equal and opposite vectors. These difficulties may be
 

alleviated using a technique developed in [3]. Write
 

33
 

where
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r = position vector from P to P 

k + d.t. 

Now, write
 

(3.16)
- =W(q) 

where
 

qj = ( -2 cos (3.17) 

W(qj) = (I + qj)3/2 _ 1 (3.18) 

= angle between r and k.
3 -- -J 

To evaluate W(qj), re-write (3.18) as
 

(1+q.) 3 -1 
W(q) = 3/

(1+qj) +1 

or
 

3+3q +q2
 

W(q.) = 3 3.93q -- q (1+qj)/+1 

Thus, substituting (3.19)and(3.16) into (3.15) yields
 

gdj =I [.r + W(qj) Lj] (3.20) 
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The total disturbing acceleration is the sum of the individual
 

contributions.
 

N 
ad = (3.21)
 

S3=1
 

For the heliocentric legs, all significant planetary disturbing accel­

erations are included in the calculation of (3.21). For the planeto­

centric legs, only the disturbing acceleration due to the sun is con­

sidered.
 

3.23 Calculation of Velocity Offsets
 

As shown in Appendix D, the state transition matrix may be par­

titioned into four sub-matrices.
 

FA0 (t,t i ) B0 (t,t 1 )1 

(3.22)
o0(t,ti) = co (t,ti) DO(t'ti) j 

where 

= L t 10AO(t,ti) 

Far(t) ] 
Bo(t,t~J = [av(t) jI 

co(t,t 1 ) La Jo 
[av (t) ] 

Having computed the initial and final perturbations (dx(tl) and 6x(t 2)) 

corresponding to Ox(tM) = 0, form the correction matrix 
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A0(tltM) BO(tltM) 
Ho(tlt 2,tM) = (3.23)
 

A0(t 2 ,tM) 2 ,tM)J
B0(t


The new value for the deviation of the state at the mid-point 62 (tM)
 

is calculated to reduce the position deviations at the initial and
 

final points to zero. Prom (3.9), (3.12), (3.13), (3.22), and (3.23),
 

it can be seen that
 

(tI 6r(t I ) 

= Ho(tllt 2 ,tM) 6i(tM) + (3.24) 

L2(t 2)J o6(t 2) 

Thus,
 

di(tM) = - HJ(tl,t2 , 52) (3.25) 
{r(t2)
 

The new values for the state deviations at any point may be cal­

culated using (3.9).
 

f t 

6x(t) = %O(t'tM) SX(tM) + %t,Tf(T)dr (3.26) 

Specifically, the offsets at the initial and final points are given by
 

62(tt) %O(tl,tM) 62 (tM) + 6X(tl), (3.27)
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6x(t 2 ) - - 2)(t2,tN) 6x(tM) + dx(t 2 ) (3.28) 

3.24 Calculation of Cost Function
 

For a heliocentric arc running from t1 = tk to t2 = tk+I ' store 

the velocity offsets as 

6v^(tl)
=Y~ 


(k = odd) (3.29) 

For a planetocentric arc running from tI = tk to t2 = tk+1 , store 

the velocity offsets as 

6 ,k - -(tl) 

(k = even) (3.30) 

6 H,k+l =6(t2) 

Then, let
 

A-k = -,k + '-B,k -P,k -Y,k - YH,k (3.31) 

and
 

2N-3
 
I AT (3.32)

-k
-k
k=2 
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3.3 	 Sources of Error
 

The errors associated with the calculation of the perturbed tra­

jectories have as their source
 

1) 	Computational errors, in such areas as matrix inversion,
 

calculation of the two body orbits and state transition
 

matrices, evaluation of the perturbation integrals by
 

quadrature, etc. These errors may be reduced to any level
 

desired by increasing the precision of the calculations,
 

reducing step-size for quadrature methods, and by in­

creasing the accuracy level required for the termination
 

of iterative solutions to transcendental equations. The
 

ultimate level of accuracy due to errors of the above
 

nature is limited only by the precision available on the
 

computer used.
 

2) 	Errors associated with the approximations involved in the
 

use of the trajectory model. Referring to (3.9), it can
 

be seen that these errors occur because of the
 

i) evaluation of the disturbing acceleration ad on the
 

two-body reference trajectory rather than on the
 

perturbed trajectory.
 

ii) 	use of the two-body state transition matrix %0(t,ti)
 

calculated for the reference trajectory rather than
 

the many-body state transition matrix Ct,ti) eval­

uated along the perturbed trajectory.
 

iii) use of linear perturbation theory.
 

iv) neglect of smaller disturbing forces.
 

The error sources listed under 2) above are the dominant factors.
 

Examining each of these sources in detail their importance can be es­

timated.
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i) From (3.14), the disturbing acceleration is
 

(3.14)i ~ ,+ 

The gradient of this acceleration is given by
 

@a
 
3(4) ad
 

ad~ 3 

G(dj)G[d d3 id _ I)I3~ - (3.33)- j i ij 

where 2j is considered a constant.
 

a small shift from the reference trajectory
The change in a due to 


is given by
 

G(dj) 0J 

(3.34)
G (d) Or 

Sd.
since r -J--= +e d implies Sr = - From (3.33) and (3.34), it can be-3 

seen that the magnitude of 6Rd,j is roughly
 

(3.35)
Sadj - - Or 

d3
J 

The largest deviations from the reference trajectory for either planeto­

centric or hel'iocentric legs occurs at the sphere of influence (SOI)
 

boundary. From the definition of the SOI (see Appendix C), the dis­

sun equals the primary acceleration due
turbing acceleration due to the 
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to the planet on this surface. On the heliocentric legs, the disturbing
 

acceleration at the SO boundary is largely due to the primary accel­

eration of the planet while on the planetocentric legs, the disturbing
 

acceleration at the SOT boundary is due largely to the perturbing ac­

celeration of the sun. From (C.9), the disturbing acceleration at the
 

SOI boundary may be written approximately as
 

ad'j r ad,~=k . (~r =4r)(3.36)
 

where
 

v = gravitational parameter of the planet 

j= gravitational parameter of the sun 

Since, at the SOI, r<<, (3.36) may be written as 

adi (3 (3.37)
 

Then, from (3.35)
 

6a 6
 
(3.38)


ad,, r
 

at the SOI boundary. Typical maximum values for this ratio are 0.06
 

for inner planets and 0.01 for outer planets.
 

ii) Numerical studies comparing an analytic two-body state transi­

tion matrix with a many-body state transition determined by numerical
 

integration showed that terms in both matrices remained equal to
 

within a few percent for both heliocentric and planetocentric legs
 

when the enlarged sphere of influence (see Appendix C) was used. When
 

the Laplace SoT was used, large differences (often over 100%) occurred
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in terms in the C and D matrices for the heliocentric legs.
 

iii) Numerical studies indicate that the perturbations ecountered
 

in all the steps are small enough for the linear theory to remain valid.
 

This is also shown by Slater and Stern in [28].
 

iv) The perturbing forces neglected in this model are those due
 

to other planets during planetocentric legs, those due to oblateness
 

and other higher-order terms in the gravitational field of the sun and
 

planets and those due to non-gravitational effects such as drag, radi­

ation pressure, etc. They are considered small compared to the forces
 

included.
 

Numerical values for the accuracy of the perturbed trajectory
 

calculations may be found in Chapters 5-7 and Appendix D. In general,
 

the perturbed trajectory appears to eliminate about 98%-99% of the
 

error between the conic and N-body trajectory segments. The largest
 

error source is usually the difference between the two-body and N-body
 

state transition matrices. This result is also indicated in [28].
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Figure 3.1 Offset Calculation [First Method] 



Figure 3.2 Offset Calculation [second method] 
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Figure 3.2(a) Offset Calculation, Step 1 
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Figure 3.2(b) Offset Calculation, Step 2 
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Figure 3.3 Disturbing Acceleration Geometry 
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Chapter 4
 

Trajectory Segment Matching Procedure
 

4.0 Chapter Summary
 

The problem of matching the trajectory segments in velocity as
 

well as position and time is formulated as a parameter optimization
 

exercise. The details of the calculation of the gradient of the cost
 

function for the velocity mis-match are described. A number of first­

order techniques (steepest decent, modified steepest descent, con­

jugate gradient, and acceleration steps) are applied to the problem.
 

A second-order technique (generalized Newton-Rapheson) is also dis­

cussed and applied. The behavior of the different techniques is des­

cribed and the best are selected. The application of inequality con­

straints on the distance of closest approach to each planet is de­

tailed. The application of the trajectory segment matching procedure
 

for the multiple swingby analysis is outlined.
 

4.1 Description of the Problem
 

The problem of minimizing the velocity mis-match at the trajectory
 

entry and exit points may be formulated as a paraneter optimization
 

problem. For a trajectory with N planetary encounters (launch, N-2
 

intermediate swingbys, and arrival), define an expanded state vector
 

and its variation as
 

-2 )2­

-3
 

s 6s (4.1)
 

x2N-3 SX2N-3
 

where xk is defined as in (2.3) and (2.4). The launch point K1 and
 

arrival point x2N-2 are considered fixed, so that
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= 8N-2 00 (4.2) 

Similarly, for the 2N-4 trajectory matching points (the intermediate
 

entry and exit points), define a velocity mis-match vector as
 

Av,
 

- (4.3) 
Ay2N-3­

and a cost function
 

2N-3 T 
J= Avk A 1k (4.4) 

k= 2 

where Avk may be defined either as in (2.13) or in (3.31)
 

The object of the problem is to find the value of Ss which min­

imizes J and if possible reduces J and u to zero. Both Ss and u have
 

6(N-2) independent components, so that sufficient degrees of freedom
 

exist for a solution to be possible.
 

To avoid unrealizable trajectories, it is necessary to apply the
 

inequality constraint
 

rCA > kM re (4.5)
 

where
 

rCA radius of closest approach of trajectory to the planet
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re 	 = equatorial radius of the planet 

kM 	 = constant multiplier (nominal value = 1.1) 

at each swingby. Changes in the value of 6s which violate this inequal­

ity constraint are not allowed. The details of the constraint appli­

cation are discussed in Section 4.5 of this chapter.
 

4.2 	 Calculation of Cost Function Gradient
 

4.21 	Calculation of Lambert Problem Partials
 

During the calculation of the conic trajectory segments for the
 

advanced patched conic model, it is also possible to calculate analyt­

ically the partial derivative matrices
 

VI1 = 	 (4.6) 

V2v1 = 
(4.7)
 

Vv = 	 (4.8)1-2 
 -l
 

V2 2  = -2 	 (4.9) 

and 	the partial derivative vectors
 

31L 3yD2 91 12 	 (4.10)
 
' 	 t1 'at 2 ' 
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where i ' Itl initial position, velocity, and time for the
 

conic arc
 

2' z2 1 t2 	 final position, velocity, and time for the
 

conic arc
 

The relations necessary for the calculation of these partial derivatives
 

are given in Appendix B. They are in cartesian coordinates and must be
 

converted to spherical coordinates for use in the cost function gra­

dient. Recall from (2.6) that for a planetocentric conic segment
 

=
£1 !lD,k tl tk
 
(4.11)
 

!D,k+l
-2 -	 t2 = tk + Atk+l
 

and from (2.8) that for a heliocentric conic segment
 

= El !P, k + 	ED, k t I = tk_1 + Atk 

(= t. for k=l) (4.12) 

-2 = !P, k+l 	 + !D, k+l t2 tk+l 

where, from (2.5), it may be written
 

[Cos ekcos [Xkl1
ED, k rs sin k cos Yk (4.13)
 

[sin k I Zk
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Since motion of the entry and exit points on the sphere of influence
 

(SOI) does not affect the planetary position rP,k
 

Sri= Sr,
 k
 
(4.14)
 

'r2 = !!Dk+l 

for both planetocentric and heliocentric arcs. The relation between
 

variations in cartesian and spherical coordinates is given by
 

6X]y
6r
3= 

r,, cos 4. sin e. -r -~ sin 4, Cos e cos 4' cos ej 663 

- r S cosp. Cos a -r s :sin n sine.i 
 cosq sine 
 op6 . 1
 
0 rs,I cos% sin iL6rs,i
 

(4.15)
 

Since the entry and exit points may vary only on the SOI, it is
 

necessary that
 

Ors, = 0 (4.16)
 

so that (4.15) may be written as
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rs, cos 3 sino- -rs, 1 sin'. cosa1 0 so 

j-E Ts, i cos' 3 Cos a- -r ,i sin j sine- 0 4 

0 rs, i cos j j 

(4.17)
 

[0 

Referring to (4.11) and (4.12), it can be seen that the partial
 

derivative vectors (4.10) are affected by planetary motion for the
 

heliocentric legs but not for planetocentric legs. This effect is
 

given by
 

dv1 ax1 . a11 'E.Pk
 
dtl t 1 aipk t1I
 

(4.1B)
 

+ (VIxI) P,k
 

since by- - 5-r = - I 
- P,k 1l
 

when =D,kfixed.
 

Similarly,
 

Tt-2 2t + (V21) -P,k+l 
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dv2 2
= 2 + (VlV2) VP,k 
(4.20) 

dv2 = -- 2 + (V22) Vp,k+l (4.21) 
=t - 2 (7v) Pk1 

Note that the relations (4.18)-(4.21) are used only for the helio­

centric legs. For the planetocentric legs
 

dvr av
i i 

t (i, j = 1, 2) (4.22) 

If a new state vector z (differing from the state vector x) is
 

defined as
 

(4.23)
y3 = 


for all j, it is then possible to define the partial derivative
 

matrices
 

0 0 
aZI dv1 

- (By 1) R, + 1 0 (4.24) 

0 0 

+a-2 -Q21 = (V2 v1 ) R2- 0 di (4.25) 
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0 0I 
WZ
2 	 diz
 

= =	 Tt (4.26)a, Q12 (V,12) R, 0 0 

aY2 dE2
 
= +=2 Q22 (V212) R2 0 0 I (4.27) 

For each conic arc (either heliocentric or planetocentric) from
 

point k to point k+l, the partial derivatives (4.24)-(4.27) are stored 

as 

Ak = Q12 (4.28) 

Bk+l = Q2 2  (4.29) 

Ck = Qll (4.30) 

Dk+l = Q21 (4.31) 

4.22 	Calculation of Gradient
 

From (2.14), the cost function was given by
 

2N-3 T Av 	 (4.32)
j Avk -lk
k=2
 

Its 	gradient with respect to x, is given by
 

= 2N-3 T Av k 

k=2
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where
 

, = 2,3,4, ... , 2 -3 

and, from (2.13) 

61k = E,k LPk - B,k (4.34) 

From the definition of the state vector 2ik given in (2.3) and (2.4),
 
the effects on the state vector yk defined in (4.23) and hence on the
 
terms in (4.34) due to a change in xk occur at
 

Point affected 1 k !Ek !P,k YH,k
 

k-i x
 

k x x x x
 

k+1 x x x x
 

k+2 x
 

for an entry point and at
 

Point affected Xk ILE,k ZP,k YH,k
 

k-i x
 

for an exit point. The effect on 1P,, is due solely to the change in
 

the time tk associated with point k. This is given by
 

k x x x x
 

k+l x
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Vpk
 

Pk k
 

0 0 0 0 ap0kj_t
 k 


where
 

S -P,k (4.36) 

Ps = gravitational parameter of the sun
 

yk = as defined in (4.23)
 

Thus, using (4.33) the gradient at an entry point may be written as
 

- 2 (AvkTl 

Fk x.k -,I __ 

AvT avEk Y~ av-
Ak
-

1 L-Sxk ax c x
 

8 -kE K- + I -AvT, g - !X__k '~ '~ ]- _.k - (4.37) 

1 
__

+ Av T' [ v,k+1 2LpI~ 

4 AYk+ 2 Lx. 

Using the relations (4.2g)-(4.31), this becomes
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'k= 2 {AlkTT[Dkl+ Ak[Bk -Pk-Ck Dk+] 

-ku A. _p +c 1 

+ T -[k -Bk+l -k+1 kll 

(4.38) 

+ Av T 
-k+'2[jk+1J f 

since --Xk = --Yk +­ -Yk+I 

where E,Y, I , * or-H,£ 

for an entry point. 

For an exit point, the gradient is given by 

R= 2 {AlRTl [_aXH~k-l] 

+ Nv-T L3-- k -P~ 
-Lk LBk a~kr!~ ! 

".vT 

-x 

Ik 

I 
j 

(4.39) 

Using (4.28)-(4.31), this becomes 

g= 2 {jAvkj [-ok] + AlvT [Ck -P-B] (4.40) 

+ A T 
-k+ 

A
[k]­
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since - - for an exit point
 

The gradient vectors are calculated for all entry and exit points
 

except the launch and arrival points (these are considered fixed bound­

ary conditions) and then formed into an enlarged gradient vector
 

-R2
 

R3
 

(4.41)
 

Z2N-3
 

4.3 First-Order Techniques
 

In finding a solution z=a of an equation f(z)=a, an iterative
 

technique which functions such that
 

(4.42)
'k+1 - , = qk (zk-a) Iqk1 < 1 

is known as a first-order technique. Several first-order techniques
 

were employed to minimize the Icost function J.
 

4.31 Steepest Descent
 

Referring to the notation of (4.1), the method of steepest
 

descent prescribes a change
 

k+l = + k (4.43)--k
 

k= - 1(1k) (4.44)k 
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The multiplier hk is used to set the step size. One method of
 

determining it is on the basis of desired change in the cost J. Since
 

J = T ( W 6Lk 

- - hk T (!kS(Jk) (4.45) 

the value of hk is given by
 

hk T (4.46)
 

The value of 6J is chosen to be some fraction of the cost J at the
 

state sk . Thus
 

6J = - kcJ(S (4.47) 

Thus 

hkJ (k) (4.48)
=hk T(sk)g_(L() 

The initial value of Yk is Y=i.
 

The procedure for a single steepest descent step is as follows
 

1) At the present state sk evaluate the gradient &(s_k) and
, 


the multiplier hk.
 

2) Take the step given by (4.44). At the new state Sk+l
 , 

evaluate the cost J(Skl). 

3) If the new cost J(Sk+l) is less than the old cost JCSk), 

accept the step and set 

(4.49)
Yk1l = i- Yk 

4) If the new cost is greater than the old cost, reject the
 

step. Set
 

(4.50)
Yk+l = 0.5 Tk 
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and 	repeat the step.
 

This form of the steepest descent technique suffers from two
 

shortcomings. The first of these is the method of step-size control.
 

While it does insure that each accepted step will reduce the cost
 

function, it does not usually take the best possible step. The second,
 

and more serious, concerns the nature of the cost function, which is
 

much steeper in directions corresponding to changes in the angle com­

ponents of s than in directions corresponding to changes in the time
 

components. This is the common "ravine" problem encountered in many
 

parameter optimization situations. As depicted in Figure 4.1, it
 

results in a zig-zag path yielding little cost reduction for each step.
 

The means of alleviating both these shortcomings are dealt with in the
 

next section.
 

4.32 	Modified Steepest Descent
 

4.321 	Optimum Step-Size Selection
 

To insure an optimum step in the direction specified by (4.44), a
 

parabola is fitted to the cost function in that direction and the step
 

taken to its minimum. For a parabola given by
 

(Y-CO) = cl(x-c 2) 2 	 (4.51) 

the constants c0 , cl, c2 may be determined from the values of the
 

ordinate y at x=O and x=l and the slope at x=O.
 

O= y(O) YO' = 0(4.52)
x=0
 

yl 	 y(i) 
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Substituting (4,2) into (4.51) yields three equations
 

Yo-Co = ClC22 (4.53)
 

Yl-0 = ci(I-c 2)
2 (4.54)
 

= 
Y0' - 2clC2 (4.55)
 

Solving (4.53)-(4.55) for cQ, cl, c2 yields
 

cI = y-y 0-y0' (4.56)
 

Yo I 
c2 = - Yc (4.57) 

CO = y0-c1c2
2 (4.58) 

This technique searches for the minimum of the post function
 

along the line s = sk+x6sk. The units are such that x=l corresponds
 

to the step taken in the preceding section,
 

The procedure for taking an optimum step is as follows:
 

1) At the present state 2., evaluate the cost J(.k]p the
 

gradient &(ak), and the multiplier ).
 

2) Take the step 61k given by (4.44). At the new state
 

ik evaluate the cost J(tk).
 

3) For the parabolic fit, set
 

Yo = J(k) (x=O) (4.59) 
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I = J6 (x=l) 	 (4.60) 

)Y0' 	 = 6J - YkJ(k (x=O) (4.61) 

Solve for the values of c0 , cl, c2 using (4.56)-(4.58).
 

4) Take the optimum step
 

kl= + C2 
6 k 	 (4.62) 

and set
 

(4.63)
Yk+l 	= '2 Yk 

This technique requires one additional evaluation of the cost function
 

(in step 2)
 

4.322 	Gradient Weighting Matrix Selection
 

From Figure 4.1, it can be seen that the gradient components
 

directed across the "ravine" will experience a sign change at each
 

step while those components along the axis of the "ravine" will remain
 

unchanged in sign. Thus, the ravine problem may be alleviated by
 

adding a weighting matrix "k which turns the step direction along
 

those gradient components which do not change sign. This modification
 

of (4.44) results in the new step
 

6sk = - hk Wk &(kJ 	 (4.64) 

The weighting matrix is a diagonal matrix of weighting coefficients
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Wl,k
 

W2 ,k
 

3,k
 
Wk (4.65) 

W6N-12,k 

each of which corresponds to one component ,of the gradient vector.
 

The initial value of the weighting matrix is an identity matrix.
 

W1 = I (4.66) 

After each step, each component of the gradient is tested to see if
 

it has changed sign. The weighting coefficients corresponding to
 

those components which have not changed sign are increased by an
 

amount w .
 

Wik+l = Wi,k + Wg (4.67)
 

while the coefficients corresponding to components which have changed
 

sign are decreased by a like amount.
 

Wi,k+ 1 = wi'k - w (4.68) 

All wighting coeffiuient5 are constrained to lie in the range 

S< wi,k < wM (4.69) 
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Different values of gain w and maximum value wM are assigned to
 

coefficients corresponding to the 8, *, and t components.
 

The net result of this procedure is to bias the direction of the
 

step in favor of those components of the gradient whose sign remains
 

unchanged. This is exactly what is needed to proceed down the length
 

of the "ravine". The technique which incorporates both the optimum
 

step-size control and the weighted gradient step will be termed the
 

optimum gradient step COGS).
 

4.33 Conjugate Gradient Method 

The method of conjugate gradients uses the information gained
 

from previous steps taken to gradually construct a set of mutually
 

conjugate directions. If the cost function J were an N-dimensional
 

quadratic form, a sequence of N one-dimensional minimizations along
 

these conjugate directions would locate the minimum of the cost
 

function. For general functions, the process is iterative rather
 

than convergent in a finite number of steps. The method is detailed
 

in [32]. The computer subroutine used is DFMCG taken from [33].
 

4.34 Use of Acceleration Steps
 

This method is a modification of steepest descent used to avoid
 

the ravine problem. It uses steepest descent steps with occasional
 

acceleration steps given by
 

= Pk(kk - k-2 ) 

where Pk = multiplier chosen for step-size control.
 

These acceleration steps have the effect of moving along the axis of
 

the zig-zag pattern shown in Figure 4.1 when the ravine problem is
 

encountered. A modification of this procedure using alternating
 

steepest descent and acceleration steps is given [34].
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4.4 Second-Order Techniques
 

In finding a solution z=a to an equation f(z)=a, an iterative
 

technique which acts such that
 

Zk+1 - a = qk(zk-a)2 lqkl'l 	 (4.70) 

is known as a second-order technique. The technique used in this
 

thesis is a generalized Newton-Rapheson iteration. It may be used
 

only if the minimum value of the cost function J is zero since it
 

searches for a zero of the u vector.
 

Using the notation of (4.1) and (4.3), it is possible to con­

struct the matrix equation
 

-u = H Ss 	 (4.71)
 

where H is a matrix built up of the (3x3) sub-matrices H ,j according
 

to the rules
 

1) 	For i = odd, 

Hi-l,= Di+l (=0 for i=l) (4.72) 

Hii = Bi+l - Pi+l - C +I - Di+2 	 (4.73)
 

Hi+li =- A+l - Bi - Pi+2 + Ci+2 	 (4.74)
2 


Hi+2, i =Ai+2 (=0 for i=2N-3) (4.75)
 

2) 	For i = even 

Hil'i = - Di+1 (4.76) 

Hi,i = Ci+l - Pi+l - Bi+1 (4.77) 

Hi+l, i A1+1 (=0 for i=2N-4) 	 (4.78)
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3) For all Hi' j ndt covered by (4.72)-(4.78) 

Hi j = 0 (4.79) 

These matrices are identical to the bracketed terms in (4.38) and
 

(4.40). The subscripts are offset by 1 since the terms in u and 6s
 

run from 2 to 2N-3 while the subscripts of H1a run from 1 to 2N-4.
 

Solving (4.71)ylelds the variation which would cancel the velocity
 

mis-match vector if the linearization were an exact process
 

6s = - H-1 u (4.80) 

Since the linearization yields only a local approximation to the cost
 

function surface, this process is iterative. However, second-order
 

convergence is achieved.
 

The matrix H to be inverted in (4.80) is of dimension 6(N-2) where
 

N may be quite large. The inversion may be considerably simplified by
 

noting that H is a banded matrix (i.e. has non-zero terms only on or
 

near its main diagonal). Using this property solution (4.80) may be
 

obtained by solving the set of linear equations (4.71) using a Gauss-


Jordan method which stores and manipulates only the non-zero elements.
 

This allows the storage and computational time to be reduced consid­

erably. The computer subroutine used is DGELB from [33].
 

4.5 Application of Inequality Constraints
 

At a planet; the coordinates of the entry and exit points are
 

given by
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entry point Lk = [k (4.81D 

tk 

rAek+ll
 

exit point = = 	 A~k+l (4.82) 

Atk+ij 

Unit vectors centered in the planet in the direction of the entry and
 

exit points are given by
 

[cOSek COs)l 

jk sinek cosk (4.83) 

Sco(ek + e k+)cos(k + "k+1) 

(4.84)
i SifC + Aek+)cOsC@k + A k+ 

sin (h + A"k+I ) 

Assuming that these unit vectors approximate the asymptotes of the
 

swnngby hyperbola, the turn angle v of the hyperbola is given by
 

-I 
V = cos 1-[I .4k11 	 (4.85) 

V - cos -I [cosCAR+kt 	coSfkcOs(kAk+l)
 

+ sinksin(k+A0k+l)] 	 (4.86)
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See Figure (4.2) for an illustration of this angle. The maximum
 

turn angle possible for a minimum periapse radius of rpA is given by
 

-1
VM = 2 sin (4.87) 

i 
where 

pi = gravitational parameter of the planet
 

vI = hyperbolic excess velocity
 

vT Pi T- H,k YIk - 2 (4.88) 

rs, i = radius of planetary sphere of influence 

Before the acceptance of a step 6 X2k and dxk+l for a planet's
 

entry and exit points, the values of v and VM are calculated for the
 

projected new values
 

Xk = k +6 X%
 

(4.89)

Xk+l =xk+, + xk+l
 

are zero 


components of 6k are left unchanged. This procedure is repeated for
 

each swingby on every iteration. The criterion for the minimum periapse
 

distance is
 

If V>VM, the components of 1k+l set equal to and the
 

rpA = kM re (4.90)
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where
 

re = equatorial radius of the planet
 

kM = constant multiplier (usually 1.1)
 

4.6 Behavior of Minimization Techniques
 

In general, the techniques discussed in sections 4.3 and 4.4
 

behaved as follows;
 

1) 	The steepest descent technique suffered badly from the
 

ravine problem. It was not used extensively.
 

2) 	The optimum gradient step (GS) dealt with the ravine
 

problem fairly well and also solved the step-size con­

trol difficulties. It was adapted easily to the con­

straincd case. The OGS was the most useful first-order
 

technique employed.
 

3) 	The conjugate gradient method proved to be slightly
 

faster than the OGS. It was not adaptable to the con­

strained problem. Thus it was employed mainly as a check
 

on the performance of the OGS.
 

4) 	The acceleration steps showed no noticeable improvement
 

over the OGS. They were not used extensively.
 

5) 	The generalized Newton-Rapheson technique showed second­

order convergence near the solution. However, it some­

times diverged when started too far from the solution
 

point. Also, it was applicable only when the minimum of
 

the cost function was zero.
 

In general, the first-order techniques showed a diminishing speed
 

of convergence as they approach the solution point. They were useful
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mainly to reach the neighborhood of the minimum. If applicable (i.e.
 

if an admissible minimum equal to zero exists) the second-order tech­

nique was used to converge to the solution. Otherwise the OGS technique
 

was used for the whole process.
 

4.7 Application of the Trajectory Segment Matching Technique
 

The procedure for application of the trajectory segment matching
 

procedure is as follows.
 

1) 	Using the cost function given in (2.13) and (2.14) con­

verge to a minimum of the cost for the advanced patched
 

conic model.
 

2) 	For this solution, compute the velocity offsets as
 

described in Chapter 3.
 

3) 	Using the cost function given in (3.31) and (3.32) con­

verge to a minimum of the cost for the perturbed conic
 

model. During this iteration, the offsets 6!E,k and
 

vHk are considered to be constants and thus remain
 

unchanged.
 

4) For this new solution, re-compute the velocity offsets.
 

If they have changed measurably, return to step 3.
 

Otherwise, termi:nate the process.
 

The result is a sequence of perturbed conic legs matched in position,
 

velocity, and time at the sphere of influence entry and exit points.
 

The accuracy of this sequence may be checked by determining a set of
 

exact trajectory legs (corresponding to the same initial and final con­

ditions on position and time) by numerical integration. In all cases
 

examined, the perturbed conic legs have been close enough that the
 

numerical trajectory integration has converged to the desired boundary
 

conditions within two or three iterations.
 

Examples of the use of this technique are given in the next three
 

chapters.
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ITERATION PATH
 

CONTOURS OF CONSTANT COST
 

Figure 4.1 Behavior of Steepest Descent Technique in a "Ravine" 



OUTGOING ASYMPTOTE
 

2__k+l(exit point) !~ -


Figure 4.2 Calculation of Turn Angle 



Chapter 5
 

Dual Planet Reconnaissance Trajectory Example
 

5.0 Chapter Summary
 

The dual planet reconnaissance trajectory is described. The coor­

dinates of the sphere of influence entry and exit points and the orbit­

al elements of the individual trajectory legs are given. The perfor­

mance of the trajectory segment matching technique is discussed. The
 

results of the perturbed conic analysis are tabulated and the analytic
 

predictions are compared with numerically integrated trajectory legs.
 

The resulting comparison shows that the trajectory may be predicted to
 

within a total correction of 0.2263 m/sec.
 

5.1 	 Description of the Mission
 

This mission employs a free-fall trajectory (see Figure 5.1) which
 

leaves Earth, makes a close pass first to Venus and then to Mars, and
 

then returns to Earth. It would be possible for a reconnaissance mis­

sion of both Mars and Venus by manned or unmanned spacecraft. In the
 

unmanned case the return to earth would allow recovery of high res­

olution photographs taken during the swingbys. This mission is de­

scribed in [3]. A method for finding these dual planet swingbys using
 

the simple patched conic model is given in [10].
 

The final trajectory is specified by the following set of plane­

tary sphere of influence (SOT) entry and exit points. The SOT radii
 

are given in Appendix C.
 

Point Julian Date Location
 

1 2441478.80000 Earth SOT exit point (launch)
 

2 2441634.11977 Venus SOT entry point
 

3 2441637.99955 Venus SOT exit point
 

4 2441787.28715 Mars SOI entry point
 

5 2441792.32920 Mars SOT exit point
 

6 2441949.20000 Barth SOT entry point (arrival)
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The spherical coordinates of the SO1 entry and exit points given in a
 

planetocentric ecliptic coordinate system (see Appendix A) are
 

Point Azimuth Elevation
 

1 
 142.8000 -19.600'
 

2 
 332.2490 -2.6370
 

3 177.7960 1.7160
 

4 43.0660 4.1180
 

5 222.4580 3.8850
 

6 8.3000 5.7000
 

The complete set of cartesian coordinates of the SOI entry and exit
 

points in the heliocentric and planetocentric coordinate frames plus
 

the heliocentric coordinates of the planet are given in Appendix B.
 

The total time of flight is relatively short (about 1.3 years)
 

and divided approximately evenly among the heliocentric legs.
 

Leg Time of Flight (days) Central Angle Traversed
 

1-2 155.31977 244.2680
 

2-3 3.87978 193.4910
 

3-4 149.28760 122.8550
 

4-5 5.04205 184.410'
 

5-6 156.87080 85.5620
 

The legs (2-3) and (4-5) are planetocentric hyperbolas, while legs
 

(1-2),(3-4) and (5-6) are hellocentric ellipses. The orbital elements
 

of these legs are
 

Leg Semi-Major Axis Eccentricitz Inclination
 

1-2 0.80837 a.u. 0.25644 3.3480 

2-3 0.'72733 rp 4.28637 3.0530 

3-4 1.07057 a.u. 0.37045 3.2900 

4-5 0.24513 rp 13.00436 94.3370 

5-6 1.06599 a.u. 0.37479 1.3100 
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The semi-major axis is given in astronomical units (a.u.) for the
 

hellocentric legs and in planetary radii for the planetocentric legs.
 

The vis-viva energy at earth needed to launch on this trajectory
 

is
 

C3 = 	 18 378 km 2/sec 2 

while the re-entry velocity on return to earth is
 

= 15,639.128 m/sec
vR 


The periapse radius (in kilometers and planetary radii), the
 

periapse velocity (in km/sec), and the turn angle (as defined in
 

Section 4.5) for the planetocentric legs are
 

Leg Periapse Radius Periapse Velocity Turn Angle 

2-3 14,461.578 (2.3903) 10.904491 13.4910 

4-5 10,034.548 (2.9427) 7.737818 4.4100 

The time of periapse is the mid-point between the entry and exit times
 

on the sphere of influence.
 

All of the parameters listed in this section are for the two-body
 

trajectory legs used as reference orbits for the final perturbed conic
 

analysis.
 

5.2 	 Performance of Trajectory Segment Matching Techniques
 

The trajectory segment matching technique is repeated through
 

several cycles. The first of these uses only the advanced conic model.
 

The initial conditions are obtained from [10] where the trajectory was
 

determined using the simple patched conic model. All successive cycles
 

employ the perturbed conic model with the velocity offsets re-calculated
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for each cycle. The column labeled method indicates whether the
 

optimum gradient step (OGS) or the generalized Newton-Rapheson (GNR)
 

procedure is used for that step. The cost function is defined by
 

(2.13-.14) for the first cycle and by (3.31-.32) for successive cycles.
 

First Cycle: Iteration Method Cost Function (km/sec)
 

Initial Conditions 3.87296 

1 OGS 2.81187 

2 OGS 0.35187 

3 GNR 0.29405 (10 - ) 

4 GNR 0.34828 (10­ 9 

5 GNR 0.36653 (10- 1 7 

Second Cycle: Iteration Method Cost Function
 

- )
0.35299 (10
Initial Conditions 


1 GNR 0.14899 (10-9
 

GNR 0.17063 (10-17)
2 


Third Cycle: Iteration Method Cost Function
 

0.65610 (10-8)
Initial Conditions 


GNR 0.10061 (10-16)
1 


Fourth Cycle: Iteration Method Cost Function
 

-1 2)
0.31691 (10
Initial Conditions 


The change from OGS to GNR occurred when the cost function fell
 
-1 4
 

below 0.5.A cycle was terminated when the cost went below 1.0 (10
 

and the whole procedure was ended when the cost at the initial point
 

of a new cycle was less than 1.0 (10-10). The total running time of
 

this process on the IBM 360/65 was 48 sec.
 

5.3 Perturbed Conic Results
 

The first step in the perturbed conic model was the calculation
 

of the perturbations in the initial and final position and velocity
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for each leg due to the disturbing accelerations. The magnitudes of
 

these perturbations (in km and m/sec) for the last cycle are
 

Leg Sr(tl) Sv(tl) 6r(t 2) Sv(t 2) 

1-2 35,161.42 39.727 9331.04 25.252 

2-3 1,482.11 26.470 1335.23 23.669 

3-4 11,780.23 26.099 2069.76 3.544 

4-5 242.58 3.347 236.88 3.248 

5-6 4,769.78 3.698 6545.68 15.886 

The next step is the calculation of the position and velocity
 

perturbations at the mid-point that eliminate the position pertur­

bations at the initial and final points. These mid-point perturbation
 

magnitudos (in km and m/sec) for the last cycle are
 

Leg 6r(tM) 8Q(tM)
 

1-2 9197.48 4.882
 

2-3 324.23 50.435
 

3-4 6059.22 0.448
 

4-5 9.31 1.330
 

5-6 3618.21 0.723
 

The last step is the calculation of the offsets of the initial and
 

final velocities. These offset magnitudes (in m/sec) for the last
 

cycle are
 

Leg 6Q(tl) Sv(t 2) 

1-2 34.286 24.139
 

2-3 19.034 14.558
 

3-4 
 22.322 3.211
 

4-5 2.221 
 2.183
 

5-6 2.997 
 14.982
 

83 



5.4 	Comparison with Numerically Integrated Results
 

The accuracy of the analytic procedure is evaluated by comparison
 

with numerically integrated trajectory legs determined using the
 

following procedure:
 

1) 	The initial conditions for the numerical integration are
 

set equal to the conic position and the perturbed conic
 

velocity at the initial time tI
 ,
 

1(t1 ) = !Oct,) 

1(t1 ) = v0 tI + & (t1 ) 	 (5.1)
 

[ denotes values on the numerically integrated tra­

ectory]
 

2) 	The N-body equations of motion and the differential
 

equations for the N-body state transition matrix are
 

integrated forward to the final time t2 , The errors in
 

position and velocity at the final time are given by
 

Ar(t 2) = r(t2) - ro(t 2) 	 (5.2) 

Av(t 2) = i(t2) - [vo(t 2) + 51(t2)] 	 (5.3)
 

The 	numerical integration routine is described in [26].
 

3) 	Using the N-body state transition matrix between t. and
 

t2, the change in (t1 ) needed to eliminate Ar(t 2) is
 

calculated.
 



Steps 2) and 3) are repeated until Ar(t 2) is driven to zero. If
 

the initial guess is close this happens quite rapidly. For this example,
 

Ar(t2) was reduced to under 10- 5 km in two iterations.
 

The quantities chosen to indicate the accuracy of the analytic
 

techniques are the magnitude of the velocity error at t1
 

tv(t1 ) = Y(tl) - [vO(tl) + 6(tl)], (5.4)
 

the magnitude of the velocity error at t2
 

Av(t 2) = k(t) - fv0(t2) + 62(t 2)], (5.5)
 

and the position error at t2 due to the use of the analytically deter­

mined velocity at tI for the numerical integration
 

Ar(t2) = i(t 2 ) - ro(t 2 ) (5.6) 

for 

kctI) vOCtl) + sQ(tly 

These values (in km and m/sec) are
 

Leg Av(tl) Av(t 2) Ar(t 2)
 

1-2 .1250 .0450 5327.23
 

2-3 .0030 .0091 9.71
 

3-4 .0430 .0041' 1306.60
 

4-5 .0028 .0030 1.62
 

5-6 .0017 .0173 15.39
 

In order to fly the trajectory, it would be necessary to apply
 

velocity corrections at each of the SOI entry and exit points to
 

85 



eliminate these errors. The magnitudes of these corrections (in m/sec)
 

are
 

Point Correction
 

1 
 0.1250
 

2 
 0.0448
 

3 0.0340
 

4 0.0022
 

5 0.0030
 

6 0.0173
 

The total correction needed is
 

Av = 0.2263 m/sec.
 

It is also possible to compare the periapse conditions of the
 

numerically integrated trajectory with those of the two-body reference
 

trajectory used in the perturbed conic analysis. The differences are
 

Leg Ar7 Av At
 

2-3 8.3576 km 8.0255 m/sec -29.142 sec
 

4-5 0.6106 km 1.1715 m/sec -1.223 sec
 

where
 

t = time of periapse for two-body reference orbit
 

tT = time of periapse for numerically integrated trajectory
 

Ar = r (t)- 0 ) 

AV.Jr = j r(~) In- (t Tr0 

At = t - t 0 
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5.5 Discussion of Results
 

The analytic technique has provided an accurate description of the
 

legs of the dual planet reconnaissance trajectory. The velocity errors
 

described in the last section could be eliminated by running the tra­

jectory segment matching procedure for a few more cycles using offsets
 

calculated by numerical integration rather than by the analytic tech­

niques of Chapter 3. Instead, it is probably easier to absorb these
 

errors in the mid-course corrections made on approach and departure
 

from each planet.
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Figure 5.1 Dual Planet Reconnaisanqe Trajectory 
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Chapter 6
 

Grand Tour Trajectory Example
 

6.0 Chapter Summary
 

The Grand Tour mission is described. The coordinates of the
 

sphere of influence entry and exit points and the orbital elements
 

of the individual trajectory legs are given. The performance of the
 

trajectory segment matching procedure is discussed. lhe results of
 

the perturbed conic analysis are tabulated and the analytic predic­

tions are compared with numerically integrated trajectory legs. This
 

comparison shows that the trajectory may be predicted to within a
 

total correction of 2.652 m/sec. The accuracy of the model for the
 

disturbing acceleration during the planetocentric phase is considered.
 

6.1 	 Description of the Mission
 

This mission employs a free-fall trajectory (see Figures 6.1
 

and 6.2) which leaves Earth and makes successive close passes to
 

Jupiter, Saturn, Uranus, and Neptune. The configuration of the planets
 

necessary for the Grand Tour occur only once every 179 years with the
 

next opportunity occurring in the period 197S-1981. Descriptions of
 

this type of mission may be found in [16),[17], and [20] where the
 

simple patched conic model is used to determine launch windows and
 

approximate trajectory parameters. The specific trajectory chosen for
 

this chapter leaves Earth in October, 1978.
 

The final trajectory is specified by the following set of plane­

tary sphere of influence (SOT) entry and exit points. The SOT radii
 

are listed in Appendix C.
 

Point Julian Date Location
 

1 2443787.00000 Earth SOT exit point (launch)
 

2 2444291.61927 Jupiter SOI entry point
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Point Julian Date Location
 

3 2444457.85596 Jupiter SOI exit point
 

4 2444930,62043 Saturn SOT entry point
 

5 2445126.30248 Saturn SOT exit point
 

6 2446481.99628 Uranus SOT entry point
 

7 2446638.44605 Uranus SOT exit point
 

8 2447720.00000 Neptune SOI entry point
 

(arrival)
 

The launch date is October 6, 1978 while the arrival date is July 13,
 

1989 (which luckily occurs on a Thursday in that year).
 

The spherical coordinates of the SOI entry and exit points given
 

in a planetocentric ecliptic coordinate system (see Appendix A) are
 

Point Azimuth Elevation
 

1 101.4240 8,7200
 

2 312.9200 1.0930
 

3 180.0660 4.2530
 

4 16.0390 -3.4330
 

5 281.5650 -2.5020
 

6 94.1660 1.6650
 

7 291.,4440 2.9750
 

8 114.2700 -2.8120
 

The complete set of cartesian coordinates of the SOI entry aIU WAL
 

points in the heliocentric and planetocentric coordinate frames plus
 

the heliocentric coordinates of the planets at encounter are given in
 

Appendix E.
 

The total flight time for the trajectory is short (about 10.77
 

years) considering the distance covered. The time of flight and central
 

angle traversed for the individual legs are
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Leg Time of Flight (days) Central Angle Traversed
 

1-2 504.61927 144.4980
 

2-3 166.23669 205.6090
 

3-4 472.76447 25.9020
 

4-5 195.68205 223.0500
 

5-6 1355.69380 54.4380
 

6-7 156.44977 189.0350
 

7-8 1081.55395 17.3920
 

The legs (2-3), (4-5), and (6-7) are planetocentric hyperbolas
 

about Jupiter, Saturn, and Uranus respectively. The leg (1-2) is a
 

heliocentric ellipse while legs (3-4), (5-6) and (7-8) are heliocentric
 

hyperbolas. Each swingby adds energy to the trajectory, keeping it
 

above solar escape energy after the Jupiter swingby. The orbital ele­

ments for the trajectory legs are
 

Leg Semi-Major Axis Eccentricity Inclination
 

1-2 4.61480 a.u. 0.78328 2.3830
 

2-3 17.22512 rp 2.31355 6.8810
 

3-4 28.43593 a.u. 1.14287 2.8570
 

4-5 5.23592 rp 1.46490 4.4120
 

°
 5-6 3.77866 a.u. 3.54820 2.836
 

6-7 1.10298 rp 6.,36816 15.1100
 

7-8 3.06068 a.u. 5.41387 2.8210
 

The semi-major axis is given in astronomical units (a.u.) for the
 

heliocentric legs and in planetary radii for the planetocentric legs.
 

The vis-viva energy at earth needed to launch on this trajectory
 

is
 

C3 = 101.520 km
2/sec 2
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The periapse radius (in kilometers and planetary radii), the
 

periapse velocity (in km/sec) and the turn angle (as defined in Section
 

4.5) for the planetocentric legs are
 

Leg Periapse Radius Periapse Velocity Turn Angle
 

2-3 1,615,506.286 (22.62614) 16.121540 2S.6090
 

4-5 147,025.929 (2.4342) 25.207545 43.0500
 

6-7 139,143.535 (5.9210) 17.530135 9.0350
 

The time of periapse is the mid-point between the entry and exit times
 

on the SOI.
 

All the parameters listed in this section are for the two-body
 

trajectory legs used as reference orbits for the final perturbed conic
 

analysis.
 

6.2 Performance of Trajectory Segment Matching Technique
 

The trajectory segment matching procedure is repeated through
 

several cycles. The first of these uses the advanced patched conic
 

model. The initial conditions are obtained from [16] where the tra­

jectory was determined using the simple patched conic model. All suc­

cessive cycles employ the perturbed conic model with offsets re-calcu­

lated for each cycle. The column labelled method indicates whether the
 

optimum gradient step (OGS) or the generalized Newton-Rapheson (GNR)
 

procedure is used for that step. The cost function is defined by
 

(2.13-.14) for the first cycle and by (3.31-.32) for successive cycles.
 

First Cycle: Iteration Method Cost Function (km2/sec
2
 

Initial 	Conditions 4.04945
 

1 OGS 3.96201
 

2 OGS 3.89372
 

3 OGS 3.79476
 

4 OGS 3.76557
 

92
 

http:3.31-.32
http:2.13-.14


First Cycle: Iteration Method Cost Function (km2/sec 2)
 

5 OGS 3.72571
 

92 
 OGS 1.47623
 

93 OGS 1.47268
 

94 OGS 1.46821
 

95 GNR 0.47856 (10-2
 

GNR 0.23789 (10-7
96 

-


97 GNR 0.80956 (I0 ) 

98 GNR 0.10929 (10-18) 

Second Cycle* Iteration Method Cost Function
 
-


Initial Conditions 0.10898 (10 ) 

-
1 GNR 0.10408 (10 ) 

2 GNR 0.13908 (10- l)
 

3 GNR 0.32573 (10-17)
 

Third Cycle: Iteration Method Cost Function
 

0.10560 (10-5
Initial Conditions 

-1)
1 GNR 0.10959 (10
 

-17
2 GNR 0.19818 (10
 

Fourth Cycle. Iteration Method Cost Function
 

Initial Conditions 0.15182 (10-9)
 

GNR 0.24154 (10-15
1 


Fifth Cycle: Iteration Method Cost Function
 

-

Initial Conditions 0.15638 (10 11)
 

The change from OGS to GNR occurred when the cost function fell
 

below 1.47. A cycle was terminated when the cost fell below 1.0 (10-14)
 

and the whole procedure was ended when the cost at the beginning of
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a new cycle was less than 1.0 (10- 0). The total running time on the
 

IBM 360/65 was about 172 seconds.
 

6.3 	 Perturbed Conic Results
 

The first step in the perturbed conic model was the calculation
 

of the perturbations in the initial and final position and velocity
 

for each leg due to the disturbing accelerations. The magnitudes of
 

these perturbations (in km. and m/sec) for the last cycle are
 

Leg r(tl) 6v(tl) 6r(t2) v(t2) 

1-2 144,135.26 20.974 680,081.06 115.831 

2-3 350,124.98 146.486 317,175.98 126.799 

3-4 681,236.05 117.365 90,828.50 7.226 

4-5 106,229.23 38.040 51,438.66 18.086 

5-6 847,681.45 46.614 464,247.07 12.626 

6-7 8,764.69 3.921 7,684.89 3.384 

7-8 246,233.21 11.917 222,593.00 10.058 

The next step is the calculation of the position and velocity
 

perturbations at the mid-point that eliminate the position perturbations
 

at the initial and final points. The magnitudes of these mid-point per­

turbations (in km andm/sec) for the last cycle are
 

Leg 6r(tM) 	 &CM
 

1-2 	 276,302.85 13.418
 

2-3 	 14,105.26 56.324
 

3-4 	 367,398.01 14.229
 

4-5 174,611.87 12,147.092
 

5-6 616,749.98 3.755
 

6-7 1,673.59 29.264
 

7-8 215,439.75 2.071
 

The last step is the calculation of the offsets of the initial
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and final velocities. These offset magnitudes (in m/sec) for the last
 

cycle are
 

Leg 69(tl) 6v(t 2)
 

1-2 16.800 92.557
 

2-3 94.702 81.347
 

3-4 100.210 10.165
 

4-5 34.432 20.439
 

5-6 42.388 14.480
 

6-7 2.820 2.104
 

7-8 10.560 9.195
 

6.4 Comparison with Numerically Integrated Results
 

The accuracy of the analytic procedure is evaluated by comparison
 

with numerically integrated trajectory legs using the procedure de­

scribed in Section 5.4. The quantities used to evaluate the accuracy
 

of the analytic technique are the errors in the velocity offsets at
 

the initial and final times and the position error at the final time
 

due to the use of the analytically determined initial velocity. The
 

magnitudes of these quantities (in km and m/sec) are
 

Leg Av(tl) Av(t 2) Ar,(t 2)
 

1-2 0.305 0.139 8185.05
 

2-3 0.622 0.438 8955.75
 

3-4 0.353 0.089 15,348.52
 

4-5 0.335 0.184 239,662.60
 

5-6 0.052 0.095 6444.35
 

6-7 0.0081 0.0071 1904.25
 

7-8 0.095 0.095 8833.50
 

In order to fly the trajectory, it would be necessary to apply
 

velocity corrections at each SOI entry and exit point to eliminate the
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above errors. The magnitudes of these corrections (in m/sec) are
 

Point Correction
 

1 
 0.305
 

2 0.667 

3 0.787 

4 0.424 

5 0.179 

6 0.103
 

7 0.092
 

8 0.095
 

The total correction needed is
 

Av = 2.652 m/sec.
 

The differences in the periaps6 conditions between the numerically
 

integrated trajectory legs and the two-body reference values for the
 

planetocentric legs are
 

Leg ArT Av At7 

2-3 

4-5 

6-7 

1025.172 km 

40.068 km 

8.162 km 

29.07S m/sec 

5.083 m/sec 

1.216 m/sec 

18.5368 minutes 

-116.5053 minutes 

-1.5907 minutes 

6.5 Discussion of Results 

The assumption that the disturbing acceleration due to other
 

planets has neglible effect during the planetocentric legs of the tra­

jectory does not prove to be as good for this example as it did for the
 

dual planet reconnaissance trajectory. This shows up most strongly for
 

the planetocentric leg about Saturn due to the long time inside the
 

sphere of influence (196 days) and the proximity of Jupiter (about
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S a.u. away). To evaluate the effects of the other planets, the
 

numerical integration of the Saturn planetocentric leg was repeated
 

using the sun as the only disturbing body. The results are
 

Av(tl) = 0.026 m/sec (0.335 m/sec)
 

Av(t 2) = 0.004 m/sec (0.184 m/sec)
 

Ar(t 2) = 1704.871 km (239,662.60 km)
 

ArW = 37.827 km (40.068 km)
 

Av = 4.918 m/sec (5.083 m/sec)
 

At = -115.4210 minutes (-116.5053 minutes)
 

The corresponding figures for the numerical integration of the same
 

leg using all the other planets as well as the sun as disturbing
 

bodies are shown in parenthesis.
 

The large shift in periapse time at Saturn shows up in large
 

values of r(tM) and S4NtM) given in Section 6.3. Position and veloc­

ity change quite rapidly near periapse for a hyperbola.
 

The general accuracy of the analytic procedure as applied to
 

this trajectory is quite adequate. The total correction needed (2.652
 

m/sec) may be quite easily absorbed into the mid-course correction
 

allowance. Based on the results described above, about 40% of the
 

total correction magnitude could be eliminated by using a perturbed
 

conic model which includes the disturbing accelerations of the other
 

planets during the planetocentric phases.
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URANUS
 

SATURN
 

10 a.u.8 

NEPTUNE
 

Figure 6.1 Grand Tour Trajectory 
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ORRBIT 
 OF SATRTN
 

2a.u 

Figure 6.2 Grand Tour Trajectory Segment 
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Chapter 7
 

Periodic Trajectory Example
 

7.0 Chapter Summary
 

The periodic trajectory example is described. The coordinates
 

of the sphere of influence entry and exit points and the orbital
 

elements of the individual trajectory legs are given. The performance
 

of the trajectory segment matching procedure is discussed. The re­

sults of the perturbed conic analysis are tabulated and the analytic
 

predictions are compared with numerically integrated trajectory legs.
 

The solution found is not a free-fall trajectory but requires a total
 

impulse of 220.534 m/sec applied at the various sphere of influence
 

(SOI) entry and exit points. The total error in the calculation of
 

the trajectory legs amounted to 38.950 m/sec which would also be
 

applied at the SOI entry and exit points. The sources of these errors
 

are discussed.
 

7.1 Description of Mission
 

The term periodic orbit is used here to mean an interplanetary
 

free-fall trajectory which shuttles back and forth between two planets.
 

Once this orbit is established, it continues indefinitely with only
 

minor guidance corrections. The existence of such trajectories was
 

first explored by Hollister in [22]. Using the simple patched conic
 

model, a general search procedure for periodic trajectories was de­

veloped and three types of trajectories connecting Earth and Venus
 

were discovered. This work was extended by Menning [23] who found
 

additional Earth-Venus trajectories and by Rall [25] who examined
 

Earth-Mars periodic trajectories. The guidance requirements for the
 

Earth-Venus trajdctories were examined by Hickman in [24].
 

The trajectory chosen for closer examination using the technique
 

developed in this thesis is a segment of Periodic Orbit I given in
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[22]. It consists of the sequence
 

1) Earth to Venus transfer
 

2) Direct Return to Venus
 

3) Direct Return to Venus
 

4) Venus to Earth transfer
 

5) Direct Return to Earth
 

6) Earth to Venus transfer
 

The direct return legs are trajectories which return to the launch
 

planet one planetary year later. This sequence (illustrated in Figures
 

7.1 to 7.3) forms a part of a larger (16 year) orbit which repeats
 

indefinitely between Earth and Venus.
 

The final trajectory is specified by the following set of plane­

tary sphere of influence (SOI) entry and exit points. The SOT radii
 

are given in Appendix C.
 

Point Julian Date 

1 2440811.29805 

2 2440968.17351 

3 2440974.71063 

4 2441192.53554 

5 2441199.05152 

6 2441416.81361 

7 2441423.35856 

8 2441587.41963 

9 2441598.42073 

10 2441951.97897 

1i 2441962.96593 

12 2442123.36905 

The launch date is on August 11, 
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Location
 

Earth SOI exit point (launch)
 

Venus SOI entry point
 

Venus SOI exit point
 

Venus SOI entry point
 

Venus SOI exit point
 

Venus SOI entry point
 

Venus SOI exit point
 

Earth SOT entry point
 

Barth SOT exit point
 

Earth SOT entry point
 

Earth SOI exit point
 

Venus SOI entry point (arrival)
 

1970 with the arrival date on March
 



13, 1974 (which is a Wednesday).
 

The spherical coordinates of the Sol entry and exit points in a
 

planetocentric ecliptic coordinate system (see Appendix A) are
 

Point Azimuth Elevation
 

1 
 -68.8450 -71.4740
 

2 35.1650 -52.4620
 

3 157.6160 18.4140
 

4 336.8960 -16.9820
 

5 154.2090 -54.071
 

6 334.8440 55.4890
 

7 90.7230 -121.7320
 

8 76.4080 -48.2500
 

9 3.8030 41.4280
 

10 183.9500 -40.4740 

11 314.1740 -42.5420 

° 12 151.149 -65.0690
 

The complete set of cartesian coordinates of the SOI entry and exit
 

points in the heliocentric and planetocentric coordinate frames plus
 

the heliocentric coordinates of the planets at encounter are given in
 

Appendix E.
 

The total flight time for the trajectory is 3.59 years which is
 

about one-fifth of the basic periodic orbit period. The time of flight
 

and central angle traversed for the individual legs are
 

Leg Time of Flight (days) Central Angle Traversed
 

1-2 156.87546 196.4980
 

2-3 6.53712 208.8730
 

3-4 217.82491 348.9500
 

4-5 6.51598 216.2380
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Leg Time of Flight (days) Central Angle Traversed
 

5-6 217.76209 348.8310
 

6-7 6.54495 208.5370
 

7-8 164.06107 198.1830
 

8-9 11.00109 215.6940
 

9-10 353.55824 348.6070
 

10-11 10.98699 227.7080
 

11-12 159.40312 192.3590
 

The legs (2-3), (4-5), (6-7), (8-9) and (10-11) are planetocentric
 

hyperbolas while the legs (1-2), (3-4), (5-6), (7-8), (9-10), and
 

(11-12) are heliocentric ellipses. The orbital elements of these legs
 

are
 

Leg Semi-Major Axis Eccentricity Inclination
 

1-2 0.86448 0.17688 7.0580
 

2-3 2.15499 2.07092 126.0950
 

°
 3-4 0.72333 0.13795 4.093
 

4-5 2.14851 1.69163 91.5940
 

5-6 0.72333 0.07569 7.2700
 

6-7 2.16000 2.09324 70.9430
 

7-8 0.86362 0.16973 6.9080
 

8-9 3.26454 1.71393 59.5040
 

9-10 0.99995 0.09105 5.4380
 

10-11 3.27180 1.35186 115.4170
 

11-12 0.86564 0.16374 6.3730
 

The semi-major axis is given in astronomical units for the heliocentric
 

legs and in planetary radii for the planetocentric legs.
 

The vis-viva energy at earth needed to launch on this trajectory 

is 

C3 = 18.427 km2/sec
2 
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The periapse radius (in kilometers and planetary radii), the
 

periapse velocity (in km/sec) and the turn angle (as defined in Sec­

tion 4.5) for the planetocentric legs are
 

Leg Periapse Radius Periapse Velocity Turn Angle
 

2-3 13,962.344 (2.30783) 8.45835 28.8730
 

4-5 8,990.130 (1.48597) 9.86860 36.2380
 

6-7 14,286.449 (2.36140) 8.39219 28.5370
 

8-9 14,865.250 (2.33065) 8.52453 35.6940
 

10-11 7,342.533 (1.15120) 11.29118 47.7080
 

The time of periapse is the mid-point between the entry and exit points
 

on the sphere of influence.
 

All of the parameters listed in this section are for the two-body
 

trajectory legs used as reference orbits for the final perturbed conic
 

analysis.
 

7.2 Performance of Trajectory Segment Matching Technique
 

No free-fall solution was found for the trajectory sequence chosen
 

for detailed examination. Since no zero of the cost function existed,
 

the generalized Newton-Rapheson (GNR) technique could not be used. All
 

attempts at application of GNR resulted in a rapid divergence from the
 

minimum. Thus, the trajectory segment matching procedure was restricted
 

to the first-order optimum gradient step (OGS) technique. This tech­

nique was repeated through five cycles. The first of these used the
 

advanced patched conic model alone with initial conditions obtained
 

from [22] and [24]. All successive cycles employed the perturbed conic
 

model with the velocity offsets re-computed for each cycle. The cost
 

function is defined by (2.13-.14) for the first cycle and by (3.31-.32)
 

for successive cycles.
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First Cycle: Iteration 


Initial Conditions 


1 


2 


3
 

198 


199 


200 


Second Cycle: Iteration 


Initial Conditions 


1 


2 


3 


49 


50 


Third Cycle: Iteration 


Initial Conditions 


1 


2 


79 


80 


Fourth Cycle: Iteration 


Initial Conditions 


1 


2 
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Method 


OGS 


OS 


OGS 


OGS 


OGS 


Method 


OGS 


OGS 


0GS 


OGS 


OGS 


Method 


OGS 


OGS 


OGS 


OGS 


Method 


OGS 


OGS 


Cost Function (km2/sec ) 

0.61931
 

0.41670
 

0.25163
 

0.0006968
 

0.0006964
 

0.0006961
 

Cost Function
 

0.023412
 

0.013790
 

0.013629
 

0.013415
 

0.012933
 

0.012926
 

Cost Function
 

0.012836
 

0.012824
 

0.012816
 

0.012250
 

0.012241
 

Cost Function
 

0.012155
 

0.012140
 

0.012131
 



Fourth Cycle: Iteration Method 	 Cost Function
 

99 OGS 0.011551
 

100 OGS 0.011545
 

Fifth Cycle: Iteration Method Cost Function
 

Initial Conditions 	 0.011491
 

As the iteration approached a minimum the rate of convergence
 

slowed down. The procedure was terminated at the fifth cycle due to
 

1) 	The small change in the solution point during the third
 

and fourth cycles (the coordinates varied by 10-5 days
 

and 10-3 degrees).
 

2) 	The small change in the cost function for each iteration
 

5
(about 10- to 10-6 per iteration in the fourth cycle).
 

3) The small change in the cost function between the fourth
 

and fifth cycles.
 

-
6J = 5.4 (l0 5)
 

4) 	Fluctuations in the components of the OGS weighting
 

matrix indicating that the path of the iteration changes
 

direction repeatedly.
 

Since the trajectory sequence found is not a free-fall solution,
 

a velocity impulse is required at each SOI entry and exit point. The
 

magnitudes of these impulses (in m/sec) for the last cycle are
 

Point 	 Impulse Required
 

1
 

2 	 0.181
 

3 	 9.935
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Point 	 Impulse Required
 

4 	 10.380
 

5 	 69.168
 

6 	 70.561
 

7 	 0.607
 

8 	 2.240
 

9 27.545
 

10 27.402
 

11 2.515
 

12
 

Total Impulse 220.534 m/sec
 

Since they are boundary points and need not be matched with any other
 

trajectory segments, points 1 and 12 do not have impulses required.
 

Total running time on the IBM 360/65 was about 450 seconds.
 

7.3 	 Perturbed Conic Results
 

The first step in the perturbed conic model is the calculation
 

of the perturbations in the initial and final position and velocity
 

for each leg due to the disturbing accelerations. The magnitudes of
 

these perturbations (in kmrand m/sec) for the last cycle are
 

Leg 6r(tl) 6v(tl) 6r(t 2 ) 6v(t 2 ) 

1-2 41,314.08 40.979 32,426.32 40.633 

2-3 2614.02 26.988 4091.55. 42.725 

3-4 28,220.08 45.670 29,609.92 46.557 

4-5 4237.34 44.509 2906.04 30.227 

5-6 46,910.76 49.855 48,591.14 50.337 

6-7 2821.81 29.843 2253.46 23.601 

7-8 31,659.97 40.791 40,915.69 38.892 

8-9 3542.84 21.977 5319.98 33.174 
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Leg 6r(tl) ev(tl) dr(t 2 ) 6v(t 2 ) 

9-10 48,817.55 43.424 59,081.77 46.252 

10-11 5558.97 34.485 4081.22 25.052 

11-12 40,283.06 39.210 23,510.72 35S.092 

The next step is the calculation of the position and velocity
 

perturbations at the mid-point that eliminate the position perturba­

tions at the initial and final points. The magnitudes of these mid­

point perturbations (in km and m/sec) for the last cycle are
 

Leg 6r(tM) 6v(tM)
 

1-2 200,104.06 13.023 

2-3 4079.14 810.701 

3-4 1,096,815.12 249.635 

4-5 4147.93 1694.559 

5-6 1,415,883'04 339.272 

6-7 1170.26 224.513 

7-8 184,637.38 10.833 

8-9 4769.56 1010.601 

9-10 1,845,405.84 271.268 

10-11 5340.29 3490.696 

11-12 242,051.23 12.239 

The last step is the calculation of the offsets of the initial
 

and final velocities. These offset magnitudes (in m/sec) for the last
 

cycle are
 

Leg 6(tl) 6 (t 2 ) 

1-2 18.892 47.168
 

2-3 23.658 36.195
 

3-4 136.154 137.953
 

4-5 36.352 22.588
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Leg 64(t1) 	 6t 2) 

5-6 179.485 180.798
 

6-7 19.858 17.587
 

7-8 36.508 26.500
 

8-9 18.928 25.041
 

9-10 168.229 145.449
 

10-11 25.288 19.274
 

11-12 37.285 43.667
 

7.4 	 Comparison with Numerically Integrated Results
 

The accuracy of the analytic procedure is evaluated by comparison
 

with numerically integrated trajectory legs using the procedure de­

scribed in Section 5.4. The quantities used to evaluate the accuracy
 

of the analytic technique are the errors in the velocity offsets at
 

the initial and final times and the position error at the final time
 

due to the use of the analytically determined initial velocity. The
 

magnitudes of these quantities (in km and m/sec) are
 

Leg Av(tl) Av(t2 ) Ar(t 2) 

1-2 0.265 0.397 6474.90 

2-3 0.019 0.078 307.75 

3-4 4.091 4.148 3645.73 

4-5 0.072 0.020 453.86 

5-6 8.757 8.830 7159.38 

6-7 0.030 0.010 360.25 

7-8 0.279 0.238 7305.56 

8-9 0.007 0.052 143.39 

9-10 5.489 5.574 5829.96 

10-11 0.045 0.012 1849.09 

11-12 0.388 0.240 8008.43 
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In order to fly the trajectory, it would be necessary to apply
 

additional velocity corrections at each SOI entry and exit point to
 

eliminate the above errors. The following table lists the magnitudes
 

(in m/sec) of the impulse required at each SOT entry and exit point
 

as predicted by the analytic technique and the magnitudes (in m/sec)
 

of the errors in these predictions as- determined by the numerical
 

integrations.
 

Point Impulse Required Error
 

1 0.265
 

2 0.181 0.410
 

3 9.935 4.166
 

4 10.380 4.218
 

5 69.168 8.749
 

6 70.561 8.856
 

7 0.607 0.277
 

8 2.240 0.239
 

9 27.545 5'532
 

10 27.402 5.612
 

11 2.515 0.386
 

12 0.240
 

Totals 220.534 38.950
 

The differences in.the periapse conditions between the numerically
 

integrated trajectory legs and the two-body reference values for the
 

planetocentric legs are
 

Leg Ar Av At
 

2-3 18.01 km 11.351 m/sec 7.997 minutes
 

4-5 19.81 km 6.743 m/sec -6.991 minutes
 

6-7 38.27 km 5.371 m/sec -2.307 minutes
 

8-9 66.57 km 14.038 m/sec 9.291 minutes
 

10-11 38.36 km 31.352 m/sec 7.879 minutes
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7.5 Discussion of Results
 

Since the solution found is not a zero of the cost function, it
 

may not be assumed to be a global minimum. The divergence of the GNR
 

iteration indicates strongly that no zero of the cost function exists
 

locally but this has not been proven. Similarly, the existence of
 

other lower but non-zero minima has not been disproven. Some experi­

mentation using different sets of initial conditions was conducted
 

but no firm conclusions on the existence of multiple solutions were
 

reached.
 

The calculation of the direct return trajectories in this example
 

proved to be a most severe test of the trajectory determination tech­

nique. The initial and final velocity offsets required for these legs
 

were an order of magnitude larger than those for previous trajectories.
 

The source of these large offsets may be seen by examining the tra­

jectories in Figures 7.1 to 7.3. The direct return trajectories ob­

viously spend a large time in the vicinity of the planet with which
 

they are associated leading to their somewhat extreme behavior.
 

The errors in the offset calculations associated with the direct
 

return trajectories are also about an order of magnitude larger than
 

those for previous heliocentric trajectories. This is due to two effects
 

1) 	The larger offsets put a greater strain on the linearity
 

assumptions of the perturbed conic model.
 

2) 	The nearness of the associated planet over a large part
 

of the trajectory causes significant differences between
 

the 	two-body state transition matrix used and the actual
 

many-body state transition matrix.
 

Of these two sources, the second is considered more significant. One
 

point which is interesting to note is the fact that the final position
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error due to using the analytically determined initial velocity is
 

not significantly larger for the direct return trajectories. This
 

indicates that the velocity errors for the direct returns are not
 

in a critical direction.
 

The general accuracy of the trajectory determination procedure
 

as applied to the periodic trajectory example appears to be compatible
 

with the results of the preceding examples. For applications for which
 

the accuracy of the direct return leg calculations proved unacceptable,
 

a third stage using numerical integration to determine the velocity
 

offsets for these legs could be added to the solution procedure.
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Figure 7.1 Periodic Trajectory Segment 

114 



J 
 ORBIT OF EARTH
 

" I a.u. 

Figure 7.2 Periodic Trajectory Segment 
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Figure 7.3 Periodic Trajectory Segment 
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Chapter 8
 

Summary, Conclusions, and Recommendations
 

8.0 Summary and Conclusions
 

The trajectory targeting technique developed in this thesis is
 

intended for the pre-mission calculation of reference trajectories
 

for multiple swingby interplanetary trajectories. The primary objective
 

has been to develop a technique which
 

i) 	 has a wide enough region of convergence such that
 

the initial conditions for the trajectory determina­

tion process may be derived from a simple patched
 

conic mission analysis,
 

ii) 	 is largely analytic to minimize computational time
 

required, and
 

Iii) 	is accurate enough to eliminate or at least signif­

icantly reduce the need for numerical integration of
 

trajectories.
 

The trajectory targeting technique developed is applied in the
 

following manner. A simple patched conic model (consisting of a sequence
 

of heliocentric conic arcs running from the center of one planet to the
 

next matched in relative hyperbolic excess velocity at each planetary
 

encounter) is used to calculate a set of initial conditions for an
 

advanced patched conic model. This advanced patched conic model con­

sists of a set of alternating heliocentric and planetocentric conic
 

arcs joined at the planetary sphere of influence (SOI). These arcs are
 

specified by the position and time of the entry and exit points of the
 

trajectory through the SOT of each planet encountered (i.e. the helio­

centric arcs run from the exit point on one SOI to the entry point on
 

the next SOI while the planetocentric arcs run from the entry point to
 

the exit point of a single SOI). Since the end points and the time of
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flight for each arc are specified, the conic initial and final veloc­

ities may be calculated by solving Lambert's Problem.
 

Since the initial conditions for the SOI entry and exit points
 

were determined using an approximate model, the conic arcs in the
 

advanced patched conic model are not likely to match dynamically.
 

Instead, velocity discontinuities occur at each SOl entry and exit
 

point. Using the sum of the squares of the magnitudes of these veloc­

ity mis-matches as a cost function, the next step is to formulate the
 

problem of varying the entry and exit points and times to minimize
 

the total velocity mis-match as a parameter optimization problem. The
 

expression for the gradient of the cost function with respect to the
 

entry and exit point coordinates may be determined analytically from
 

the relations for the Lambert Problem. Then, by applying first- or
 

second-order iteration techniques, the velocity mis-match may be
 

reduced to a minimum, which will be zero for a free-fall trajectory.
 

Once the velocity mis-match has been minimized for the advanced
 

patched conic model the next step is to repeat the process using the
 

perturbed conic model. Using the two-body conic arcs calculated for the
 

advanced patched conic model as reference trajectories, perturbed conic
 

segments (which include perturbations caused by the disturbing accel­

erations of the planets on the heliocentric legs and the disturbing
 

acceleration of the sun on the planetocentric legs) which pass through
 

the same end points and times as the advanced patched conic segments
 

are calculated analytically. These perturbed conic segments differ from
 

the advanced patched conic segments by velocity offsets at the initial
 

and final times. The cost function is now modified to include these
 

offsets and the iteration procedure to minimize the velocity mis-match
 

(now including the offsets) is repeated. This process is repeated with
 

the offsets re-calculated at each stage until convergence to a set of
 

dynamically consistent (i.e. matching in position, velocity and time)
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perturbed conic segments is achieved. If a free-fall trajectory is
 

not found, the process determines a powered trajectory with the minimum
 

velocity mis-match.
 

After the velocity mis-match has been minimized for the perturbed
 

conic segments, the initial and final velocity offsets may be re-cal­

culated using numerically integrated trajectory legs running between
 

the same end points and times as the perturbed conic legs. At this
 

point, two alternatives are possible. The first is to repeat the iter­

ation process of the preceding steps using velocity offsets calculated
 

by numerical integration at each stage. This will provide a trajectory
 

whose accuracy is limited only by the numerical precision of the inte­

gration techniques used but will also consume a large amount of com­

puter time. A second alternative is to accept the errors of the analytic
 

technique as being well below the mid-course correction allowance and
 

to use a single determination of each trajectory leg by numerical inte­

gration as a check of the accuracy of the analytic procedure and as
 

a means of determining the velocity impulse needed at each SOI entry
 

and 	exit point to fly the trajectory predicted.
 

The basic advantages of the trajectory targeting technique devel­

oped in this thesis are
 

1) 	The technique is basically analytic in nature, providing
 

a great reduction in the computation required. Its con­

vergence range is wide.
 

2) 	A continuous description of the entire trajectory is
 

provided. The near-planet phases of the trajectory are
 

approximated quite well by the planetocentric trajectory
 

legs.
 

3) 	By specifying the trajectory as a sequence of individual
 

legs matched in position, velocity, and time, the
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determination of the trajectory is uniformly accurate
 

along the trajectory. In addition, guidance objectives
 

are given for each leg of the trajectory.
 

4) The effects of other disturbing forces (such as non­

gravitational effects) may be easily included in the
 

perturbed conic analysis.
 

5) A powered trajectory is provided for those cases which
 

do not have a free-fall solution.
 

The main limitation of the analytic technique lies in its accu­

racy. The main assumption of the perturbation techniques employed is
 

that each trajectory segment is basically two-body in nature. The
 

presence of strong disturbing accelerations acting over extended peri­

ods of time can cause large perturbations from the two-body reference
 

legs and lead to a degradation in the accuracy of the results (as seen
 

in Chapter 7). In such cases, the use of a final step employing ve­

locity offsets calculated by numerical integration for the strongly
 

perturbed legs may be necessary.
 

The basic conclusion of this thesis is that the analytic targeting
 

technique developed provides results sufficiently accurate for a wide
 

variety of iultiple swingby missions. Where its accuracy is not ade­

quate, it may be supplemented by a final stage using numerical inte­

gration (with the associated penalty of increased computation) to
 

provide any degree of accuracy required. For heliocentric arcs (with
 

the exception of those discussed in Chapter 7), the initial and final
 

velocities may be determined analytically to better than 0.4 m/sec.
 

Errors in final position for a numerical integration of iach leg using
 

the calculated initial velocity range from 1300 km to 15,000 km with
 

typical values falling in the region of 5000-8000 km. For planeto­

centric arcs, the initial and final velocities are determined generally
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to within 0.1 m/sec. The exceptions to this occur at Jupiter and
 

Saturn for the Grand Tour example where the neglected effects of the
 

disturbing accelerations due to other planets proved significant.
 

Errors in final position for numerical integrations of individual legs
 

using the calculated initial velocity range from 1.6 km to 240,000 km
 

with the bulk of the values in the interval 2-2000 km.
 

8.1 	 Contributions of the Thesis
 

The author considers the following items to constitute the orig­

inal contributions of this thesis in the field of trajectory deter­

mination and targeting:
 

1) The development of a basically analytic technique for
 

the precision targeting of multiple swingby reference
 

trajectories. This technique has the following features:
 

a) a wide range of convergence
 

b) a uniformly high level of accuracy along the
 

entire trajectory
 

c) specification of guidance objectives along the
 

entire trajectory
 

d) fast and simple to apply
 

e) easily adaptable to different disturbing force
 

models­

2) Development of a method which provides an economical
 

means of checking and refining the results of simple
 

patched conic analyses of complicated trajectories.
 

3) Development of a simple means for determining powered
 

solutions for multiple swingby trajectories in cases
 

where free-fall solutions do not exist.
 

4) Determination of the first accurate many-body reference
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trajectories for a multiple swingby trajectory having
 

more than one intermediate swingby.
 

Contributions of a secondary nature to the objective of this
 

thesis are 1) development of the optimum gradient step (OGS) modifi­

cation to the steepest descent procedure, 2) derivation of analytic
 

partial derivative matrices for variations about a solution to
 

Lambert's Problem, and 3) development of a perturbed conic technique
 

which improves the linear range for the perturbed two-body model.
 

8.2 	Recommendations for Further Study
 

Several improvements and extensions of the results of this thesis
 

are recommended. These are
 

1) Include the effects of other disturbing accelerations
 

(such as planetary oblateness, solar radiation pressure,
 

low thrust, etc) in the perturbed conic model.
 

2) Explore the feasibility of using the perturbed two-body
 

state transition matrix (developed in Appendix D) in the
 

perturbed conic model.
 

3) Study the possibility of determining (either analytically
 

or numerically) the second partial derivative matrices
 

for the Lambert Problem. This would allow the use of
 

second order techniques to search for non-zero minima of
 

the velocity mis-match cost function.
 

4) Extend the perturbed conic analysis to include the deter­

mination of injection and arrival conditions in the near­

planet region.
 

Several areas for further research using the techniques developed
 

in this thesis are
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1) 	Apply the analytic partial derivative matrices and so­

lution techniques developed to the simple patched conic
 

model for use in preliminary mission planning.
 

2) 	Apply the targeting techniques developed to detailed
 

mission analysis studies for the determination of launch
 

windows, abort and inflight mission modification alter­

natives, midcourse guidance requirements, and the effects
 

of guidance and navigation inaccuracies.
 

3) 	Apply the techniques for the matching of perturbed conic
 

arcs to the optimization of multiple impulse orbit-to­

orbit transfers. These transfers may be considered as
 

sequences of perturbed conic coasting arcs with impulsive
 

velocity changes at the matching points. The trajectory
 

segment matching techniques developed here may be used
 

to minimize the total impulse used for the given transfer.
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Appendix A
 

Notation and Coordinate Systems
 

A.1 	Notation
 

The following notation convention is used in this thesis. Examples
 

are given for (3xl) vectors and (3x3) matrices but apply for any di­

mension quantities.
 

vector = column matrix
 

vector transpose row matrix
 

T
x = 	[x1 x 2 x3] 

vector magnitude
 

X 2 	+ 2
x 	 I X2 + x3 

unit 	vector
 

-x 	 ­

inner (or dot) product
 

• 	 = x = xly1 + x2Y2 + x3y3 
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outer (or dyadic) product
 

xlY I xlY2 xlY 3] 

= I2Yi X2Y2 x2y 

.
 x3 Y2 

cross product
 

x3y2
-x2Y3 


- xlY3 
x3y 1
Sr= 


x2yIxY2 


vector derivatives
 

ax

I
 

- a 

Dx x2 x2 3x2
 

ax3
ax3 ax3 


T7 TTaa2 
 a­
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Unit Matrix
 

0 0 .1 

Zero Vector
 

A.2 Coordinate Systems
 

A.Z.1 Heliocentric Coordinate System
 

The heliocentric coordinate system is a non-rotating cartesian
 

coordinate system centered in the sun with
 

a) the positive x-axis along the line of inter­

section of the earth's equatorial plane and the
 

ecliptic plane.
 

b) the positive z-axis in a direction perpendicular
 

to the ecliptic plane and parallel to the angular
 

momentum vector of the earth about the sun
 

c) the positive y-axis in the ecliptic plane located
 

so as to form a right-handed coordinate system.
 

A.2.2 Planetocentric Coordinate System
 

The planetocentric coordinate system is a non-rotating cartesian
 

coordinate system centered in a planet with its axes parallel to the
 

heliocentric coordinate system.
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Appendix B
 

Calculation of Conic Arcs and Their Partial Derivative Matrices
 

B.l Calculation of Conic Trajectory Arcs
 

Referring to Figure B.l, the Lambert Problem is defined as fol­

lows:
 

Given: 	1) Initial position Li and time t,
 

2) Final position L2 and time t2
 

3) The number N of complete revolutions made about the
 

central body.
 

Find the initial Cvl) and final Cv2) velocities for a two-body conic
 

trajectory connecting these two points.
 

The problem is solved using the following steps:
 

1) Determine by some means
 

= _8 2a) GI sgn [r 2 (B.1) 

where 

e = central angle traversed by the last 

incomplete revolution of the trajectory 

b) whether the trajectory is an ellipse or a 

hyperbola 

2) Calculate 

L =r 2 	- l , c = 10 (B.2)
 

=S (r + r 2 + c) 	 (B.3) 

3) 	For an ellipse, solve for. in the transcendental
 

equation
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3
 

V'iit 2 -t) = T so} [N+ x-s3n. G -sin] (B3.4) 

where
 

s(l-cos$) = (s-c) (I-cosX) (B.5)
 

and
 

0<X<2v ;O <$<A ; 0<8<n
 

v = gravitational parameter of central body
 

Calculate
 

a = s/(l-cosA) (B.6) 

G2 = sgn [ir 2 _ ] (B.7) 

For a hyperbola, solve for y in the transcendental equation 

3 

/T (t 2 -tl) = T (coSY-1) I [(sLnhy-y)-Gl(sinh6-6j (B.8) 

where
 

s(coshS-l) = (s-c)(coshy-l) (B.9) 

and
 

0< 6 < y <
 

Calculate
 

= a s/Cl-coshy) (B.10) 
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and set
 

G2 = + 1 (.l) 

4) Calculate the quantities 

A=G 1 1 

B -G2 s- 1-

vc = [A + B] 

VP = [A - B] 

The initial and final velocities are given by 

(B.12) 

(B.13) 

(B.14) 

(3.15) 

il = 1 Vc i + Vp irI (B.16) 

v2 = Vci -Vp ir2 (B.17) 

where 

rI 

E­2rIx r2 

Ei (. 

The derivations for these equations may be found in [3]. 

(B.18) 
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B.2 Calculation of Conic Partial Derivative Matrices
 

This section deals with the derivation of the partial derivative
 

matrices
 

ar1 ' 3rI ' 21 D
 

and the partial derivative vectors
 

al1 Di11 9 2 D12
 

at ' 1t 2atI 2 

The notation
 

Bk
 

Vka - for a = scalar
 

-k ayk
 

and
 
aa1 ~I aa1
 
Sxk 9yk Dzk
 

3aa2 Baz 3a2
 - a 2 =vector
Bzk

-Vkc = xk @yk 

a a 
U3
k 
 aa3 aa3 Ba3 


Bxk ayk azk
 

will be used for k = 1 or 2
 

To find the desired partial derivatives using the chain rule, it
 

is necessary to derive some intermediate results.
 

1) rk = [2 + Yk + zk21 k = 1, 2 (B.19) 

ark - Ica

rk ek=x, y, z
 

Bak rk
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' . Vk k i" (B.20) 

2) c2 = 1+ 2 

=r12 + r22 

r2K L2 

_2 (x1X2 + yly 2 + z1z2) 

V*C= 

V2C = 

--c 

1C 

(B.21) 

3) s 

v 

1 (rI + r2 + C) 

1 1 

S Is (i 2 + (B.22) 

4) a) For an ellipse 

=T 

Then, 

a l-osx 

[2r +(-sinx) 

[(l-cosX) 

-G,(e-sin$)J 

G,- 1 -cos8$). 

(B.4) 

-S sinXx]} [27,N + (X-sinX) - G, -sin)] (B.23) 
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Uslng 

S(i-coso) = (S-c)(1-cosA) (B.5) 

and its derivative 

s slnO --

solve for 

+ (l-cosO) (s-c)sinA L + - e (1-cosL) 

(B.24) 

(1-cos-) (1-cosX) (B.25) 

and 

a$ . (s-c)i (sinX\ DA+ cos5-cosA as -(1-cosx) 

aII0 -az s sSHO-9 s1no 

Substitute (B.4), (B.25) and (B.26) into (B.23) to get 

3 
aT s 2 (-cosx) ax 

ac 
. 

(.6
(.26) 

(I-Cos?,) 

I s sin[ (s 

,I-Cn 

sin 

,/0IX 

J 

*_T [: 
2 sLE 

Grouping terms in (B.27) 

s sinX 

-1--cosx 
ax] 
Maj 

(B.27) 
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8cV-oX CI-coss)) Sr slnB / E i -5 

~/7- {~(s~)~ f\21I (-cox)(cos$:cosx)js. 
a
+ iGkiCosX) (1--c)'I~s (B.228)os 

3 

Substituting
 

a 


1-cosx
 

into (B.28) where possible
 

-- = -- - CTa-s11-VGS sini
;I -o 

- cOs osx 

+ G1 (j)( s c 

Then, (B.29) may be written as
 

(B.6)
 

3 aT X
7'r sinX a 

3 as 

(B.29)
 

T i aX as H C(B.30) 
-E - F- + DaH1 2 

where
 

s s-c" sini - 3 a sinA (B.31) 
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Hi = GIV- s-c cosn8cosx 33 s 

=G 1 (s-c) (B.33) 
vH2si-
sn. 

From (B.30) it can be seen that
 

VkA = Q [HI Vks - H2 Vkcl (B.34)
 

since
 

VkT = 0 (B.35) 

and that
 

ax (B.36) 

since 

as. ac 0 Bt0 

b) For a hyperbola, similar procedure may be followed.
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3 
T - fsinhy-y) (B.8)
,OgSy-J)2 - Gl(sinhS-6)] 


Taking the. derivatives,
 

______ 1 l~oh - [osh-) aSSd n -]iDs ( cosh[-)1Gccosh -) 1 (coshSB.9
 
-adt \codshEyra
-1 L
 

+ ircohv-y
(cos-1) -(c)shys Inh 2 1 s sinhy1 

E (B.37)(sinhy-y) - GcICsinhd-6)] 

Using
 

s(cosh6-1) = (s-c)(ccshy-1) (B.9) 

and its derivative
 

@a (oh aIs- sc snhyL + (coshy-1) ac\
 
sih (s-c siyDa 3a)
 

(B.38)
 

solve for
 

(coshd-l) = (NE (coshy-1) (B.39) 

and 

H= (s-c\ (Sinhy'\ y + (coshy-coshfl as (coshy-1> ac 

(B.40) 
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Substituting (B.8), (B.39), and (B.40) into (B.37) yields
 

at~( £-	 )ay- (sCOhy-l)[QS-c) 


+ 	(- h V c;shy-) - L G acj} 

+ 	 T s s sinhy a-l(B. 41) 

Grouping terms, 

P'V sy L.n sinhy a3y
I 	 W~E1 coshv-) Ccsshyl)L[-Gki~ \Si3nho/ coshiy-l a 

Glc shl (( )(coshy-1l coshy-cosh6 3 s
 

s
 

1o shysc(csy1)2
C- ) 	 5a" 
-	 (B.10)
 

into (B.42) where possible
 

- (j2 sinhyg + 3 aT sinhy 

- V \ in / 2s Da 
- iC,/Wa ( sc' coshy-cosh6\ _ 3T a 

(B.43)
+ 	 G (s-c) 3c 

IV- sinhd 30'
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Then, (B.43) may be written as
 

where 

t = 

BaQ 

H y 

Ba H1 

4s HI 8C 

2aa 

(B.44) 

2 sinhy + as N= s I1-G1 s n'i aJ 22 s 

H1 = G,Vci(- c) (coshy-cosh6s 3 TH1 a (l/ \s sih6 ]j -1 T 

H2 = G1 1 s -sHi6 

sinhy (B.45) 

(B.46) 

(B.47) 

From (B.44), it may be seen th 

VkY = Q [HI Vks - H 2 VkCJ (B.48) 

since 

VkT 0 (B.49) 

and that 

By" (B.50) 

since 

as 0 , c - 0T 
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5) From (B.4) or (B.8)
 

T ,-1 (t2 - tl) (B.51)
 

Thus
 

(B.52)
 

Da _ a 

6) a) For an ellipse 

a a --cosLs (B.6) 

Then, 

Vka k- (l-cosx)22-) - (s sinX) VkA]1 [(l-cosX) Vks 


1 
 [(l-cosX) Vks - Qs sinA(HlVks - H2VkC)]­

- (a) 2 [- _ QsH1 sinA) Vks + (QsH2 sinX) Vkc] 

Thus, 

vka = [PlVs - PvkC] (B.53) 
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where
 

(B.54)
p1 P1= a - QsHI1 sinN 

(B.55)
= - QsH 2 sinXP2 


b) For a hyperbola
 

s (B.10)
a 1-csy
 

Then 

Vka [(1-coshy) V.S + s sinhy VkY] 
(1-coshy) 

1 E(l-coshy) VkS + Qs sinh(HlVks - H2Vkc)]2
 
(1-coshy)
 

=L22 [(s + QsHI sinhy) VkS- (QsH 2 sinhy) VkC] 

Thus
 

Vka =(a)2 [PlVkS P2VkC (B.56)
 

where
 

(B.57)
PI= a + QsHI1 sinhy 

(B.58)
= QsH 2 sinhyP2 
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7) For
 

A =G 1 - (B.12)
 

[c 2a 
VkA =Vk [G1 --­

1--- k [1S- 2a 

[_ 1 (VkS VkC) + _2 Vka] 

2A (sc)f 2a2 

Substituting for Vka yields 

VkA = 2A- I (VkS - Vkc) + 1- (PlVkS P2vkc) 

L (s7c)" 2s 2 

Collecting terms,
 

VkA = :' (50)) Vks - ( r2 -. (5C2) Vkc] (.9 

For
 

B=G 2 1 1 (B.13)
 

B-- G2[ s2 a 

2 1 

- I-- sVks + Vkal 

142 



r~' 1
 
= [- -- v S + -- P(VPC 

ZB. s2k 2z 2 (PlkS - 2k 

Thus, collecting terms 

B = - - 2) '2 V c] (B.60) 

8) For 

Vc = 4- [A + B] (B.13) 

VkVc = iF2T[VkA + VkB] 

'FR2 -2A--Pi Ip + 2 -2. Vk8]2J (s-c) 2 -- /k 

c
c21


[y' +? 7 1 ~ 5 

)]} 

Vkc 

-- V{ [ (1+ -2A-(- B52] VkS 

Thus, 

VkVc = - (B.61)4L [2DlVks D2VkC] 


where 

D i (1 + 1 (B.62) 
8S- K 1)4As-c)7 4Bs' 
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D2 1 3 2= 4s2s ( 1 1A - lI )2A Cs -c) (B.63) 

Similarly, for 

V, = 

VkVp = 

i [A - B] 

4RI [VkA - VkB] 

(B.14) 

4s 2A s-c) j2B-- V k s 

Thus 

Vk V p = [2D 3Vks DD4VkC] (B.64) 

where 

3= 

D4 = 

PiD 3-­8s7 

P2 { 
- A 

B)-X7R 

_1) 
B 

+4A(s c)T+ 

1 
2A(s-c)2 

Bs (B.65) 

(B.66) 

9) For 

1c = c/c (B.18) 

144 



Vk (-C) 
 7 Vk (--­)
 
Vk~lCC 

- t [cvkc - _(Vkc)T] 

-[Vk - ajVkc)l (B.67) 

Since
 

c=r2 - = Y2 Y ] 

z2 z1
 

V c = -I ; V2c = I (B.68) 

From (B.21) 

v1e= v2c = i (B.21) 

Substituting (B.21) and (B.68) into (B.67) yields 

Vp I)I+I1ii cT
 
vi l ~ - c c i C­

(B.69)
V2 (i_) = - i ! T 
vC 2(d C -C 
-C
 

Similarly,
 

S 1 T (B. ) 

V2(i--r) = -21 r'2 -r23.0-r 1 

2 2 r 2r 2(3.71)
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VliTr) :] (13.7.2) 
2
 

V2( ) 0 (B .73) 

The above intermediate-partials may be used for the calculation
 

of the desired partial derivative matrices. Prom
 

(B.16)
Ki = ic VP Ir.
Vc + 


(B.17)
12 = Vcc VP ir2 

calculate
 

.Vl = 1c (lVc)T + VcVl(ic) + r (V Vp)T + VpVl(ir) 

T Vcc [ + i_1] 1r (Vl~)c=i(V +Vs I j +j vT 
Sic(VlVc) T - -I ic p
 

+ [I - r *_T 

Thus
 

VVl~ 3_. + V c1T 
Vl~l-- - ] I + v1V c- (B;74)rI c
 

-r VlVp - lI 
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Similarly,
 

v 	 [t'REv1v I + [v 2v - E+ r [VVp]T (B.7) 

v c [VvPJT (B.76)[ 	 [T -r 


V 2	 = _Iv I [v vc 2 - ­1 + i 


vv-- [vc2Vp -


Air I ]T (B.77)
[2~ R 

Substitute (B.13), (B.14), (B.61), and (B.64) into (B.74)-(B.77) to
 

get
 

v = (A- B)-! (A + B)] I + i. [2D 1Vs - D2Vlc 

B + [2DVs - D4V A - Brc 


= - E1) I + , [Di(:r - i--)+ D2i, + B1 i--]T(B0 

' -- 1 [D(- id + I) -HiEO LT 

Vlvl 	- ( 0 BI) I + - E0 ) D4 -D3) ir-fI - (D3 _r I r 

T + (D+.D T 

D+ D +i (D2 + B1 - D1) i :c (B.78) 
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Similarly,
 

v 2YI - {II+D 3 i r2 + - D4 ) --h 

+D1i icr2 +(D I - D .T 2 - E 1)icT } (B.79) 

T T
= • _ 

y2 VT!2 -B I - D3 -r2 1- (D4 - D3 ) -r2 

i T+ 2T B - (B.80) 

= - iT 
72V2 2 f(BI - Ed) I D3) __r2+ E2 D -r2 

~T +-T -B)SD4 
 ) r 2 -c 
I +D l-c -r2 + 

(3D
1 D2 E1) -cicf 

i 

(Bhe81
 

= r1 (B.82) 

EO A + B
 

= e (B.83) 

£2 = (B.84) 

Define the matrices
 

T
= M4 "r iT
 
Mi. r -r I -r 2 -r1 
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ir- T
M2= M5 iT (B.85)
2 -c B
 

M3 =~ iciT T M6 = 2i1'-TM6= 
r2i
 

Substituting (B.85) into (B.79)-(B.8l) yields 

= lZ4 [(B0 - El) I + (D3 - E0) M1 + (D - Dl)4 M2
 

" D1 TI+ (D 2 + E - Dl) M (B.86) 

N2 B n1 N3] 

V2v1 = f~1~ +f 3 M4 + (D3 - Dl4 ) M2 -+D, M5 

+ (D1 - D2 - E1 ) M31 (B.87) 

V112 161 [-1 i 3 4 (4 3)Ms D M T2
 B MI D (D -D M5+ D1 


+ (D2 + B1 - D) M3 (B.88)
 

V2V 2 = 4 [(E1 - E) I + (E2 - D3) M6 + (D - D3) M54 


+ 1 M + (D1 - D2 - E1) N3] (B.89) 

The partial derivatives with respect to time
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may be gotten by the chain rule using
 

1) a) For an ellipse
 

a S (B.6)
 

a s sinX ax
 
DT (1-cosA) 2 T
 

2
 
- _ a sinX ax
 

S 3 

Using
 

- Q (B.36) 

_a a2Q sinX (B.90)
TT S 

b) For a hyperbola
 

a - CShy (B.IO) 

a s sinhy ay
 
YT (1-coshy)2 3T
 

a2 3y
 
a2 sinhy -y
 

Using
 

ay Q (B.5O) 
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2a =a2" s" sinhy (B.91) 

2) From (B.12) - (B.15) 

-A 1 
3r 4Aa 2 aa 

T 
(3.92) 

aB 1 @a
BTC 4Ba 2 BTc 

4BaIvo[DA DB]
-T= 2 T + 

= D ;F[LAB] 

(B.93) 

(B.94) 

"(B.95) 

Substituting (B.90) - (B.93) into (B.94) and (B.95) yields 

W -- [-],5SC= i'42W [A!+1 

!DYR = R "[l-I 

(B.96) 

(3.97) 

where 

W = 

= 

- sinX 

sinhy 

(ellipse) 

(hyperbola) 

(B.98) 

-Using the above relations with (B.16) and (B.17) yields 
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SC (B. 99)
 

aV2 (B.100) 

Using (B.52), 

all- _ 

atI 

a-v'1' 

it2 3i 
(B.101) 

'12 , 
- 2 _ tZ2 

-' 

3T 

(B .102) 

B.3 Equation Summary for Partial Derivative Matrices 

-V1 =R [CE 0 - B1) I + D - H0 ) M1 + ( 4 - 3) M2 

+ D1 MT.+ (D2 - D1 + M]
 

V2 vI =IFB I I + D M4- - D3 ) + D M- (D2 -'DID4 M2 1 

+ 
-

+3]
 

v112 = [-Ei I - D3 M4 CD4 - D3)M5 + D1 MT 

+ (D2 D + BE ) M3] 

152 



v2K2 = 'F2 L[E 1 2)1 - - 2)M6 + (D4 - 3) MS 

1 (D03+ 	 DB MT - D1 + B1 ) M3 j 

i 	 T T 

rI ­ = ir2 
r1 ir2 -r2
 

A-B- E A+B E A-BE0 rc 
 B2 

- rI 1 1
 
D 8s B 4A~s-c)2 
 Bs
 

D2 + 1 A)sc)
 

L4 kATBE 2ACs-c) 2
 

p+
 

s 	 4A(s-c)
 

D4 =p 2 A B 22A -(s~--
2Asc)7
 

Ellipse Hyperbola
 
= QsH sinx P = S+ QsHI sinhy
P 1 a ­ s 	1 si 
 aP1
 

P2 = - QsH 2 sinX 	 P2 = QsH 2 sinhy
 

H 	= Gi /a S-C OS-COS - 3 HI I --- (coshy-cosh6 - 3 
H l1s \ s n8 / 1 V-a( \ - -H? =G1v 7sIssl-E 

H2= 1,(SC H2 = G,( SC 1 
2a1\& '/sn8 2 1kC&, sinhd 

l la-L (G siixl 	 sVI Gcb sinhy]Sb-s' 
Q L - G1 \ s) f3nEJ L - 1\s, Sinh6 

at sinA + 1 aLt ih 
2 ss sinhy 

is5
 

-3 



at I I2 Vl
 

V- '1_2 - a.w-- 3tv-2 BY2 
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V2
 

-2 

Figure B.1 Lambert Problem Geometry 
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Appendix C
 

Calculation of Planetary Data
 

C.1 Ephemeris Generation
 

Expressions for the mean elements of the eight inner planets were
 

obtained from [35]. The elements obtained from the calculations are
 

= longitude of ascending node
 

= argument of perihelion 

M = mean anomaly 

L = mean longitude = 0 + w + M 

@ = longitude of perihelion = 0 + w 

e = orbital eccentricity 

i = orbital inclination to ecliptic plane 

a = semi-major axis (in astronomical units) 

The six elements L, @, Q, e, i, a are given as expansions in the
 

time in centuries
 

(J.D.) - (J.D.)0
 
T = 36525.0 (C.1)
 

measured from the epoch Julian date for January 0.5, 1900
 

(J.D.)0 = 2415020.0 days (C.2)
 

The term (J.D.) is the current Julian date in days. The expansions, as
 

determined empirically from observational astronomy are as follows.
 

Mercury
 

a = 0.3870984
 
2
 

e = 0.20561421 + 0.00002046T-0.000000030T
 

i = 700t10".37 + 61.699T -0".066T2
 

2
 a = 4708'45".40 + 4266".75T + 0".626T
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av= 	75'53'58"h.91 + 5599".76 T + 1".061 T 

L 	= .17810144".68 + 538106654".80 T + 1".084 T
2
 

Venus
 

a = 	0.72333015
 

e = 	0.00682069 - 0.00004774 T + 0.000000091 T
2
 

j = 	 3o23t37"'.07 + 3".621 T - 0".0035 T 

= 	75046146".73 + 3239".46 T + 1".476 T
2
 

T23".S15ro= 	13009149.8 + 5068".93 T ­

342046'1".39 + 210669162".88 T + 11,148 T2
 L 	= 

Barth
 

a = 1.00000013
 

0.00Q04180 T - 0.000000126 T
2
 

e = 	0.01675104 ­

i = 	0.00 

'n = 0.00 

1".63 T2 + 0".012 T3 
a = 	101013115".0 + 6189".03T + 

99'41'48".04 + 129602768".13 T + 1".089 T
2
 

L 	= 


Mars
 

a = i.S2368839
 

e = 0.09331290 + 0.000092064 T - 0.000000077 T
2
 

T + 0".0454 T2
i = 1'5111-".20 - 2".430 


T - 0".005 T2 - 0".0192 T3
= 	48047111i".19 + 2775".57 

T3 
,r = 	33403151.53 + 6628".73 T + 0.4675 T2 - 0".0043 

L = 	293:44'51'1.46 + 68910117".33 T + 1"1.1184 T2 

Jupiter 

a = 	5.202561 

e = 0.04833475 + 0.000164180 T - 0.0000004676 T2 - 0.0000000017 T3 

T2 
i 	 = 1i18131".45 - 20".506 T + 0.014" 


= 99026'36".19 + 3637.908" T + 1".2680 T2'- 0".03064 T3
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= 1204311511.34 + 5795".862 T + 3".80258 T2 - 0".01236 T3 

L = -23892'57".32 + 10930687".148 T + 1".20486 T- 0.005936 T 

Saturn
 

a = 9.554747 

e = 0.05589232 - 0.0003455 T - 0.000000728 T2 +'0.00000000074 T3 

1 = 2°29'33".07 - 14".108 T - 0".05576 T2 + 0.00016 T3 

2 = 112'47'25".40 + 3143".5025 T - 0".54785 T2 - 0".0191 T3 

= 9105'53".38 + 7050".297 T + 2".9749 T2 + 0".0166 T3 

L = 266033151".76 + 4404635".5810 T + 1".16835 T
2 - 0".021 T3 

Uranus
 

a = 19.21814 

e = 0.0463444 - 0.00002658 T + 0.000000077 T
2 

i = 00462011.87 + 2".251 T + 0".1422 T
2 

= 73028'37".55 + 1795".204 T + 4".722 T2 

= 171'321551.14 + 534311.958 T + 0".8539 T2 - 0".00218 T3 

L = 244011150".89 + 1547508".765 T + 1".1683S T
2 - 0".021 T3 

Neptune
 

a = 30.10957 

e = 0.00899704 + 0.00000633 T - 0.000000002 T2 

i = 1046'45".27 - 34".357 T - 0".0328 T2 

0 = 130'40'52".89 + 3956".166 T + 0.89952 T
2 - 0".016984 T3 

3
 
= 4604313811.37 + 5128".468 T + 1".40694 T2 0".002176"T 

L = 84027128".78 + 791589".291 T + 1".15374 T2 - 0".002176 T3 

The other elements are found using
 

(C.3)
 
M=L 1 
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A listing of the gravitational parameter used for the planets and
 

the-sun is given in Table C.1.
 

Once the orbital elements of a planet have been calculated for a
 

given time, its position and velocity may be calculated using the
 

following relations (see [3) for derivations).
 

B2
jp = a (cos B -i) l+ v sin E 

(C.4) 

vp - ~ [v'isin E 1 +vi/-pcosi E 2 ] 

where
 

B = eccentric anomaly 

p = semilatus rectum 

= a(l-e 2) 

i = gravitational parameter of the central body (in this 

case, of the sun) 

The coordinate system defined by the unit vectors', ii' 2' is shown
 

in Figure C.l. It can be seen that these unit vectors may be expressed
 

in the ecliptic frame as
 

cosg cosw - sing sinw cos i 

= sing cosn + cos sin cos i 

sinw sin i 

cosQ sinw - sing cosw cos i1 

2 = - sing sinw + cosn coso cos i (C.5) 

COS6 sin 1 
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SsinQ sin : 

3= os I 

The eccentric anomaly E is related to the mean anomaly M-by Kepler's
 

equation '
 

M = E - e sin E 	 (C.6) 

This equation is transcendental and may not be solved analytically.
 

The solution technique used here is a Newton-Rapheson iteration which
 

sets
 

Ek+- [Ek M -e sin EC.7)
 

-l k- [ - e cos E]
 

with 	the initial condition
 

E0 = 	M (C.8) 

This 	iteration converges rapidly for orbits with small eccentricity.
 

C.2 	 Calculation of Sphere of Influence Radius
 

In this thesis, a somewhat larger sphere of influence (SOI) is
 

used than the classical Laplace SOI. This enlarged SOI is the surface
 

on which the direct acceleration due to the planet equals the perturb­

ing acceleration due to the gradient of the solar gravitational field.
 

Referring to Figure C.2 it can be shown (see [3J) that an approximate
 

expression (good to first order in r/k) for the acceleration on a point
 

mass m due to a planet P and the sun S is
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p m 11s r ( 
P- 2 r + 3 cosa -irC.9 

r Z
 

where
 

r = position of mass m with respect to the planet P
 

= position of the sun S with respect to the planet P
 

a = angle between . and r
 

pS' ip,pm = gravitational parameters of the sun, planet,
 

and mass m respectively.
 

Equating the direct and perturbing accelerations yields
 

r + 3 eoska - (lv Pm (C.1) 

Since 1 

0.7937 < (I + 3 cos2ca) <i.0 

and
 

1m << Vp or 
PS
 

the locus of these points may be approximated by a sphere of radius
 

lp1 

(0.11)
r FPJ 

For computational purposes, t is assumed equal to the semi-major axis
 

of the orbit of the planet under consideration.
 

The Laplace SOI is a somewhat 'maller surface defined approximate­

ly (see [3]) as
 

S(C.12)
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This surface is the locus of points where the ratio of'disturbing
 

acceleration to primary acceleration is equal for the equations of
 

motion referred to either the sun or the planet.
 

Numerical experiments by the author and by Carlson [29] show that
 

a better trajectory approximation is obtained by using the enlarged
 

sphere of'influence. Carlson also shows that the theory of matched
 

asymptotic expansion predicts an overlap of the region of validity of
 

the heliocentric and planetocentric trajectory representations in the
 

vicinity of this enlarged sphere of influence. A listing of the size
 

of both the Laplace and the enlarged spheres of influence is given in
 

Table C.2
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Table C.l Gravitational Parameters
 

Body 


Sun 


Mercury 


Venus 


Earth 


Mars 


Jupiter 


Saturn 


Uranus 


Neptune 


p (km3/sec2)
 

0.1327154456 (1012)
 

0.2211924093 (105) 

0.32528295482(106 ) 

0.39802852025(106 ) 
0.4290138858 (105) 

0.12671486322(109 

0.3790137239 (108 

0.580329029 (10 ) 

0.68714634755(10 ) 

Table C.2 Sphere of Influence Radius
 

Body 


Mercury 


Venus 


Earth 


Mars 


Jupiter 


Saturn 


Uranus 


Neptune 


Laplace Sphere (km) 


113,455.7 


616,362.0 


923,738.2 


574,520.1 


48,177,614.0 


54,505,381.7 


51,742,213.6 


86,747,707.2 


Enlarged Sphere (km)
 

318,688.4
 

1,458,966.1
 

2,157,378.4
 

1,564,377.2
 

76,638,659.8
 

94,129,489.7
 

101,287,919.7
 

167,883,945.9
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Figut~e C.I Coordinate System Geometry 
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Appendix D
 

Properties and Application of the Two-Body State Transition Matrix
 

D.1 	 Properties of the Two-Body State Transition Matrix
 

This section summarizes some of the more important properties of
 

the two-body state transition matrix. For a more complete discussion,
 

see 	[36] or [3].
 

The equation of motion for two-body flight is
 

(D.1)
 
r
 

The variational equation for small perturbations about the nominal
 

trajectory is
 

f = G (r)6r GCt) 6r (D.2) 

where 

6(r) [_ Ir IT 	 (D. 3) 

r -- r(t) 

Equations (D.I) and (D.2) may be put into first-order form by
 

defining
 

' x (t) 	 = , t (D.4)Er t)
 
ax = ( 	 (D.5) 

6v (t 

Then
 

x 	 (D.6) 
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and
 

6x = F(t)x (D.7) 

where
 

F(t) ( (D.8)= 

The solution to (D.7) is given by
 

dx (t) = D.0(t, '0 ) 6x(t0 ) (D.9)
 

where
 

do(t,to) = state transition matrix from time t0 to time t
 

for the two-body trajectory.
 

It may be shown [3) that the state transition matrix satisfies the
 

same differential equation as the state
 

i0(t,t0 ) = F(t)%0Ct,t0 ) (D.10)
 

with the initial conditions
 

0t0,t0) = I (D.11)
 

A number of analytic solutions to (D.10) in different coordinate
 

systems exist (see [3], [36], [37]). The one used in this thesis is by
 

Goodyear [37], which provides a solution in generalized cartesian co­

ordinates.
 

The state transition matrix is a member of a class known as sym­

plectic matrices. These matrices satisfy the relation
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QT (D. 12) 

where 

0E1] symplectic matrix 

Post-multiply (D.12) by QI and pre-multiply by J to get 

Q -= J JQT j (D.13) 

If the state transition matrix is partitioned into 

then 

D(tto) 

thnDo 

-l 

=0 

to 

Ao(t,t0 ) Bo(t,to)] 

LC0ct,to) Do(t,to)J 

T(t,to ) Bo0T (t,t 0 

1 
-coT(t,t ) 

A0(t,to) ] 

(D.14) 

(D.15) 

may be calculated using (D.13). 

If (D.7) includes a disturbing term 

Sx(t) = F(t) 6x(t) + f0 (t) (D.16) 

where 

fo(t) =.disturbing vector 

[dct] 
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ad(t) = disturbing acceleration evaluated along the reference
 

orbit
 

the solution to the perturbed motion is given by
 

t 

Sx(t) = %0(t,t0 ) 6x(t0 ) + Lt 0(t,t)f 0 (T)dT (fD.17) 

See [30J for a derivation of this relation.
 

D.2 Evaluation of Perturbation Integrals by Quadrature
 

In the calculation of the perturbed conic trajectory segments,
 

it is necessary to evaluate the integral
 

t
 

s.(t) = %t,T)f 0 (T)dTr D.18) 

ft00 

in (D.17) Since both terms in the integrand are known functions of time
 

along the reference trajectory, the integral may be evaluated by quad­

rature. The quadrature method chosen was Simpson's Rule [38], which
 

states that
 

f a+nh I = u(t)dt = 1[u. + 4u2 + 2u2 + 4U3 + 
a 

+ 4un_3 + 2un_ 2 + 4un_1 + un] + Rn (D.19) 

where
 

h = step-size
 

n = number of steps (even)
 

uk= u(a+kh)
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= nh5 uIV 
R= - 1- u (5) ; (a < ' < a + n h) (D.20) 

= truncation error
 

The integral (D.18) always runs from the mid-point tM of a tra­

jectory segment to its end point t2 or its initial point t, (see (3.12)
 

and (3.13)). To take into account the fact that the integrand varys
 

more rapidly with time near t1 or t2 than it does near tM, the inte­

gral is evaluated over four sub-intervals with different step-sizes.
 

These four intervals are
 

I1 h = T , n = 8 

12: = , = 8h2 2Ts n2 


13: h3 = 4Ts , n3 = 8 

14: The values of n and h for the fourth sub-interval are
 

calculated using
 

d = 8 T
 

Tr= Iti - tM -n 1 hI - n 2h2 -n3 h3
 

Iti - tMI 56 Ts (i = 1 or 2)
 

n4= 2 Integer [TR/2d]
 

h4= TR/n 4
 

This method insures that the interval for 14 is divided into
 

an even number of steps approximately d in length.
 

For a small planet (Mercury, Venus, Earth, Mars) the parameter Ts is
 

assigned the values
 

TS = 0.5 days (heliocentric leg)
 

Ts = 0.02 days (planetocentric leg) (D.21)
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while for a large planet (Jupiter, Saturn, Uranus, Neptune) it has
 

the-values
 

- 2.5 days (heliocentric leg)s (I.22) 

Ts 0,5 days (planetocentric leg) 

These values are picked to provide a balance between running time and
 

accuracy.
 

The value of the integral in (D.18) is given by the sum of the
 

integrals over the sub-intervals.
 

1= 1 + 12 + 13 + 14 	 (D.23)
 

To illustrate the accuracy of this procedure, a comparison between
 

the perturbations obtained by quadrature and those found by numerical
 

integration is given for
 

1) 	Heliocentric Ellipse (Earth to Venus)
 
tl- 2441478.8 days tM = 2441556.4599 days
 

t 	= 2441634.11977 days 

Quadrature Numerical Integration Difference
 

6r(t1 ) 5,164.67 km 35,Z67.35 km 102.78 km
 

6v(tl) 39.723 m/sec 40.237 m/sec .514 m/sec
 

2) Planetocentric Hyperbola (about Venus)
 

tI = 2441634.11977 days tM = 2441636.0597 days
 

t2 = 2441637.99955 days
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Quadrature Numerical Integration Difference
 

Sr(tl) 1482.11 km 1512.57 km 30.46 km
 

6v(t i) 26.470 m/sec 26.489 m/sec .190 m/sec
 

3) 	Heliocentric Ellipse (Earth to Jupiter)
 

tI = 2443787.0 days tM = 2444040.0151 days
 

t2 = 2444293.03027 days
 

Quadrature Numerical Integration Difference
 

Sr(t 2) 687,602.28 km 689,394.07 km 1791.79 km
 

6v(t2 ) 116.409 m/sec 117.202 m/sec .793 m/sec
 

4) Planetocentric Hyperbola (about Jupiter)
 

t = 2444293.03027 days tM = 2444376.7112 days
 

t2 = 2444460.39204 days
 

Quadrature Numerical Integration Difference
 

dr(tl) 355,455.46 km 356,310.0 km 854.54 km
 

6v(tl) 147.690 n/sec 148.114 m/sec 0.424 m/sec
 

Errors in the calculation of the perturbations by the analytic
 

quadrature method are on the order of 1% or less. Position perturba­

tions tend to be more accurate than the velocity perturbations. This
 

is due to the fact that the true A and B sub-matrices in the state
 

transition matrix (see (D.14)) are more accurately approximated by
 

their value on the two-body reference trajectory than are the C and D
 

sub-matrices.
 

D.3 Calculation of Perturbed State Transition Matrix
 

It was stated in (D.7) and (D.10) that the state variation 6x and
 

the state transition matrix both satisfy the same differential equation.
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di(t) = F(t)6x(t) (D.7) 

4Ct;_ 0 ) = F(t)4Ct,tn) (D.10) 

Furthermore, if a perturbing term f is added to (D.7), its solution
 

becomes
 

ax~t) = 4)(t't0)6x(t) + ft
t 0 (t, -) f () dT (D.17) 

for
 

Si(t) = F(t)6x(t) + f(t) (D.16)
 

A similar form may be derived for the perturbed state transition
 

matrix. Let
 

;o(t,to) = Fo(t) %o(t,to) (D.24)
 

be the differential equation for the pure two-body problem while
 

;(t,t0 ) = F(t)4'(t,t 0 ) (D.25)
 

is the differential equation for the perturbed two-body problem. Note
 

that
 

F(t) = Fo(t) + Fd(t)
 

= ] + [G 1- (D.26) 
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where
 

Gd t (D.27) 

Substituting (D.26) into (D.25) yields
 

4(t,t 0) = F0 (t)d(t,t0 ) + Pd(t)d(t,tO) (D.28) 

Let ­

1(tt0) = %O(t,to) + 64(t,to) (D.29) 

(D.29)
 
Then,. (D.28) becomes
 

D0(t,t0 ) + 64(t,t 0 ) = Fo(t)0(t,t0 ) + Fo(t)Sq(t,t0)
 

+ Fd(t)%0(t,to) + Fd(t)6i(t,to) (D.30)
 

Eliminating the two-body terms and neglecting the product Fd(t)M6(t,to)
 

leaves
 

6 _(t,t 0 ) = F0 (t)64(t,t0 ) + Fd(t)Y0ot,tO) (D.31) 

By comparing (D.31) with (D.16), the solution analogous to (D.17) is 

t
 

60(tto) = %o(tto)6CtOto)+ fD0o(t'T)Pd(T)o(Tto)dT 
0to 
 (D.32)
 

Inserting (D.32) into (D.29) and recognizing that
 

*(to,to) = 0
 

yields
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t
 

4(t,to) = 'o(t,to) + fto(t,t)Fd(T)tO(,to)dT CD.33) 

which is an approximate solution for a many-body state transition
 

matrix.
 

The errors associated With the use of the pure two-body state
 

transition matrix rather than the actual many body matrix were the
 

major source of inaccuracy in the perturbed conic analysis. However,
 

since these errors were not excessive, it was felt that the increased
 

computation time associated with the above calculation of an approxi­

mate many-body state transition matrix was not justified. No numerical
 

studies on the accuracy of the above technique were performed.
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Appendix E
 

Trajectory Description Data
 

E.l Description of Tables
 

Thisappendix presents the detailed data needed for the specifi­

cation of-the trajectories determined in Chapter 5-7. The following
 

sections contain tables of
 

1) Planetary position in the heliocentric ecliptic coordinate
 

system at each sphere of influence (SOT) entry and exit
 

time.
 

2) Planetary velocity in the heliocentric ecliptic coordinate
 

system at each SO entry and exit time.
 

3) Position of SOT entry and exit points in the planetocen­

tric ecliptic coordinate frame.
 

4) True heliocentric velocity at each SOI entry and exit
 

point.
 

5) True planetocentric velocity at each SOI entry and exit
 

point.
 

The true velocities at each SOT entry and exit point are deter­

mined by numerical integration of each trajectory leg as described in
 

Section 5.4. The time of passage through each SOI entry and exit point
 

may be found in Chapters 5-7. Planets are referred to by number in the
 

tables in the following manner
 

Number Planet Number Planet 

1 Mercury S Jupiter 

2 Venus 6 Saturn 

3 Earth 7 Uranus 

4 Mars 8 Neptune 
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E.2 Dual Planet Reconnaissance Trajectory
 

Planetary Position (km)
 

Point Planet x z
 

1 3 -27,683,569 -149,351,633 0
 

2 2 -85,946,304 64,291,179 5,849,706
 

3 2 -92,494,950 54,464,844 6,090,584
 

4 4 9,298,184 -216,541,101 -4,783,633
 

5 4 20,235,530 -214,917,173 -5,017,472
 

6 3 1-50,071,922 1,341,038 0
 

Planetary Velocity (km/sec)
 

Point Planet Vx 3 v z 

1 3 28.803850 -5.536705 0.0
 

2 2 -21.115118- -28.219406 0.824872
 

3 2 -17.916849 -30.347939 0.610865
 

4 4 25.142150 3.112230 -0.550617
 

5 4 25.057758 4.344065 -0.522634
 

6 3 -0.752478 29.680227 0.0
 

Planetocentric CooTdinates of SOI Entry and Exit Points (km)
 

Point Planet x y z
 

1 3 -1,618,847 1,228,772 -723,696
 

2 2 1,289,792 -678,612 -67,123
 

3 2 -1,457,233 56,086 43,682
 

4 4 1,139,936 1,065,458 112,352
 

5 4 -1,151,504 -1,053,602 1,060,012
 

6 3 2,124,226 309,891 214,270
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True Heliocentric Velocity at SOI Entry and Exit Points (lm/sec)
 

Point Planet vx y z
 

1 3 25.411804 -3.308020 -1.496488
 

2 2 -28.702396 -24.100878 1.225602
 

3 2 -26.543009 -30.113072 0.865247
 

4 4 19.925562 -1.771693 -1.114716
 

5 4 19.783087 -0.479968 0.012257
 

6 3 -11.562989 27.887921 0.623309
 

True Planetocentric Velocity at SOI Bntry and Exit Points (km/sec)
 

Point Planet vx v 2V
 

1 3
 

2 2 -7.587318 4.118546 0.400726 

3 2 -8.626212 . 0.234868 0.254384 

4 4 -5.216591 -4.883929 -0.564099 

5 4 -5.274674 -4.824036 0.534891
 

6 3
 

E.3 Grand Tour Trajectory
 

Planetary Position (km)
 

Point Planet X Z
 

1 3 146,373,093 30,840,193 0
 

2 5 -730,966,280 341,268,726 14,992,492
 

3 5 -793,050,422 172,374,356 17,066,856
 

4 6 -1,392,750,100 -367,498,888 61,896,089
 

5 6 -1,351,245,940 -523,607,941 62,947,475
 

6 7 -508,598,411 -2,816,199,860 -3,939,139
 

7 .7 -417,872,638 -2,835,394,500 -5,185,687
 

8 8 825,783,251 -4,452,305,730 72,635,448
 

179 



Planetary Velocity (km/sec)
 

Point Planet Vx Vy v z
 

1 3 -6.627671 29.040716 0.0
 

2 5 -5.683434 -11.237136 0.172861
 

3 5 -2.929249 -12.166462 0.114945
 

4 6 1.929444 -9.356882 0.085318
 

5 6 2.952499 -9.024942 0.038810
 

6 7 6.653486 -1.521178 -0.091945
 

7 7 6.689117 -1.304052 -0.091596
 

8 8 5.299626 1.020036 -0.143199
 

Planetocentric Coordinates of SOI Entry and Bxit Points (km)
 

Point Planet x zz
 

1 3 -422,358 2,090,193 327,087
 

2 5 52,179,576 -56,112,733 1,461,922
 

3 5 -76,427,535 -88,025 5,684,043
 

4 6 90,303,036 25,960,699 -5,635,961
 

5 6 18,853,800 -92,130,386 -4,1Q9,294
 

6 7 -7,355,051 100,977,635 2,943,333
 

7. 7 36,980,520 -94,149,082 5,256,'825
 

8 8 -68,924,481 152,861,419 -8,235,400
 

True Heliocentric Velocity at SOIT'ntry and Exit Points (km/sec)
 

Point Planet Vx v __z
 

.1 3 -8.729043 38.773437 1.658246
 

2' 5 112.546516 -3.447447 0.060104
 

3 5 -13.280658 -12.488954 0.910924
 

4 .6 -8.652141 -12.357576 0.746294
 

5 6 5.181211 -19.749870 -0.442043
 

6 7 7.716297 -16.446444 -0.533078
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Point Planet Vx Vzzy 


7 7 12.174013 -15.208984 0.691257
 

8 8 12.136149 -14.246205 0.684301
 

True Planetocentric Velocity at SOI Entry and Exit Points (km/sec)
 

Point Planet Vx V vz 

1 3 

2 5 -6.862569 7.789369 -0.232962 

3 5 -10.351326 -0.522564 0.795978 

4 6 -10.581829 -3.000683 0.660993 

5 6 2.228758 -10.724730 -0.480851 

6 7 1.062830 -14.925182 -0.441132 

7 7 5.484978 -13.904982 0.782847 

8 8 

E.4 Periodic Trajectory 

Planetary Position (km) 

Point Planet x y Z 

1 3 115,517,131 -98,137,483 0 

2 2 -98,406,259 42,926,751 6,271,195 

3 2 -104,690,65 24,078,614 6,371,004 

4 2 -97,993,845 43,854,474 6,260,237 

5 2 -104,439,345 25,127,936 6,371,140 

6 2 -97,465,377 45,01D,278 6,245,750 

7 2 -104,152,073 26,274,532 6,370,544 

8 3 149,582,514 10,21D,861 0 

9 3 144,544,696 38,009,310 0 

10 3 149,721,363 8,463i429 0 

11 3 145,020,497 36,278,351 0 

12 2 -96,870,027 -47,526,925 4,924,934 
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Planetary Velocity (km/sec)
 

Point Planet Vx Vy _z
 

1 3 18.800505 22.595294 0.0
 

2 2 -14.161646 -32.263762 0.367108
 

3 2 -8.029999 -34.286904 -0.014566
 

4 2 -14.463523 -32.130379 0.386568
 

5 2 -8.371178 -34.206640 0.006423
 

6 2 -14.839637 -31.959383 0.410832
 

7 2 -8.744011 -34.114777 0.029399
 

8 3 -2.515094 29.612395 0.0
 

9 3 -8.062106 28.702144 0.0
 

10 3 -2.167525 29.635935 0.0
 

11 3 -7.715572 28.790893 0.0
 

12 2 15.182219 -31.602193 -1.314630
 

Planetocentric Coordinates of SOI Entry and Exit Points (km)
 

Point Planet x L z
 

1 3 247,388 -639,293 -2,045,577
 

2 2 726,703 511,959 -1,156,885
 

3 2 -1,279,966 527,150 460,850
 

4 2 1,283,436 7547,542 -426,113
 

5 2 -770,819 372,484 -1,181,388
 

6 2 748,191 -351,377 1,202,217
 

7 2 9,682 -767,274 -1,240,878
 

8 3 337,614 1,396,334 -1,609,518
 

9 3 1,614,003 107,287 1,427,503
 

10 3 1,637,219 -113,046 -1,400,362
 

11 3 1,107,649 -1,140,039 -1,458,666
 

12 2 -538,663 296,754 -1,323,012
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True Heliocentric Velocity at SOI Entry and Exit Points (km/sec) 

Point Planet Vx Vy vz 

1 3 17.323915 20.157965 -3.267526
 

2 2 -16.616974 -34.071864 4.356735
 

3 2 -12.484461 -32.404149 1.506887
 

4 2 -18.920016 -30.231828 1.908059
 

5 2 -11.046420 -32.921844 -4.047927
 

6 2 -17.512140 -30.658423 -3.641063
 

7 2 -8.650968 -36.809919 -4.202766
 

8 3 -3.262805 -26.747620 3.254240
 

9 3 -4.699129 28.972881 2.858207
 

10 3 1.194127 29.890394 2.857028 

11 3 -5.477269 26.475428 -2.992208 

12 2 16.261390 -33.864871 3.969588 

True Planetocentric Velocity at SOI Entry and Exit Points (km/sec) 

Point Planet Vx Vy vz 

1 3 

2 2 -2.455124 -1.807893 3.989942
 

3 2 -4.455058 1.883022 1.531741
 

4 2 -4.457173 1.899298 1.532338
 

5 2 -2.631615 1.269900 -4.102211
 

6 2 -2.625721 1.284945 -4.097597
 

7 2 0.093025 -2.694363 -4.232504
 

8 3 -0.746902 -2.862650 3.253536
 

9 3 3.351399 0.267886 2.882569
 

10 3 3.348385 0.253327 2.879679 

11 3 2.239589 -2.317191 -2.991828 

12 2 - ­
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