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An investigation has been conducted to study the effects of multiple two-dimensional sinusoidal waves, arranged normal to flow, on surface heat transfer and pressure distribution over a sharp- or a blunt-leading-edge plate. Surface oil-flow and schlieren photographs were used to define the surface flow and shock structure over the model. The laminar separation lengths in front of the first wave could be correlated by using simple separation concepts. The pressure distributions indicated that the pressure drag would be greater for flow over a distorted surface than over a flat surface at the same flow conditions. For blunt-leading-edge models, the waves tended to trip the flow to early transition. The maximum laminar heating values for laminar flow over multiple waves were found to correlate with empirical parameters obtained from previous investigations. Minimum laminar heating between wave peaks also correlated.
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SUMMARY

An investigation has been conducted to study the effects of multiple two-dimensional sinusoidal waves, arranged normal to flow, on surface heat transfer and pressure distribution over a sharp- or a blunt-leading-edge plate. Surface oil-flow and schlieren photographs were used to define the surface flow and shock structure over the model. The laminar separation lengths in front of the first wave could be correlated by using simple separation concepts. The pressure distributions indicated that the pressure drag would be greater for flow over a distorted surface than over a flat surface at the same flow conditions. For blunt-leading-edge models, the waves tended to trip the flow to early transition. The maximum laminar heating values for laminar flow over multiple waves were found to correlate with empirical parameters obtained from previous investigations. Minimum laminar heating between wave peaks also correlated.

INTRODUCTION

Surface distortions which occur on hypersonic vehicles may be caused by warping, surface ablation, or structural requirements. For example, some recently proposed thermal-protection systems incorporate uniformly spaced surface protuberances in vehicle design (ref. 1). The surface distortions can greatly affect the local flow and the vehicle surface heating and pressure distributions. The existence of multiple attached and separated viscous layers which interact with the external inviscid flow makes any theoretical analysis of the flow over the distortions a formidable task; thus, a semiempirical prediction approach, whereby experimental results over a wide range of test conditions are correlated, appears attractive.

Several investigations of single surface distortions (for example, refs. 2 to 8) have been made to determine the effect of particular types of protuberances on local surface heating and pressures at supersonic and hypersonic speeds. The effect of one protuberance in the wake of another was examined in reference 3. Multiple two-dimensional distortions were examined in references 9 to 13. The flow was laminar for reference 7,
turbulent for references 3 and 5, and laminar and turbulent for references 2, 4, 6, 8, 9, 10, 11, 12, and 13. Holden (ref. 7) has developed an analytical solution for flow over a wedge and Jaeck (ref. 10) has developed a shallow-wave theory for flow over multiple waves, but the assumptions of these two theories restrict their general usage. Bertram and Wiggs (ref. 2) empirically correlated the maximum laminar heating for single surface distortions; and Bertram, Weinstein, Cary, and Arrington (ref. 9) have extended the correlation to multiple distortions.

The purpose of the present investigation was to study the effects of multiple two-dimensional sinusoidal waves, arranged normal to the flow, on the surface heat transfer and pressure distribution over a sharp- and a blunt-leading-edge plate at a free-stream Mach number of 8.0. By varying stagnation pressure, angle of attack, and nose bluntness, the local Reynolds number per centimeter was varied from $8.3 \times 10^2$ to $4.9 \times 10^5$ and the local Mach number was varied from 1.8 to 9.2. Flow visualization techniques, consisting of surface oil-flow and schlieren photographs, were utilized at a free-stream Mach number of 6.86 to define the surface flow and shock structure over the model.

SYMBOLS

\[ C_f \] local skin-friction coefficient

\[ c_p \] specific heat of air at constant pressure

\[ c_w \] specific heat of wall material

\[ h \] heat-transfer coefficient, \( \frac{\dot{q}}{T_{aw} - T_w} \)

\[ H \] wave height above flat plate

\[ \bar{H} \] height above flat plate of reattachment of boundary layer

\[ \Delta h = \frac{h_{max} - h_{fp}}{h_{fp}} \]

\[ K_\alpha = M\alpha \]

\[ K_\delta = M\delta \]

\[ K_\theta = M\theta \]
\[ K = K_\alpha + K_\theta \]

\[ l_1 \] length of separated region (from separation to reattachment)

\[ L \] model length

\[ M \] Mach number

\[ N_{Pr} \] Prandtl number

\[ N_{St} \] Stanton number, \( \frac{\dot{q}}{\rho u c_p (T_{aw} - T_w)} \)

\[ p \] pressure

\[ \dot{q} \] surface heat-transfer rate

\[ R_{l,x} = \frac{\rho_{\infty} u_x}{\mu_{\infty}} \]

\[ R_{\infty} \] free-stream Reynolds number per centimeter, \( \frac{\rho_{\infty} u_{\infty}}{\mu_{\infty}} \)

\[ R_{\infty,L} = \frac{\rho_{\infty} u_{\infty} L}{\mu_{\infty}} \]

\[ t \] leading-edge thickness

\[ T \] temperature

\[ u \] gas velocity

\[ v \] virtual origin

\[ x \] surface distance from leading edge or stagnation line

\[ x_v \] distance to virtual origin of turbulent boundary layer

\[ x' \] distance along surface of model from beginning of waves

\[ y' \] perpendicular distance from wall
\[ \alpha \]  plate surface inclination to free-stream flow

\[ \beta = (M^2 - 1)^{1/2} \]

\[ \gamma \]  ratio of specific heats (1.4 for air)

\[ \delta \]  average angle of separated region with respect to flat plate, \( \frac{H}{l_i} \)

\[ \delta_{l}^{*} \]  local displacement thickness of boundary layer on flat plate

\[ \eta \]  recovery factor

\[ \theta = \frac{d\delta_{l}^{*}}{dx} \]

\[ \lambda \]  local wall thickness

\[ \mu \]  dynamic viscosity

\[ \rho \]  density

\[ \tau \]  time

Subscripts:

aw  adiabatic wall

fp  flat plate

l  local conditions at outer edge of boundary layer of smooth plate

max  maximum

min  minimum

p  plateau value in separated region

\( \infty \)  undisturbed free stream
stagnation conditions

APPARATUS AND TEST CONDITIONS

Wind Tunnels

Flow-visualization studies were conducted in the Langley 11-inch hypersonic tunnel at a nominal Mach number of 6.86. This tunnel has a two-dimensional contoured nozzle and an adjustable second minimum with a blowdown operation exhausting to a vacuum sphere. Run time is about 1 minute. The air is preheated to about 620° K to avoid liquefaction. For these studies stagnation pressures of 5, 10, 20, and 40 atmospheres (1 atm = 101.325 kN/m²) were used; therefore, the free-stream Reynolds number per centimeter varied from $2.4 \times 10^4$ to $1.6 \times 10^5$ with a corresponding variation of test-section Mach number from 6.7 to 6.9. A more detailed description of this tunnel along with a calibration can be found in reference 14.

Heat-transfer and pressure studies were conducted in the Langley Mach 8 variable-density tunnel. This is also a blowdown tunnel with an axisymmetric contoured nozzle. Stagnation pressures were 4, 15, 55, 70, and 180 atmospheres, and the stagnation temperature was held at about 760° K so that the free-stream Reynolds number per centimeter varied from $10^4$ to $3 \times 10^5$. The free-stream Mach number in the test section varied from 7.6 to 8.0. This facility is further described in reference 15.

Models

Models used for the oil-flow and schlieren studies at $M_\infty = 6.86$ were constructed of solid metal covered with a layer of epoxy-impregnated fiber glass (the leading edge of the sharp plate was not covered). The models were $10^0$ total-angle wedges with a flat surface on one side and three two-dimensional sinusoidal waves on the other as shown in figure 1. Each wave protruded a maximum of 0.17 cm above and below a section of flat plate preceding and following the waves. The wavelength was 2.54 cm. Sharp ($t = 0.005$ cm) and blunt ($t = 1.9$ cm) leading edges were used. End plates shaped to enclose the bow shock were used to reduce cross-flow effects.

Models used for heat-transfer and pressure tests at $M_\infty = 8.0$ were $10^0$ total-angle wedges, 27.94 cm wide and 40.64 cm long, as shown in figure 2. One side of the wedge had five two-dimensional sinusoidal waves preceded and followed by a flat-plate section; the other side of the wedge was completely flat. The waves protruded a maximum of 0.25 cm above and below the flat surface, and the wavelength was 3.8 cm; thus, the ratio
of wave height to wave length was the same as that for the smaller models. Leading-edge thicknesses were the same as those for the oil-flow and schlieren studies. A separate complete model was tested for each leading edge and each type of instrumentation. Chordwise and spanwise locations of instrumentation are listed in table I. End plates shaped to enclose the bow shock were used and are sketched in figure 2.

The heat-transfer models had an inconel wall nominally 0.08 cm thick, insulated from the steel frame by fiber glass. Chromel-alumel thermocouples (diam = 0.025 cm) were spotwelded to the underside of the skin on both sides of the wedge. The wall thickness was accurately measured at each thermocouple location for data-reduction purposes. The pressure models had a stainless-steel wall nominally 0.15 cm thick. Pressure tubes were soldered flush with the wall and had an orifice nominally 0.25 cm in diameter.

EXPERIMENTAL PROCEDURES

Flow Visualization

For the oil-flow tests a mixture of oil and lampblack was dotted on the model surface. The tunnel flow was started with a quick-opening valve, the model was exposed to the flow at \( M_\infty = 6.86 \) for about 5 seconds, and the valve was then closed. The model was subsequently photographed to record the surface oil-flow pattern. Separation and reattachment locations were indicated by oil accumulation lines and scoured regions, respectively.

The same models used in the oil-flow tests were used without end plates to make schlieren photographs of the flow field. A single-pass schlieren system was used with a mercury arc lamp source.

Heat-Transfer Measurements

The conventional thin-skin transient-heating technique was used to obtain heat-transfer distributions at \( M_\infty = 8.0 \). The models, which were initially at room temperature, were injected into a fully established airflow in about 0.25 second with less than 0.10 second to traverse the tunnel boundary layer.

Pressure Measurements

Two types of pressure transducers were used for the pressure-distribution study. One was a vacuum thermocouple gage with a range from 0.05 to 1.4 kN/m\(^2\) and was used for the lower pressures. The other transducers were metal diaphragm gages with full-scale ranges of 7 kN/m\(^2\), 14 kN/m\(^2\), and 35 kN/m\(^2\).
Tests

The conditions for the tests of this investigation are given in table II. The local Mach number for these tests was varied by changing the angle of attack and the leading-edge diameter. The local Mach number, which varied slightly with Reynolds number, was calculated by using the oblique-shock relations (including model surface angle plus the boundary-layer displacement effects) for the sharp leading edge and by assuming that the boundary layer for the blunt-leading-edge plate is immersed in the high-entropy layer due to the normal part of the detached leading-edge shock. For the blunt-leading-edge pressure distribution, the blast-wave correlation of reference 16 was used. The calculated values of local Mach number are given in table III.

DATA REDUCTION

Heat Transfer

The voltage produced by the thermocouples was sampled 20 times a second, converted to a binary digital system, and recorded on magnetic tape. The temperature at the reference junction of the thermocouple was measured by a thermometer and did not vary noticeably during a run. The reference temperature and calibration for the thermocouple wire were used to reduce the electrical outputs of the thermocouples to temperatures. After the model was positioned in the flow, 0.5 second of the temperature-time data (10 data points) was recorded. The data were fitted to a second-degree polynomial curve by the least-squares method. In the absence of conduction and radiation errors, heat transfer was calculated by using the initial slope of the temperature-time curve in the thin-wall equation

\[ \dot{q} = c_w \rho_w \lambda \frac{dT_w}{d\tau} \]

where

\[ c_w = 372 + 0.252T_w \quad (J/kg\cdot^\circ K) \]

and model wall density \( \rho_w \) is 8540 kg/m³. Radiation and conduction heat losses were calculated and found to be negligible when compared with convective heating. The Stanton number was computed by using the equation

\[ N_{St,\infty} = \frac{\dot{q}}{\rho_{\infty} u_{\infty} c_p(T_{aw} - T_w)} \]

where the adiabatic-wall temperature was found from the relation
The recovery factor $\eta$ was taken as 0.845 for laminar flow and 0.89 for turbulent flow.

Pressure

The voltage produced by the pressure transducers was converted to a binary digital system and recorded on magnetic tape. A calibration curve was supplied for each transducer, and the data were converted to pressures. Outputs from the vacuum thermocouple transducer are highly nonlinear, and pressure errors may be as great as 5 percent of the full range. The metal diaphragm transducer is accurate within about 0.5 percent of the full range and was used for most of the tests in this investigation.

RESULTS AND DISCUSSION

Flow Visualization

Representative oil-flow and schlieren photographs are shown in figure 3 for the sharp- and blunt-leading-edge models. An analysis of the photographs indicates that the boundary layer separates in front of the first wave and subsequently reattaches to the face of that wave. The flow remains attached over the top of the wave. As the flow expands over the rear of the first wave, the boundary layer again separates and then reattaches on the face of the second wave. This separation-reattachment process continues over the remaining waves until the boundary layer reattaches to the flat section of the plate behind the last wave.

The effect of end plates on separation length ahead of the first wave was determined from oil-flow studies by using the blunt model at an angle of attack of 15°. As indicated by figure 4, the separation length near the model center line is approximately the same with or without end plates; however, away from the center line there are marked differences. For the model with end plates, edge or corner effects apparently occur only at the edge of the first distortion. In the separated region preceding the third distortion, the oil appears to accumulate in distinct cell-like patterns across the entire model. (This phenomenon is also depicted in ref. 12.) Removal of end plates eliminated these patterns but produced a strong outflow. Heat-transfer data presented later in this report indicate that the flow was transitional at the second wave; therefore, the cell-like patterns may be related to the occurrence of transition and/or to edge or corner effects.
A correlation of the separation length to the first wave determined from oil-flow studies is presented in figure 5 for laminar flow preceding the first wave. The correlation parameters used in figure 5 are derived in the appendix.

All of the terms in the correlation parameter are undisturbed flat-plate values except \( \overline{H} \) and \( l_1 \). If it is assumed that \( \overline{H} \approx \overline{H} \) (oil-flow and schlieren studies indicate that this assumption is valid for the present investigation), the separation length can be obtained from the correlation.

Values of \( \overline{H} \) and of \( l_1 \) measured in the oil-flow study and theoretical values of \( M_L \) and \( R_{L,X} \) were used to reduce the separation-length data to the coordinates of figure 5. Equation (A3) predicts the trend of the experimental data well, but the predicted values fall 15 percent below the mean of the experimental data.

Surface Pressures

Ratios of the measured wall pressures to the undisturbed free-stream static pressures are presented as a function of the distance \( x \) in figures 6 and 7 for the sharp- and blunt-leading-edge models, respectively. The stagnation-point location for the blunt-leading-edge model varies with angle of attack, and thus the distance \( x \) to a given instrument location also varies with angle of attack.

**Flat surface.**—The theoretical pressures for flat plates with sharp leading edges (fig. 6) were obtained from the hypersonic oblique-shock equation given in reference 17:

\[
\frac{\Delta p}{p_\infty} = 2.333 \left( 0.36K^2 + 0.6K \sqrt{1 + 0.36K^2} \right) \quad (K \geq 0)
\]

where \( K = K_\alpha + K_\theta \) and includes the total inclination of the flow. The value of \( K_\theta \) was found by assuming weak interaction and using the boundary-layer formulation in reference 18, where the boundary-layer growth parameter was calculated from \( G = 0.344 \left( \frac{T_w}{T_\infty} + 0.352 \right) \) for \( \gamma = 1.4 \) and \( N_{Pr} = 0.725 \). The theoretical pressures for flat plates with blunt leading edges were predicted by using the blast-wave correlation of reference 16 and are shown in figure 7.

Generally good agreement between flat-plate theory and data can be seen in both figures 6 and 7. The pressures on the flat surfaces ahead of the first separation and behind the final reattachment on the distortion side also generally agree with flat-plate theory and data.

**Multiple-wave surface.**—The pressure distributions over the multiple-wave surfaces shown in figures 6 and 7 are characterized by a series of maximum and minimum
pressure peaks as the flow traverses the five waves. A pressure peak occurs a small distance after the reattachment point indicated by the oil-flow studies (also in agreement with refs. 12 and 13). The onset of transitional and turbulent flow evidently causes the pressure variation to become greater. The peak pressures generally decrease from wave peak to wave peak for laminar flow (fig. 6(a), \( \alpha = 10^\circ \)) or turbulent flow (fig. 6(b), \( \alpha = 15^\circ, x > x_v \)) but increase for transitional flow (fig. 6(a), \( \alpha = 15^\circ, x < x_v \)) over the waves. The magnitude of the pressure peaks is generally larger for transitional and turbulent flow than for laminar flow because the flow turning angle on the face of the wave is greater for turbulent flow.

If the pressure is integrated over the surface and the forces are referenced to the model axis, the pressure drag can be obtained. The pressure drag for laminar flow over the distortions when \( \alpha = 10^\circ \) (fig. 6(a)) is about 50 percent higher than the flat-plate value. For transitional-turbulent flow when \( \alpha = 10^\circ \) (fig. 6(b)), the pressure drag is more than double the flat-plate value. The large increase in pressure drag, especially the greater increase in transitional-turbulent pressure drag, may be important.

Surface Heating

Heat-transfer data are shown in figure 8 for the sharp-leading-edge model and in figure 9 for the blunt-leading-edge model. Stanton number based on free-stream conditions is shown as a function of distance from the leading edge or stagnation line. For this investigation, the boundary layer was usually laminar at the first few instrumented locations on all models. On the flat plate the region of transitional heating is characterized by increasing values of \( N_{St,\infty} \) with distance \( x \); on the multiple-wave surface, by increasing peak heating values with distance from \( v \) (fig. 8(c), \( \alpha = 5^\circ \)). For both laminar and turbulent flow, the maximum heating over successive waves decreases. (See fig. 8(a), \( \alpha = 5^\circ \), for laminar flow and fig. 8(e), \( \alpha = 5^\circ, x > x_v \), for turbulent flow.)

There was some spanwise variation in the location of transition. (See fig. 8(c), \( \alpha = 10^\circ \), for example.) The data at the different spanwise locations were fairied separately and two smooth curves were obtained. This variation may be due to nonuniformity in the model leading-edge thickness (or leading-edge roughness) for the sharp-leading-edge model and/or irregularities in the model surface due to thermal warping during a run for either the sharp- or the blunt-leading-edge model.

Flat surface.- Laminar flat-plate skin friction for the sharp-leading-edge model was calculated by using the T-prime method of Monaghan (ref. 19) along with the Blasius equation for laminar skin friction. Skin friction was converted to heat transfer by using Colburn's form of Reynolds analogy \( \frac{2N_{St}}{C_f} = N_{Pr}^{-2/3} \) where the Prandtl number (ref. 20)
was based on the laminar T-prime temperature. Surface heating for the blunt-leading-edge model was calculated by using the same equations with the local-flow conditions. The predicted laminar values of Stanton number shown in figures 8 and 9 generally agree well with the laminar flat-plate data.

Computation of turbulent Stanton numbers requires that the location of a "virtual origin" of the turbulent boundary layer be known. This virtual origin \( v \) was assumed to be the location of peak heating near the end of transition for the flat plate or the maximum of a fairing through the heating peaks over successive waves for the distorted side. (See ref. 12 for details.) Monaghan's T-prime method for turbulent flow (ref. 18) was used with the Kármán-Schoenherr equations as given in reference 21 to calculate the local skin-friction coefficient. Coburn's form of Reynolds analogy, for which the Prandtl number was based on the turbulent T-prime temperature, was used to convert skin-friction coefficients to heat-transfer coefficients. Turbulent-heating predictions using the T-prime method are included where applicable in figures 8 and 9. These turbulent predictions generally agree in level with the experimental turbulent-heating data, the best agreement being obtained for the lower local Mach numbers which correspond to \( \alpha = 5^\circ \), \( 10^\circ \), and \( 15^\circ \).

Multiple-wave surface.- There is reasonably good agreement between flat-plate heating data and the data for the flat portions of the distorted side ahead of separation at the first wave and after reattachment behind the last wave except when the distortion tripped the flow to early transition. Although the sinusoidal waves did not generally promote early transition on the sharp-leading-edge model (fig. 8), they frequently tripped the boundary layer of the blunt-leading-edge model (fig. 9), probably because the local Mach number was substantially lower (\( M_L = 1.8 \) to 3.2) than for the sharp-leading-edge model (\( M_L = 4.4 \) to 9.2). Flow at the lower Mach numbers has been observed to be far easier to trip. (For example, see ref. 22.)

For laminar flow at the first wave (a majority of cases for this study) the maximum heating on the wave is shown in figure 10 correlated with the parameter \( \frac{M_L}{\delta_L/H'} \), which was suggested in reference 2 though the constants were subsequently modified in reference 9. It should be pointed out that these data were used in reference 9 to aid in evaluating the constants, and other comparisons are contained in references 12 and 13. The correlation curve recommended in reference 9 is shown in figure 10 and agrees fairly well with the data of the present study. A possible fairing of the present data is represented by the solid line for \( \frac{\Delta h}{h_{fp}} = 0.032 \left( \frac{M_L}{\delta_L/H'} \right)^{1.7} \). Appendix A of reference 10 presents the shallow-wave theory which predicts peak heating on two-dimensional waves in attached supersonic
flow. Values of $\frac{\Delta h}{h_{fp}}$ calculated by using this theory for two local Mach numbers are shown in figure 10. Agreement of results from the shallow-wave theory with the present experimental data is generally poor. Since the development of shallow-wave theory required that there be no separation prior to the wave, it is not surprising that this theory does not agree with the data.

Maximum heating data for the first wave and for subsequent waves over which the flow appeared to be laminar are presented in figure 11. The values of $M_l$ and $\delta_l^*$ were calculated at the $x$ location of each peak by assuming the wavy surface was flat. The maximum laminar heating values for the waves downstream of the first wave are generally above the correlation curve for the first-peak data, and the disagreement with the first-wave correlation appears to increase from the second to the fifth wave. This behavior might be expected since disturbances from the waves tend to alter the local flow conditions. However, the difference between the first-wave value and the value for subsequent waves is not great, and the correlation for the first-wave maximum heating can be used as a first approximation for maximum heating on multiple waves.

Minimum laminar heating between the wave peaks has also been correlated by using parameters suggested by the maximum heating correlation and is shown in figure 12 as the plot of $\frac{h_{\text{min}}}{h_{fp}}$ against $\frac{M_l}{\delta_l^*H}$. In this figure, the minimum heating is considered only for laminar flow and only behind the first four peaks since the flat plate behind the last peak corresponds to a different geometry. The curve which provides the best overall fit to the data is $\frac{h_{\text{min}}}{h_{fp}} = 0.94\left(\frac{M_l}{\delta_l^*H}\right)^{-1}$. The large data scatter in figure 12 is partly due to lower accuracy of the heat transfer for these very low heating rates.

CONCLUSIONS

An investigation has been conducted to study the effects of multiple two-dimensional sinusoidal waves embedded in a flat surface on the surface flow at a Mach number of 6.86 and the heat transfer and pressure distribution at a Mach number of 8.0. Sharp- and blunt-leading-edge models were inclined at surface angles of attack of $-5^0$, $0^0$, $5^0$, $10^0$, and $15^0$, resulting in a local Mach number range from 1.8 to 9.2. Variation of the stagnation pressure provided a local Reynolds number per centimeter which varied from $8.3 \times 10^2$ to $4.9 \times 10^5$. The model wall temperature for the heat-transfer study was approximately 0.4 of the free-stream total temperature. Results of the investigation indicate the following conclusions:

1. Laminar flow over the first wave peak results in separation lengths that can be correlated by using simple separation concepts.
2. The pressure distribution over the multiple-wave surface indicates that the distortions increase pressure drag. In a typical case the pressure drag for laminar flow over the distorted surface was 50 percent greater than the flat-plate value; for transitional-turbulent flow, pressure drag was more than double the flat-plate value.

3. For blunt-leading-edge models, the waves tended to trip the flow to early transition. This tripping is caused by the low local Mach number.

4. Maximum heating values for laminar flow over multiple waves were found to correlate with empirical parameters obtained from other investigations. The correlation for multiple waves indicated that, at least as a first approximation, each wave can be examined as if it stood alone.

5. Minimum heating between wave peaks in laminar flow has also been correlated by using parameters suggested by the maximum heating correlation.
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APPENDIX

PREDICTION OF LAMINAR SEPARATION LENGTH

Idealized laminar flow separation over a small two-dimensional wave is shown schematically below:

Several studies have shown that the pressure in the separated region can be calculated by assuming that the separated region is a small solid wedge (for example, refs. 4 and 7). In other studies (for example, ref. 23), it is shown that the plateau pressure coefficient in the separated region in front of a wave can be empirically related to $M_	ext{l}$ and $R_{l,x}$. The correlation equation given as equation (7) of reference 23 is used herein. This relation can be written as

\[ \frac{p_p}{p_l} = 1 + 1.27 \frac{M_	ext{l}^2}{\beta_	ext{l}^{1/2} R_{l,x}^{1/4}} \quad (\gamma = 1.4) \quad (A1) \]

The small-wedge approximation of reference 17 gives these pressures in terms of the flow turning angle:

\[ \frac{p_p}{p_l} = 1 + 2.33 \left( 0.36K_\delta^2 + 0.6K_\delta \sqrt{1 + 0.36K_\delta^2} \right) \quad (\gamma = 1.4; \ K_\delta \geq 0) \quad (A2) \]

where $K_\delta = M_\text{lt}_\delta$. Since $\delta \approx \frac{H}{l_1}$, equations (A1) and (A2) may be combined to get:

\[ 1.27 \frac{M_	ext{l}^2}{\beta_	ext{l}^{1/2} R_{l,x}^{1/4}} = 0.84 \left( M_	ext{l} \frac{H}{l_1} \right)^2 + 1.40 \left( M_	ext{l} \frac{H}{l_1} \right) \sqrt{1 + 0.36 \left( M_	ext{l} \frac{H}{l_1} \right)^2} \quad (A3) \]

which can be solved for the separated length if the local flow conditions and $\overline{H}$ are known.
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TABLE I.- LOCATION OF MODEL INSTRUMENTATION

\[ L = 40.6 \text{ cm}^2 \]

<table>
<thead>
<tr>
<th>Thermocouple</th>
<th>( x/L ) (a)</th>
<th>Thermocouple</th>
<th>( x/L )</th>
<th>Pressure</th>
<th>( x/L )</th>
<th>Pressure</th>
<th>( x/L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>0.0748</td>
<td>T47</td>
<td>0.3250</td>
<td>P1</td>
<td>0.0432</td>
<td>P33</td>
<td>0.4300</td>
</tr>
<tr>
<td>T2</td>
<td>0.1050</td>
<td>T48</td>
<td>0.3303</td>
<td>P2</td>
<td>0.0903</td>
<td>P34</td>
<td>0.4513</td>
</tr>
<tr>
<td>T3</td>
<td>0.1362</td>
<td>T49</td>
<td>0.3438</td>
<td>P3</td>
<td>0.1368</td>
<td>P35</td>
<td>0.4625</td>
</tr>
<tr>
<td>T4</td>
<td>0.1675</td>
<td>T50</td>
<td>0.3575</td>
<td>P4</td>
<td>0.1994</td>
<td>P36</td>
<td>0.4762</td>
</tr>
<tr>
<td>T5</td>
<td>0.1988</td>
<td>T51</td>
<td>0.3668</td>
<td>P5</td>
<td>0.2619</td>
<td>P37</td>
<td>0.5010</td>
</tr>
<tr>
<td>T6</td>
<td>0.1988</td>
<td>T52</td>
<td>0.3825</td>
<td>P6</td>
<td>0.3245</td>
<td>P38</td>
<td>0.5125</td>
</tr>
<tr>
<td>T7</td>
<td>0.1988</td>
<td>T53</td>
<td>0.4075</td>
<td>P7</td>
<td>0.4495</td>
<td>P39</td>
<td>0.5238</td>
</tr>
<tr>
<td>T8</td>
<td>0.2300</td>
<td>T54</td>
<td>0.4188</td>
<td>P8</td>
<td>0.4495</td>
<td>P40</td>
<td>0.5450</td>
</tr>
<tr>
<td>T9</td>
<td>0.2612</td>
<td>T55</td>
<td>0.4300</td>
<td>P9</td>
<td>0.4495</td>
<td>P41</td>
<td>0.5450</td>
</tr>
<tr>
<td>T10</td>
<td>0.2915</td>
<td>T56</td>
<td>0.4514</td>
<td>P10</td>
<td>0.5744</td>
<td>P42</td>
<td>0.5450</td>
</tr>
<tr>
<td>T11</td>
<td>0.3238</td>
<td>T57</td>
<td>0.4625</td>
<td>P11</td>
<td>0.6993</td>
<td>P43</td>
<td>0.5563</td>
</tr>
<tr>
<td>T12</td>
<td>0.3550</td>
<td>T58</td>
<td>0.4764</td>
<td>P12</td>
<td>0.8240</td>
<td>P44</td>
<td>0.5698</td>
</tr>
<tr>
<td>T13</td>
<td>0.3864</td>
<td>T59</td>
<td>0.5010</td>
<td>P13</td>
<td>0.8860</td>
<td>P45</td>
<td>0.5950</td>
</tr>
<tr>
<td>T14</td>
<td>0.4175</td>
<td>T60</td>
<td>0.5063</td>
<td>P14</td>
<td>0.8860</td>
<td>P46</td>
<td>0.6063</td>
</tr>
<tr>
<td>T15</td>
<td>0.4487</td>
<td>T61</td>
<td>0.5125</td>
<td>P15</td>
<td>0.8860</td>
<td>P47</td>
<td>0.6173</td>
</tr>
<tr>
<td>T16</td>
<td>0.4487</td>
<td>T62</td>
<td>0.5258</td>
<td>P16</td>
<td>0.9490</td>
<td>P48</td>
<td>0.6490</td>
</tr>
<tr>
<td>T17</td>
<td>0.4487</td>
<td>T63</td>
<td>0.5315</td>
<td>P17</td>
<td>1.594</td>
<td>P49</td>
<td>0.6500</td>
</tr>
<tr>
<td>T18</td>
<td>0.4802</td>
<td>T64</td>
<td>0.5450</td>
<td>P18</td>
<td>1.751</td>
<td>P50</td>
<td>0.6658</td>
</tr>
<tr>
<td>T19</td>
<td>0.5110</td>
<td>T65</td>
<td>0.5563</td>
<td>P19</td>
<td>2.063</td>
<td>P51</td>
<td>0.6890</td>
</tr>
<tr>
<td>T20</td>
<td>0.5425</td>
<td>T66</td>
<td>0.5698</td>
<td>P20</td>
<td>2.218</td>
<td>P52</td>
<td>0.7000</td>
</tr>
<tr>
<td>T21</td>
<td>0.5738</td>
<td>T67</td>
<td>0.5698</td>
<td>P21</td>
<td>2.375</td>
<td>P53</td>
<td>0.7110</td>
</tr>
<tr>
<td>T22</td>
<td>0.6365</td>
<td>T68</td>
<td>0.5698</td>
<td>P22</td>
<td>2.688</td>
<td>P54</td>
<td>0.7260</td>
</tr>
<tr>
<td>T23</td>
<td>0.6985</td>
<td>T69</td>
<td>0.5950</td>
<td>P23</td>
<td>2.844</td>
<td>P55</td>
<td>0.7438</td>
</tr>
<tr>
<td>T24</td>
<td>0.7614</td>
<td>T70</td>
<td>0.6063</td>
<td>P24</td>
<td>3.000</td>
<td>P56</td>
<td>0.7577</td>
</tr>
<tr>
<td>T25</td>
<td>0.8235</td>
<td>T71</td>
<td>0.6173</td>
<td>P25</td>
<td>3.138</td>
<td>P57</td>
<td>0.7890</td>
</tr>
<tr>
<td>T26</td>
<td>0.8860</td>
<td>T72</td>
<td>0.6490</td>
<td>P26</td>
<td>3.187</td>
<td>P58</td>
<td>0.8202</td>
</tr>
<tr>
<td>T27</td>
<td>0.8860</td>
<td>T73</td>
<td>0.6500</td>
<td>P27</td>
<td>3.363</td>
<td>P59</td>
<td>0.8514</td>
</tr>
<tr>
<td>T28</td>
<td>0.8860</td>
<td>T74</td>
<td>0.6638</td>
<td>P28</td>
<td>3.575</td>
<td>P60</td>
<td>0.8830</td>
</tr>
<tr>
<td>T29</td>
<td>0.8860</td>
<td>T75</td>
<td>0.6890</td>
<td>P29</td>
<td>3.687</td>
<td>P61</td>
<td>0.9140</td>
</tr>
<tr>
<td>T30</td>
<td>0.9490</td>
<td>T76</td>
<td>0.6940</td>
<td>P30</td>
<td>3.824</td>
<td>P62</td>
<td>0.9450</td>
</tr>
<tr>
<td>T31</td>
<td>0.0662</td>
<td>T77</td>
<td>0.7000</td>
<td>P31</td>
<td>4.075</td>
<td>P63</td>
<td>0.9450</td>
</tr>
<tr>
<td>T32</td>
<td>0.0975</td>
<td>T78</td>
<td>0.7110</td>
<td>P32</td>
<td>4.187</td>
<td>P64</td>
<td>0.9450</td>
</tr>
<tr>
<td>T33</td>
<td>0.1294</td>
<td>T79</td>
<td>0.7190</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T34</td>
<td>0.1607</td>
<td>T80</td>
<td>0.7376</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T35</td>
<td>0.1767</td>
<td>T81</td>
<td>0.7530</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T36</td>
<td>0.1918</td>
<td>T82</td>
<td>0.7690</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T37</td>
<td>0.2075</td>
<td>T83</td>
<td>0.7845</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T38</td>
<td>0.2075</td>
<td>T84</td>
<td>0.8158</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T39</td>
<td>0.2075</td>
<td>T85</td>
<td>0.8470</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T40</td>
<td>0.2232</td>
<td>T86</td>
<td>0.8780</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T41</td>
<td>0.2388</td>
<td>T87</td>
<td>0.9095</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T42</td>
<td>0.2700</td>
<td>T88</td>
<td>0.9410</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T43</td>
<td>0.2857</td>
<td>T89</td>
<td>0.9718</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T44</td>
<td>0.3013</td>
<td>T90</td>
<td>0.9718</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T45</td>
<td>0.3138</td>
<td>T91</td>
<td>0.9718</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T46</td>
<td>0.3178</td>
<td>T92</td>
<td>0.9718</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Length \( L \) based on sharp-leading-edge model.
### TABLE II.- TEST CONDITIONS

<table>
<thead>
<tr>
<th>$M_\infty$</th>
<th>Leading edge</th>
<th>Type of data</th>
<th>$\alpha_*$, deg</th>
<th>$R_{sc}$, per cm</th>
<th>$\frac{T_w}{T_t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.86</td>
<td>Sharp and blunt</td>
<td>Oil flow and schlieren</td>
<td>-5, 0, 5, 10, 15</td>
<td>$0.024 \times 10^6$</td>
<td>0.5 to 0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.042</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.084</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>Sharp</td>
<td>Heat transfer</td>
<td>-5, 0, 5, 10, 15</td>
<td>$0.010 \times 10^6$</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.032</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>Blunt</td>
<td>Heat transfer</td>
<td>0, 5, 10</td>
<td>$0.032 \times 10^6$</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>Sharp</td>
<td>Pressure</td>
<td>5, 10, 15</td>
<td>$0.032 \times 10^6$</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>Blunt</td>
<td>Pressure</td>
<td>0, 5, 10</td>
<td>$0.032 \times 10^6$</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.13</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE III.- LOCAL MACH NUMBER

<table>
<thead>
<tr>
<th>$M_\infty$</th>
<th>Leading edge</th>
<th>$\alpha_*$, deg</th>
<th>$M_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.86</td>
<td>Sharp</td>
<td>-5</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>4.4</td>
</tr>
<tr>
<td>6.86</td>
<td>Blunt</td>
<td>-5</td>
<td>2.4 to 3.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>2.2 to 2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>2.0 to 2.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>1.9 to 2.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>1.8 to 2.1</td>
</tr>
<tr>
<td>8.0</td>
<td>Sharp</td>
<td>-5</td>
<td>9.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>6.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>4.7</td>
</tr>
<tr>
<td>8.0</td>
<td>Blunt</td>
<td>0</td>
<td>2.5 to 3.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>2.3 to 2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>2.0 to 2.4</td>
</tr>
</tbody>
</table>
Figure 1.- Models used for oil-flow and schlieren studies at $M_\infty = 6.86$. Dimensions are in centimeters.
Figure 2.- Model used for heat-transfer and pressure tests at $M_{\infty} = 8.0$. Dimensions are in centimeters.
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(a) Sharp-leading-edge model. \( \alpha = 5^\circ \), distorted side.

(b) Blunt-leading-edge model. \( \alpha = 10^\circ \), distorted side.

Figure 3.- Visualization of hypersonic flow over two-dimensional sinusoidal waves. \( M_\infty = 6.86; \ R_{\infty L} = 2.1 \times 10^6 \).

L-70-1638
Figure 4.- Oil-flow patterns for multiple-wave surface with blunt leading edge. $M_{\infty} = 6.86$; $Re_{\infty L} = 1.2 \times 10^6$; $\alpha = 15^\circ$. L-70-1639
Approx $M_1$

- Blunt leading edge
  - Pressure gradient
- Sharp leading edge

Theory (eq. (A3))
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Figure 5.- Correlation of separation length to first wave for laminar flow. $M_\infty = 6.86$. 
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Figure 6. Surface pressure distribution on sharp-leading-edge model. $M_{\infty} = 8.0$.

(a) $R_{\infty} = 0.032 \times 10^6$ per centimeter.
Figure 6.- Concluded.

(b) $R_{\infty} = 0.13 \times 10^6$ per centimeter.
Figure 7.- Surface pressure distribution on blunt-leading-edge model. $M_\infty = 8.0$.

(a) $R_\infty = 0.032 \times 10^6$ per centimeter.
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(b) \( R_{\infty} = 0.13 \times 10^6 \) per centimeter.

Figure 7.- Concluida.
Figure 8.- Surface heating distribution on sharp-leading-edge model. $M_\infty = 8.0$.

(a) $R_\infty = 0.0097 \times 10^6$ per centimeter.
Figure 8.—Continued.

(b) $R_{\infty} = 0.032 \times 10^6$ per centimeter.
Figure 8.- Continued.
Figure 8.- Continued.

(c) $R_\infty = 0.11 \times 10^6$ per centimeter.
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(c) Concluded.

Figure 8.- Continued.
Figure 8.- Continued.

(d) $R_{\infty} = 0.13 \times 10^6$ per centimeter.
MULTIPLE-WAVE SURFACE
FLAT SURFACE
LAMINAR T' PREDICTION
TURBULENT T' PREDICTION

\( x_v = 13 \text{ cm} \)
\( x_v = 17 \text{ cm} \)
\( x_v = 21 \text{ cm} \)
\( \alpha = 15^\circ \)

\( N_{St, \infty} \)

\( 2 \times 10^{-2} \)
\( 0 \times 10^{-2} \)
\( 3 \times 10^{-4} \)

\( x, \text{ cm} \)

\( 0 \quad 5 \quad 10 \quad 15 \quad 20 \quad 25 \quad 30 \quad 35 \quad 40 \)

\( \alpha = 15^\circ \)
\( x_v = 17 \text{ cm} \)
\( x_v = 23 \text{ cm} \)
\( x_v = 15 \text{ cm} \)
\( \alpha = 10^\circ \)

(d) Concluded.

Figure 8.- Continued.
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(e) $R_{\infty} = 0.29 \times 10^6$ per centimeter.

Figure 8.- Concluded.
Figure 9.- Surface heating distribution on blunt-leading-edge model. $M_{\infty} = 8.0$. 

(a) $R_{\infty} = 0.032 \times 10^6$ per centimeter.
(b) $R_{\infty} = 0.11 \times 10^6$ per centimeter.

Figure 9.- Continued.
Figure 9.- Continued.

(c) $R_{\infty} = 0.13 \times 10^6$ per centimeter.
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(d) \( R_{\infty} = 0.29 \times 10^6 \) per centimeter.

Figure 9.- Concluded.
Figure 10.- Maximum heating on first wave peak in laminar flow. $M_{\infty} = 8.0$; $T_w/T_1 = 0.4$; $R_{\infty}$ varies from $0.0097 \times 10^6$ to $0.13 \times 10^6$ per centimeter.
Figure 11.- Maximum heating over several wave peaks in laminar flow. $M_{\infty} = 8.0$; $T_w/T_{\infty} = 0.4$; $R_{\infty}$ varies from $0.0097 \times 10^6$ to $0.13 \times 10^6$ per centimeter.
Figure 12.— Minimum heating behind wave peaks in laminar flow. $M_{\infty} = 8.0$, $T_w/T_t = 0.4$; $R_{\infty}$ varies from $0.0097 \times 10^6$ to $0.13 \times 10^6$ per centimeter.
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