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ABSTRACT

Two methods have been developed for the focusing and state selection of diatomic molecules in thermal molecular beams. The first utilizes a pair of four-pole electric fields, with an interposed crossed beam of microwaves, to select beams of chosen vibrational-rotational states. No mechanical velocity selector is needed. The second (requiring a selector) involves a ten-pole electric field which allows weak focusing and selection of rotational states of negative (or positive) Stark energy, including the "rotationless" state J,M = 0,0.

Also, calculations are presented on the scattering of thermal beams of atomic hydrogen by hydrogen atoms.
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I. INTRODUCTION

It is well known that beams of charged particles can be focused, accelerated, or moved about "easily" by the use of electric and magnetic fields. Such fields however, if they are inhomogeneous, can also somewhat influence the motion of neutral particles exhibiting a Stark or Zeeman effect. The particles "seek" a position of lowest potential energy which may be in either a high or low field. If the change in energy due to the field is of similar or greater magnitude than the particles translational energy, the motion can be affected appreciably.

This thesis discusses methods of using the Stark effect to select focused molecular beams of chosen rotational (or vibrational-rotational) states. Only methods applying to linear polar molecules (mainly diatomics) will be discussed in depth.

Actually, certain rotational states of diatomics have often been focused in the past with a four-pole field. In fact, much molecular beam spectroscopy has been done using these states, and their focusing will be discussed.

The thesis is divided into six main sections. Sections III B, IV B, and VI B are papers (already published or in press), and

I.1 See, for instance, reference III B 1 (in section III B).
I.2 See, for instance, reference III B 45.
Let \( W \) be the energy of a heteronuclear diatomic molecule in an electric field \( E \), assuming a \( \Sigma \) electronic state,

\[
W = W_0 + W_2 + W_4 + \ldots
\]

where \( W_0 \) is the energy in the absence of a field, \( W_2 \) is the second order Stark energy (proportional to \( E^2 \)), etc. For sufficiently low \( E \), the higher order Stark energies are negligible compared to \( W_2 \).

\( W_2 \) is well known to be

\[
W_2 = \frac{\mu_0^2 E^2}{\hbar^2 I} f_2(J, M)
\]

where \( \mu_0 \) = permanent dipole moment,

\( I \) = moment of inertia of the molecule about its center of mass,

\( f_2(J, M) = \frac{J(J+1) - M^2}{2J(J+1)(2J+1)} \)

\( = -\frac{1}{J} \) for \( J, M = 0, 0 \)

\( J \) = rotational quantum number,

\( M \) = orientation or magnetic quantum number. \( M \) can have

\[ \ldots \]

\[ \ldots \]

\[ \ldots \]
only values \( J, J - 1, \ldots, -J \). \( M \hat{f} \) is the component of the angular momentum in the direction of the electric field.

Neglecting \( \chi_0 \) and higher order Stark energies, the force \( \vec{F} \) on the dipole due to an inhomogeneous electric field is

\[
\vec{F} = -\nabla\vec{Y} = -\frac{2\mu_0}{\hbar^2/2\pi} f_2(J, M) \nabla E^2 - \frac{2\mu_0}{\hbar^2/2\pi} f_2(J, M) \left( \nabla E \cdot \frac{\partial \vec{E}}{\partial x} + \frac{\partial \vec{E}}{\partial x} \frac{\partial E}{\partial x} \right) + \left( E_x \frac{\partial E}{\partial y} + E_y \frac{\partial E}{\partial y} \right) - \vec{\mu}_{\text{eff}} \nabla E
\]

(II A.3)

where \( \vec{r} \) and \( \vec{r} \) are unit vectors in the \( x \) and \( y \) directions respectively.

This is often written as

\[
\vec{F} = -\nabla\vec{Y} = -\frac{2\mu_0}{\hbar^2/2\pi} \nabla E \cdot \vec{\mu}_{\text{eff}} \nabla E
\]

(II A.6)

where \( \vec{\mu}_{\text{eff}} = \frac{2\mu_0}{\hbar^2/2\pi} f_2(J, M) \)

Note that \( \vec{\mu}_{\text{eff}} \) is proportional to \( E \). Fig. 1 illustrates the linear \( \vec{\mu}_{\text{eff}} \) at \( y = \cos \theta \) for a diatomic in an electric field \( E \).

\( \theta \) is the angle between \( \vec{E} \) and the dipole moment, \( \vec{Y} = \frac{\vec{\mu}_{\text{eff}} \frac{\partial E}{\partial y}}{\hbar^2/2\pi} \).

The dashed lines correspond to the low field limit where \( \langle \cos \theta \rangle = 2 f_2(J, M) Y \). The graph was made using calculations (of \( \langle \cos \theta \rangle \) at integral values of \( Y \)) of H. K. Kramer using the continued fraction method of H. K. Hughes. (II A.3)

Fig. II A.1 \( \langle \cos \theta \rangle = \frac{\vec{\mu}_{\text{eff}}}{\hbar^2/2\pi} \) for a diatomic in an electric field \( E \).

\( \vec{F} \) is proportional to \( \nabla \vec{E} \) (for sufficiently small \( E \))

II A.3 H. K. Hughes, Phys. Rev. 72, 614 (1947).
A set of rotational states. This field is the four-pole field with a potential \( V = \frac{V_0}{R^2} \left( y^2 - x^2 \right) \) (II A.6)

where \( V_0 \) is the absolute value of the voltage on any one of four hyperbolic electrodes as shown in the sketch. II A.5

\[
\vec{E} = -\nabla V = \frac{2V_0}{R^2} (x^2 - y^2)
\]

(II A.7)

\[
E = \frac{2V_0}{R^2} (x^2 + y^2)^{\frac{1}{2}} = \frac{2V_0}{R^2} r
\]

(II A.8)

II A.4 See reference III B.1.

II A.5 The actual electrodes used are circular rods.

See section V D.
Then from equation (II A.3) or (II A.4),

\[ F = -\frac{m}{2\pi^2} \frac{f_2(\tau, M)}{R^2} \frac{\partial^2 \tau}{\partial t^2} \ 
\text{where } m \text{ is the particle mass and } t \text{ is time.} \]

For positive \( f_2(J, M) \) (as for \( J, M = 1,0; 2,0; \) etc.), there is a force toward \( \tau = 0 \). This is because such particles increase in potential energy in an electric field (see Eq. (II A.2)). Therefore they are repelled by the stronger field at large \( \tau \) (see Eq. (II A.8)).

For negative \( f_2(J, M) \) particles (e.g., those in the states \( J, M = 0,0; 1,1; 2,2; \) etc.), the force is directed outward toward large \( \tau \). The solutions to Eq. (II A.9) are

\[ f_2(J, M) > 0 : \tau = V_e \cos 2\pi \nu t + \frac{V_e}{2\pi \nu} \sin 2\pi \nu t \quad (\text{II A.10}) \]

\[ f_2(J, M) < 0 : \tau = V_e \cos 2\pi \nu t - \frac{V_e}{2\pi \nu} \sin 2\pi \nu t \quad (\text{II A.11}) \]

where

\[ 2\pi \nu = \frac{2V_e \mu_e}{R^2} \sqrt{\frac{2-f_2(\tau, M)}{m \frac{\partial^2 f_2(\tau, M)}{\partial \tau^2}}} \quad (\text{II A.12}) \]

Consider the results of an experiment with a molecular beam (in a vacuum chamber) effusing into a four-pole field with \( \tau = 0 \) (see sketch). A particle for which \( f_2(J, M) < 0 \) is deflected with an exponential trajectory (Eq. (II A.11)). But for \( f_2(J, M) > 0 \), a sinusoidal trajectory brings the particle back to the \( \tau = 0 \) axis after a time

\[ \tau = \frac{t}{2\nu} \quad (\text{II B.1}) \]

during which it travels a distance

\[ \frac{\lambda}{2} = \frac{\nu}{2\nu} \quad (\text{II B.2}) \]
where $\lambda$ is the "wavelength" of the trajectory and $v$ is the velocity

\[
\frac{\lambda}{c} = \frac{m R^2}{2 \varepsilon_o L} \sqrt{\frac{h^2 / 2 I}{J M}}
\]

Eq. (II B.3) is the condition for focusing with the four-pole field.

The trajectories of these detected particles have an amplitude $A$ of (using Eqs. (II A.10) and (II B.2))

\[
A(\kappa = \phi) = \frac{L}{\pi} \left( \frac{d\tau}{d\phi} \right)_{\phi = 0}
\]

Note that at a given $V_0$, a certain velocity for each state is focused. Because of the wide velocity distribution normally found in a beam, a mechanical velocity selector (see section IV B) is used.

With $V_0$ and $v$ set, only one state is focused at a time; as in the traced sketch (Fig. II B.1). The width of a peak is determined by the velocity selector resolution unless there are higher order Stark effects present, poor positioning of apparatus components, too high a background pressure, etc. Although a beam stop or "obstacle" is used to stop the direct beam (all states, $r_0 \approx 0$) from hitting the detector, many particles are still forward scattered around the beam stop unless the pressure in the apparatus is too high.

Fig. II B.1

Tracing of an excellent focusing curve of T2F obtained by Bennewitz et al.

Various effects such as inhomogeneities in the field, possible "end effects," or perhaps oil or beam material on the field rods makes the field astigmatic. A small oven opening (and a small detector) is needed to form good images since it may be more accurately positioned (usually off the $r = 0$ axis) to give the least astigmatic effect (see sketch).

![Diagram](image)

The inverted image may be magnified. This is because some field-free space along the beam axis is needed for equipment such as the velocity selector. Consider the case in which a velocity selector is positioned near the detector (see sketch below). The

II B.2 Assuming only a second order Stark effect:

$$A = \sqrt{v^2 + \left(\frac{\Delta E}{2(\Delta L/2k)_0}\right)^2}$$

II B.4

very low. Also, at high $V_o$, there may be some "triple focusing" (see first sketch below).

Consider the case for which $r_o$ is not necessarily zero. If $r_o \neq 0$, note from Eq. (II A.10) that the final $r$ (at detector) is 

$$r = -r_o$$

if Eqs. (II B.1) - (II B.3) are satisfied. This suggests that for a velocity selected beam, the focused particles form an inverted image of the oven opening (which is usually a small circular hole or a thin slit) at the detector. Thus the four-pole field acts as a lens, as noted by several authors.

However the image is somewhat "fuzzy" for actual experiments. This is introduced by a non-zero velocity range, by background gas scattering, and by larger possible amplitudes II B.2 which may give more high order Stark effects (see second sketch below).
particles move in straight lines in this region. Then using Eq. (II A.10), at $t = t_2$

$$
\nu_2 = \nu_1 + \frac{\dot{\nu}}{2\pi \nu} (t_2 - t_1) = 2\pi \nu \nu_1 + \frac{\dot{\nu}}{2\pi \nu} \sin 2\pi \nu t_1 - 2\pi \nu \nu_1 (t_2 - t_1) \sin 2\pi \nu t_2 + \nu_0 (t_2 - t_1) \cos 2\pi \nu t_2
$$

(II B.5)

When $\nu$ is set so there is focusing at $t = t_2$, $t_2 = 0$ for $t_0 = 0$.
Then

$$
\frac{\nu}{2\pi \nu} \sin 2\pi \nu t_1 + \nu_0 (t_2 - t_1) \cos 2\pi \nu t_2 = 0
$$

(II B.6)

or

$$
2\pi \nu (t_2 - t_1) = -\tan 2\pi \nu t_1
$$

(II B.7)

for focusing with an initial sine trajectory and a straight trajectory near the detector. II B.3 At $t = t_2$

$$
\nu_2 = \nu_0 \left( \cos 2\pi \nu t_1 - 2\pi \nu (t_2 - t_1) \sin 2\pi \nu t_2 \right) = \nu_0 \left( \frac{1}{\cos 2\pi \nu t_1} \right)
$$

(II B.8)

The expression in parentheses is the magnification which is always greater than one in absolute value for this case.

II B.3 $\frac{\lambda}{2}$ can be determined from $\nu$.

For the straight portion of the trajectory put first, one can show in analogous fashion (see sketch) that the focusing condition

$$
\frac{t_1}{2\pi \nu} = -\tan 2\pi \nu (t_2 - t_1)
$$

(II B.9)

and the magnification equation is

$$
\nu_2 = \nu_0 \cos 2\pi \nu (t_2 - t_1)
$$

(II B.10)

where the magnification is always less than one in absolute value.

II B.4 Eq. (II B.9) is the "same" as (II B.7) if one identifies $t_2 - t_1$ in (II B.9) with $t_1$ in (II B.7), etc.

II B.5 The magnifications are reciprocals of one another if $t_2 - t_1$ in (II B.10) is the same as $t_1$ in (II B.8), etc.
It is obvious that the detector should not be much larger than the focused image. If it is, one will detect a larger fraction of the particles that are scattered around the beam stop, but no more focused signal. Also, the per cent of any given state focused ("direct beam"II B.6 is considered the 100% base) will be less since the detected direct beam will be large. A large detector may partially detect another state while the desired one is properly focused. Of course, if the detector or oven opening is too small, the signal will be too small to detect easily.

Fig. II B.2 illustrates the geometry used to obtain the focusing curve of Fig. III B.1. In addition, section II E gives data for four-pole focusing runs made with various geometries by the writer.

II B.6 "Direct beam" is the signal obtained with no beam stop and with \( V_o = 0 \).
C. Choice of Focusable Molecules

Most of the diatomic molecules which are likely possibilities for focusing are listed in Table II.1 following. The values of \( \mu \) (molecular weight) \( \mu \), \( B \), and \( \Omega \) for the alkali halides are taken from a report by Herm and Herschbach, \textit{ibid.}\. The value of \( \sqrt{\frac{m R T}{\mu}} \) was calculated to be the same as \( \sqrt{\frac{3 k T}{\mu} \frac{B(\omega T)}{M \omega}} \) in units of volt sec cm\(^{-2}\).

The table is intended to help choose which molecules to focus. Note that cesium and rubidium are the most easily detected with a Langmuir-Taylor detector and thus, in experience at this laboratory, decomposed at appreciable rates at temperatures above about 320\(^\circ\)C. Placing the material in a glass vial in the oven helped reduce the decomposition problem, however.

At the most probable velocity, the "angle of aperture" (\( \phi \)), from an oven, of a molecular beam over which a four-pole field (for a given rotational state) can focus, is proportional to \( \sqrt{\frac{B}{T}} \). \( T \) is the oven temperature.) The amount of the given state focused should then be proportional to this squared (for \( k \gg \Theta \)) times the fraction of the beam in the given state.

Since the probability of a low rotational state (i.e., of given \( J \) and \( N \)) is (for \( B \ll kT \)) about \( \frac{N}{kT} \), one might conclude that a "figure of merit" for a four-pole focused state could be \( \left( \frac{B}{T} \right)^2 \), where \( T_p \) is the oven temperature needed to get a given reasonable vapor.


\textit{II C.2} See ref. III B.1.
Table II C.1  PROPERTIES OF ALKALI HALIDES AND Tl F

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Molecular Weight</th>
<th>Dipole Moment (D)</th>
<th>Rotational Constant (cm⁻¹)</th>
<th>Vibrational Frequency (cm⁻¹)</th>
<th>√m / µ² / (cm⁻¹)</th>
<th>T for 1 mm pressure (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li F</td>
<td>7.04</td>
<td>6.6</td>
<td>1.5097</td>
<td>906.7</td>
<td>1.7</td>
<td>1047</td>
</tr>
<tr>
<td>Li Cl</td>
<td>42.40</td>
<td>7.12</td>
<td>0.7005</td>
<td>667</td>
<td>1.19</td>
<td>783</td>
</tr>
<tr>
<td>Li Br</td>
<td>56.80</td>
<td>6.19</td>
<td>0.5354</td>
<td>576</td>
<td>6.11</td>
<td>748</td>
</tr>
<tr>
<td>Li I</td>
<td>113.85</td>
<td>6.64</td>
<td>0.4432</td>
<td>501</td>
<td>6.32</td>
<td>723</td>
</tr>
<tr>
<td>NaF</td>
<td>41.99</td>
<td>8.37</td>
<td>0.4269</td>
<td>(442)</td>
<td>2.78</td>
<td>1077</td>
</tr>
<tr>
<td>NaCl</td>
<td>58.45</td>
<td>8.5</td>
<td>0.2181</td>
<td>366</td>
<td>1.09</td>
<td>865</td>
</tr>
<tr>
<td>NaBr</td>
<td>102.91</td>
<td>9.4</td>
<td>0.1533</td>
<td>302</td>
<td>2.9</td>
<td>806</td>
</tr>
<tr>
<td>Na I</td>
<td>199.90</td>
<td>(9.3)</td>
<td>0.1178</td>
<td>258</td>
<td>2.46</td>
<td>767</td>
</tr>
<tr>
<td>K F</td>
<td>58.10</td>
<td>7.33</td>
<td>0.2799</td>
<td>400</td>
<td>2.99</td>
<td>885</td>
</tr>
<tr>
<td>K Cl</td>
<td>74.56</td>
<td>10.68</td>
<td>0.1286</td>
<td>281</td>
<td>1.609</td>
<td>821</td>
</tr>
<tr>
<td>K Br</td>
<td>119.02</td>
<td>10.41</td>
<td>0.0812</td>
<td>213</td>
<td>1.626</td>
<td>795</td>
</tr>
<tr>
<td>K I</td>
<td>166.01</td>
<td>11.1</td>
<td>0.0609</td>
<td>(17)</td>
<td>1.56</td>
<td>745</td>
</tr>
</tbody>
</table>

(continued on the next page)

Table II C.1  (Continued)

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Molecular Weight</th>
<th>Dipole Moment (D)</th>
<th>Rotational Constant (cm⁻¹)</th>
<th>Vibrational Frequency (cm⁻¹)</th>
<th>√m / µ² / (cm⁻¹)</th>
<th>T for 1 mm pressure (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rb F</td>
<td>104.68</td>
<td>8.80</td>
<td>0.2167</td>
<td>390</td>
<td>2.904</td>
<td>921</td>
</tr>
<tr>
<td>Rb Cl</td>
<td>120.94</td>
<td>10.6</td>
<td>0.0876</td>
<td>225</td>
<td>1.67</td>
<td>792</td>
</tr>
<tr>
<td>Rb Br</td>
<td>165.45</td>
<td>10.5</td>
<td>0.0475</td>
<td>(166)</td>
<td>1.45</td>
<td>781</td>
</tr>
<tr>
<td>Rb I</td>
<td>212.39</td>
<td>(10.3)</td>
<td>0.0328</td>
<td>(128)</td>
<td>1.33</td>
<td>748</td>
</tr>
<tr>
<td>Cs F</td>
<td>151.91</td>
<td>7.88</td>
<td>0.1844</td>
<td>332c</td>
<td>3.66</td>
<td>712</td>
</tr>
<tr>
<td>Cs Cl</td>
<td>168.37</td>
<td>10.5</td>
<td>0.0721</td>
<td>209</td>
<td>1.81</td>
<td>744</td>
</tr>
<tr>
<td>Cs Br</td>
<td>212.63</td>
<td>10.7</td>
<td>0.0361</td>
<td>(139)</td>
<td>1.41</td>
<td>748</td>
</tr>
<tr>
<td>Cs I</td>
<td>259.82</td>
<td>12.1</td>
<td>0.0236</td>
<td>(101)</td>
<td>1.11</td>
<td>733</td>
</tr>
<tr>
<td>Tl F</td>
<td>223.4</td>
<td>4.23d</td>
<td>0.2223d</td>
<td>475d</td>
<td>9.08</td>
<td>-</td>
</tr>
</tbody>
</table>

a Values in parenthesis are theoretical estimates.


c See ref. 111 88b.


D. Appendix I Calculation of $v_0/v$ for a typical case.

From section II, one notes that for the four-pole field,

$$\frac{v_0}{v} = \frac{\pi R^2}{2m} \sqrt{\frac{m U}{2J(M)}} \sqrt{\frac{2I}{J(M)}}$$

For the state $J,M = 1,0; \delta_2(1,0) = \frac{1}{10}$ (see Fig. II A.1). For CsF,

$$\frac{\sqrt{m R^2 / 2I}}{m_0} = 3.66 \text{ volt sec cm}^2$$

From Table II.1. For the apparatus used in this work,

- $R = 0.313 \text{ cm}$
- $L = 107 \text{ cm}$

Then

$$\frac{v_0}{v} = 0.0205 \text{ volt sec cm}^2 = \frac{1}{502} \text{ Kv sec m.}$$

The fact that $\frac{\lambda}{v} \propto \frac{l}{v^{1.85}}$ for a focused beam in the given apparatus suggests that $\frac{\lambda}{v}$ is actually higher by 5%. Usually high order Stark effects will raise $\frac{\lambda}{v}$ also (50% or more for coarse geometry).
Appendix E. Four-pole focusing data.

Table II E.1 illustrates the results of preliminary four-pole focusing runs. The apparatus pressure was typically $5 \times 10^{-7}$ torr except in the oven chamber where it was normally higher. All of the runs other than 6 and 7 were done using CsF. The space left between the field assemblies was there because of the work of section III of this thesis.

<table>
<thead>
<tr>
<th>Run No.</th>
<th>$\phi$ (1,0) focused</th>
<th>Resolution (1,0) peak</th>
<th>Oven T (cv)</th>
<th>Oven slit (0.001&quot;)</th>
<th>Detector Length (0.001&quot;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.25</td>
<td>~ 1</td>
<td>6</td>
<td>20-7</td>
<td>6 x 250</td>
</tr>
<tr>
<td>2</td>
<td>~ .3</td>
<td>.55</td>
<td>30</td>
<td>21.28</td>
<td>&quot;</td>
</tr>
<tr>
<td>3</td>
<td>~ 1.</td>
<td>.67</td>
<td>40</td>
<td>20.28</td>
<td>6 x 250(?)</td>
</tr>
<tr>
<td>4</td>
<td>.46</td>
<td>.56</td>
<td>30</td>
<td>20-25</td>
<td>3 x 250</td>
</tr>
<tr>
<td>5</td>
<td>.34-.14</td>
<td>.51</td>
<td>40</td>
<td>20.65</td>
<td>10 x 250</td>
</tr>
<tr>
<td>6</td>
<td>?</td>
<td>.53</td>
<td>15</td>
<td>12.7(?)</td>
<td>10 x 250</td>
</tr>
<tr>
<td>7</td>
<td>.3</td>
<td>.38</td>
<td>10</td>
<td>12(?)</td>
<td>&quot;</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>~18</td>
<td>-</td>
<td>10 x 50</td>
</tr>
<tr>
<td>9</td>
<td>1.28</td>
<td>.65</td>
<td>15</td>
<td>~23.4</td>
<td>10 x 50</td>
</tr>
<tr>
<td>10</td>
<td>3.1</td>
<td>.79</td>
<td>30</td>
<td>~20.6</td>
<td>10 x 30</td>
</tr>
<tr>
<td>11</td>
<td>LITTLE DATA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>5.5-8.5</td>
<td>.72</td>
<td>50</td>
<td>~22.5</td>
<td>10 x 30</td>
</tr>
<tr>
<td>13</td>
<td>2.25</td>
<td>.04</td>
<td>100</td>
<td>~29.2</td>
<td>7 8</td>
</tr>
<tr>
<td>14</td>
<td>~ 1.</td>
<td>.19</td>
<td>50</td>
<td>30.0</td>
<td>&quot;</td>
</tr>
<tr>
<td>15b</td>
<td>?</td>
<td>.065</td>
<td>50</td>
<td>~30.5</td>
<td>&quot;</td>
</tr>
<tr>
<td>16</td>
<td>1.5</td>
<td>.14</td>
<td>70</td>
<td>24.57</td>
<td>10</td>
</tr>
<tr>
<td>17</td>
<td>~1-3</td>
<td>.18</td>
<td>&gt;100</td>
<td>25.98</td>
<td>&quot;</td>
</tr>
</tbody>
</table>
### Table II E.1 (Continued)

<table>
<thead>
<tr>
<th>Collimator Size (0.001&quot;)</th>
<th>Beam Stop Position</th>
<th>Beam Stop Position (0.001&quot;)</th>
<th>Select Box Speed (m/sec)</th>
<th>Space Between Fields</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>170 x 120</strong> near vel. sel.</td>
<td>60 center</td>
<td>oven</td>
<td>386</td>
<td>~2&quot;</td>
</tr>
<tr>
<td><strong>170 x 120</strong> near vel. sel.</td>
<td>60 center</td>
<td>oven</td>
<td>371</td>
<td>&quot;</td>
</tr>
<tr>
<td><strong>170 x 120</strong> near vel. sel.</td>
<td>60 center</td>
<td>oven</td>
<td>270</td>
<td>~0</td>
</tr>
<tr>
<td><strong>170 x 120</strong> near vel. sel.</td>
<td>30 vel. sel.</td>
<td>oven</td>
<td>370(?)</td>
<td>~2</td>
</tr>
<tr>
<td><strong>200</strong> center</td>
<td>60 center</td>
<td>oven</td>
<td>325(?)</td>
<td>&quot;</td>
</tr>
<tr>
<td><strong>&gt;200</strong> center</td>
<td>&quot;</td>
<td>&quot;</td>
<td>~220</td>
<td>&quot;</td>
</tr>
<tr>
<td><strong>120 x 180</strong> vel. sel.</td>
<td>&quot;</td>
<td>vel. sel.</td>
<td>det not on</td>
<td>~0</td>
</tr>
<tr>
<td><strong>120 x 180</strong> vel. sel.</td>
<td>&quot;</td>
<td>vel. sel.</td>
<td>det not on</td>
<td>~0</td>
</tr>
<tr>
<td><strong>190</strong> center</td>
<td>50 center</td>
<td>oven</td>
<td>~270</td>
<td>~0</td>
</tr>
</tbody>
</table>

**LITTLE DATA**

<table>
<thead>
<tr>
<th>Collimator Size (0.001&quot;)</th>
<th>Beam Stop Position</th>
<th>Beam Stop Position (0.001&quot;)</th>
<th>Select Box Speed (m/sec)</th>
<th>Space Between Fields</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>100</strong> vel. sel.</td>
<td>50 center</td>
<td>det</td>
<td>~270</td>
<td>~0</td>
</tr>
<tr>
<td><strong>77</strong></td>
<td>&quot;</td>
<td>&quot;</td>
<td>396</td>
<td>&quot;</td>
</tr>
<tr>
<td><strong>77</strong></td>
<td>&quot;</td>
<td>&quot;</td>
<td>368</td>
<td>~4&quot;</td>
</tr>
<tr>
<td><strong>77</strong></td>
<td>&quot;</td>
<td>&quot;</td>
<td>368</td>
<td>~4&quot;</td>
</tr>
<tr>
<td><strong>77</strong></td>
<td>&quot;</td>
<td>&quot;</td>
<td>414</td>
<td>&quot;</td>
</tr>
<tr>
<td><strong>77</strong></td>
<td>&quot;</td>
<td>&quot;</td>
<td>396(?)</td>
<td>&quot;</td>
</tr>
</tbody>
</table>
III. SELECTION OF VIBRATIONAL-ROTATIONAL STATES

A. Introduction

The paper which comprises section III B concerns a method of producing and detecting beams of specified vibration-rotational states. III A.1,2 The method combines focusing (with, say, four-pole fields) of a chosen \( J,M \) state with microwaves which cause transitions to states which are defocused (see Fig. III A.1A).

If one varies the microwave frequency \( \nu \), one observes decreases in signal at frequencies corresponding to transitions \( |J,M \rangle \rightarrow |J',M' \rangle \) (see Fig. III A.1A). One can remain tuned to any given absorption line and modulate the microwaves (and therefore the detected beam intensity) at a convenient, low frequency of, say, 25 Hz (see Fig. III A.1C). A phase sensitive (or lock-in) detector will detect only the AC, in-phase, component of the signal; in this instance, only the \( |10,0 \rangle \) molecules are detected.

Note also that the focusing field acts as a velocity selector (see Eq. (II B.3)), so a mechanical selector is not needed. III A.4 Other \( J,M \) states will strike the detector then (and add to the


III A.2 The original method was an adaptation of the molecular beam electric resonance (MBER) technique, in collaboration with Dr. R. W. Fenstermaker and R. J. Behlmer helped the writer in the experimental development of the method.

III A.3 Not to be confused with the \( \nu' \) of Eqs. (II A.10) - (II A.11).

III A.4 See ref. III 7.,
Fig. III A.1 Basic considerations of the MBM method.

Microwaves cause transitions to defocused states (A) and decrease the focused beam intensity for certain microwave frequencies (B). This decrease is modulated (C).
"statistical" noise), but, not being modulated, they will not be lock-in detected.

The following communication concerns the technique and its use. The geometry used is given in Fig. II A.2. The apparatus is described more fully in section V. It should be pointed out here that the signal-to-noise has by no means been optimized. Higher oven temperatures (a "laval"-type oven might be used) and less collimation would lead to more signal. A larger beam stop might give less contributions to the noise due to other $J,N$ states and background scattering, as well as better velocity selection (see appendix, section III C).

The communication is followed by two appendices which give more information on frequency and velocity considerations. A third appendix describes calculations which were carried out in an effort to understand the fate of the $|\lambda^- 00\rangle$ particles formed in the experiment.
This was used to produce a large signal-to-noise ratio for one vibrational-rotational state. Note the use of an oven slit, a long detector, and a long beam stop.
C. Appendix I. Velocity considerations.

1. Determination of the selected velocity.

With no mechanical velocity selector, the four-pole field focuses a different velocity for each state at one \( v_o \). A mechanical velocity selector can be used; or microwave modulation, as previously described, eliminates this problem by "isolating" a beam signal of the desired state (see Fig. III C.1).

The velocity can be determined by Eq. (II B.3) unless high order Stark effects are important in the focusing. However, one may still approximate the velocity if assumptions are made concerning effective values of certain quantities for a total focused beam. Somewhat tenuous arguments must be used. An example is given here considering the beam of Fig. III B.2. With the mechanical velocity selector on, \( v \), at high oven temperatures, one finds \( v = \frac{1}{483} \text{Kv sec} \). But for the geometry used, \( v = \frac{1}{65} \text{Kv sec} \), where \( v = v_0 \) assuming a second order effect.

\[
\frac{v_0^{(2)}}{v_0} = \frac{2.85}{473} = \frac{v_0^{(2)}}{1.65 \text{Kv}}
\]

(III C.1)

\[
v_0^{(2)} = 0.97 \text{Kv}
\]

(III C.2)

That is, the 1.65 Kv acted the same as 0.97 Kv would if only a second order Stark effect were present.

Assume that one can take effective or average values of \( \mu_{\text{eff}} \), \( < \cos \theta > \), the force constant, and \( Y \) for the detected beam even though...
Fig. III C.1. Intensity of $|010\rangle$ signal versus $V_0$.

A chart recording from the first trial of the method (with mechanical velocity selector on) illustrates the "isolation" of the $|010\rangle$ (or $|000\rangle$) signal. The recording was taken with very poor focusing resolution between the (1,0) and (2,0) states, yet the (2,0) peak is not observed with modulated microwaves. The observed intensity distribution could be somewhat dependent on the microwave frequency.
they vary differently over each trajectory (The averaging is not indicated for each variable). Using Eq. (II A.4)

\[
\frac{\mu_{\text{eff}}^{(2)} \cdot 0.67 \text{ KV}}{\mu_{\text{eff}}^{(2)} \cdot 1.65 \text{ KV}} = \frac{\mu_{\text{eff}}^{(2)} \cdot 1.65 \text{ KV}}{\mu_{\text{eff}}^{(2)} \cdot 1.62 \text{ KV}} = \text{ Force constant} \cdot 1.65 \text{ KV} \cdot \text{ Force constant}^{(2)} \cdot 1.65 \text{ KV}
\]

\[
\left( \frac{0.77}{1.65} \right)^2 = 0.346
\]

Since \( \langle \cos \theta \rangle_{1.65} = \frac{\mu_{\text{eff}}^{(2)}}{\mu_{\text{eff}}} \cdot \frac{1}{1.65} \),

\[
0.346 = \frac{\langle \cos \theta \rangle}{\langle \cos \theta \rangle_{1.65}} = \frac{\langle \cos \theta \rangle_{1.65}}{-2.7 \langle \cos \theta \rangle_{1.65}} = \frac{\langle \cos \theta \rangle}{-2.7\langle \cos \theta \rangle_{1.65}}
\]

\[
\langle \cos \theta \rangle_{1.65} = 0.0692 \langle \cos \theta \rangle_{1.65}
\]

Then from Fig. II A.1 or the sketch, \( Y = 2.7 \) at 1.65 KV effectively.

Note that this value of \( Y \) is between the second order result and that at 1.65 KV, as it must be.

Although this "calculation" is only very approximate, it agrees well with a second calculation based on the fact that the experiments
at 1.2 Kv were carried out at the velocity at which there was a maximum
in the intensity. For a maxwellian velocity-selected (by the field)
beam, the most probable velocity is

\[ V_{mp} = 2 \sqrt{\frac{RT}{M}} \]  

(III C.9)

(R = gas constant)

where \( n \) = molecular weight. This yields \( V_{mp} = 626 \text{ m sec}^{-1} \) which agrees
well with the approximate value of Eq. III C.8.

2. Velocity resolution

Some information is easily derived concerning the maximum velocity
range (\( \Delta V_{\text{max}} \)) that one detects using the four-pole focusing fields
at constant \( V_0 \). This range depends strongly on the minimum allowed
amplitude of the trajectory.

Consider Fig. III C.2. Assume all the angles labeled \( \phi_{\text{min}} \) are
equal. This is a good approximation if \( A_{\text{min}} \gg S_0 \). For small \( \phi_{\text{min}}' \),

\[ \phi = \psi_{\text{min}} = \frac{4 \psi}{S_i} = \frac{4 S_0}{A_{\lambda_{B}}} \]  

(III C.10)

\[ \Delta \lambda = \Delta \psi_{\lambda} = \Delta \phi_{\lambda} = \frac{4 (S_0 + S_0)}{\psi_{\text{min}}} \]  

(III C.11)

For constant \( V_0 \) and \( J, \nu \) state, \( V = \lambda \) so that:

\[ \frac{\Delta V_{\text{max}}}{V} = \frac{\Delta \lambda}{\lambda} = \frac{4 (S_0 + S_0)}{\phi_{\text{min}} \lambda} \]  

(III C.12)

One can calculate \( \phi \) in terms of \( A \) for small \( \phi \) (see inset, Fig. III C.2).

\[ r = A \sin \frac{2\pi \psi}{\lambda} \]  

(III C.13)

\[ \frac{dV}{d\phi} = \frac{2\pi \psi}{\lambda} = \tan \phi \approx \phi \]  

(III C.14)

\[ \phi \approx \frac{2\pi \psi}{\lambda} \]  

(III C.15)

\[ \frac{\Delta V}{V} = \frac{2 (S_0 + S_0)}{\psi_{\text{min}}} \]  

(III C.16)

or for \( A_{\text{min}}' \)

\[ \frac{\Delta V_{\text{max}}}{V} = \frac{2 (S_0 + S_0)}{\psi_{\text{min}}} \]  

(III C.17)

For the four-pole focusing of Figs. II B.2 and III B.1, it is
found that

\[ \frac{\Delta V_{\text{max}}}{V} = 0.46 \]  

(III C.18)

For the apparently more coarse focusing of Figs. III A.2 and III B.2,
one finds

\[ \frac{\Delta V_{\text{max}}}{V} = 0.21 \]  

(III C.19)
This resolution may be compared with that of the mechanical velocity selector, \( K \text{MM} = 13.7 \% \); \quad \frac{\Delta V_{\text{mech}}}{V} \approx 0.27.\
D. Appendix 2. Frequency information

Although new knowledge of the CsF rotational spectrum was not obtained in the present work, spectral measurements frequencies were made to verify the assignment of peaks. It was found for one set of conditions at the expected frequency for the transition |010 → |000>, the modulated beam intensity was one third of the maximum intensity of the |010 > peak (see sketch). Measurements of frequency at analogous intensities for other peaks gave the results in Table III D.1 below.

The shift with electric field of the transition frequencies measured in the experiment (|1010 > → |000 >) can be calculated for small fields. Using Eq. (II A.2), III D.1

\[ h\Delta \nu = \Delta \nu_0 = \frac{\mu_0 E^2}{2I} \left[ f_2(10) - f_2(0, 0) \right] \]  

(III D.1)

Table III D.2 FREQUENCY MEASUREMENTS

| \(|\sim 10 > - |00 > \) frequency (GHz) | \(\alpha\) (MHz) |
|-------------------------------|----------------|
| 0                            | 11.0193 \textsuperscript{a} | \(35.247\) |
| 1                            | 10.9491          | \(35.0\) |
| 2                            | 10.8791          | \(35.247\) |
| accepted value of \(\alpha\)  |                        | \(35.247\) |

\(\textsuperscript{a}\) See reference III B.8b. The given transition frequency (for \(J = \bar{J} \rightarrow 0\)) is \(2B_0 - \alpha\) where \(B_0 = 5.527255\) GHz.

\[ h\Delta \nu = \frac{\gamma}{\sqrt{5}} \left( \frac{\mu_0 E^2}{2I} \right) = \frac{\gamma}{\sqrt{5}} \mu_0 E \gamma \]  

(III D.2)

For CsF,

\[ \Delta \nu (\text{kHz}) = 1.22 \gamma E (\text{cm})^2 \]  

(III D.3)

From this, it can be seen that to get a line width of, say, 12 MHz \(E\) can vary from zero to only about 0.1 \(\text{Fe cm}^{-1}\) (see Fig. III D.1). For this reason the transition could not be carried out near the axis of a focusing four-pole field, where the field strength is strongly spatially dependent.

Here \(\nu\) is the microwave frequency, and \(\Delta \nu\) is the change of the absorption frequency with electric field.
Fig. III D.1 A low resolution microwave scan.

A tracing of chart records at low resolution illustrates the broadening due to the Stark effect. Possible peak shapes (dashed) suggest that the broadening of a given peak "contaminates" mainly peaks of lower \( n \) than itself.
Appendix

3. Attempt at focusing of $J M = 0,0$ state.

Originally it was desired to focus the induced $|00\rangle$ state in the preceding work. This peak was expected at a $V_4$ between those of the $(1,0)$ and $(2,0)$ peaks (using a mechanical velocity selector). However the attempt failed, i.e., no significant intensity of $|00\rangle$ was detected. The difficulty is believed to be due to a magnification of the image which makes it diffuse and undetectable with a small detector.

Presented here are formulas for these magnification effects. These might be useful if the method were to be reinvestigated under better conditions, such as with a larger detector. The same methods were used as for the magnification calculation in section II B.

Second order Stark effects are assumed so that the induced state follows an exponential (EXP) path in the field (see Fig. III E.1). The values $V_f$ and $V_o$ pertain to the $1,0$ and $0,0$ trajectories respectively (although $V_f$ could be for any state focusable by the four-pole field, etc.). Magnifications for the present apparatus are presented. Here it is assumed that the voltages ($V_o$) on the two four-pole field assemblies are equal (then $V_o = 1.285 V_f$). A path length of $\sim 107$ cm is assumed with straight sections (ST) of $\sim 20$ cm.
The magnifications for particles in the (1,0) state (A, B, and C) and for particles starting as (1,0) particles and becoming (0,0) particles (D - G), can be calculated.
### Table III E.4: MAGNIFICATION EQUATIONS

<table>
<thead>
<tr>
<th>Case</th>
<th>Focusing Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>$2\kappa V_i = \frac{\pi V}{k}$</td>
</tr>
<tr>
<td>b</td>
<td>$\tan 2\kappa V_i (t_2 - t_1) = -2\pi V_i t_i$</td>
</tr>
<tr>
<td>c</td>
<td>$\tan 2\kappa V_i t_i = -2\pi V_i (t_2 - t_1)$</td>
</tr>
<tr>
<td>d</td>
<td>$\tanh 2\pi V_0 (t_2 - t_1) = \frac{V_2}{V_1} \tan 2\pi V_i t_i$</td>
</tr>
<tr>
<td>e</td>
<td>$2\pi V_i (t_2 - t_1) = \frac{V_2}{V_0} \tanh 2\pi V_i t_i$</td>
</tr>
<tr>
<td>f</td>
<td>$-2\kappa V_i (t_3 - t_1) = \tan 2\pi V_i t_i$ + $rac{V_i}{V_0} \tanh 2\pi V_i (t_2 - t_1)$</td>
</tr>
<tr>
<td>g</td>
<td>$2\pi V_i (t_3 - t_2) \tan 2\pi V_i t_i$</td>
</tr>
<tr>
<td>h</td>
<td>$\cosh 2\pi V_0 (t_3 - t_1)$</td>
</tr>
</tbody>
</table>

### Table III E.1: (Continued)

| Case | Magnification | (Present Apparatus) $
u_0 = 1.285\nu_1$ |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>b</td>
<td>$\cos 2\pi V_i (t_2 - t_1)$</td>
<td>0.8</td>
</tr>
<tr>
<td>c</td>
<td>$(\cos 2\pi V_i t_1)^{-1}$</td>
<td>-1.3</td>
</tr>
<tr>
<td>d</td>
<td>$\cos 2\pi V_i t_1 \cos 2\pi V_i (t_2 - t_1)$</td>
<td>-1.0</td>
</tr>
<tr>
<td>e</td>
<td>$\cos 2\pi V_i t_1 \cos 2\pi V_i (t_2 - t_1)$</td>
<td>-1.6</td>
</tr>
<tr>
<td>f</td>
<td>$\cos 2\pi V_i t_1 \cos 2\pi V_i (t_2 - t_1)$</td>
<td>-2.1</td>
</tr>
<tr>
<td>g</td>
<td>$\cos 2\pi V_i t_1 \cos 2\pi V_i (t_2 - t_1)$</td>
<td>-1.0</td>
</tr>
</tbody>
</table>
IV A.1

IV. TWO- AND TEN-POLK FOCUSING

A. Introduction

It is well known that the four-pole field, previously discussed, does not have the capability of focusing diatomic states of positive Stark energy (negative $E_{2}(J,M)$). The following paper (section IV B) discusses fields which can do so, although only weakly. IV A.1 The focusing geometry used is shown in Fig. IV A.1.

Additional information concerning these fields is given in the appendices of section IV.

IV A.1 This focusing work was begun by Dr. K. H. Kramer using a two-pole field. After considerable experimentation, it became clear that this type of field geometry was not entirely satisfactory. He then designed an improved field, the ten-pole field. The writer made a number of calculations concerning the field, came to the conclusion that it could indeed focus and separate states of positive Stark energy, built it, experimented with it for many geometries and conditions, and showed that it functioned as designed.
A slit geometry for the detector and beam stop is necessary to detect the resolved \((0,0)\) and \((1,1)\) states of CsF with the ten-pole field.

Fig. IV A.1. Ten-pole field focusing geometry.
C. Appendix I. Focusing of Polar Diatomic Molecules with a Two-Pole Field

1. Electrostatics

Consider an infinitely long, straight, infinitesimally thin filament with a certain charge per unit length. In such a case, the Laplace equation, $\nabla^2 V = 0$, reduces to

$$\frac{1}{r^2} \frac{\partial^2 V}{\partial r^2} + \frac{\partial V}{\partial r} = 0$$  \hspace{1cm} (IV C.1)

where $V$ is the electrostatic potential due to the filament at a distance $r$ from the filament. Then

$$V = A \ln r + \text{constant}$$  \hspace{1cm} (IV C.2)

Now consider two parallel filaments (perpendicular to Fig. IV C.1) at the points 0 and $Q$ with positive and negative charges respectively. Let the charges be equal in magnitude. Then

$$V = A \ln r, \quad -A \ln r_2 = \frac{A}{2} \ln \frac{r_1^2}{r_2^2}$$  \hspace{1cm} (IV C.3)

The equipotential curves are

$$\frac{r_1^2}{r_2^2} = \frac{(x-2a)^2 + y^2}{x^2 + y^2}$$  \hspace{1cm} (IV C.4)

Fig. IV C.1. Two-pole field diagram.

Possible two-pole field rods (and equipotential lines) are given by the solid or dashed circles whose construction is illustrated.
\[(x + \frac{2\alpha}{m^*})^2 + y^2 = \left(\frac{2\alpha}{m^* - 1}\right)^2 \]  

(IV C.5)

Note that the equipotentials are circles.

If one substitutes cylindrical bars or poles coinciding with two of the equipotential surfaces of equal radius for the filaments and lets the poles have the corresponding voltages \(\frac{1}{2} V_0\), the field outside the poles is unchanged. This is because the boundary conditions are equivalent.

We will now find the constant \(A\). Let \(R\) = radius of the poles, \(m' = m\) corresponding to the surface of one of the poles. IV C.1

\[A = \frac{2m'\alpha}{(m' - 1)} \]  

(IV C.6)

\[d = \left|\frac{\alpha + \frac{2\alpha}{m' - 1}}{m' - 1}\right| \]  

(IV C.7)

\[\sqrt{d^2 - R^2} = \frac{a^2}{2} - \frac{d^2 + R^2}{2} = 0 \]

\[(2a^2 d^4 + 4d^2 - 2a^4 - 2a^2 d^2) + 2a^2 = \]

\[(d + a) (a^2 + d^2 - 2ad - 2d^2) - \]

\[(d + a) (a^2 + d^2 + 2a^2 + 2ad - 2d) - \]

\[\frac{d + \alpha}{\alpha - \alpha} = \left(\frac{\alpha + \alpha - R}{\alpha - \alpha + R}\right)^2 \]  

(IV C.10)

IV C.1 Not to be confused with the mass \(m\).

\[-V_0 = A \frac{4\pi}{\ln \left(\frac{\alpha + \alpha + R}{\alpha - \alpha - R}\right)} = \frac{4\pi}{2 \ln \left(\frac{\alpha + \alpha + R}{\alpha - \alpha - R}\right)} \]  

(IV C.11)

Here \(-V_0\) is the potential on the pole on the right side of Fig. IV C.1.

\[A = \frac{2V_0}{\ln \left(\frac{\alpha + \alpha + R}{\alpha - \alpha - R}\right)} = \frac{2V_0}{\ln \left(\frac{\alpha + \alpha + R}{\alpha - \alpha - R}\right)} \]  

(IV C.12)

We will now derive expressions useful for the discussion on focusing.

Let \(E = \frac{k}{\alpha} \) : \(\eta = \frac{\lambda}{\alpha} \)

(IV C.13)

\[V = \frac{A}{2 \ln \left(\frac{\alpha^2 + \alpha^2 - 2 \alpha^2 + 1}{\alpha^2 + \alpha^2 + 2 \alpha^2 + 1}\right)} \]  

(IV C.14)

The components of the electric field \((E)\) are

\[\begin{align*}
E_x &= -\frac{2V}{\partial x} = -\frac{2A}{\alpha} \frac{1 - \frac{\eta^2}{\alpha^2}}{1 - 2 \frac{\eta^2}{\alpha^2} + \frac{\eta^2}{\alpha^2}} \quad (\text{IV C.15}) \\
E_y &= -\frac{2V}{\partial y} = -\frac{2V}{\partial \eta} = -\frac{4A}{\alpha} \frac{\eta}{1 - 2 \frac{\eta^2}{\alpha^2} + \frac{\eta^2}{\alpha^2}} \quad (\text{IV C.16}) \\
E &= \sqrt{E_x^2 + E_y^2} = \frac{2A}{\alpha} \left[1 - 2 \frac{\eta^2}{\alpha^2} + \frac{\eta^2}{\alpha^2} + \frac{\eta^2}{\alpha^2} + \frac{\eta^2}{\alpha^2}\right]^{1/2} \quad (\text{IV C.17}) \\
\frac{\partial V}{\partial x} &= \frac{1}{\alpha} \frac{\partial E}{\partial E} \quad (\text{IV C.18}) \\
\frac{\partial V}{\partial y} &= \frac{1}{\alpha} \frac{\partial E}{\partial \eta} \quad (\text{IV C.19})
\end{align*} \]
We wish to find the path of a polar diatomic molecule in a two-pole field. Using the methods of section II, the force \( \vec{F} \) is

\[
\frac{dE}{dx} = \frac{2AE}{a^2} \left[ \frac{1 - 2E\frac{\gamma}{a} - 2\gamma^2}{1 - 2E\frac{\gamma}{a} + 2\gamma} \right] ^{\frac{3}{2}} (IV \ C.20)
\]

\[
\frac{dE}{dy} = -\frac{2AE}{a^2} \left[ \frac{1 - 2E\frac{\gamma}{a} - 2\gamma^2}{1 - 2E\frac{\gamma}{a} + 2\gamma} \right] ^{\frac{3}{2}} (IV \ C.21)
\]

For small \( E \) and \( \gamma \) (and \( y \) small compared to \( a \))

\[
\frac{dE}{dx} \approx \frac{2AE}{a^2} \left( 1 + 2\frac{E}{a} - 4\gamma \right) (IV \ C.22)
\]

\[
\frac{dE}{dy} \approx -\frac{2AE}{a^2} \left( 1 + 4\frac{E}{a} - 2\gamma \right) (IV \ C.23)
\]

where higher order terms have been neglected.

\[
\frac{dE}{dx} = \frac{2AE}{a^2} \left[ \frac{1 - 2E\frac{\gamma}{a} - 2\gamma^2}{1 - 2E\frac{\gamma}{a} + 2\gamma} \right] ^{\frac{3}{2}} (IV \ C.24)
\]

\[
\frac{dE}{dy} = -\frac{2AE}{a^2} \left[ \frac{1 - 2E\frac{\gamma}{a} - 2\gamma^2}{1 - 2E\frac{\gamma}{a} + 2\gamma} \right] ^{\frac{3}{2}} (IV \ C.25)
\]

For small \( E \) and \( \gamma \) \((IV \ C.20)\) and \((IV \ C.25)\) reduce to

\[
\frac{dE}{dx} \approx \frac{2AE}{a^2} \left[ 1 + 3E\frac{\gamma}{a} - 5\gamma \right] (IV \ C.26)
\]

\[
\frac{dE}{dy} \approx -\frac{2AE}{a^2} \left[ 1 + 5E\frac{\gamma}{a} - 3\gamma \right] (IV \ C.27)
\]

where higher order terms have been neglected.

2. Focusing

We wish to find the path of a polar diatomic molecule in a two-pole field. Using the methods of section II, the force \( \vec{F} \) is

\[
\vec{F} = -\nabla W = -\frac{2M}{\hbar^2} f_2(\gamma, M) \nabla E^2 (IV \ C.28)
\]

\[
y = -\frac{2M}{\hbar^2} f_2(\gamma, M) E \frac{dE}{dx} = m \frac{\alpha^2 x}{\alpha^2 \gamma} (IV \ C.29)
\]

\[
y = -\frac{2M}{\hbar^2} f_2(\gamma, M) E \frac{dE}{dy} = m \frac{\alpha^2 y}{\alpha^2 \gamma} (IV \ C.30)
\]

where \( m \) is the mass of the particle. \( E \frac{dx}{dy} \) and \( E \frac{dy}{dx} \) are given in

\((IV \ C.24)\) and \((IV \ C.25)\). For small \( x \) and \( y \) compared to \( a \)

\[
E \frac{dx}{dy} \approx \frac{2AE}{a^2} \frac{\gamma}{\alpha \gamma} = \frac{2AE}{a^2} \frac{x}{\alpha \gamma} (IV \ C.31)
\]

\[
E \frac{dy}{dx} \approx -\frac{2AE}{a^2} \frac{\gamma}{\alpha \gamma} = -\frac{2AE}{a^2} \frac{y}{\alpha \gamma} (IV \ C.32)
\]

Contour maps showing level curves of the bracketed parts of Eqs. \((IV \ C.24)\) and \((IV \ C.25)\), which are assumed to be of value one in Eqs. \((IV \ C.31)\) and \((IV \ C.32)\), are shown in Figs. \(IV \ C.2\) and \(IV \ C.3\) respectively.

One can solve Eqs. \((IV \ C.29)\) and \((IV \ C.30)\) using \((IV \ C.31)\) and \((IV \ C.32)\):

Case 1: \( f_2(\gamma, M) < 0 \) (e.g. states \((0,0), (1,1), (2,2), \ldots\))

\[
x = \chi_0 \cos 2\pi \nu t + \frac{2\pi \nu}{2\pi \nu} \sin 2\pi \nu t (IV \ C.33)
\]
Fig. IV C.2. Level curves of $\frac{F_x}{F_jM^2 \sigma}$ (two-pole field).

The figure shows that for negative $k_jM$ the force is near harmonic only near the origin.
Fig. IV C.3. Level curves of $\frac{F_y}{-k_{j,M} \eta}$ (two-pole field).
For a harmonic force this quantity would be independent of $\xi$ and $\eta$. 

![Contour map of $\frac{F_y}{-k_{j,M} \eta}$](image)
The solutions are exponential in the $x$ direction, but periodic in the $y$ direction. If the detector and oven have large $x$ dimensions as compared to their $y$ dimensions ($y_0 \ll 0$), it should be possible to focus states with negative $z_a(z, \eta)$ (see Fig. IV B.1).

Case 2: $z_a(z, \eta) = 0$. Then

\[
x = x_0 \cos \omega \nu t + \frac{x_0}{2 \pi \nu} \sin 2 \pi \nu t
\]  

\[
y = y_0 \cos \omega \nu t + \frac{y_0}{2 \pi \nu} \sin 2 \pi \nu t
\]

In case 2, the oven and detector should have large $y$ dimensions.

Note that $\nu$, corresponding to the frequency of oscillation of the molecule along one axis, is

\[
\nu = \frac{\nu}{2L}
\]
D. Appendix 2. Ten-pole field focusing—electrostatics and force laws.

Let a potential be written in the form of a power series in two dimensions including up to fifth order terms only.

\[ V = a_0 + a_1 \xi + a_2 \eta + a_3 \xi^2 + a_4 \xi \eta + a_5 \eta^2 + a_6 \xi^3 + a_7 \xi^2 \eta + a_8 \xi \eta^2 + a_9 \eta^3 + a_{10} \xi^4 + a_{11} \xi^3 \eta + a_{12} \xi^2 \eta^2 + a_{13} \xi \eta^3 + a_{14} \eta^4 + a_{15} \xi^5 + a_{16} \xi^4 \eta + a_{17} \xi^3 \eta^2 + a_{18} \xi^2 \eta^3 + a_{19} \xi \eta^4 + a_{20} \eta^5 \]  

(IV D.1)

where \( \xi \), \( \eta \) are reduced coordinates, and \( a \) is a constant which enters into the physical size of the field. Some terms must be zero if we impose the symmetry of the two-pole field.

\[ V(0, \eta) = 0, \quad a_0 = a_2 = a_3 = a_9 = a_{16} = a_{20} = 0 \]

\[ V(\xi, \eta) = V(\xi, -\eta) ; \quad a_6 = a_8 = a_{11} = a_{13} = a_{15} = a_{18} = 0 \]

\[ V(-\xi, \eta) = -V(\xi, \eta) ; \quad a_4 = a_{10} = a_{12} = 0 \]  

(IV D.2)

Then

\[ V = a_1 \xi \eta + a_2 \xi^2 + a_3 \xi^2 \eta + a_4 \xi \eta^2 + a_5 \eta^3 + a_{17} \xi^3 + a_{18} \xi^2 \eta + a_{19} \xi \eta^2 + a_{20} \eta^3 \]  

(IV D.3a)

\[ a_{17} \xi^3 + a_{18} \xi^2 \eta + a_{19} \xi \eta^2 + a_{20} \eta^3 \]  

(IV D.3b)

\[ a_{18} \xi^2 \eta + a_{19} \xi \eta^2 + a_{20} \eta^3 \]  

(IV D.3c)

\[ a_{19} \xi \eta^2 + a_{20} \eta^3 \]  

(IV D.3d)

Note that \( S, p, \) and \( f_2(1, M) \) depend respectively upon apparatus, molecule, and rotational state.
If Eqs. (IV D.4a), (IV D.5a), and (IV D.8) are substituted into Eq. (II A.3), and only terms of third order or less in $\varepsilon$ and $\eta$ are included, one finds

$$\vec{F}_\varepsilon = m \ddot{\varepsilon} \propto \varepsilon \eta \left[ 1 + \left( \frac{10}{a_x} \alpha_{x \xi} + 3 \frac{\alpha_{y \eta}}{a_x} \right) \varepsilon^2 - \left( \frac{10}{a_x} \alpha_{x \xi} - 3 \frac{\alpha_{y \eta}}{a_x} \right) \eta^2 \right]$$  (IV D.9)

$$\vec{F}_\eta = m \ddot{\eta} \propto \eta \left[ 1 + \left( \frac{10}{a_x} \alpha_{x \xi} - 3 \frac{\alpha_{y \eta}}{a_x} \right) \varepsilon^2 - \left( \frac{10}{a_x} \alpha_{x \xi} + 3 \frac{\alpha_{y \eta}}{a_x} \right) \eta^2 \right]$$  (IV D.10)

To get rid of the main $\varepsilon$ term in the $\eta$ force equation and vice versa, one may let

$$10 \frac{\alpha_{x \xi}}{a_x} = 3 \frac{\alpha_{y \eta}}{a_x}$$  (IV D.11)

Let $\alpha = \frac{\alpha_{x \xi}}{a_x}$

$$\vec{F}_\varepsilon \propto \varepsilon \eta \left[ 1 + 4 \alpha \varepsilon^2 \right]$$  (IV D.12)

$$\vec{F}_\eta \propto \varepsilon \eta \left[ 1 - 4 \alpha \eta^2 \right]$$  (IV D.13)

for small $\varepsilon$ and $\eta$. 

Another of Maxwell's equations is $\nabla \cdot \mathbf{E} = 0$ or

$$\frac{\partial \mathbf{E}}{\partial t} + \frac{\mathbf{E}}{\varepsilon_0} = 0$$  (IV D.6)

Then

$$\left( 6 \alpha_{x \xi} + 2 \alpha_{y \eta} \right) \dot{\varepsilon} + \left( 2 \alpha_{x \xi} + 2 \alpha_{y \eta} \right) \ddot{\varepsilon}^2$$

$$+ \left( 6 \alpha_{x \xi} + 12 \alpha_{y \eta} \right) \dot{\varepsilon} \ddot{\eta}^2 = 0$$  (IV D.7)

for all $\varepsilon$, $\eta$.

Let $\alpha = \frac{\alpha_{x \xi}}{a_x}$

$$\begin{align*}
\alpha_{17} &= -10 \alpha_{15} \\
\alpha_{19} &= 5 \alpha_{15}
\end{align*}$$  (IV D.8)
Using (IV D.8), (IV D.11), and (IV D.3a), one finds

\[ v = \alpha_1 \left[ E + \alpha E^3 - 3 \alpha E^3 h^2 + 9 \alpha E^3 h^4 \right] 
- 3 \alpha E^3 h^2 + 2 \alpha E^3 h^4 \right] \]  

(IV D.3b)

where \( a_1 \equiv V_0 \), where \( V_0 \) is the potential on the poles of the field.

Using Eq. (IV D.3b) one can find the exact force law in the field.

\[ E = \alpha_1 \left[ -1 + 3 \alpha E^3 + 3 \alpha E^3 h^2 + 9 \alpha E^3 h^4 \right] \]

(IV D.4b)

from which we may find \( E^2 \):

\[ E^2 = a^2 \left[ 1 + 2 \alpha E^3 + 6 \alpha E^3 h^2 + 6 \alpha E^3 h^4 \right] 
+ 9 \alpha^2 E^6 + 9 \alpha^2 E^6 h^4 - 9 \alpha^2 E^6 h^4 - 9 \alpha^2 E^6 h^4 + 9 \alpha^2 E^6 h^4 \]

(IV D.15)

It is convenient if \( a_1 = V_0 \), but not necessary. If instead one let \( a_1 = V_0 \), this would correspond to displacing the field poles out from the center and changing their shape. Except for particles which may strike the poles, the trajectories and \( E \) are the same for a given \( a_1 \).
The bracketed parts of Eqs. (IV D.19) and (IV D.20) are shown in Fig. IV D.1 and IV D.2.

Note that since $K = \alpha$, each of the two equations above goes into the other as $\alpha \rightarrow -\alpha$, $\beta_i \rightarrow \xi$, $\xi \rightarrow \eta$.

This suggests that one can build two different fields with identical focusing properties by rotating one field on its axis with respect to the other by $90^\circ$ and changing the sign of $\alpha$ (see Fig. IV D.3 and Fig. 4.4).

Just as for the non-circular field, to first order

$$\dot{\xi} = K \xi$$  \hspace{1cm} (IV D.21)

$$\dot{\eta} = -K \eta$$  \hspace{1cm} (IV D.22)

for positive $k$ ($f_0(J, M) < 6$)

$$\eta = \eta_0 \cos \sqrt{K} t + \frac{\eta_0}{\sqrt{K}} \sin \sqrt{K} t$$  \hspace{1cm} (IV D.23)

$$\xi = \xi_0 \cos \sqrt{K} t + \frac{\xi_0}{\sqrt{K}} \sin \sqrt{K} t$$  \hspace{1cm} (IV D.24)

for $\eta_0 = 0$,

$$\eta = \frac{\eta_0}{\sqrt{K}} \sin \sqrt{K} t$$  \hspace{1cm} (IV D.25)

for focusing, $\sqrt{K} = \frac{\pi V}{L}$  \hspace{1cm} (IV D.26)

Fig. IV D.1 Level curves of $\frac{\partial \phi}{\partial x}$ (or $\frac{P_L}{x}$) for $\phi_{\alpha} = 1/2$.

Note on comparison with Fig. IV C.2 that the ten-pole field curves indicate a more nearly harmonic force in $x$-direction over a wide range of $\xi$ and $\eta$. 
The force in the $y$ (or $\eta$) direction is nearly harmonic for $\eta$ not too large. Compare with Fig. IV C.3.
Fig. IV D.3 Ten-pole equipotential lines ($\alpha = 1/3$).

The numbers next to each curve indicate $\frac{V}{a_1}$, where $V$ is the potential (in the experiment $a_1 = V_0$). A $V = 0$ line is shown near $\eta = 1$. This suggests that one might replace this ten-pole field with a two-pole field and two grounded planes.
Fig. IV D.4. Ten-pole equipotential lines for $\omega = -1/3$.

Cf. Fig. IV D.3.
Then, for the ten-pole field (with $a_1 = V_0$)

\[
\frac{V_i}{V} = \frac{\pi a_1^2 \lambda^2}{2 M_0} \sqrt{\frac{m}{12} f_1(\tau, M)}
\]  

(IV.27)

for focusing of a given state where the voltage on any field electrode is $\pm V_0$.

1. Trajectories (η coordinate for $E_z(J,M) < 0$)

If one neglects terms above third order in $\eta$ and $E_z$, the equations of motion for a heteronuclear diatomic molecule ($\Sigma$ state) in a ten-pole field are (see Eqs. (IV D.19) and (IV D.20)):

\[ \ddot{E} = K E (1 + 4 \alpha \varepsilon^2) \]  
\[ \ddot{\eta} = -K \eta (1 - 4 \alpha \eta^2) \]

where $\alpha$ depends only on the shape of the fields and $K$ depends on the apparatus, the molecule, and the quantum state $(J,M)$.

Two important facts should be noted from these equations:

a) The $E$ and $\eta$ motions are independent of each other in this approximation.

b) Trajectories with turning points in either coordinate (e.g., $\frac{d\eta}{dt} = 0$ at a turning point for $\eta$) are symmetric in that coordinate about the turning points. To see this, note that there is no force along the $z$ axis of the field. Then $v$ is independent of $t$ and of $z$.

\[ \frac{1}{dt} = \frac{v}{d\zeta} \]  

The corresponding equations for the two-pole field are:

\[ \ddot{E} = +K' \left( 1 + S E^2 - 2 \eta^2 \right) \]
\[ \ddot{\eta} = -K' \left( 1 + T E^2 - S \eta^2 \right) \]
where

\[ Y_i = \left( \frac{dY}{dt} \right)_{t=0} \quad \text{(IV E.8)} \]

\[ \frac{dt}{\sqrt{Y_i^2 - K(Y^2 - Y_i^2) + 2Kz(Y_i^2 - Y_i^4)}} \quad \text{(IV E.9)} \]

Let \( D' = \frac{Y_i^2}{K} + Y_i^2 - 2KzY_i^4 \) \quad \text{(IV E.10)}

Then \( t = \int_{Y_i}^{Y_i^2} \frac{d\eta}{\sqrt{K'} \sqrt{D'} - \eta^2 + 2Kz\eta^4} \quad \text{(IV E.14)} \)

Eq. (IV E.11) may be recognized as an elliptic integral. It may be put into a standard form by substitutions so tables may be used.

\[ D'(1 - \frac{z^2}{Y_i^2})(1 - \frac{z^2}{\eta^2}) = \]

\[ D' \left[ 1 - (y^2 + \eta^2) \eta^2 + y^2 \eta^4 \right] \quad \text{(IV E.12)} \]

Then \( \frac{z^2 + h^2}{\sqrt{D'}} \quad \text{(IV E.13)} \)

\[ z^2 + h^2 = \frac{2Kz}{D'} \quad \text{(IV E.14)} \]
Let \( T \sin \phi = \frac{g}{h} \) (IV E.15)

\[
\int \frac{d\phi}{\sqrt{1 - \frac{2g}{b^2} \sin^2 \phi}} = \frac{1}{2b} (1 + \sqrt{1 - \frac{2g}{b^2}}) (IV E.16)
\]

The last equation must also hold for \( \theta \) replaced by \( \phi \).

\[
\begin{align*}
\lambda^2 &= \frac{1}{2} \left( \frac{k}{b^2} + \sqrt{\frac{k}{b^2} - 1 - \frac{2g}{b^2}} \right) = \frac{1}{2b} \left( 1 + \sqrt{1 - \frac{2g}{b^2}} \right) (IV E.17) \\
\lambda^2 &= \frac{1}{2} \left( \frac{k}{b^2} + \sqrt{\frac{k}{b^2} - 1 - \frac{2g}{b^2}} \right) = \frac{1}{2b} \left( 1 - \sqrt{1 - \frac{2g}{b^2}} \right) (IV E.18)
\end{align*}
\]

Let \( h \gamma = \tau \) (IV E.19)

\[
t = \frac{1}{h} \int_{\gamma_0}^\gamma \frac{d\phi}{\sqrt{K(b^2 - \phi^2)}} = \frac{1}{h} (F(k, \phi) - F(k, \phi_0)) (IV E.20)
\]

\[
\begin{align*}
\int \frac{\lambda^2}{\sqrt{K(b^2 - \lambda^2)}} d\phi &= \frac{1}{h} (F(k, \phi) - F(k, \phi_0)) \\
\int \frac{\lambda^2}{\sqrt{K(b^2 - \lambda^2)}} d\phi &= \frac{1}{h} (F(k, \phi) - F(k, \phi_0)) (IV E.21)
\end{align*}
\]

Let \( \frac{\lambda^2}{h} = \gamma \leq 1 \) (IV E.22)

Substituting (IV E.19) and (IV E.21) in (IV E.12), one finds

\[
D' + \gamma^2 + 2 \lambda \gamma \gamma^4 = D'(1 - \lambda^2) (1 - \gamma^2) (IV E.23)
\]

Using (IV E.20) and (IV E.23) in (IV E.11):

\[
t = \frac{1}{\sqrt{Kb^2 h}} \int_{\gamma_0}^\gamma \frac{d\phi}{\sqrt{K(b^2 - \phi^2)}} (1 - \phi^2) (IV E.24)
\]

Let \( \gamma = \sin \theta \leq 1 \) (IV E.25)

\[
\begin{align*}
t &= \frac{1}{h} \int_{\gamma_0}^\gamma \frac{d\phi}{\sqrt{K(b^2 - \phi^2)}} = \frac{1}{h} (F(k, \phi) - F(k, \phi_0)) \\
&= \frac{1}{h} (F(k, \phi) - F(k, \phi_0)) (IV E.26)
\end{align*}
\]

where \( F \) = elliptic integral of first kind.

\[
R = F(\lambda, \frac{\pi}{2}) = K(\lambda) (IV E.27)
\]

It is known that \( F(k, m) = 2m \sqrt{K(\lambda)} \) (IV E.28)

where \( m = \text{integer or half integer} \) so that if one integrates over \( x \) in (IV E.26), one finds \( \frac{1}{2} \gamma = \frac{2K(\lambda)}{\lambda} \) (IV E.29)

period of motion, since \( T \) (and therefore \( \gamma \) ) goes through a maximum and \( \gamma \) comes to \( -\gamma_0 \) over the time \( \frac{1}{2} \tau \). Since \( T = 1 \) at its maximum,

\[
\gamma_{\text{max}} = \frac{1}{h} = \sqrt{\frac{2D'}{1 + \sqrt{1 - 2g/b^2}}} = \sqrt{\frac{1 - \sqrt{1 - 2g/b^2}}{4cd}} (IV E.30)
\]

One can also derive this result by noting that \( \gamma = 0 \) at \( \gamma = \gamma_{\text{max}} \)

in (IV E.10).

This discussion after this point will be confined to the special case for which \( \gamma_0 = 0 \) (i.e., infinitesimal slit width).

\[
D = D(\gamma_0 = 0) = \frac{\gamma_{\text{max}}^2}{K} (IV E.31)
\]
The distance the particle travels before returning to \( \eta = 0 \) is \( \frac{\lambda}{2} \).

\[
\frac{\lambda}{2} = \frac{V \gamma}{2} = \frac{2V R}{V a h} \tag{IV E.31}
\]

where \( v \) is the velocity in the \( z \) direction.

According to (IV E.1), the trajectories should be sinusoidal for low \( \lambda \) or negligible \( \eta^2 \). As \( \lambda \to 0 \) (with \( K \) constant), we can see from (IV E.22) that \( k \to 0 \) and from (IV E.17) that

\[
t \to \frac{1}{\sqrt{D}} \tag{IV E.32}
\]

From (IV E.30) \( \eta_{\text{max}} \to \sqrt{D} = \frac{V a}{V K} \tag{IV E.33} \]

From (IV E.3) (IV E.26):

\[
t \to \frac{1}{\sqrt{K}} \int_0^\phi \sin \phi' \tag{IV E.34}
\]

\[
t \to \frac{1}{\sqrt{K}} \sin \sqrt{K} t \tag{IV E.35}
\]

\[
\eta = \frac{1}{2} \sin \sqrt{K} t = \sqrt{D} \sin \sqrt{K} t \tag{IV E.36}
\]

From (IV E.34):

\[
\eta \to \frac{1}{\sqrt{K}} \tag{IV E.37}
\]

Note that (IV E.32) and (IV E.33) correspond (as they must), for suitable redefinition of \( K \) and \( a \), to the first order solution to the two-pole field.

This result also follows from (IV E.30) since \( K(\lambda \to \infty) = \infty \).
Fig. IV E.1. $\Lambda$ -1 versus $\sqrt{B \alpha D}$.

The graph is correct for the second approximation for $\mathcal{H}$ trajectories if $k_{JH}$ positive, $\alpha$ positive, $\mathcal{H}_0 = 0$, or for $E$ if $k_{JH}$ negative, $\alpha$ negative, $\mathcal{H}_0 = 0$. 
Solutions for $D > \frac{1}{8}$ are not given here.

Note that for $\alpha D = \frac{1}{8}$

$$D = \frac{1}{8 \pi}$$  \hspace{1cm} (IV E.45)

From (IV E.30) \[ \eta_{\text{max}} = \sqrt{2} D = \sqrt{\frac{1}{8 \pi}} \] \hspace{1cm} (IV E.46)

or \[ 4 x^2 \eta_{\text{max}} = \pi \] \hspace{1cm} (IV E.47)

Compare this result with (IV E.1). The corresponding $\eta_{\text{max}}$ can be taken from (IV E.46) \[ \eta_{\text{max}} = \sqrt{\frac{1}{8 \pi}} \] \hspace{1cm} (IV E.48)

above which particles are accelerated away from the $\eta = 0$ plane.

A sketch of the trajectories for the second approximation may help in understanding some of preceding.

Trajectories are for one state and velocity. In addition, Fig. IV E.2 shows trajectories for both first and second order approximations.

3. Trajectories ($x$ coordinate for $f_2(J,M) > 0$)

The $x$ solution for negative $K$ is very similar to that for with positive $K$. Note that Eq. (IV E.1) is now negative if one makes the following substitutions.

- $\alpha \rightarrow -\alpha$
- $\gamma, \eta, \hat{\eta} \rightarrow \frac{\sqrt{8}}{\pi} \frac{x}{K}$
- $K(+) \rightarrow -K(-)$ (i.e., $K$ is now negative)

Equations (IV E.5) to (IV E.14) hold with these substitutions. $g$ and $h$ will be redefined to keep $g$ real. The new equivalent to Eq. (IV E.15) is:

\[ D' + \frac{\sqrt{8}}{\pi} \frac{x}{K} + \frac{2 \kappa}{\pi} \frac{x}{K} \frac{d^2}{D'} \frac{d}{D'} \frac{d}{D'} = \]

\[ D'(1 + \gamma^2 \frac{d}{D'})(1 - \gamma^2 \frac{d}{D'} - \frac{2 \kappa}{D'} \frac{d}{D'} \frac{d}{D'}) = \]

\[ D'(1 + (\gamma^2 - \frac{d}{D'})(\gamma^2 - \frac{d}{D'} - \frac{2 \kappa}{D'} \frac{d}{D'} \frac{d}{D'}) \]

\hspace{1cm} (IV E.52)
Fig. IV E.2 Ten-pole field trajectories.

A sine wave and a second order trajectory are shown for the same \( \gamma_0 \) (with \( D = 0.1875, \alpha = \frac{1}{2} \)). If \( K \) (or \( V_0 \)) is raised (\( D = 0.134 \)), the trajectory shows focusing for a smaller \( \lambda \) or \( \tau \).

Note that \( \gamma_0 \gamma_0 \) is proportional to \( a \) here.
Substitute Eq. (IV E.55) in (IV E.53).

\[ h'' - \frac{A'^2}{D'} - \frac{2 \alpha}{D'} = 0 \]  

(IV E.56)

\[ h^2 = \frac{1}{2} \left( \frac{1}{D'} \pm \sqrt{\left( \frac{1}{D'} \right)^2 + \frac{2 \alpha}{D'}} \right) = \frac{1}{2} D' \left( \pm \sqrt{1 + \frac{2 \alpha}{D'}} \right) \]  

(IV E.57)

Similarly

\[ h'' = \frac{2 \alpha}{D'} \]  

(IV E.58)

\[ g^2 - h^2 = - \frac{1}{D'} \]  

(IV E.53)

\[ g^2 h^2 = \frac{2 \alpha}{D'} \]  

(IV E.54)

\[ g^2 = \frac{2 \alpha}{D'} \]  

(IV E.55)

Eqs. (IV E.53) and (IV E.54) are satisfied if we use only the plus signs or only the minus signs in (IV E.58) and (IV E.60). The plus signs will be used so g and h are real.

\[ g = \sqrt{\frac{1}{2} D' \left( -1 + \sqrt{1 + \frac{2 \alpha}{D'}} \right)} \]  

(IV E.61)

Substitute (IV E.63) and (IV E.64) in (IV E.52).

\[ D'(1 + g^2 \xi^2)(1 - h^2 \xi^2) = \]  

(IV E.66)

\[ D' \left( 1 + \frac{c^2}{\xi - \xi^2} \right) \left( 1 - \xi^2 \right) \]  

(IV E.67)

Let \( \xi = \frac{1}{\sqrt{-K' \xi}} \) \( \frac{\xi}{\xi' \xi^2} \) \( (1 - \xi^2) \) (IV E.68)

\[ \xi = \frac{1}{\sqrt{1 + \frac{2 \alpha}{D'}}} \]  

(IV E.69)
Then (IV E.67) becomes

\[ t = \frac{1}{\sqrt{-K^2}} \hbar \int_{\phi_0}^{\phi} \frac{(-\alpha \phi)}{\sqrt{1 + c^2 - c^2 \sin^2 \phi}} \]  

\[ = \frac{1}{\sqrt{-K^2}} \hbar \int_{\phi_0}^{\phi} \frac{(-\alpha \phi)}{\sqrt{1 + \frac{c^2}{1 + c^2} \sin^2 \phi}} \]  

\[ = \frac{1}{\sqrt{-K^2}} \hbar \int_{\phi_0}^{\phi} \frac{(-\alpha \phi)}{\sqrt{1 - \frac{c^2}{1 + c^2} \sin^2 \phi}} \]  

\[ = \frac{1}{\sqrt{-K^2}} \hbar \int_{\phi_0}^{\phi} \frac{(-\alpha \phi)}{\sqrt{1 - \frac{c^2}{1 + c^2} \sin^2 \phi}} \]  

\[ = \frac{1}{\sqrt{-K^2}} \hbar \int_{\phi_0}^{\phi} \left( F(\phi, \phi_0) - F(\bar{\phi}, \phi_0) \right) \]  

Using (IV E.62), (IV E.63), and the last part of (IV E.51), one finds

\[ t = \frac{F(\phi, \phi_0) - F(\bar{\phi}, \phi_0)}{\sqrt{-K^2}} \]  

(IV E.71)

\[ \phi(\xi = 0) = \pm \pi \]  

(IV E.72)

Using Eq. (IV E.25), one finds

\[ \frac{1}{2} \gamma = \frac{2K(\lambda)}{\sqrt{-K^2} + 8 \lambda D} \]  

(IV E.73)

Since \( T = 1 \) at the maximum \( \xi \) for each trajectory,

\[ \xi_{\text{max}} = \frac{1}{h} = \frac{2D}{1 + \sqrt{1 + 8 \lambda D}} \]  

(IV E.74)

\[ \frac{1}{2} \gamma = \frac{1}{2} \sqrt{\frac{2K(\lambda)}{\sqrt{-K^2} + 8 \lambda D}} \]  

(IV E.75)

For \( \lambda \to 0 \) with \( K \) kept constant, or for negligible \( \xi \) compared to 1, one finds that \( \gamma \to 0 \). Then from Eq. (IV E.69). Then from Eq. (IV E.71), for \( \xi_0 = 0 \),

\[ t \to \frac{\pi - \phi}{\sqrt{-K}} = \frac{\pi - \arccos \frac{\xi_0}{\sqrt{-K}}}{\sqrt{-K}} \]  

(IV E.77)

since

\[ K(\phi) = \frac{\pi}{\sqrt{-K}} \]  

(IV E.78)

\[ F(\phi, \phi_0) = 0 \]  

(IV E.79)

and

\[ h \to \frac{1}{\sqrt{-D}} \]  

(IV E.80)

\[ \xi \to \frac{1}{\sqrt{\gamma} \cos(\lambda \sqrt{-K} t + \pi)} \]  

(IV E.81)
Using Eq. (IV E.39), (IV E.75), and the equation
\[
\frac{1}{2} = \frac{1}{2} \sqrt{\gamma} \rightarrow \frac{\sqrt{\pi}}{V_K}
\] (IV E.82)

one finds
\[
\Delta = \frac{2 K(h)}{\pi \sqrt{1 + 8 \alpha D}}
\] (IV E.83)

Since \(k\) is a function only of \(\alpha D\) (see (IV E.69)), for \(\gamma = 0\),
\[
\Delta = \Delta(\alpha D)
\] (IV E.84)

F. Appendix 4. Alternate gradient focusing using two two- (or ten-) pole fields.

A rather general analysis of alternate gradient focusing of beams of polar molecules has been presented by Wharton et al. \(\uparrow\) F.1 The following treatment is confined to the consideration of one arrangement, which was thought worthy of experimental investigation.

The configuration is shown in the sketch. Consider the result of an experiment with a second two- (or ten-) pole field rotated 90° with respect to the first for a diatomic with negative \(\xi_2(J, M)\). To first order, from \(a\) to \(b\):
\[
\frac{d^2 \eta}{dx^2} = -K \eta
\] (IV F.1)

\[
\eta = \frac{\eta_0}{\sqrt{K}} \sin \sqrt{K} x
\] (IV F.2)

\[ \dot{\eta} = \eta_0 \cos V K z \]  
(IV F.3)

From \( b \) to \( c \):

\[ \frac{\dot{\eta}^2 \eta}{K^2} = K \eta \]  
(IV F.4)

\[ \eta = \eta_0 \cosh VK (t - t_0) + \frac{\dot{\eta}_0}{VK} \sinh VK (t - t_0) \]

\[ = \frac{\eta_0}{VK} \sinh VK (t - t_0) + \frac{\dot{\eta}_0}{VK} \cosh VK (t - t_0) \]  
(IV F.5)

Set \( \eta = 0 \) at \( t = t_j \) then

\[ \tan \sqrt{K} t_b = -\tanh V K (t_c - t_b) \]  
(IV F.6)

Note that this condition for focusing holds independent of \( \dot{\eta}_0 \).

If one knew \( t_b \) and \( t_c \), one could find \( \sqrt{K} \) (and thereby the necessary voltage \( V_0 \)). Assume \( t_b = \frac{1}{2} t_c \) and \( \tanh \sqrt{K} t_b \approx 1 \) since

\( \sqrt{K} t_b > \frac{\pi}{2} \) to have \( \frac{\dot{\eta}_0}{\eta_0} < 0 \) between the two fields and since \( \tanh \frac{x}{2} \approx \frac{x}{1 + e^{-2x}} \). Then \( \sqrt{K} = \frac{t_c}{2} \approx -1 \)  
(IV F.7)

\[ \sqrt{K} \frac{t_c}{2} = \frac{3}{4} \pi \]  
rather than the \( \frac{\pi}{2} \)  
(IV F.8)

for sine wave focusing.

\[ \lambda = V \gamma = 2 V t_c \]  
(IV F.9)

\[ \sqrt{K} = \frac{3}{2} \frac{V}{V_0} = \frac{3}{2} \frac{\pi - \frac{V}{\lambda}}{\lambda} \]  
(IV F.10)

For the normal configuration (both fields "parallel")

\[ \sqrt{K} = \frac{2}{3} \frac{V}{\lambda} \]  
(IV F.11)

Since \( \sqrt{K} = V_0 \)

\[ V_0 \text{alt.} = \frac{3}{2} V_0 \text{ normal} \]  
(IV F.12)

\[ \left( \frac{\dot{\eta}}{\dot{\eta}_0} \right) = \frac{\eta_0}{\dot{\eta}_0} \sinh VK (t_c - t_0) + \frac{\dot{\eta}_0}{\dot{\eta}_0} \cosh VK (t_0 - t_c) \]

\[ \frac{\eta_0}{\dot{\eta}_0} \cosh VK (t_c - t_0) = 0 \]  
(IV F.13)

The slope of the trajectories at the detector is nearly zero.

It is also possible that the positive \( t_2 (\tau, M) \) states will be focused in the same plane (see sketch).
This would indicate that one might discriminate against positive \( f_2(J,M) \) states by allowing only trajectories of low slope to hit the detector (see sketch).

\[
f_2(J,M) > 0
\]

The above analysis led to the decision that it was worthwhile to attempt alternate gradient focusing of the negative \( \varepsilon_3(J,N) \) states with ten-pole fields. The experiments indicated that the percent focused (i.e. focusing yield) was only about as much as usually found (ca. 0.1%) in the normal ten-pole focusing; moreover, it was not possible to obtain as good a resolution. The problem may have been that of a magnification of the image at the detector, as discussed in section III E. However, the results were inconclusive as insufficient effort was spent in testing the method with the ten-pole fields.

\[
\begin{align*}
\frac{d^2 \eta}{dt^2} &= K \eta \\
\eta &= \frac{\eta_0}{\sqrt{K}} \sinh \sqrt{K} t \\
\dot{\eta} &= \eta_0 \cosh K t
\end{align*}
\]

\[
\begin{align*}
\frac{d^2 \eta}{dt^2} &= -K \eta \\
\eta &= \frac{\eta_0}{\sqrt{K}} \cosh \sqrt{K} t \sin \sqrt{K} (t-t_c) + \\
\dot{\eta} &= \frac{\eta_0}{\sqrt{K}} \sinh \sqrt{K} t_c \cos \sqrt{K} (t-t_c)
\end{align*}
\]

Set \( \eta = 0 \) at \( t = t_c \)

\[
\tan \sqrt{K} (t_c - t) = -\tanh \sqrt{K} t_c
\]

If \( t_b = \frac{1}{2} t_c \)

\[
\tan \sqrt{K} \frac{t_b}{2} = -\tanh \sqrt{K} t_b \text{ as before},
\]

so that one expects \( v_0^{\text{alt}} = \frac{2}{3} v_0^{\text{normal}} \)

Note that \( \dot{\eta}_c = \dot{\eta}_0 \cosh \sqrt{K} t_c \cos \sqrt{K} t_b - \dot{\eta}_0 \sinh \sqrt{K} t_b \sin \sqrt{K} t_b \approx \)

\[
\frac{1}{2} \dot{\eta}_0 (\cosh \sqrt{K} \pi + \sin \sqrt{K} \pi) \approx 2 \dot{\eta}_0 \neq 0
\]
A computer program (in Fortran IV) has been written to simulate the trajectories of particles in a two- or ten-pole field. A sample is given here for focusing particles of negative $f_2 (j, k)$. The integration of the differential equations is carried out using the trapezoidal rule. The program 'follows' particles with given $E_x, E_y, J_0, V_0$ and velocity, each with an initial $V_0$. This is repeated with $V_0$ changed until the particle strikes the "detector" ($xy$- or $yz$- plane) close to the detector. A final trajectory for each of the given initial conditions rejects particles which hit the beam stop, a field rod, etc.

A weighting factor is used to calculate the contribution of each particle to the intensity. This is because for given initial conditions, the particle will hit the detector for a range of $V_0$. 

\[
\Delta V_0 = \left( \frac{2V_0}{\Delta L} \right) \Delta L
\]

where $V_0$ and $\left( \frac{2V_0}{\Delta L} \right)$ are the values for a trajectory which leads to the detector. For such a trajectory and a circular cylindrical (wire) detector, 

\[
\Delta L = \frac{2r}{\sin \phi}
\]

where $r$ is the wire radius and $\phi$ is the angle between the trajectory and the Z axis at the detector (see sketch on the following page).
The value of $\Delta v_0$ (or of $\Delta V / f_2(\gamma, \phi)$) serves as a weighting factor. Finally the relative intensity within given ranges of $\Delta V / f_2(\gamma, \phi)$ is tabulated.

By trial and error, initial combinations of values of the starting parameters (e.g., the range of $\delta E_0$ for given $E_0$ over which particles might strike the detector) were chosen.

The sample program follows. Results are shown in Fig. IV G.1.
018 L=NX1-10
019 27 PRNT 4X,LX1,HX1,LX1
020 PRNT 44
021 44 PRNT(2SH INTENSITY VS INITIAL XI)
022 41 FORMAT(42H) J HX10)
023 40 J=1,9
024 10 PRINT 24, J, HX10(J)
025 END
026 EXEC "FIRIS"
IV G.10

Fig. VI G.1. The expected intensity distribution versus $V_o$ for ten-pole focused peaks.

To the first approximation the peaks should appear at $\sqrt[4]{\frac{f_2(x)}{f_2(0)}} = 1.05$. The "noise" is due to the poor statistics associated with the relatively few trajectories.
The preceding sections demonstrate focusing of particles with second order Stark effects with the two- and ten-pole fields. However, it has not been mentioned that they should also focus particles with a first order Stark effect (such as symmetric top molecules).

This also suggests that one might similarly focus linear molecules using a section of the \( W \) curve (for \( \text{sym} \) C.2) or (IV D.15) for the ten-pole field and (IV D.28) for the ten-pole field). One can see that, to first order, such particles should be focused in the same manner as linear molecules.

Fields with potentials similar to, but not the same as that of Eq. IV D.30 might be designed to give good focusing for the experiments. Table IV H.1 gives a comparison of electrostatic focusing techniques for polar molecules.

Table IV H.1 ELECTROSTATIC FOCUSING FIELDS FOR POLAR MOLECULESa

<table>
<thead>
<tr>
<th>Field</th>
<th>Four-pole</th>
<th>Six-poleb</th>
<th>Two-pole</th>
<th>Ten-pole</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focuses:</td>
<td>Polar linear molecules in 1 ( \Sigma ) electronic states. Also asymmetric tops. Also NH(_3).</td>
<td>Symmetric top molecules heteronuclear linear molecules not in ( 1 \Sigma ) states (such as NO).</td>
<td>Same as for four- and six-pole fields.</td>
<td></td>
</tr>
<tr>
<td>in states:</td>
<td>of positive Stark energy.</td>
<td>of positive Stark energy.</td>
<td>of positive or negative Stark energy.</td>
<td></td>
</tr>
<tr>
<td>Approximate intensity(^{c}) focused:</td>
<td>0.1 - 10 % of direct beam (for each state for diatomics)</td>
<td>up to several times the direct beam (states not separated by symmetric top).</td>
<td>small (Poor resolution)</td>
<td>small ( \sim 0.1 % ) (Resolution adequate)</td>
</tr>
<tr>
<td>Approximate trajectory</td>
<td>( r = \sqrt{\frac{2}{m}} \alpha \sin^{-1} \sqrt{\frac{2}{m} \alpha} )</td>
<td>( r = \sqrt{\frac{2}{m}} \alpha \sin^{-1} \sqrt{\frac{2}{m} \alpha} )</td>
<td>( \alpha = \gamma \cos^2 \theta ) ( m ) ( \gamma ) ( \cos^2 \theta ) ( m )</td>
<td>( \alpha = \gamma \cos^2 \theta ) ( m ) ( \gamma ) ( \cos^2 \theta ) ( m )</td>
</tr>
<tr>
<td>at ( t = 0 ), ( Z = 0 )</td>
<td>2( V_0 \mu ) ( \sqrt{\frac{2}{m} \gamma \cos^2 \theta} )</td>
<td>2( V_0 \mu ) ( \sqrt{\frac{2}{m} \gamma \cos^2 \theta} )</td>
<td>see Eqs. (IV G.33-35), (IV D.23-27).</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) See reference II B.1.
\(^b\) See reference IV B.3.
\(^c\) The percent focused depends strongly upon the geometry used. Also, a large percent focused could still mean a small intensity if detector or oven surface state are small.
V A.1

V. APPARATUS*

A. General

The molecular beam apparatus (see Figs. V A.1 - V A.4) is designed to be used mainly for experiments involving rotational state selection and focusing of beams of polar molecules. The long length of the vacuum envelope makes it appropriate for such experiments.

Much of the design is due to Dr. K. N. "Terry", who was a post doctoral research associate in the group.

A second oven ("B oven") mount is located such that a secondary beam of short path length can cross the focused beam at the center of a rotating goniometer. The detector assembly, mounted on the goniometer, can rotate a limited amount (a total of sixty degrees) around the scattering center.

An important feature of the apparatus is a sliding vacuum seal between the oven and stainless steel chambers. This is controlled by a screwdriver inserted through a "quick-coupling." The vacuum seal, in conjunction with a gate valve (below in Fig. V A.2), allows one to open (or to pump on) the oven chamber without disturbing the vacuum inside the rest of the vacuum envelope.

The pumping system (and traps) is sufficient to lower the pressure to less than $1 \times 10^{-7}$ torr provided the chamber is clean and in good condition.

Parts of this section are common to the theses of R. J. Beuhler, Jr. and this writer.

V A.1 The stainless steel vacuum envelope was a gift of General Dynamics (Convair-Astronautics Division), San Diego, Calif. to the research group. It has been acknowledged in ref. V B.3.

V A.2 This quick coupling is not shown in Fig. V A.2, but it is opposite the quick-coupling at (c).
The vacuum chamber consists of two stainless steel cylinders (\( \frac{3}{4} \)" thick wall) and a brass oven chamber (on the right). The detector assembly is at the top left (see Figs. V A.3C and V C.4C) with the S-oven flange and the pump control panel (see Fig. V A.4, below. Two liquid nitrogen traps ("hat-shaped") fit on top of the center section (see Fig. V A.5B). A liquid nitrogen reservoir leads to the oven trap (see Fig. V A.5A) and another to a trap surrounding the detector wire and ion optics (Fig. V C.3A). One of two liquid nitrogen cooled baffles and an oil diffusion pump are visible below.

The larger steel cylinder may be heated electrically to \( \sim 65^\circ \text{C} \) (to help in degassing it), by heating wires beneath an asbestos layer.

Some of the extraneous background apparatus is not directly used in the experiments.

Further details are given in Fig. V A.2.
Fig. V A.2  Diagram of vacuum envelope.

Port sizes (I.D.) and flange diameters in inches are shown.

a. A-oven, electrical feedthroughs, and water cooling attached to flange.
b. Three screws on flange to adjust oven position.
c. 1/2" quick coupling for ion gauge tube.
d. Below chamber. 2 7/8" I.D. pipe to 3 3/4" flange. Gate valve (Consolidated Vacuum Corp. (CVC) type VCS-21) and CVC oil diffusion pump (PMC-115) attached.
e. "Quick-coupling" for liquid nitrogen trap.
f. Electrical feedthroughs.
g. Liquid nitrogen traps (top).
h. Window or waveguide feedthrough.
i. Ion gauge.
j. Cryo-baffle; National Research Corp. (NRC) model 0315-1-006. Six inch CVC oil diffusion pumps (PMC 1640) attached.
k. Goniometer (top) with detector assembly (detector filaments, ion optics, mass filter, and electron multiplier). Liquid nitrogen trap around detector filaments.
l. B-oven.
m. Window attached.
n. Ion optics and detector wire electrical feedthroughs. Also two one inch quick couplings for B-oven liquid nitrogen trap.
o. Flange may be replaced with one with a 7/16" center hole to give a separate detector chamber.
p. Beam stop attached. A bellows and screws are used to adjust the beamstop position.

q. Four high voltage feedthroughs for focusing fields.
A. A second view of the apparatus (taken from the other side). The water cooled oven chamber is seen (left). Attached to the three side flanges are (from left to right) high voltage feedthroughs (shielded) the control rod for the movable beam stop, or "obstacle" and detector system electrical feedthroughs. Quick couplings used for the B-oven liquid nitrogen trap are also on the last flange.

B. Two young (in 1965) graduate students; Robert J. Beuhler, Jr. (left) and Theodore C. Waech, who used the apparatus after the initial work of Dr. K. H. Kramer, are shown with the partially dismantled apparatus and a chart full of noise.
Fig. V A.4  The vacuum pump control panel.

It is designed to protect the vacuum system from overheating or oxidizing of diffusion pump oil. A diffusion pump (DP1, DP2, or DP3) heater cannot be operated if the vacuum envelope pressure is above 1 torr, if neither rotary pump (RP1 or RP2) is on, or if no water is flowing through its cooling coils (see Fig. V A.1).

$S_1, S_2$: DPST toggle switches (for RP1 and RP2 respectively)

$S_3, S_4, S_5$: DPST toggle switches (for DP1, DP2, and DP3)

CR1, CR2, CR3, CR4: control relays

F1, F2, F3, F4, F5: fuses (10A, 15A, 20A, 20A, and 3.2A respectively)

V5: mercury column vacuum switch

PS1, PS2: water flow switches

(PS1 is McDonnell Model PS1;
PS2 is Penn type 608, Model 1000)
Fig. V A.5  Liquid nitrogen traps, an oven, and a velocity selector disk.

A. Photograph of oven chamber liquid nitrogen trap. The oven "faces" this trap (copper) which condenses out A-beam material which effuses at large angles with respect to the focusing field axis.

B. Field chamber liquid nitrogen trap (inverted). This trap (and another identical trap) fits on top of the vacuum envelope (see Fig. V A.1, top center), above the focusing fields. The copper attached piece shown may be used as a cold collimator when inserted between two velocity selector disks (see Fig. V B.1). The fin design of the trap was based on the concepts of Ref. V A.1.

C. A monel oven. Various front pieces can be screwed on with say, a 0.007" circular hole, or, as shown here (left), with provision for a slit. The oven body and the front piece can be heated with coils of 0.0005" diameter tungsten wire.

D. An aluminum velocity selector disk. It has sixty teeth and sixty slots (see Fig. V B.1).

B. Velocity selector

The velocity selector consists of disks on a rotor (see Figs. V A.5D and V B.1). The velocity of particles transmitted through "open channels" of the selector is proportional to the rate of rotation of the disk assembly by a motor. When a maxwellian beam is velocity selected at its most probable velocity, about 1/20th of the beam is transmitted.

Using the notation of ref. V B.1 and Fig. V B.2 (not to be confused with that of other sections of this thesis), the resolution and peak transmitted velocity can be found.

The nominal velocity may be correlated with \( f(\phi) \), the frequency of the oscillator which controls the motor. For the given motor,

\[
\omega = \pi f \\
\nu_0 = L \frac{\omega}{\phi} = L \frac{\pi f}{r \phi} = L \frac{60 \omega}{r \phi} \\
\nu_0 (m/sec) = 0.900 f
\]

---


V B.2 Barden S3805 bearings are used for the motor and Fafnir MB20EXC2 CR bearings are used for the rotor.
The resolution may be calculated using values given in Fig. V B.2.

\[
\phi = 6.33, \quad \lambda = 0.840''
\]

\[
\beta = \frac{\lambda}{L} = 0.01626
\]

\[
N = \frac{\lambda}{\lambda + L_c} = \frac{1}{2}
\]

\[
y = \frac{L_c}{\phi} = 0.150
\]

\[
R = \text{resolution} = \frac{N - \beta}{1 - y^2} = 0.137
\]

Then the selector has a resolution (FWHM) of 13.7%.

\[
\frac{N_{\text{max}}}{N_{\text{min}}} = \frac{1 - \beta}{1 - y} = 1.157
\]

\[
\frac{N_{\text{min}}}{N_{\text{max}}} = \frac{1 + \beta}{1 + y^2} = 0.884
\]
Fig. V B.2 Velocity selector geometry.

Part of the "unrolled" V B.1 rotor is shown with an expanded vertical dimension. One open channel is shown. The fractions indicate the amount of a tooth or space below the horizontal line.
With this circuit the velocity selector could select beams with velocities from essentially zero to about 500 m/sec, depending upon the alignment of the rotor with respect to the motor, the bearing grease (Apiezon H was used copiously), etc. The synchronous motor turns at half the audio generator frequency if it is "in sync."
C. Detector system

A detector system diagram is shown in Fig. V C.1. Lock-in detection is utilized with a chopped AC beam although an electrometer can be used for unchopped (DC) beams. Detection is by surface ionization, but again one has another option. A thoriated tungsten ribbon may be used as an electron bombardment source to ionize the beam molecules.

Figs. V C.2 - V C.4 show parts of the detector system.
Fig. V C.1 Detector system diagram.

The molecular beam is ionized on the surface of platinum - tungsten ribbon (A) or a 0.010" diameter tungsten wire (B). The ions are guided into the mass filter by the ion optics (approximate voltages as shown). The ions are somewhat "focused" by two einzel lenses (below and above mass filter). The ions are accelerated into the electron multiplier, where they are "converted" to electrons and the current amplified. The multiplier signal goes to the cathode follower (see Fig. V C.2), and then to a phase sensitive detector, (model RJB lock-in amplifier, Electronics, Missiles and Communications, Inc., Mt. Vernon, N. Y.). The reference signal for the lock-in, from a light chopped synchronously with the molecular beam, comes from a photocell (see Fig. V C.5A). The rectified output signal from the lock-in is displayed on a recorder (Leeds & Northrup Speedomax G, model S - 60,000 series) for easy viewing.
Fig. V C.3 Detector assembly photographs.

A. Ion optics on end of mass filter. The ion optics of Fig. V C.1 is more recent.

B. Ion optics components. At the upper left a detector wire is spot welded to crinkled nickel foil on a stainless steel holder. A dismantled holder is at the right. An ion optics plate is placed below these.

C. Dismantled detector assembly. The quadrupole mass-filter is at right. Its height can be adjusted by the use of gears (left) on the three shafts. The voltages on the electron multiplier (in its elbow housing at the upper left) are controlled by a resistor network.

---

Fig. V C.2 Cathode follower circuit.

Half of a 12AT7 electron tube is used. See Fig. V C.7
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Fig. V.C.4 Chopper motor circuit.
Fig. V C.5 Detector system photographs.

A. Chopper motor. The chopper motor is mounted on the stainless steel flange on which the oven chamber is attached. The V-shaped chopper blades chop the beam and, synchronously, the light from a bulb shining on a photocell, at 25 Hz. The amplified photocell output serves as the reference signal.

B. Detector assembly on goniometer (see Figs. V A.1 and V C.3). Tubes (minus reservoir) to right are for filling detector liquid nitrogen trap.

C. Glass rack. It is used for holding gases to be used in forming a beam or in activating or deactivating detector filaments.

D. View of detector end of apparatus. The liquid nitrogen trap surrounding the ion optics is clearly visible. A four-pole field assembly and microwave horn are in the background. Components such as the field assemblies and the velocity selector are attached to the angle steel as shown. See Fig. V D.18.
Fig. V C.6 Liquid nitrogen trap surrounding detector assembly.
The trap is shown below a platinum-tungsten filament holder (see Fig. V C.3). The two liquid nitrogen connections (one is illustrated with a flexible copper tube) lead to a reservoir (see Fig. V A.1). The beam enters through a rectangular channel 0.200" wide. The copper tube (right) is, in use, soldered to the trap.
This power supply gives $6.3 \text{V}_{\text{DC}}$ to heat the electron tube filament in the cathode follower, (see Fig. V.12). The $1.5 \text{V}_{\text{DC}}$ and $12.6 \text{V}_{\text{AC}}$ outputs can be used to run bulbs whose light is chopped and goes to a photocell. This is done to get a 40 Hz lock-in reference signal, and also, by "counting" selector teeth, to determine the velocity of molecules transmitted by the velocity selector.
D. Focusing Fields.

The focusing field assemblies consist of steel (or other suitable steel) rods carefully cemented with epoxy resin to ceramic ends. The rods are in turn exposed to a brass frame. Several fields are illustrated in Fig. V D.1.

For the four-pole field, the rod radius \( R_{\text{rod}} \) should be for circular rather than hyperbolic rods are used.\(^{1,2}\)

\[
R_{\text{rod}} = 1.148 R
\]

where \( R \) is the distance from the center of the field to the center of any rod. However, at this laboratory, \( 1.16 \) was found to work better than 1.148 (as others have also done).\(^{2}\)

For much of the work, the high voltage switch of Fig. V D.2 was used to turn the field on and off.

---


Fig. V D.1 Focusing fields.

A. Four-pole field assembly. The brass top-shaped piece is one of two used to space the rods while they are being cemented in place. The piece to its left can be used in aligning the field assembly in the vacuum envelope, but more often threads, weighted on their ends, were appropriately hung on the rods to form "crosshairs" on the center line of the assembly.

B. A two-pole field assembly. Note the ceramic rods used to hold the metal rods in place. The thumbscrews are used to align the field assembly.

C. End-on view of the ten-pole field assembly \( \mathcal{A} = \pm \frac{1}{3} \).

See Fig. V D.3.

D. Two ten-pole field assemblies. The brass pieces in the foreground are used to hold the steel rods until they are epoxied in place.
For ten-pole focusing, this beam stop and collimator was attached to the velocity selector (a similar one is in Fig. V B.1). Beam material condensed on the collimator and formed a shadow of the field rods.
E. Microwave system.

The microwave system changed throughout the work, but two systems are shown in Figs. V E.1 and V E.2. Some photographs of the systems appear in Fig. V E.3.
Fig. V.E.1 Microwave system A.

This was used for Fig. III B.2 (in the paper included), in section III B. Certain of the equipment was borrowed from Prof. R. C. Woods.

a. Heathkit (Model AG - 10) sine-square generator at 25 Hz.
b. To lock-in detector (for beam) reference.
c. Hewlett-Packard 8690A sweep oscillator.
d. Hewlett-Packard 8694A plug in (8-12.4 GHz).
e. Hewlett-Packard 175A oscilloscope.
f. Hewlett-Packard X281B adapter (coax to waveguide).
g. Microlab X157A ferrite isolator.
h. Hewlett-Packard X752C multihole directional coupler.
i. Microlab X155A variable attenuators (0-20db).
j. Polarad 8126293 adapter.
k. Andrew 51747-12 flexible waveguide.
l. Andrew 55000-75 pressure window.
m. Polarad CA-65 horn antenna.
n. Microtech flexible waveguide.
o. Hewlett-Packard 5256A frequency converter.
This microwave system was used in the earlier part of the work. It had disadvantages in that the power was inadequately stabilized in the range of interest; also it had somewhat too low power for the experiments and lacked an internal sweep necessitating manual MHz frequency scan. The parts are identified below.

a. Heathkit model AG-10 sine-square wave generator.
b. One tube amplifier. This gives an output of 40 VDC for no input. A positive input (above a certain minimum) results in an output voltage of zero.
c. Polarad 1107 H microwave signal generator (3.8-8.2 GHz).
d. Polarad 1509 frequency doubler (10.0-15.0 GHz).
e. Hewlett-Packard M532A wavemeter
f. Polarad CA-K5 microwave horns
g. Hewlett-Packard M424A crystal detector.
h. Hewlett-Packard 175A oscilloscope.
Fig. V E.3 Microwave system photographs.

A. Microwave electronics for system B. The sine-square wave oscillator, the frequency doubler, and the microwave signal generator are shown.

B. Waveguide components. The wavemeter, flexible waveguide, and the microwave feed through flange are shown.

C. Some microwave components. Present are the directional coupler, a microwave horn, an adapter (for microwave flanges with different dimensions), and a crystal detector.

D. The microwave - molecular beam crossing-zone. The microwave horn and the beamstop ("obstacle") are in the center, between two four-pole field assemblies.
VI A.1

VI. RESONANCES IN H + H SCATTERING

A. Introduction

The focusing methods in the preceding sections were developed mainly as tools to produce state-selected molecular beams, useful for studying collisions between neutral atoms or other molecules.

In the next section some calculations (already published) are presented concerning collisions of atomic hydrogen, i.e., the elastic scattering of H by H atoms. The results of proposed experiments of this type may be used to confirm knowledge of the ground state interaction potential between H atoms. Up to the present time, however, such atomic scattering experiments have been technically too difficult to carry out.

However, the results of the next section have already found application. Dr. G. Herzberg of the National Research Council of Canada has used them to help fit new spectral observations on H₂.

R. E. Roberts, R. B. Bernstein and C. F. Curtiss used these results as the starting point in calculations on termolecular recombination kinetics for the reaction

\[
H + H + M \rightarrow H_2 + M \quad (M = \text{He, Ar, or } H_2)
\]

R. J. LeRoy and R. B. Bernstein have discussed the inconsistencies between the theoretical and experimental ground state energies of H₂.

VI A.1 Private communication.
They considered the influence of the so-called adiabatic, relativistic and non-adiabatic corrections to the clamped nuclei potential. In addition, they explained inconsistencies (of several cm$^{-1}$) between the vibrational levels of $H_2$ computed by several authors.

VI A.3

R. J. LeRoy and R. B. Bernstein, J. Chem. Phys. 49, 0000 (1968). This writer noticed the use of nuclear masses in the reduced mass of $H_2$ by Wolniewicz (ref. VI B.4). LeRoy suggests that nuclear rather than atomic masses are more proper bound state calculations and that more reliable recent values of Planck's constant and the Bohr radius are available and should be used in such calculations.

VI B.1


(See journal article for this section.)
C. Computer program for potential fit

A computer program was desired to find an analytical fit to the Kolos-Wolniewicz clamped nuclei potential for a large range of R. A series (Eq. VI B.1) was found using the method of Forsythe VI C.1. Although Forsythe suggested that the fitted variable (V) be expanded as a sum of polynomials, here the polynomials were used to find the coefficients (a.) of a series in \( R - \frac{N}{2} \), with R in au, and also the coefficients (A.) of a series in R - Re (Eq. VI B.2).

Attempts were made at accurately fitting the potential with a series in terms of more complicated variables, but they were unsuccessful.

The computer program (in Fortran IV language) follows.

VI C.1 See ref. VI B.10.
Iv 0.4 Iv 0.3

C INITIALIZE
38 SIGMA2=D9.
37 ALPHA1=O.
36 w=O.
34 BLTA(1)=O.
32 D=VECPRO(F,F).
30 PRINT 4.
28 DO 12 J=1,N
26 OMEGA=VECPRO(F,F).
24 S(I)=OMEGA(I)/D.
22 D=D-S(I)*S(I).
20 SIGMAS=SIGMA2.
18 SIGMA2=D/(I-1)
16 C TEST SIGMA HERE.
14 DO 11 J=1,N
12 P3(J)=P(J)**2.
10 P2(J)=P(J).
8 P1(J)=P(J).
6 P(J)=D/(I-1).
4 P(J)=D/(I-1).
2 P(J)=D/(I-1).
0 C CALCULATE COEFFICIENTS.
6 DO 101 K=1,N
51 DPK1(K)=1.
50 DO 102 K=2,N
49 KM1(K-1)=1.
48 KM2=K2.
47 DPK1(KM1)=DP1(KM1,KM2).
46 DPK1(KM1,KM2)=ALPHA(K).
45 DO 103 K=1,N
44 KQ1(K)=1.
43 KQ2=K2.
42 DO 103 L=1,N
41 DPK1(KQ1,L-1)=ALPHA(L)*DP1(KQ1,L-1).
40 DPK1(KQ1,L-1)=BETA(KQ1)*DP1(KQ1,L).
39 PRINT 105.
38 DO 105 L=1,N
37 TP1(L)=0.
36 DO 104 K=1,N
35 TP1(L)=TP1(L).
34 TP1(L)=TP1(L).
33 TD1(L)=TD1(L).
32 TD1(L)=TD1(L).
31 TD1(L)=TD1(L).
30 PRINT 122.
29 USM=USM1.
28 L=1.
27 DD 11 J=J-1.