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3,305,636
PHASE-SHIFT DATA TRANSMISSION SYSTEM
HAVING A PSEUDO-MOISE SYNC CODE
MODULATED WITH THE DATA IN A
SINGLE CHANNEL
James E. Webb, Administrator of the National Aere-
nautics and Space Administration, with respect (o an
invention of James C. Springett, La Canada, Calif,
Filed viay 14, 1963, Ser. No. 280,777
i5 Claims. (CL 178---67)

The invention described herein was made in the per-
formance of work under a NASA contract and is sub-
ject to the provisions of Section 305 of the National
Aeronanutics and Space Act of 1958, Public Law 85-568
(72 Stat, 435; 42 U.S.C. 2457).

This invention relates generally to digital data com-
munication systems of the type finding particular utility
for transferring data, for example telemetry or command
data, between a space craft and a ground station.

During the past several years, the predominant meth-
ods employed for the transfer of telemetry and com-
mand data between a space craft and ground stations
have been characterized by the use of an uncoded binary
symmetric channel.
spent in attempting to optimize such systems and as a
consequence, various implementations have been sug-
gested in the prior art. Essentially, these communica-
tion systems consist of a serial binary data link wherein

information is transmitted and detected in the biorthog- 3

onal sense, ie., the cross~correlation between the re-
ceived data signal and a detector reference signal is
either 41 or —1 depending upon which binary state
has been transmitted. When matched filter techniques

{a matched filter, as used herein, is a network which 3

has the characteristic that its impulse response is the
time negative of the signal to be filtered and consists
of an integrator which provides a constant output for
a single impulse input, together with a discharge device
for discharging the integrator at multiples of time T
where T represents the duration of the signal to be fil-
tered) are employed to maximize the probability of mak-
ing the correct decision at the detector, the system be-
comes nearly optimum from the standpoint of bit error
rate or error probability versus the transmitted signal
energy per bit and the phase-noise spectral density within
the detector. (See for example Viterbi, A. J., “On Coded
Phase-Coherent Communications,” Technical Report No.
22-25, et Propulsion Laboratory, Pasadena, August
1960.y Thus, the relationship

Pe=s

i(ﬁ ~oty3

is the theoretical goal to be obtained where:

P. is the error probability;

crf is the error function;

S is the signal power;

T is the bit period; and

N/B is the normalized phase-noise spectral density.

An elementary implementation of the foregoing type
is described and shown in FIGURE 3 of a paper by J.
C. Springett, and entitled “Command Techniques for
the Remote Control of Interplanetary Space Craft,”
Technical Report No. 32-314, Jet Propulsion Laboratory,
Pasadena, August 1962, The biorthogonal signals in
that implementation consist of a split phase sinusoid
such that 4 sin (wyf) Is transmitted to represent a binary
“1” and — sin (wo!) is transmitted to represent a binary
“0.” At the detector, the noise laden transmitted sig-
nal is correlated (multiplied) with a + sin (wgt) Tef-
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erence signal to obtain either a 1— cos (Zwyt) or
—14 cos (2wgt) dependent upon the transmitted bit.
Since it is only the D.C. terms of these expressions
which are of interest, the output of the detector can
be connected to a matched filter which consists of am
integrator which is periodically sampled and discharged.
The matched filter serves to average the noise voltage
and integrate the signal voltage to thereby provide a
positive or negative level representative of the trans-
mitted bits. In addition to the -~ sin {wy) reference
signal, bit synchronization or timing is required at the
detector to properly sample and discharge the integrator.

The basic concept of a sysiem of this sort has been
referred to as Phase-Shift-Keying (PSK) and in theory
is rather simple. Theoretically, it is only necessary that
phase information be available at the detector to estab-
lish the proper relationships to synchronize the received
signal with the reference signal, since all other charac-
teristics, that is, waveform and frequency, are known
at the detector. However, a very significant practical
difficulty lies in obtaining the necessary bit synchroniza-
tion and reference signal within the detector with suffi-
cient accuracy and stability. More particularly, should
the detector reference signal, -4 sin (wy!}, have a phase
error of an angle «, then the efficiency of the detection
process will be degraded by a factor of cos «. If the
bit synchronization timing for the matched filter is in-
accurate, then sampling may take place too soon or
too late, thereby reducing the probability of a correct
decision being made. Alse to be considered is any noise
that may be superposed on any of these signals. For
example, if the reference signal possesses jitter, even
further losses in accuracy will result. Consequently,
if near-optimum system perfonmance is to be obtained,
synchronization within the detector must be unique and
as noise-free as possible.

As a consequence of these recognized deficiencies in
basic systems of the type just discussed, a phase-shift-key-
ing system has recently been proposed which relies on the
use of maximum-length shift register (pseudo-noise or
PN) code (see Baumert, L., M. Easterling, S.W. Golomb
and A. Viterbi, “Coding Theory and Its Applications to
Communications Systems,” Technical Report No. 32-67,
Jet Propulsion Laboratory, Pasadena, March 1961) which
is both transmitied and generated in the detector to es-
tablish synchronization. By transmitting one data bit
for each PN code cycle, and by utilizing correlation and
phase lock techniques, improved synchronization is
achieved and as a result, the error probability (P,) of
such a system is brought close to optimal.

An important factor to consider when implementing
a phase-shift-keying system is that the requirements for
synchronization should not significantly derate system
performance; that is, if a finite amount of encrgy is avail-
able for the transmission of a data bit and the establish-
ment of synchronization, then the encrgy expended to
establish synchronization should be kept to a minimum,.
Obviously, the requirements of good synchronization cou-
pled with a minimum expenditure of transmitter energy
are somewhat contradictory. Consequently, the best com-
promise between these requirements must be made in the
design of a practical system.

In the recently proposed phase-shift-keying systems
which utilize the PN code synchronization technique, two
transmission channels are utilized; i.e. a first channel for
a carrier which is modulated by the data to be transmitted
and a second channel for the synchronizing PN code.
Although this type of phase-shift-keying system represents
a significant advance over the prior art systems of the
type to which reference was initially made above, the
performance of the recently proposed systems is still some-
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what less than satisfactory due to the fact that noise de-
veloped in the phase lock loop, used to lock the locally
generated PN code to the received PN code, requires the
expenditure of an undesirably large amount of power
on the transmission of the synchronizing PN code signals.

In view of the above, it is an object of the present
invention to provide an improved phase-shift-keying dig-
ital data communication system which utilizes a syn-
chronizing PN code but which requires that considerably
less power be expended on the transmission of that code
than has been required in heretofore known systems.

More broadly, it is an object of this invention to pro-
vide an improved digital data communication system

- which is of exceedingly high accuracy, and which is able
to satisfactorily operate over a wide range of data trans-
mission rates.

Briefly, the invention herein is based on the recogni-
tion that the performance of a digital data communication
system, in which a synchronization code is transmitted,
can be significantly improved by modulating the syn-
chronization code with the digital data so that both the
synchronization and data information appear on a single
channel to which can be applied all available sideband
transmitting power.

It is pointed out that the invention herein is not con-
cerned with the actual transmission of the synchronizing
and data information in the sense of how this information
is combined with an RF signal for transmission but rather
is concerned with the manner in which this information
is handled prior to combination with the RF signal at the
transmitting station and subsequent to the removal of
the RF signal at the receiving station.

The novel features that are considered characteristic
of this invention are set forth with particularity in the
appended claims. The invention itself both as to its or-
ganization and method of operation, as well as additional
objects and advantages thereof, will best be understood
from the following description when read in connection
with the accompanying drawings, in which:

FIGURE 1 is a waveform chart illustrating the char-
acteristics of a plurality of signals which are utilized in
the digital data communication system comprising the
present invention;

FIGURE 2 is a block diagram illustrating the appara-
tus employved to generate the PN code illustrated in
FIGURE I;

FIGURE 3 illustrates correlation functions of signals
employed in the digital data communication system com-
prising the present invention;

FIGURE 4 is a block diagram illustrating a basic

digital data communication synchronization system em- ‘

ploying a PN code;

FIGURE 5 is a block diagram of a basic two channel
prior art phase-shift-keying digital data communication
system employing a PN code; and

FIGURE 6 is a block diagram of a single channel
phase-shift-keying digital data communication system em-
ploying a PN code and constituting a preferred embodi-
ment of the present invention.

Attention is now called to FIGURES 1 and 2 of the
drawings for the purpose of developing the synchroniza-
tion concept utilized in a system constructed in accord-
ance with the present invention.

There exists a family of binary codes of length 4¥_1,
N being an integer, the codes of which are character-
ized by their two level autocorrelation properties. (See
Baumert, L., M. Easterling, S. W. Golomb and A. Viterbi,
“Coding Theory and Its Applications to Communications
Systems,” Technical Report No. 32-67, Jet Propulsion
Laboratory, Pasadena, March 1961.) 1In particular, there
is a subclass of this family, namely those codes of fength
2N—1, which in addition to having two leve] autocorrela-
tion properties, also have cycle and add properties. The
codes of this subclass are often referred 1o as maximum
length shift register codes or pseudo-noise (PN) codes.
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The cycle and add property has the characteristic that
given a PN code of length 2N—1, and a cyclic permuta-
tion of the same PN code, the resulting modulo—2 sum
(i.e., the sum obtainable by applying bits to be added to
a half adder) is another cyclic permutation of the same
PN code. For example, consider the 15 bit PN code
011110101100100, and a cyclic permutation thereof,
110101100100011. The modulo—2 sum of these permu-
tations is formed as follows:

011110101100100
110101100100011

1010110010001 11

It should be noted that the modulo—2 sum constitutes a
different cyclic permutation of the same PN code.

FIGURE 1 illustrates the waveform of a clock signal
2f, [line (a)] which is utilized with the apparatus of
FIGURE 2 to generate the PN code whose waveform is
also illustrated in line (b), FIGURE 1. The apparatus
of FIGURE 2 comprises a shift register of N stages (N
being equal to 4 when a 15 bit PN code is to be generated)
connected to a source of clock signals 2f,. FEach clock
signal serves to shift the information stored in each stage
of the shift register to a succeeding stage. A half adder
is provided whose output is connected to the input of
stage 1 of the shift register, The output of stages K and
N which are respectively stages 3 and 4 in the illustrated
embodiment, are connected to the input of the half adder.
The output of stage N can serve as the output of the shift
register, i.e., the source of the PN code.

As with all PN code generators of N stages, it can be
shown that if the states of N stages are known for one
sequential state of the shift register, all succeeding shift
register states can be generated by connecting the output
of stages K and N to the input of a half adder whose
output is in turn coupled to the first stage of the shift
register. That is, given at time #,, the states of the shift
register stages

Apdsds .o A .. Ax
ther¢ exists at least a single K such that at time #,
Ag (i) B An(rp)y=4:(11)
where the symbol @ is utilized to represent a modulo—2
sum operation. As noted, where N==4 a PN code can
be generated if K is equal to 3. The table illustrated in

FIGURE 2 shows the fifteen nonzero states which the

shift register assumes in the generation of the indicated
PN code.

Autocorrelation is the measure of the similarity between
a code and any cyclic permutation of the same code, and
can be defined as

R(r)==Average {PNOPN(r)}/L
where r is the measure of cyclic permutation, L is the

2 length of the code, and the symbol @ denotes the

modulo—2 sum. Obviously, R(r)=1 only when =0
since no cyclic permutation of the PN code can be in
perfect agree ment with the code. For all other r, the
autocorrelation function may take the form
R(r)=

(Number of “0’s”—number of “1’s")

(Number of “0's”<+number of “1's”)

for PN®PN(r). The number of 1's in a PN code is
2¥/2 and the number of 0’s is (2¥—2)/2. Since
PN@®PN(r)

equals PN(»") (that is to say the modulo—2 sum of the
PN code and any specified cyclic permutation of the code
provides a cyclic permutation which is not the specified
cyclic permutation) and inasmuch as the code possesses
the cycle and add property, it can be concluded that

R(r")=[(2¥—-2)/22%/2)/Ls=—1/L
Thus, the autocorrelation for the PN code is +1 for
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=20, and —1/L for all other 1:57=L—1. This auto-
correlation function is illustrated in FIGURE 3a.

A source of the clock signals 2f, whose waveform is
illustrated in FIGURE 1 has already been referred to as
being the clock source for the shift register of FIGURE
2. In addition to this clock signal, two other clock sig-
nals, f; and f;290°, both illustrated in FIGURE 1 are
now introduced. The relationship between these three
clock signals is represented by:

zrs:fs@fségog
This relationship can be easily verified by reference to
FIGURE 1.

In addition to the PN code already defined and the
three clock signals, a new code, PN* will now be de-
fined as PN@f,. Since the PN code is of odd length and
there exists a half cycle of signal f for each PN code bit,
code PN* will have a cycle length of 2L, being com-
posed of a code of length L, followed by its complement.
The PN* code is also illustrated in FIGURE 1.

The autocorrelation function of the PN* code may be
derived from the autocorrelation function of the PN code
in the following manner:

R (+)=
Mo. of zeros—No. of ones
Mo, of zeros-4No. of ones
for PN @PN*(+).
Now,

=PNGPN(r)DfBf(+)

For v==2K where K refers to a haii cycle of f; and may
be equal to any integer

@ (2K )=00000 . . .
For r==2K-—1 where K refers to a half cycle of f; and
may be equal to any integer

f:Ef2Ky==11111 . . .
therefore,

R*(2K)=Ave [PNGPN(2K)}/L

and

R*(2K—1)=Ave {PNGPN(K—1)}/L

From the foregoing, it can be seen that the PN* auto-
correlation function can be obtained from the PN auto-
correlation function by plotting the latter for all = equal
to 2K. and the negative thereof for all » equal to 2K—1.
The PN* autocorrelation function is illustrated in FIG-
URE 35 and it can be noted that the points of maximum
correlation vary between =1 and occur for each cycle of
the PN code component, This latter property permits
an unambiguous synchronizing system to be constructed
as will become more apparcent in light of the additional
discussion herewith.

The autocorrelation properties of PN* codes provide
the basis by which two identical PN code generators
operating from independent clock sources (e.g. in a space
craft and at a ground station) can be locked in time
synchronism. Note the following code and clock com-
bination:

PN&2=PNBfBf £90°=PN*®f, £ 90°

Whereas the autocorrelation function is the measure
of the similarity between a code and any cyclic permuta-
tion of the same code, a cross correlation function is the
comparison between two different codes, e.g. A and B and
is defined by

C(r)y=Ave {ABB(+)}/Lan

where the average is taken over the product of the
fengths of the two codes. If A is made cqual to PN@®2/,,
and B is made equal to PN, then

A@B(r)=PN@2 PN (r)=PN(+")D2f,

30
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for = an integer. Since there is cxactly one cycle of 2f;
for cach PN bit, then Ave{2f,] per PN bit is zero, so
that C(r) =0 for all -~ integers.

C(r) can now be evaluuied for fractional values of
r in order to find its nonzero values. Since PN@PN(r)
has a uniform autocorrelation for all values of r, includ-
ing fractions, in a range of 1=[r|5SL (see FIGURE 3a),
then C(r)==0 for all fractional values in this region
since it has already shown to be zero for the integer
values.

The only region left to be considered is O0<|r[<1.
For this region, a method outlined in Research Summary
No. 3610, vol. 1, Jet Propulsion Laboratory, September
1661, may be employed. The basic interval under con-
sideration is that of one PN bit, and the concern is with
two waveforms, namely one cycle of 2f; and one PN
bit which is chosen as a one. QOutside of the interval, all
states are equally likely. An average can be taken over
the interval for which PN®2f.@PN(r) is defined, and
all averages outside the interval are zero. The resulting
complete cross correlation function is shown in FIG-
URE 3c.

It can be seen that an “S” curve is generated each lime
the PN code passes through its point of maximum corre-
lation and at all other times the function is zero. These
properties are ideal for employing phase lack techniques
to synchronize the two PN code generators, with the cross
correlation function forming the loop error signal. (See
Jaffe, L. and E. Rechtin, “Design and Performance of
Phase-Lock Loops Capable of Near Optimum Perform-
ance Over a Wide Range of Input Signal and Noise
Levels,” IRE Transactions on Information Theory, PGIT
vol. IT-1, No. !, March 1955.)

Attention is now called to FIGURE 4 which itlustrates
a basic synchronizing system utilizing the properties of
the discussed foregoing codes. The basic synchronizing
system includes a modulator and a detector, which re-
spectively comprise portions of a transmitter and a re-
ceiver in o digital data communication system. The
modulator functicns to generate the synchronizing PN
code and the detector serve to ascertain the appropri-
ate synchronization in view of the received PN code
and a localiy generated PN code. Tt is again peinted
out that the invention herein is not concerned with
the particular manner in which the PN code, and dig-
ital data information to be discussed below, are asso-
cited with an RF carrier signal for actually transmit-
ting the synchronizing and data information.  The inven-
ticn herein is rather concerned with the manner in which
the synchronizing cede and data information are manipu-
Tated before they are placed on the RF carrier and after
the RF carrier is removed.  In other words, the invention
herein may be considered as being concernad with signals
in the audio frequency range, as distinguished from sig-
nals in the radio frequency range.

The modulator comprises a source 10 of clock signals
having a frequency of 2f.. The output of source 16 is
connected to the input of a PN code generator 12, which
can take the form of the generator illustrated in FIGURE
2, and to the input of a half adder 14. The output of
the PN code gencerator 12 is applied to the half adder
14 and as a consequence the output of the half adder
can be represented by PN@2f;. A state detector is con-
nected to the PN code gencrator and functions to pro-
vide a bit synchronizing pulse once for each cycle of the
PN code generator.

In the detector, the PN@2f, signal is applied to corre-
lator 18 together with a signal PN&f, derived from half
adder 20. The output of correlator 18 consequently com-
prises a signal f.,/90° and is applied to a filter and
limiter circuit 22. The center frequency of the filter 22
is adjusted to a frequency of f;. The output of the filter
22 is applied to a corrclator 24 together with a clock
signal of frequency f,. The output of correfator 24 com-
prises the error function which can bc applied to a phase
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lTock Toop which includes loop filter 26 and a voltage con-
trolled oscillator 28 which is adjusted to oscillate at a fre-
quency of 2f,, and a frequency divider 30 which func-
tions to halve the output frequency of the oscillator 28
prior to the amplification thereof to the correlator 24.

In addition to the initial loop through the frequency
divider 30, a second loop exists through a PN code gen-
erator 32 which can be identical to the PN code generator
12 in the modulator. The output of the PN code gener-
ator 32 is applied to the half adder 20 together with the
output of the frequency divider 30. A state detector 34
is connected to the PN code generator 32 and functions
to generate a bit synchronization pulse for each cycle of
the PN code generator 32.

When the phase lock loop is open, and a frequency dif-
ference exists between the output of the frequency divider
36¢ and the output of filter 22, the cross correlation func-
tion illustrated in FIGURE 3¢ will be obtained at the
output of the correlator 24.

Essentially the detector operates to cross correlate the
function PN@2f, with the function PN (x) to derive
the cross correlation function illustrated in FIGURE 3c.
When »=0, the cross correlation function is at a stable
unique point which can be recognized. Although the
detector correlation need only cross correlate PN@G2f,
with PN to obtain the error function for the phase lock
loop, the illustrated detector correlates in two parts: that
is in correlators 18 and 24, in order that predetection
filtering in filter 22 can be employed prior to the phase
Jock loop. It should be apparent, that inasmuch as the
locking point of the phase lock loop, as illustrated in
FIGURE 3¢, is unique, the PN codes must necessarily be
correlated to 41 at such time. Consequently, the state
detectors connected to each of the PN code generators
can serve to provide unambiguous bit synchronization
pulses. In addition to the bit synchronization pulses being
obtained, since the Zf, clock sources are phase coherent,
the data detection reference is likewise obtained.

As previously noted, recently introduced digital data
communication systems have utilized the basic synchro-
nization technique illustrated in FIGURE 4. In all such
systems introduced however, the digital data to be trans-
mitted was used to modulate a clock signal of a first fre-
quency while the synchronizing PN code signals were
utilized to modulate a clock signal of a second frequency.
Consequently, the data and synchronizing information
were transmitted over separate channels and transmitter
power utilized to drive the synchronizing information
channel necessarily detracted from the power available
to drive the data information channel. A prior art sys-
tem of this type is illustrated in FIGURE 5 wherein
FIGURE S5e illustrates a modulator and FIGURE 3554
illustrates a2 detector.

In order to determine the optimum frequency for the
data carrier to be utilized in the system of FIGURE 35
$0 as to minimize any interference between the data car-
rier and the synchronizing signal of PN@2f, which need
be transmitted in accordance with the basic synchronizing
technique of FIGURE 4, the power spectral density of
the signal PN&2f; can be investigated. It can be deter-
mined that broad nulls occur in the spectrum at multiples
of 4f,, and as a result, the data carrier in the system of
FIGURE 5 is optimumly placed at 4f,.

Attention is now called to FIGURE 5 which illustrates
a modulator and a detector utilized in a prior art digital
data communication system employing the previously dis-
cussed PN code synchronizing technique. The modulator
{FIGURE 35a) includes a source 40 of clock signals hav-
ing a frequency of 4f,. The output of the source 40 is
coupled to the synchronization portion of the modulator
through a frequency divider 42 to the input of a PN code
generator 44. The output of the PN code generator 44
together with the 2f, clock signal derived from the fre-
quency divider 42 are applicd to a half adder 46, the
output of the half adder providing a signal PN@2f; to
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a summing circuit 48. The PN code generator is con-
nected 1o a state detector 58 which provides bit syn-
chronization pulses. It should be rccognized that the
synchronization portion of the modulator is identical to
the modulator itlustrated in FIGURE 4.

The modulator of FIGURE 54 however differs from
the modulator shown in FIGURE 4 by virtue of the in-
corporation therein of the data portion. The data por-
tion of the modulator includes a band pass filter 52 whose
center frequency is placed at 4f,. The output of the
source 40 is connected through the band pass filter 52
and applied to a multiplier 54 along with the output of
a digital data source 6. The output of the multiplier 54
is applied to the summing circuit 48 so that the summing
circuit 48 effectively provides two output signals of dif-
ferent frequencies; i.e. a synchronizing signal PN@®2f,
and a modulated data carrier =4f;. In other words,
the output of the summing circuit 48 consists of the com-
bined data and synchronization signals in the form

Ky(datax 4fs) + Ko (PNS2f)

where K, and K, are weighting constants which allocate
the proper amount of available transmitter power to each
signal.  As previously pointed out, the output of the
summing circuit 48 would be applied to a signal of RF
frequency to causc it to be transmitted as from a space
craft to a ground station. However, for purposes of the
present disclosure, the apparatus in both the transmitter
and receiver for handling the RF carrier will not be
discussed.

At the detector input, the output of the summing cir-
cuit 48 enters the synchronization portion of the detector

and is applied to a correlator 60 along with the signal
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PN* which it will be recalled is equal to PN®f,. The
output of correlator 60 consequently comprises a signal
f.£90° corresponding 1o the synchropization signal de-
rived from the summing circuit 48. The effect of cor-
relating PN* with the modulated data carrier derived
from the summing circuit 48 is to spread the data carrier
over a wide frequency band so that it is effectively fil-
tered out by the band poss filter 62 which has a center
frequency equal to f,. Consequently, a signal f;£90°
is applied through the band pass filter 62 and limiter 64
to a correlator 66. Additionally, a clock signal of fre-
quency fs is applied to the correlator 66 and the output
of the correlator 66 is applicd to a loop filter 68 whose
output is in turn applied to a voltage controlicd oscillator
70. The output of the voltage controlled oscillator 7@
is applied through a pair of frequency dividers 72 and 74
to derive the signal f, which as noted is applied to the
correlator 66. The output of the frequency divider 72
is applicd to a PN code generator 75 whose output is
applied to a half adder 76 along with the output of the
frequency divider 74. The output of the half adder 76
constitutes the signal PN* which is applied to the cor-
relator 60. The output of the PN code generator 75 is
connected to a state detector 78 for the derivation of bit
synchronization pulses. It should be apparent that the
synchronization portion of the detector of FIGURE 55
is identical to the aforedescribed detector of FIGURE 4.
The detector of FIGURE 5b differs from the detector of
FIGURE 4 however by virtue of the inclusion of a data
portion.

The data portion of the detector of FIGURE 5b in-
cludes a band pass filter 80, whose center frequency is
equal to 4f,, which is connected between the detector
input and a limiter 82. The output of the limiter 82 is
connected to the input of a second band pass filter 84
whose center frequency is also equal to 4f,. The output
of the filter 84 is connected to the input of a correlator
86 along with the output of the voltage controlled os-
cillator 78 from the synchronization portion of the de-
tector.  The output of the corrclator 86 is applied to a
matched filter which functions to integrate the output of
the correlator 86.  As previously pointed out, the matched
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filter 88 includes an integrator whose impulse response
is the time negative of the signal applied thereto. The
matched filter includes an Integrating capacitor which is
charged by the input signal and periodically discharged
and sampled in response to the generaticn of hit syn-
chronization pulses derived from the state detector 78 of
the synchronization portion of the detector. Conse-
quently, the output of the matched filter 88 functions
1o integrate data signals applied thereto and average
noise components superimposed thereon.

The band pass filter 80 serves to sclect the modulated
data carrier from the detector input speclrum and the
limiter 82, and bond pass filter 84 functions to limit the
dynamic range of the signal prior to its application to
the correlator 86.

Although, as previously pointed out, a
tem constructed in accordance with the teachings of FIG-
URE 3 represented a significant advance over systems
known prior thereto, the performance of the system of
FIGURE 5 proved to be unsatisfactory for several rea-
sons.  More particularly, the phase noise in a phase lock
Ioop is dependent upon the signal {o noise ratic in the
noise bandwidth of the ;Lop and as the signal to noise
ratio approaches zero db, ie. becomes very noisy, in the
loop bandwidih, the r.m.s. phase jitter in the loop would
be about one radian th} would severely limit the ac-
curacy and reliability of the system. In labOAaLOx)f ex-
periments which kave been conducted, a practical thresh-
oid of operation for the phuse lock foop of the detector
of FIGURE 5h has been determined rcquiring that the
signal to noise ratio in the ioop be above six db.  For the
six db signal to noise ratio. the r.m.s. phase jitter on the
woltage controlled oscillator operating at a frequency fs
is approximately .15 radians.  Since the detecter or duta
channel reference signal has a frequency of 4f,, it pos-
SesseEs an r.m.s. ph;nc jitter of about .6 radians. For an
r.m.s. reference jitter of this magnitude, a significant Toss
rwni‘s in the signal to noise ratio in the data channel por-
tion of the detector which is of course undesirable.

The apparent solutions for rectifying these deficiencies
in the 1wo channel system of FIGURE 5 is to (1) lower
the noise bandwidth of the phase lock Joop and (2) allo-
cate a greater percentage of the available transmitter
power to the svochronization channel. he first solu-
tion is not easily achievable because of the practical hard-
ware limitations inveolved in lowering the noise band-
width of the phase lfock loop.  The sccond solution proves
to be less than fully satisfactory since experiments in-
dicate that approximately twice as much power need be
allocated to the synchronization channel as is allocated
to the data channel for optimum error probability to be
achieved when the data bit rate is one bit per second.
However, where such a relatively enormous amount of
power need be expended on the synchronization channel,
the system is extremelv ineflicient.

Consequently, in view of the limitations of the two
channel system of FIGURE 3, a single channel digital
data communicetion system, a preferred embodiment of
which is illustrated in FIGURE 6, is disclosed hercin
The systern of FIGURE 6 is characterized by the utiliza-
tion of the digital data to modulate the synchronization
code rat Ihcr than to modulate a separate data carrier as
was the case in the system of FIGURE 5. The distinct
advantage of utjlizing the data to modulate the synchroni-
zation code is that all of the available transmitter side-
band power is utilized to transmit both data and syn-
chronization information.  Thus, for data bit “1,” a signal
of +(PN&2f,) is transmitted and for a data bit “0,”
a signal of —(PN@&2f,) is transmitted. For the sake
of simplicity, it will be assumed that switching of the
signal PN®G2f; takes ploce only once per cycle of the PN
code, but in fact, it has been found that this restriction is
not necessary.

FIGURE 6¢ illustrates the single channel modulator
and includes a source 168 of clock signals having a fre-
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quency 2f;.  The output of source 100 is applied to a PN
code generator 1692 and to a half adder 1@4. The output
of the PN code gencrator 192 is also applied to the half
adder 104 so that the output of the half adder 184 com-
prises a signal equal to PN@2f,. The output of the PN
code gencrator is applied to a stale detector 106 which
generates a single bit synchronization pulse for each cycle
of the PN code generator. The output of the state de-
tector is applied to a synchronizer circuit 10§ along
with the output of a digital data source 110. The syn-
chronizer 108 merely wmprises logical gating means
which permits the digital data to be applied to a half
adder 112 at time determined by the generation of bit
synchronization pulses from the state detector 106. The
output of half adder 104 is connected to the input of
half adder 112. The output of half adder 112 is con-
sequently equal to ={(PN@?2f,}, depending upon whether
the data bit s a 17 or a "0.”

The output of the half adder 112 of FIGURE 6a
is connected to the input of the detector illustrated in
FIGURE 6. Prior 1o considering the implementation
of the detector, it would be appropriate to consider the
nature of the output signal derived from the half adder
112. For this purpose, attention is again called to the
cross correlation function of signals PNO2f, and PN
as shown in FIGURE 3¢, Since the cross correlation
function illustrated is for --(PN®2f) and PN, it will
be inverted for — (PN@2f,) and FN. Obviously, such
an occurrence is unsuitable for the derivation of the error
function for the phase lock loop utilized in the detector
of FIGURE 65 because although the cross correlation
function of FIGURE 3¢ represents a stable phase lock
loop error function, its inverted form represents an un-
stable condition.  As a result, the modulation by the
data of PN@2f, must be removed from the detector of
FIGURE 6b prior to forming the phase lock loop error
function. Since, no apriori knowledge of the data is
available within the detector, removal of the data com-
ponent must be accomplished by means of feedback tech-
niques.

Fortunately, the properties of signals PN@2f,, PN
and PN*, readily lend themsclves to a relatively simple
implementation for removal of the data component as
shown in FIGURE 65. More particularly. the input sig-
nal, =PN@2f,. is multiplied by signal PN in correlator
129 and by signal PN* in correlator 122 to respectively ob-
tain signals =2/, and =f; £ $0°, when the PN components
are correlated. The outputs of the correlators 129 and 122
are respectively applied to band pass filters 124 and 126
which respectively have center frequencies of 2/ and f.
The ocutputs of the band pass filters 124 and 126 are multi-
plied together by multiplier 128 to obtain a nonphase in-
verting waveform whose fundamental frcquency is Je
The output of multiplier 128 is applicd to band pass
filter 130 and then through a limiter 132 to 2 correlator
134 together with a signal f,,/90°. The ouiput of cor-
relator 134 compriscs the phase lock loop error function
and is applied through a loop filter 136 Lo a voltage con-
trolled oscillator 138 which provides an output signal
having a frequency 4/,

The output of the voltage controlled oscillator 138
is applied to a dividur logic network 148 which in turn
provides signals f, / 90°, f; and 2f,. The latier two signals
are applied to a PN LoJc generator and logic network 142
which respectively provides the signals PN and PN®f,
{(PN*) to correlators 120 and 122.

A state detector 144 is connected to the output of
the PN code generator and logic circuit 142 for the pur-
pose of providing a bit synchronization pulse for each
cycle of the PN code generator.

The phase Jock loop portion of the detector of FIG-
URE 6b subsequent to the correlator 134 is similar to
that previously discussed in connection with FIGURE
5b. 1t should be noted that the portion of FIGURE 6b
prior to the correlator 134 however is significantly dif-
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ferent from anything heretofore discussed. More particu-
larly, it should be noted that the band pass filters 124 and
126 connected to the output of correlators 120 and 122
are very significant to the operation of the detector.
Initially, they are instrumental in forming the proper
signal relationships, as without them, the output of multi-
plier 128 would be virtually independent of any input
considerations. Secondly, they contribute to the forma-
tion of the phase lock loop error function, and finally,
their noise band-width is important in determining signal
to noise ratio losses that result in the multiplication of
the noisy =+2f, and =f;/90° signals to obtain the non-
phasc switching fs signal.

The data bits are obtained in the detector of FIGURE
65 by investigating the nature of the output signal ob-
tained from the corelator 122. The output of the cor-
relator 122 is connected to a band pass filter 156 whose
center frequency is equal to f;. The output of the filter
150 is connected through a limiter 152 to a second filter
154. The output of the second filter 154 is applied to
a correlator 156 together with a signal fi£90° derived
from the divider logic circuit 149. Consequently, the
polarity of the output signal derived {from the correlator
156 will indicate whether the data bit applied to the
detector input terminal constituted a binary “1” or
binary “0.”

The output of correlator 156 is connected to a matched
filter 187 which includes an integrator 138, a sample and
decision network 160, and a discharge circuit 162. The
sample and decision network 16¢ and discharge circuit
162 are synchronized by the bit synchronization pulses
derived from the state detector 144. The output of the
sample and decision network 16@ constitutes the data
bits derived from the data source 110 shown in FIGURE
6a. i

In addition to the foregoing elements, a quadrature
detector 164 including a correlator 166 and a matched
filter 168 are provided. A signal f, derived from the
limiter 132 and a signal £, derived from the divider logic
network 140 are applied to the correlator 166. The out-
put of the correlator 166 is applied to the matched filter
163. The quadrature detector serves to indicate when
the phase lock lToop is locked for the purpose of in-
forming decoding equipment (not shown) when to accept
data information from the sample and decision network
160. The utilization of the quadrature detector is de-
sirable because when the phase lock loop is out of lock.
noise signals applicd to the matched filter 157 should not
be decoded as data information.

From the foregoing, it should be appreciated that a
single channel digital data communication system has
been disclosed hercin which makes use of a transmitted
and locally generated PN code for synchronizing a locally
generated data carrier with a transmitted data carrier.
The single channel system disclosed herein is characterized
by the utilization of the digital data signals to modulate
the synchronizing PN code. This technique represents
a significant difference from prior art techniques in which
the data and synchronizing PN code were transmitted on
separate channels.

The advantages derived from utilization of a single
channel digital communication system as compared with
the more conventional two channel system is twofold.
Initially, utilization of a single channel system permits
all of the available transmitted power to be applied to the
transmission of both the data and synchronization in-
formation so that the system can operate more efficiently
thereby permitting improved accuracy and reliability to
be obtained with the same expenditure of power under the
same environmental conditions. The second advantage
derived from the utilization of a single channel system
as contrasted with a two channel system involves the fre-
quency of the data carrier. That is, the data carrier in
the single channel system disclosed has a frequency of f
as distinguished from the frequency 4fs in the prior art
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two channel system.  Consequently, the fourfold in-
crease in jitter on the detector reference signal encoun-
tered in the two channel system is avoided.

What is claitmed is:

1. In a digital data communication system, transmitting
apparatus including a clock signal source; a cyclic binary
code generator; first means connecting said code gen-
erator to said clock signal source for causing the code

- generated by said generator to modulate the clock signal

produced by said clock signal source: a binary data signal
source; and second means connecting said data signal
source to said first means for causing the data signal pro-
duced by said data signal source to modulate said mod-
ulated clock signal.

%. In a digital data communication system, transmitting
apparatus including a clock signal source; means for
serially generating the bits of a predetermined muliibit
binary code and for cyclically generating said binary code
in response to the clock signal generated by said source;
means for modulating said clock signal in accordance with
said serially generated bits; a source of serially provided
data bits; and means for modulating said modulated clock
signal in accordance with said serially provided data bits.

3. The apparatus of claim 2 wherein said source of
data bits is responsive to the generation of predetermined
bit sequences by said code generating means for causing
said data bits to be serially provided.

4. The apparatus of claim 2 wherein said binary code
comprises a binary pseudo noise code.

5. A method of communicating digital date and syn-
chronizing information between a transmitting and re-
ceiving station including the steps of gencrating a clock
signal; serially gencrating bits of a first binary pscudo
noise code in response to said clock signal; cyclically gen-
erating said first pseudo noise code; modulating said clock
signal in accordance with said serinlly generated first
psendo noijse code bits; serially generating binary data bits
in response to said clock signal; and modulating said
modulated clock signal in accordance with said serially
generated data bits.

6. A method of communicating digital data and syn-

chronizing information between a transmitting and re-
ceiving station including the steps of generating a clock

signal; serially gencrating bits of a first binary pseudo
noise code in response 1o said clock signal: eyclically gen-
crating said first pseudo noise code; modulating said clock
signal in accordonce with said serially generated first
pseudo noise code bits; serially generating binary data
bits in responsc to said clock signal: moduluiing said
modulated clock signal in accordance with said serially
gencrated data bits to develop a twice modulated clock
signal; serially generating bits of a second pseudo noise
code identical to said first pscudo noise code; correlating
said second pseudo noise code with the pseudo noise code
component of said twice modulated clock signal; and
determining said data bits of said twice modulated clock
signal when said sccond pseudo noise code is correlated
with said psendo noise code component of said twice
modulated clock signal.

7. A digital data communication system including a
source of a clock signal; means for serially generating bits
of a first binary pscudo noise code in synchronism with
said clock signul; means for cyclically generating said
first pseudo noise code: means for modulating said clock
signal in accordance with said serially generated firsg
pseudo noise code bits; means for serinlly generating
binary data bits in synchronism with said clock signal;
means for modulating said modulated clock signal in ac-
cordance with said serially generated data bits to develop
a twice modulated clock signal; means for serially gen-
erating bits of a second pseudo noise code identical to said
first pseudo noise code: means for cyclically generating
said second pseudo noise code; means for correlating said
second pseudo noise code with the pscudo noise com-
ponent of said twice modulated clock signal; and means
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for determining said data bits of said {wice modulated
clock signal when said second pseudo noise code is cor-
related with said pseudc noisc component of said twice
modulated clock signal.

8. The system of claim 7 wherein said means for cor-
relating includes a phase lock loop: and means for gen-
erating an error input signal to said phase lock loop.

9. The system of claim 8 wherein said means for gen-
erating said loop error input signal includes means for
separating the data and code components of said twice
maodulated clock signal.

14. The system of claim 7 wherein said means for
modulating comprises a haif adder and the following ex-
pressions respectively define the initially modulated clock
signal and the twice modulated clock signal:

(1} PN®2f,
(2) =(PNB2)

where PN represents said first pseudo noise code, 2f
represents said clock signal and @ represents the half
adder function.

11. The system of claim 310 wherein said means for
correlating includes a phase lock loop; and means for
generating an error input signal to said phase lock loop.

1%Z. The system of claim 11 wherein said means for
generating said phase lock loop error input signal includes
means for respectively multiplying said signal equal to
= (PN®2fs) by signals

(3) PN
{4) PNe&f,
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where f; represents a signal having one half the frequency
of said clock signal fo obtain signals

(5) =f,290°

(6) ==2fs and means for
multiplying signals %/, £ 90° and =2f, together to obtain
a signal f; which is independent of any data bits com-
ponent.

13. The system of claim 12 including a data demodulai-
ing circuit; said signal =7/ 90° being applied to said
data demodulating circuit; and means for correlating said
signal =f,/ 90° with a signal f,£90° generated by said
phase lock joop.

14. The system of claim 13 wherein said data channel
includes a matched filter comprising an integrating capac-
itor, and sampling and discharge circuits; and means in
said phase lock loop for generating pulse signals identify-
ing data bit intervals; said sampling and discharge cir-
cuits being responsive to said pulse signals.

15. The system of claim 14 including detector means
connected to said phase lock loop for sensing when said
loop is locked.
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