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ABSTRACT
 

This thesis is a contribution to the development of a workable
 

exchange perturbation theory for intermolecular forces. It is divided
 

into three parts. The first part develops a perturbation formalism
 

for degenerate and almost degenerate energy states. The formalism is
 

related to methods of Van Vleck, Kato, Bloch, Hirschfelder Kirtman,
 

and Lgwdin and can have a greater range of validity than the Rayleigh-


Schrodinger perturbation theory. The second part extends the formalism
 

to exchange problems and leads to the Hirschfelder-Silbey perturbation
 

theory. A method of solving the first order equation is developed
 

which reduces the many electron equation to one and two electron
 

equations. The third part applies four different perturbation -_
 

formalisms for exchange forces to three model problems: the hydrogen
 

molecule at internuclear separations R = 4, 6, 8 ao; a harmonic
 

oscillator model of the hydrogen molecule ion; and cha delta-function
 

m6del of the hydrogen molecule ion.
 

-This work was supported by the National Aeronautics and Space
 
-Administration Grant NGL 50-002-001.
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FOREWORD
 

This thesis. is a contribution to the development of a workable
 

"exchange" perturbation theory for intermolecular forces, which starts
 

from the isolated molecules as the unperturbed state, but which takes
 

account of the full symmetry of the interacting system, including the
 

Pauli exclusion principle.
 

In Chapter One the mathematical difficulties associated with
 

exchange perturbation theory are discussed, and it is shown that many
 

different expansions of the wavefunction are possible. *A brief his­

torical survey of the formalisms which have been proposed is given.
 

In preparation for exchange perturbation theory, a perturbation
 

formalism for degenerate and almost degenerate energy states is devel­

oped in Chapter Two. The formalism is related to methods of Van Vleck,
 

Kato, Bloch, Hirschfelder, Kirtman, and-Lowdin. It has the feature
 

of giving the energy as the root of a secular equation. The matrix
 

elements of the secular equation are assumed to be analytic in the
 

perturbation parameter, but not necessarily the energy. Thus, the
 

treatment can have a greater range of validity than the Rayleigh-


Schrodinger perturbation theory. The connection of the formalism with
 

Lowdin's partitioning technique is-investigated. It is shown that if
 

the two methods are truncated at the same order, they give the same
 

results for the energy and wavefunction, except for higher order terms.
 

In Chapter Three the extension of the formalism of Chapter Two
 

to exchange problems is shown to be equivalent to the Hirschfelder-


Silbey perturbation theory. It is also shown that the first order
 

perturbation equation can be separated into a polarization equation,
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which introduces van der Waals correlations, and an exchange equation,
 

which introduces ionic terms. In the many electron case, these equa­

tions can be reduced to one and two electron equations.
 

In addition to the Hirschfelder-Silbey (HS) procedure, exchange 

perturbation formalisms have been proposed by Eisenschitz and London, 

van der Avoird, and Hirschfelder (EL-HAV); Mutrell and Shaw, and 

Musher and Amos (MS-MA); and others. A Sternheimer (RS) expansion is 

also possible for one and two electron problems. Assuming convergence, 

each perturbation expansion yields the exact energy and wavefunction if 

carried to infinite order. In any practical application, however, 

the energy is computed to low order only, and at this level of approxi­

mation, the different approaches give different results. It then
 

becomes of interest to ask the question: "Which formalism provides
 

the best second order energy and the best expectation value of the
 

hamiltonian using the wavefunction accurate through first order?"
 

In Chapter Four an attmept is made to answer this question on
 

the basis of model calculations. The energies of both the ground state
 

1 + 3 +(i ) and the first excited state (Z u) of the hydrogen molecule 

are computed at internuclear separations R = 4, 6, 8ao, using the 

EL-HAV, MS-MA, HS, and AS formalisms. The results, discussed in detail 

in Chapter Four, do not show that any of the schemes is outstandingly
 

better than the other three. The second order energy in the EL-HAV
 

expansion, however, appears to approach one-half of the second order
 

polarization (dispersion) energy at large values of R . The other
 

formalisms give good values for the energy in the region of the van
 

3T+
der Waals minimum for the _L+ state, although at shorter distances
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the error increases. Also considered area harmonic oscillator model
 

and the double minimum delta-function model of the + problem.
 

These calculations verify uhe long-range behavior of the EL-HAV
 

second order energy.
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I. INTRODUCTION
 

The study of intermolecular forces is essential to the under­

standing -of most of the -physical properties -of matter, such as equa­

tions -of state, transport properties, scattering cross-sections, and
 

I 

-so ono For intermolecular forces govern all of the attractive and
 

repulsive interactions between atoms and molecules, as opposed to
 

-chemical.forces,-which-hold a single molecule together and.prevent it
 

from separating into its constituent atoms. Of course, there is no
 

precise difference between these two kinds of force, except in orders
 

2 
of magnitude. According to Pauling, 

there is a chemical bond between two atoms or groups of
 
atoms in case that the forces acting between them are such,
 
as to lead to the formation of an aggregate with sufficient
 
stability to make it convenient -for the chemist to consider
 
it as an independent molecular species..
 

Intermolecular forces., on the other hand-are sufficiently weak so
 

that any aggregates that are formed, are transitory in nature and­

easily destroyed by thermal morion. It is best, however, not to em­

phasize the difference between intermolecular and chemical forces too
 

much.,
 

Quantum-mechanical perturbation theory has longhbeen used: to
 

3

systemize the study of intermolecular forces. Although it is con­

venient to speak of -forces, a more basic theoretical quantity is the
 

electronic interaction energy, (- = c ) (The Born-Oppenheimer
 

4 

separation4 of the nuclear and-electronicmotions is assumed;thtough­

out this thesis) and relativistic effects are neglected.) The- force
 

- 1 ­
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on a particular molecule is the negative gradient of the interaction
 

energy with respect to the nuclear coordinates of the molecule.
 

The electronic energy E is obtained as an eigenvalue of the
 

Schiodinger equation
 

C H - E 0(. 

where the total hamiltonian H is a sum of H(01)the electronic
 

-hamiltonian for the isolated molecules (ie. separated from each other
 

by infinite distances), and HC , the sum of all of the coulombic 

interactions between electrons .and nuclei belonging to different mole­

cules. The energy C4) is the electronic energy of the isolated
 

molecules and is an eigenvalue of the Schrodinger equation
 

( NL) - £(°) =° 0 (1.2) 

where 4CO is a simple product of isolated molecule wavefunctions.
 

The simplest application of perturbation theory to the-calculation
 

5

of (E -6o*) is the polarization expansion, which is a straight­

forward application of Rayleigh-Schrodinger perturbation theory. The 

unperturbed problem is Eq. (1.2), and the theory-leads to an-expansion 

of the interaction energy in powers of the-perturbation 140) = H CI 

If the terms are further expanded in inverse powers of the separations 

between the molecules, each term may be given a classical or quasi­

classical interpretation as arising from interactions between either
 

permanent or instantaneous multipole moments of the separated mole­

cules. In this way are -identified electrostatic forces, due to the
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permanent moments of the molecules; induction forces, due to the
 

permanent moment of one molecule inducing a moment in the other;
 

dispersion forces, due to the instantaneous moments of the molecules;
 

and resonance forces, which can arise if the level 6 (o)is degenerate,
 

and which behave as electrostatic forces. Such a classification is of
 

unquestioned utility in understanding a wide variety of experimental
 

results on a qualitative basis, and in providing a starting point for
 

sdmi-empirical theories°
 

The polarization expansion is applicable only when the molecules
 

are well separated, however, and does not predict chemical binding
 

7
between molecules. As Heitler and London showed, binding is obtained
 

with an approximate wavefunction which is an antisvmmetrized product of
 

isolated molecule functions, and which satisfies the Pauli exclusion
 

principle; i.eowhich changes sign upon the exchange of any two electron
 

labels. The added terms in the expression for F are
C E- (0)) 

called exchang forces; from the standpoint of perturbation theory, 

such terms result from a first order treatment. 

Mathematical Complications Difficulties arise when perturbation
 

theory is applied to the accurate, ab initio determination of inter­

molecular forces in case that it is necessary to go beyond first order
 

and also to take explicit account of the exclusion principle. At
 

internuclear separations short enough so that the electronic clouds
 

of the molecules overlap, the total wavefunction 12 is required to 

have symmetry properties corresponding to the total hamiltonian H 

which is symmetric-with respect to the exchange of any pair of electrons 

between the two molecules. The most natural choice for the unperturbed 
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hamiltonian, HW*, is the sum of the hamiltonians for the non­

interacting molecules. However, this implies associating particular
 

electrons with definite molecules. Hence the symmetry of H with
 

respect to electron permutations is greater than that of 4Ol The
 

difficulties to which this gives rise are known as the exchange-problem.
 

Another basic difficulty is that the order of the perturbation 

terms is not uniquely defined, If A is the operator which project'\ 

the component with the symmetry of the desired total wavefunction, 

then A commutes with H . However, A does not commute separately 

with either HLO)or the perturbation H", but rather, 

LA, W' I = L H" , All (1.3) 

In any conventional perturbation scheme, the left hand side of Eq. (1.3)
 

is zeroth order and the right hand side is first order. This equation
 

means that "order in H41, is not a well defined concept, and that
 

the apparent order of various terms in a perturbation expansion can be
 

arbitrarily shifted.
 

Related to the nonuniqueness of order is the difficulty of de­

fining a symmetrized basis set for the expansion of IN . A natural
 

)

choice consists of the set A , where the q) are the complete
 

set of eigenfunctions of WO)
 

(O)' - 0.,4() (1.4) 

where H(o) is the isolated molecule hamiltonian and 3 is a simple 

product of isolated molecule wavefunctions. The basis A o)is 
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nonorthogonal, however, whereas nondegenerate eigenfunctions of a
 

hermitean hamiltonian are necessarily orthogonal. Thus it is impos­

sible to define a single, hermitean unperturbed hamiltonian, of which
 

evary A'k) 
is an eigenfunction. In particular, since WO ) 

and A fail 

to commute, the A are not -eigenfunctiofs of H(V 

Another lack of uniqueness is due to the fact that the complete
 

set of symmetrized functions A o' are linearly dependent. To
 

prove this, consider a function S which has symmetry different from 

A, i.e. - O - Since the are complete, a has the 

unique expansion
 

=1 ci'E C1k (1.5) 

where the Ck are constants. By hypothesis, A a vanishes, so thai
 

A l Z A 4') (1.6) 

which is a statement of linear dependence of the set A For a 

simple example of Eq. (1.5) and (1.6), consider the interval -|K<
 

and let A project the symmetric component of any function f(K) 

A-ffx) -f +. - . A complete set of unsymmetric functions 

on.this interval is X-K , so that C w [ 
X 3If a= ,then -__ + o 

and A X3 = 0 = :A,+3o - A + L- A-EL-A 

Moreover, the linear dependence of the A is non-trivial in 

case that it is possible to find a function al such that A 0-S)-
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and each in Eq. (1.5) is nonvanishing. (In the previous example
Ck 


put UL= Sni~rX/2). Then it follows that it is impossible to construct 

a linearly independent set by excluding a finite number of A ")from
 

the original set. For example, A*, can be eliminated from Eq. (1.6)
 

by the expansion
 

A 4Zk = 

or
 

ki ~ a,#'7l 17 

Substituting Eq. (1.7) into Eq. (1.6) yields
 

-a,IZ5r 

Thus the set A#o # .,is also linearly dependent.O , 

This means that no unigue expansion of the total wavefunction of
 

the form
 

,,'. C (1.8) 

is possible. 

The above considerations do not imply that it is impossible to
 

develop a perturbation expansion for intermolecular forces that takes
 

full account of symmetry, but rather that many different approaches
 

are possible.
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.storical Survey of Exchange Perturbation Theories. The oldest
 

perrurDation theory which takes the exclusion principle into account
 

was developed by Eisenschitz and London.
8 

The formalism was recently
 

put into a more modern notation by van der Avoird.
9 

These authors
 

assumed the expansion Eq. (1.8). Of course, they recognized the lack
 

of uniqueness of such an expansion, but nevertheless resolved the
 

Schrodinger equation into-an infinite set of perturbation equations
 

which can be solved in a well defined, though arbitrary, way. Their
 

expression for the first order interaction energy agrees with the
 

Heitler-London result. The-second order energy is expressed in a sum
 

!10
 
over states form, which when evaluated by the Unsold method gives
 

the second order polarization energies, modified by the effects of
 

exchange.
 

Dalgarno and Lynn have introduced the Unsold approximation to
 

the second order energy of a Brillouin-Wigner expansion and obtained 

the sade result as Eisenschitz and London.
 

Van der Avoird
12 

has recently given an elegant wave operator
 

formalism which gives the same expression for the first and second
 

13
order energy as the Eisenschitz-London expansion. Hirschfelder has
 

also derived van der Avoird's equations without the introduction of
 

the wave operators.
 

Musher and Salem 
14 

have also assumed the expansion of ZE given
 
15
 

by Eq. (1.8). These authors used a Feenberg iteration technique to
 

evaluate the coefficients, however, and obtained a different expression
 

for the second order energy. This approach has the feature of not
 

requiring H to be separated into H'O) t H 
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Other examples in which the expansion Eq. (1.8) is used is the
 

16 

work of MurrellRandi and Williams and of Salem.17 The former 

authors assumed that Eq. (1.8) consists of a finite number of terms 

which includes both covalent and ionic type functions. This allows 

questions of over-completeness to be avoided, and is equivalent to 

solving a finite dimensional secular equation by a perturbation expan­

sion. Salem makes the assumption that <A A which 

does not hold 'for the functions defined by Eq. (1.4), but which is 

useful in assessing the significance of various terms in Eq. (1.8). 

A different type of expansion of 4' was assumed by Murrell and
 
19
 

18 

who used a wave operator approach, and in an equivalent
Shaw, 

- treatment by Musher and Amos,
20 

who started from an infinite secular 

equation. These authors assumed that the zeroth order component of 

has'proper symmetry, but that the remainder can be expanded in the 

unsymmetrized functions tO ° Hence 

* ek 

The expansion in this set of functions is unique, although the higher
 

order terms do not have definite symmetry properties, order by order.
 

A different class of approaches to the exchange-problem involves
 

different ways of defining and computing a "primitive function" whose
 

projection onto the space of desired symmetry is the total wavefunction
 

V in the same sense that the zeroth order function A 4 ) is the
 

projection of 4> ). Hirschfelder and Silbey
21 

propose that there
 

is a physically significant primitive function whose symmetry
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projections correspond to all the wave functions for the family of
 

states arising from a single electron configuration. Related ap­

22 23 

proaches have been discussed by Herring, Musher and-Silbey, and
 

24
 

Kirtman.
 

25 27
 
'Jansen (see also Byers Brown26and Ritchie ) has explicitly
 

constructed an operator A which operates on a symmetrized function 

AJ1 to produce a function in which specific electrons are assigned 

to particular atoms. With A he is able to construct an unperturbed 

'label free" hamiltonian whose eigenfunctions are A4 0 . 
28 

Corinaldesi replaced the Schrodinger equation by a 'modified
 

Schrodinger equation" in which the wavefunction is represented by a
 

vector, each component of which represents a different assignment of
 

electrons to molecules. The modified equation is then solved by a
 

perturbation expansion and the true wavefunction is obtained as a linear
 

combination of the vector components.
 

Applications of Exchange Perturbation Theories. Numerical
 

applications of some of the formalisms have been reported previously.
 

88 

In their original paper Esenschitz and London considered the inter­

action of ground state hydrogen atoms. More recently, the hydrogen
 
29 

molecule has been considered by Alexander and Salem, who used the
 

14 28 

formalism of Musher and Salem, and by Corinaldesi. Jansen and
 

S 30 
coworkers have applied his theory to the calculation of a wide
 

31 

range of crystal properties. Van der Avoird has treated adsorption
 

32 
on metal surfaces by his method. Murrell and Shaw have computed the
 

interaction energy of two helium atoms; and Duijneveldt and 
Murrell
 

have treated problems involving hydrogen bonding.
 

33 
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In all of these treatments, however, approximtiofis have been
 

made to various terms in the perturbation expansions, thus obscuring
 

the efficacy of the exact perturbation series. Also, for most of the
 

applications the exact answer to the problem is unknown, so that it
 

is difficult to judge the convergence properties of the expansions.
 

Exceptions to this are the calculation of van der Avoird
31 

of the H2+
 

34 

potential, the solution of a spin model by Johnson and Epstein, and 

the application of the Hirschfelder-Silbey procedure
21 

to H+ by 

McQuarrie and Hirschfelder.35 
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II. 	 PERTURBATION THEORY FOR DEGENERATE AND ALMOST DEGENERATE STATES
 

In this Chapter, a formalism is developed for treating the effect
 

of a perturbation upon a set of degene ate energy states of an un­

perturbed hamiltonian. The formalism, which is related to methods of
 

36 37 - '38 39 40 65
Van Vleck, Kato, Bloch, Hirschfelder, Kirtman, and Lowdin,
 

has the feature of giving the energy as the root of a secular equation.
 

The matrix elements of the secular equation are assumed to be analytic
 

in the perturbation parameter, but not necessarily the energy. Thus
 

the treatment can have a-greater range of validity than the Rayleigh-


Schrodinger perturbation theory. If the formalism of this Chapter
 

is expanded in powers of the perturbation parameter, however, the
 

usual Rayleigh-Schrodinger theory is obtained. The connection of the
 

65

formalism with the partitioning technique is established in
 

Appendix C.
 

2.1 	Brief Review of Rayleigh-Schrodinger Perturbation Theory.
 

Consider the solutiofi of the Schrodinger equation
 

where the hamiltonian is the sum of two terms,
 

HI (> = B(D)+ ) 'H11 	 (2.2) 

The 	lio) is the hamiltonian for the unperturbed system, and the
 

VAl is a perturbation. The parameter X in some cases has physical
 

significance (e.g. field strength), but otherwise is a formal ordering
 

parameter with physical value of unity.
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The unperturbed hamiltonian is assumed to possess a complete set
 

of eigensolutions,
 

oC 0) 

The perturbed wavefunctions can be expanded- in the set
 

where bt(.=o) =. . ° 

The fundamental assumption of Rayleigh-Schrodinger perturbation
 

theory is that both p$ and E$ are analytic functions of the
 

parameter )- ; hence,
 

Eo + z A I 6) (2.3) 

00 

and
 

(2.4) 

where
 

Substituting the expansions (2.2), (2.3), and (2.4) into (2.1), and
 

setting the coefficient of each power of k to zero yi6lds an 

infinite set of inhomogeneous .equations for the ,. and 
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rn=o 

For n I, the upper limit of the sum in Eq. (2.5) is greater than 

the lower limit. The convention adopted in this thesis is that when
 

this occurs, the sum vanishes.
 

The perturbation energies are determined by multiplying Eq. (2.5) 

from the left by 4' and integrating. Then by a series of algebraic 

manipulations involving the perturbation Eqs. (2.5). it is possible 

4 1 
to show that
 

(,2h)= W7 

(2.6) 

(2.7)
 

Eqs. (2.6) and (2.7) are completely general regardless of the degeneracy
 

and the normalization of the wavefunction. These equations demonstrate
 

the Wigner theorem that a knowledge of the wavefunction accurate
 

through (0i'n)is sufficient to determine the energy through 
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Normalization conditions are required to complete the specifica­

tion of the perturbed functions. There are two types of normalization
 

in common use. For full normilization, the exact wavefunction V is
 

required to be normalized to unity. Substituting the expansion (2.4)
 

into yields
 

K) V1 ~t(~ D n> fli. (2.8) 
R=o
 

For intermediate normalization, the requirement is that
 

< ) I < ICo)> or, expanding in powers of A, 

In practice the series (2.3) and (2.4) are computed up to some
 

finite order only. It is.convenient to define the partial sums
 

N) N P 

(2.9)

and 


The radius of convergence of the expansions (2.3) and (2.4) is,
 

in general, difficult to ascertain. In many cases the E and
 

4, are finite for all n, even though the expansions do not
 

42 

converge for required values of ) . Then it can be shown that the
 

perturbation series is an asymptotic expansion of both the energy and
 

the wavefunction. Since the error in truncating an asymptotic ex­

pansion is of the order of magnitude of the last term retained, the
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expansions (2.3) and (2.4) are expected to provide good approximations
 

to the true energy and wavefunction of a state $ if the quantities 

=(n are small. For n the solution of Eq. (2.5) gives 

- (2.10) 

so that a rough criterion for accuracy is 

° I H ° < I o_ o (.! 

When the states and e -are degenerate or almost-degenerate
 

the right hand-side of the inequality (2.11) is small, whereas the
 

left side can be large, so that the expansions (2.3) and (2.4)
 

become unreliable. If the closely spaced levels are well separated 

from ,the remaining states, however, it is possible to modify the
 

Rayleigh-Schrodinger treatment to avoid the expansion of h,,(A) if
 

dand are degenerate or almost degenerate, while retaining the 

expansion for widely separated levels. This modification is developed 

in the next Section. An alternative approach, the 'partitioning 

65
technique, is discussed in Appendix C.
 

2.2 General Formulation, 

Consider the linear manifold / which is spanned by 9 eigen­

functions ' 1 < , of the total Schrodinger equation (2.1). 

is defined to have the property that if state k in has the 

zeroth order energy 6 t then all states k which have zeroth 
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Co)
 
order energies 

6 k< that are degenerate or almost degenerate with 

k , are in . The sequential labelling of the states by k is 

for convenience and does not imply that they are the S lowest energy 

states of H.
 

The I'k constitute an orthonormal basis for manifold . Any 

other basis in j may be defined by
 

C k (2.12) 

where the numbers Ck are elements of a non-singular transformation.
 

The basic idea in introducing the C is to choose the coefficients
 

1 in such a way that, when C() is expanded into powers of A 

analogous to Eq. (2.4), such terms as Eq. (2.10), with t and 5 both 

belonging tol I do not occur. Thus the expansion of <k in powers 

of ),, can be expected to have a greater range of validity than the 

expansion of Tk 

The basis functions 4 satisfy the coupled equations 

H Ck= Z ' 6 v,(2.13) 

where
 

1C.' E ~ q 

(2.14)­and 


Given the basis functions the eigensolutions (Ek, Ik) 

are recovered by solving the secular equation 
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Thus, Eq. (2.13) and (2.15) are equivalent to the S uncoupled 

Schrodinger equations for LEk 1, ). Although- 4 and 6kq will 

later be expanded in powers of X., it is not assumed that the roots 

of Eq. (2.15) are analytic in X . This is, it is assumed that the 

matrix elements of H are analytic, but not necessarily the energy 

eigenvalues. An example where such an assumption is valid occurs for 

the interaction of two ZA or Pf hydrogen atoms, as discussed by 

59  

Kim and Hirschfelder. Ebe also the example in Section 2.5-


At this point it is convenient to introduce 'amore compact nota­

tion. Matrices will be denoted by "fat" symbols; e.g.,
 

& 

See Appendix A for a full explanation of the notation. In this nota­

tion, Eq. (2.13) and (2.15) become
 

(2.13)
 

and
 

I -~E.~>I ~(2.15) 
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Alternative Derivation of Equation (2.13). In order to clarify
 

the meaning of Eq. (2.13) it is useful to give another derivation,
 

based on Kirtman's treatment
4 0 

of Van Vleck degenerate perturbation
 

36theory. 


Consider a complete set of functions, which is split into two 

classes, ' and J() ,and which spans the Hilbert space of the 

hamiltonian 1 L-X) H o" + X 1_,") . One class, to which special 

attention is given, consists of the finite set of S functions, 

(P( 0o 

Each W is assumed to be an eigenfunction of the unperturbed
 

hamiltonian
 

(H (a) (o o = 0k. K 

If the eigenvalue is degenerate, then it is assumed that all of 

the corresponding eigenfunctions are included in 4O)o Further, it 

is assumed that the 4O) are orthonormal, 

< o ) 1 o0> = ., 

where A is the unit matrix. 

The remaining functions (in general, infinite in number) which 

complete the set are denoted by 

= x1 x20 
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Without loss of generality, it is assumed that
 

and
 

where (D is the null matrix. No other assumptions are made regarding
 

in particular, the is not necessarily an eigenfunction
 

of 

The set 9' is a basis of unperturbed functions for the ap­

proximate calculation of 0 eigenstates (E (A)) Ilk ) of the 

total hamiltonian K (1), where 

In general, to complete the ( ) exactly, it is necessary 

to consider both 4(" and X since the interaction elements 

(e') I1 1 XIt"> are non-vanishing. Then the Ek are 

roots of the infinite-dimensional secular equation 

0 (2.16)Q 

36 40 

Following Van Vleck and Kirtman, the solution of Eq. (2.16)
 

is obtained by transforming the initial basis into the new set
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and 

'X~t~ +,o + X C~N). 

)
The functions ) are chosen -so as to make the overlap and 

hamiltonian matrix elements connecting and 6J) vanish 

through terms O ;q): 

(al(N) I - E t I4 N)> O)*'). 

Then the leading contribution of the functions X(N)to the energies
 

<
Ek is propor'tional to 

=>LN H<}X(N>I 0 (1Z +Z 

Hence the roots of the X q secular equation,
 

i<4(N)1IH - I 4 (W)1 O0 (2.17) 

are accurate through 0 )L 2N+S ). 

" )

To obtain equations for 4 (k kj( , it is ,convenient to 

introduce the projector onto the set d(N): 

( - ( 9 t- (924 

O'@CN) = (NXo 
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The perturbation terms of (N) are given by 

which assures orthgonality between d(N)and X(N) through 

The'perturbation terms of 4(N) are -determined by 

(<~L) H (cM)>1 O(e" (2.18) 

The X(N) is a complete set of functions in the space orthogonal to
 

4 (N) If overlap of H (N) with all of XiM) vanishes, then 

114(N) must be expressible as a linear combination of the 4(f).
 

Thus, Eq. (2.18) is equivalent to
 

t4-(1) = 4 ( 0 (2.19) 

where the elements of & (N) are numbers to be determined. In the 

limit N-4 o , Eq. (2.19) clearly becomes Eq. (2.13). 

Perturbation Expansion. Viewed as equations for the E and 

. Eqs. (2.13) and (2.15) are not well-defined, however, since 

all reference to the particular linear manifold has been lost. 

that is, Eq. (2.13) has solutions in any S-dimensional linear manifold 

defined by the exact eigenfunctions of H . Furthermore, within any 

particular linear manifold, there is an infinite number of solutions 

of Eq. (2°13) corresponding to different choices for the coefficients 
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The lack of uniqueness in Eq. (2.13) is obviated by a perturbation
 

approach to its solution. The following expansions are assumed:
 

H H (0I~) + H 

h=0
 

h=o 

The linear manifold, is uniquely determined by specifying the
 

zeroth order energies
 

C() CO) (2.21) 

Substituting the expansions (2.20) into (2.13) and setting the 

-coefficient of each power of A equal to zero yields the infinite 

set of equations
 

CO)
 

and (2.22)
 

It is convenient to define the sequence of partial sums,
 

4(\) = E 1 

(2.23)

N 

Z--- \' 
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and the sequence of secular equations
 

t "-< (N)tFt CC) Co)> 0. (2.24) 

The perturbation equations allow Eq. (2.24) to be written 

kl=O 

O?0 

This formula is derived in Appendix B.
 

Thus, the total Eqs. (2.13) and (2.15) are replaced by the 

perturbation equations (2.22) and the secular equations (2.24). The 

eigenvalues and eigenvectors of Eq. (2.24) for successively greater 

values of N provide a sequence of eigensolutions which, assuming con­

vergence, approaches the exact solutions (El, 'dl. 

Normalization conditions and the choice of the transformation 

must be given to fully specify 0(nd The normalization 

of (1 is completely determined by C and Eq. (2.12), assuming that 
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the original functions are normalized. According to Eq. (2.14) 

the rows of 4 are eigenvectors of ( corresponding to the eigen­

values Ek Thus, if none of the energies Ek is degenerate, the 

specification of (S uniquely fixes C and, hence, the normalization 

off. 

Relations to fix C are given separately for degenerate and 

almost degenerate problems in the next two Sections. It can be antici­

pated that -cannot be chosen in a non-arbitrary manner, since 

any set of functions which satisfies Eq. (2.13) and (2.21) is 

sufficient to determine the solutions C ) . This is not to 

say that the choice of C does not have important consequences. A 

particular choice is 'I , in which case the formalism reduces 

to a Rayleigh-Schrodinger development for each state C Ek Z ) 

separately. As the previous discussion has suggested, and as later 

discussions will make explicit, other choices of C are advantageous 

intreating degenerate and almost degenerate problems. 

Nevertheless, in case that the Rayleigh-Schrodinger expansion of
 

(Ek 4,,) is possible, the present formalism, based on Eq. (2.13), 

(2.15), and any non-singular C , is equivalent. More precisely, it 

can be shown that the roots of the secular equation (2.24) are the 

exact energies E , plus terms 0 regardless of the 

choice of 4:. Thus, if the eigenvalues and-vectors of Eq. (2.24) 

are expanded in powers of A for successive values of N , the 

unique asymptotic expansion of (Ek-, l(i) is obtained. 

The proof of the underlined statement is contained in the deriva­

tion which led to Eq. (2.17). If HN 4 C) = () SC) -I-,OO(#AI) 
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and N) is any basis for the space orthogonal to Ct), then the 

interaction elements <4(t4)1 N14CN)> are OCAktf*i), irrespective 

of the values of (W). Hence if the dimension of the secular 

equation (2.24) is increased to include %(N) , the original 

eigenvalues are affected by O(A14+2). Since the inclusion of XCN) 

leads to exact energies of N , it follows that the roots of Eq. (2.24) 

are accurate through 9. 

Eq. (2.24) can also be thought of as arising from the use of the
 

variational method with the linear variational function
 

where the a are variational parameters. In this connection, the
 

Hylleraas-Undheim theorem is relevant: if the roots of Eq. (2.24)
 

are arranged in ascending order, they provide successive uLpper bounds
 

to the correspondingexact energy eigenvalues of H of the same
 

symmetry. Thus, in case that the states in' are the lowest states
 

of 4 corresponding to particular symmetries, the roots of Eq. (2.24) 

are upper bounds to the energies which they approximate. 

An alternative way to obtain energies which are accurate through 

O ( Hi) , but which are not necessarily upper bounds to exact 

eigenvalues, is to solve the secular equation
 

I (G( zN t) - E- I = 0,) (2.26) 

'where G(241) is defined by Eq. (2.23). The roots of Eq. (2.26) are 

z N )
the exact energies E _ , accurate through 0(A 1­

regardless of the choice of . . This follows from Eq. (2.25) with 
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replaced by 2N I Then the sums in Eq. (2.25) are O(A 2 4+e) 

and hence may be neglected without affecting the roots except in 

0 (A tj 1o Factoring <(20+I) I4(2NFQ> from Eq. (2.25) yields 

Eq. (2.26). 

The analog of the secular equation (2.26) in the usual Rayleigh-

Schrodinger theory is the partial sum of the perturbation energies, 

as defined by Eq.(2.9). The secular equation (2.24) corresponds to 

the expectation value of H with the wavefunction accurate through 

O ( 2 N) . Even in the Rayleigh-Schrodinger theory, it is difficult 

to say which way of computiig the energy is more accurateo
69 

In any
 

case, the roots of Eq. (2.24) differ from those of Eq. (2.26) by
 

OA(N+ ).
 

With these general results established, it is convenient to con­

sider separately the degenerate and almost degenerate cases in order
 

to derive'relations to fix the elements of £
 

2.3 Degenerate Perturbation Theory.
 

For a degenerate perturbation problem, tne speciai set or states
 

4(0) is defined to be any linearly independent set which spans
 

precisely the same space as the 0 eigenfunctions of the S-fold
 

degenerate level of the unperturbed hamiltonian
 

kh <, (2.27)
0)) 


It is convenient to choose the 4 (o) to be orthonormal 

<40). = A, (2.28) 

but it is not necessary to assume any other special properties.
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Eq. (2.27) implies that in Eq. (2.22) o)= A. The knowl­

edge of allows each term to be determined suc­

cessively. The energies 9C03 are fixed by requiring each perturbation
 

equation (2.22) to be mathematically consistent: for a general inhomo­

geneous partial differential equation to possess a solution, the
 

inhomogeneity must be orthogonal to all solutions of the homogeneous
 

equation. In the present example, the homogeneous equation is (2.27),
 

so that the consistency condition is
 

rni><'~~to< () H Y, 0 ~ n-k' 

or
 

M-I 

< 4'~ 14Ccj~-> <4 CQ1( >(f((.9 

With-the a-G thus defined, the functions 4 are obtained 

by solving the Eqs. (2.22). It should be noted, however, that the 

components < 4 0, 4j n)> are not fixed by any of these equations. 

This is analogous to the non-degenerate case where the indeterminancy 

is due to the arbitrariness of the normalization and phase of the 

5 2 

total wavefunction. The underlined theorem on page 24, that the 

roots of Eq. (2.24) are invariant to It through Oti), implies 

that < ' 14 '> may be fixed in any consistent manner, A 

general approach is to leave the integrals <(c' \ cs )> as undeter­

mined parameters in (6) to be fixed by minimizing the roots of the
 

secular equation (2.24). This procedure is developed in more detail 

in Section 2.4 in connection with the almost degenerate case.
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In the present Section it is convenient to fix 4 cm?> 

by-the full normalization condition (cf. Eq. (2.8)), 

>0)(.h(2.30)
 

This choice of normalization has the properties that 

i) ( I > A this follows simply by expanding <? > 

in powers of X and using Eq. (2.28) and (2.30); 

ii) S is a hermitean matrix; this follows from i and 

Eq. (2.13), i.e., 

The first member of Eq. (2.31) is hermitean; hence the last is also. 

In Appendix B, it is shown that the perturbation terms are also 

hermiteano Intermediate normalization, < j) > leads to a 

nonhermitean G ; 

iii) the knowledge of 4 accurate through 0 (Ah) is 

sufficient to compute & accurate through 0 '2). This 

is the analog of the Wigner theorem and follows from the formulas 
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(2.32) 

h even 
where N odd; 

12­

o nI 

(2.33) 

even 

where (22n33+hi kodd. 

Fo-N ecl th covnto state flloi4 nEq (2.5). 

Ths omlsaedrie-nApni yaleri aiuain 

to - Fodgnrtthoy e5e 
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It is at first sight surprising that Eq. (2.32) and (2.33)
 

depend on a particular choice of normalization, in view of the proof
 

on page 24 that <(N is sufficient to compute the energies Ek
 

accurate through O(A2v , regardless of the normalization. There
 

is no conflict in the two results, however, since, for example, the
 

off-diagonal elements of a ZN l) do not contribute to the roots of
 

Eq. (2.24) through Q(=N~ -) 

Solution of the Perturbation Equations. The n-th order perturba­

tion equation (2.22) may be solved exactly in terms of the eigen­

functions of the unperturbed hamiltonian HOo This is facilitated
 

by the introduction of the reduced resolvent,
 

where the prime on the summation means that all the members in Cc)
 

are to be excluded from the sum. Otherwise, the sum is over a complete
 

set of eigenstates of W*). It may be readily shown that
 

R =0 

H 6'o )R a 

In terms of R the solutions of the perturbation equations which 

satisfy the normalization conditions (2.30) may be written 

H .CZ k *,4ONn (2.34)~ ~ 



where the matrix WW is determined by requiring that WV') satisfy
 

the normalization conditions Eq. (2.30). The explicit formula for
 

is, in terms of lower order functions,
 

and (2.35)
 

That h) defined by Eq. (2.34) actually solves the perturbation
 

equation (2.22) and the normalization condition (2.30) is easily
 

verified by substitution.
 

Except for simple examples, the expressions given above are of
 

formal interest only, since the summations over excited states cannot
 

be evaluated. In general, however, it is possible to obtain varia­

tional approximations to . For example, the first-order
 

functions may be determined by finding the stationary points of the
 

functionals
 

Tk I Ci) 

where is a trial function corresponding to the exact function
 

which belongs to 4 . It is evident that if TIZ 
vanishes for arbitrary variations S in then e 

satisfies Eq. (2.22) for V= I . This is analogous to the Hylleraas 
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variational method in non-degenerate Rayleigb-Schrodinger perturbation
 

58 52
 
,
theory.
 

Calculation of the Energy. Given the solutions of the first
 

0 (1 ,1
perturbation equations (2.22), energies accurate through 
2N )
 

are obtained by solving either the secular equation (2.24) or the
 

secular equation (2.26).
 

As discussed previously, in case that the states inZ are t' 

lowest energy states of H , the best approximations to the exact 

energies E obtainable from Eq. (2.24) result from minimizing the 

roots with respect to the integrals < 4'1i1' W>. It was also shown, 

however, that these roots differ by 0CA/-) from the roots 

obtained using the full normalization condition Eq. (2.30). Then in 

particular cases, Eq. (2.25) simplifies considerably. For 4 I and 

full normalization, the secular equation (2.24) becomes 

o = I'< q(0 IH-EI CO>I = 

(2.36)
 

The roots of Eq. (2.36) are accurate through O A). 

Alternatively, the energy may be obtained as a root of Eq, (2.26),
 

which is easier to apply than Eq. (2.24) because the matrix elements
 

are simpler and E appears only on the diagonal. The marrix &C2#68)
 

may be diagonalized by a unitary transformation C(N) to give g
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eigenvalues E , accurate through V( N*l), and corresponding 

eigenfunctions 2 (N) = 40J) ( (N)t , accurate through O(CN). 

For N=in it may be verified explicitly that'the roots of 

Eq. (2.24) differ by- O(A N* Ifrom the roots of Eq. (2.26). 

Factoring ++ <- )i, >) from Eq. (2.36) yields 

<
A+ C") (Owl (8,>] + OLA4)[ ,, 

=
 •1 -< > ) 0(* o
 
or 

When (S) is diagonal' the-diagonal elements of the commutator
 

vanish, so that the commutator does not contribute to the eigenvalues 

through O03). Hence the roots of Eq. (2.36) agree with the eigen­

values of G(3) through 0( 3 ) 

Connections with other Degenerate Perturbation Formalisms. The
 

first order perturbation equation (2.22) is equivalent to the first
 

36
order equation of Van Vleck degenerate perturbation theory and of
 

37 38
the treatments of Kato and Block. For example, in Kato's method,
 

one solves
 

1<K4c) 1 Ha - Ka. I '>I 0, 
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where
 

He = + HH - WI)RW HC) .. J 

and
 

Va = 12- H (l) ) H(1) + 

which is seen to be equivalent to Eq. (2.36) through O(X2) Thus
 

the present formalism represents an extension of these,methods to
 

arbitrary order.
 

If the secular equation (2.24) or (2.26) is solved by expansion
 

in powers of k , the usual Rayleigh-Schrodinger perturbation theory
 

for the states in' is obtained. One must then determine the correct
 

zeroth order wavefunctions, which depend on the order in which the
 

4 1

degeneracy is lifted. Hirschfelder has given a very thorough dis­

cussion of the complicated equations which result. The present
 

formalism is much simpler-because it does not contemplate the expan­

60

sion of the secular equation, which may be solved by other procedures.
 

The connection of the present formalism with the partitioning 

technique for degenerate problems is consideredin Appendix C. It is 

shown that the secular equation (2.26) results from a factorizatio* 

of the corresponding partitioned secular equation which leaves the 

roots invariant through OC 2NI). For N>1 5 Eq. (2.26) is 

simpler to solve because the partitioned secular equation contains 

the energy E in a nonlinear fashion 
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2°4 Almost-Degenerate Perturbation Theory. 

For an almost-degenerate perturbation problem, the special set 

of states '(I ) is defined to be 3 states C 40, 4)of the 

unperturbed hamiltonian, 

( 0 ) 6 a) 4 

which are almost degenerate in the sense that the ratios (see Eq.(2.10))
 

cc) 

are large. For simplicity, it is assumed that each of the levels 

is itself non-degenerate and that < o)I ro)) =(o> 

Again the general equations to be solved are Eqs. (2.22) and 

(2.24) or (2.26). These equations are similar to the degenerate
 

case, except that now G(o) is diagonal but it is not a multiple of
 

the unit matrix. Furthermore, the perturbation energies are not
 

fixed by requirements of mathematical consistency. To see this,
 

consider the first order equation (2.22) for the component
 

to)-er W (o) )(237) 

The only general condition to fix the is that the inhomogeneity
 

Cc)

must be orthogonal to the eigenfunctions of HE() with energy
 

By assumption, this consists of the single function hence,
 

multiplying Eq. (2.37) by -*)* and integrating yields
 

http:Eq.(2.10
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E4 ~~<46) H" ~>.CC',
 

That is, only the diagonal elements of ( (and, in general, ) 

are determined.
 

Thus the off-diagonal elements of (9 are not fixed by the 

formalism. Each choice of these numbers results in a different ex­

pansion of 4 and . Although the roots of the secular equation 

(2.21) obtained by different choices differ only by "higher-order
 

terms", it is of interest to examine-various ways of fixing the off­

diagonal elements of C .
 

The DE-FOP-VIM Formalism.
39 

A general method of handling the
 

indeterminancy in - is to solve for each * )as an implicit
 

function of the off-diagonal elements Etk). Then these quantities
 

can be determined by minimizing the roots of the secular equation
 

(2.24) with respect to variations in the )
 

To gain insight into this procedure, consider the solution of
 

Eq. (2.37) with arbitrary. The general solution may
 

be written
 

whe eIfe --­

where satisfies
 

http:Formalism.39
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(t ? =o I 

and ak is an arbitrary normalization constant. Then the
 

S-dimensional variational basis set
 

-(1)=4~ ,0 

which leads to the SxS secular equation (2.36) with #") replaced
 

by 4C, is clearly equivalent to the 2S-dimendional basis
 

This leads to the 2Sx2S secular equation
 

(4coj 1~4O)> < H-F 

0= (2.39) 

S roots of Eq. (2.39) are identical to the roots of Eq. (2.36)
 

if in the latter equation the G ' and '} are varied freely
 

and independently to a stationary point.
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The Eq. (2.39) appears also in Hirschfelder's DE-VOP-VIM 

formalism
39 

for degenerate and almost-degenerate perturbation problems. 

It is easily seen that the extension to N-th order of this method of 

choosing ; leads to an (4+09 (N+1) 9 secular equation, 

roots of which give the desired energies accurate through Ow'J"'9 

The DE-FOP-VIM method is simplest to apply in case that the 

states k in4 are the lowest energy states of H corresponding to 

particular symmetries. Then, by Hylleraas-Undheim theorem, the 3 
smallest roots, of the DE-FOP-VIM secular equation can be identified 

as the approximations to the corresponding exact energies. In case 

that there are lower energy states of H than the states in I I 

the interpretation of the roots of the DE-FOP-VIM secular equation 

can become ambiguous. Clearly, the DE-FOP-VIM procedure cannot be
 

applied to the secular equation (2.26) since this equation cannot be
 

derived from the variational method.
 

The Kirtman Formalism.
40 

Another method of choosing the off­

diagonal elements of & is by analogy with the degenerate case. The 

full normalization conditions (2.30) uniquely fix all elements of & , 

just as in the degenerate case. Furthermore, in the present case 

is hermitean and the formulas (2.32) and (2.33) for T() continue to 

hold if the wavefunction is required to satisfy Eq. (2.30). 

This method of fixing a was first discussed by Kirtman
40 

in his
 

extension of Van Vleck.degenerate perturbation theory to the almost
 

degenerate case. Kirtman considered in detail the calculation of the
 

energy through third order, which in his formalism is given as a
 

root of the secular equation
 

http:Formalism.40
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The first order equation (2.22) and Eqs. (2.32) and (2.33) can be used,
 

to simplify Eq. (2°40).to
 

which is Eq. (2.26) for N = I . 

Hence the Kirtman formalism will denote the treatment of almost 

degenerate perturbation problems by the secular equation (2.26) with 

the full normalization conditions (2.30). 

The modified Kirtman formalism will be used.to label the treatment
 

based on the secular equation (2.24) with the full normalization
 

conditions (2.30).
 

The advantage of the Kiftman or modified Kirtman formalism is
 

that the energy is obtained as a root of an SxS secular equation,
 

rather than the WM x (N+X )9 secular equation for the DE-FOP-

VIM formalism. The roots of the DE-FOP-VIM secular equation are 

necessarily more accurate than the corresponding roots of the modified 

http:2�40).to
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Kirtman secular equation in case that the lowest energy states of H
 

are being treated. In any case the corresponding roots of the three
 

different equations differ by O(A/1 . Thus, if the almost 

degenerate block of states is well separated from the remaining unper­

turbed states, the energies obtained by the three methods differ by
 

terms which are, by hypothesis, negligible.
 

Transformation to an Exactly Degenerate Problem. The lack of 

uniqueness of the off-diagonal elements of,& can be avoided by 

defining a new split of H into an unperturbed hamiltonian and'a 

perturbation, such that the unperturbed limit is exactly degenerate. 

In some cases there is a natural choice for the new unperturbed
 

hamiltonian and eigenfunctions. In general it is possible to define
 

H(O HCO + 4o>[To C~ <4~ 

and
 

where
 

and is an average unperturbed energy; e.g.,
 

V 

k= 
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Then all of the states are exactly degenerate with respect to j(0)
 

(7 o, - e4)) (o) (2.42)4 


so that the formalism of Section 2.3 can be applied. This method of
 

handling almost-degeneracy is suggested in most textbooks.
48
 

Let a bar denote perturbation terms in the expansion of and
 

based on Eq. (2.42);
 

+,(
 

and
 

S+ Z CO 

Through first order, EO) does not contribute to £ since, by 

Eq. (2.32), 

a = <(1 I N '4 to> - j~~CI+ (rc -PC') 

so that
 

With the normalization (2.30), , the first 

order equation (2.22) can be written 

~ )~()~ (I),(H~o b +() H ()4
 

http:textbooks.48
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Comparison with Eq. (2.37) reveals that 4,1 enters into 4(4),
 

and hence i ) , in a non-trivial way, so that the latter quantities
 

are not simply related to ) and G ). For this reason,
 

development along these lines is not considered further here.
 

Solution of the Perturbation Equations. A formal solution to
 

Eq. (2.22) may be given in terms of the resolvents
 

=o_4 O)><'+(O)I,I4+ 


where again the prime means that no state belonging to is in­

cluded in the sum. This set of resolvents has the properties
 

N~- )(a)' C = 'V o><4oaI _ 

The solutions of the perturbation equations which satisfy the normaliza­

tion conditions (2.30) may be written
 

(8),= R() M(-) + 0) 
14; 

12.) =~ If) 
R H0 

14 Z + 'e 

k1')- , I9= 
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where is given by Eq. (2.35). As in the degenerate case,
 

variational principles may be given to allow the approximation of
 

Wn in practical calculations.
40
 

The relationship among the DE-FOP-VIM, Kirtman, and modified
 

Kirtman formalisms is best understood by means of an example.
 

2.5 Example of Almost-degenerate Perturbation Theory.
 

The system61 of two coupled simple harmonic oscillators described
 

by the hamiltonian
 

H - ;+ ) + (,4A)X + ­

provides a nice illustration of the formalism developed in the pre­

ceding sections. The Schrodinger equation for this case is exactly
 

solvable, and the eigenenergies are
 

= -L) to + M +- ­

(2.43)
 

where ri P 1 2 . . . and 

W+~ + /4 4- -AA 

The theory will be applied to the almost degenerate h=I, M-0
 

and h=o, =1 states. By squaring the sum and difference of to+
 

and W_ , and then taking the square root of the result, one can derive
 

http:calculations.40
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C0++_ w0 = 2('e-At) ± 2 '(I-At)Q - A 2.4 
---- (2.44) 

Perturbation theory corresponds to expanding the radicals in 

Eq. (2.44). Assuming that iCC (-A2) allows the inner radical to 

be expanded in'powers of \ . For the upper sign, this assumption 

also permits the expansion of the outer radical To expand the outer 

radical for the lower sign, however, requires a knowledge of the rela­

tive magnitude of A , the perturbation, and A , the §plitting 

between the frequencies. This is the characteristic feature of almost 

degenerate perturbation problems. At this point, the most general 

expansions possible are 

Eo = + (, 4 ) 

±IZ + + 'io0to\;kC 

where the upper sign corresponds to 10; the lower, to 01.
 

The Rayleigh-Schrodinger treatment of this problem corresponds
 

to expanding W.+- A)_ in powers of X , which clearly converges 

only for I < A qevertheless, through order k , the energies 

are given by 

El2 , 40- e-) Z AA A2-)" (2.45)01oe¢ 
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For the application of the formalism developed in the last
 

section, the unperturbed hamiltonian is taken to be
 

and the perturbation
 

H) 

The eigensolutions of the unperturbed problem are
 

(0) = (n+-L) (1-4-') + (M+,1)( -I 

and
 

t

where Uh is a simple harmonic oscillator eigenfunction.
 

41

The theory T- 1 be applied to the states h= I , M=O and 

I =0 , = I Hence, 

C) (2+4 A A 

and
 

4 ( CO, 

The choice of the normalization condition Eq. (2.30) implies
 

>= 
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and the solution of the first'order equation (2.22) yields
 

A()= - E9--V2 T- ( 4w) . 4:0), 
Ce) __

)T) 
00 

4- ' /1-

To this order, the energy of the Kirtman formalism is given by
 

the roots of the secular equation (2.41) which yields
 

.1(kNO 2 - ___. 

(2.46)
 

Alternatively, the modified Kirtman secular equation (2.36)
 

reduces for this case to
 

I --' U~oc~>(ECt cc~ ) .+ 0, 



47 

which has the roots
 

E1 (M<) 2. ­

(2.47)
 

/_A +L 2(¢ )/ + Z.O~b3)f,.[I(Aa)+ ] 

Since the 10 and 01 states are the lowest energy states with their
 

symetry, the roots (2.47) are upper bounds to the exact energies.
 

Clearly, the roots (2.47) differ from the roots (2.46) .bV terms of
 

order .
 

For the application of DE-FOP-VIM to this example, the secular
 

equation to be solved is Eq. (2.39) which can be shown to be -equi­

valent to
 

where
 

1--Cl)> 

zL--- A; J\ " /
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Substituting in the proper quantities-and transforming to an-ortho­

normal set of functions yields
 

-Eo A+ 

A 

0 X) 4--

If, this secular equation is now solved by the,matrix version, of the
 

same formalism that was used to obtain Eq. (2.46) and.(2.47) it can
 

be verified that the identical result is obtained, excepr for
 

"higher-order terms". Thus if the perturbation expansions (2.20)
 

are rapidly converging, the 4x4 secular equation (2.48) yields only
 

a small improvement in the accuracy of the energy over the 2x2
 

secular-equations.
 

The various perturbation treatments are-compared numerically 

in Table 2.1 for the splitting of the unperturbed frequencies 0iOj. 

As expected, the'Rayleigh-Schrodinger result, Eq. (2.45), is very 

inaccurate for X>, . Of the other methods, the Kirtman formalism 

provides the-hest approximation, although the roots are not neces­

sarily upper bounds to the exact energies. The DE-FOP-VIM results
 

http:and.(2.47
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must be more accurate than the modified Kirtman results since the
 

states under consideration are-the lowest energy states of the same
 

symmetry.
 



TABLE 2.1: Errors in-Perturbation Energies of Coupled Harmonic Oscillators.
 

0.00000 


0.03980 


0.07960 


0.10000 


0.27860 


0.31840 


0.35820 


E(exact) 

Eq. 2.43 


2.10000

1.90000 


2.10158 

1.89762 


2.10611 

1.89068 


2.10941

1.88552 


2.11306

1.87971 


2.12177

1.86532 


2.13166

1.84809 


2.14222
1.82844 


2.15311
1.89668 


2.16405
1.78300 


2.17483 

1.75753 


Rayleigh-

S hrodinger 

Eq.2.45 


0
0 


0.00002 

-0.00002 


0.00029 

-0.00028 


0.00069

-0.00067 


0.00134

-0.00131 


0.00383

-0.00372 


0.00834

-0.00809 


0.01538
-0.01484 


0.02529
-0.02428 


0.03835
-0.03660 


0.05477 

-0.05193 


-E(approximate) -


Kirtman 

'Eq.2.46 


0
0 


0.00000 

0.00000 


0.00000 

0.00000 


0.00001

0.00001 


0.00002

0.00002 


0.00005

0.00006 


0.00012

0.00014 


0.00025
0.00029 


0.00045
0.00056 


0.00077
0.00098 


0.00124 

0.00161 


E(exact)
 
Modified
 
Kirtman DE-FOP-VIM
 
Eq. 2.47 Eq. 2.48
 

0 0
0 0
 

0.00000 0.00000
 
0.00000 0.00000
 

0.00000 0.00000
 
0.00000 0.00000
 

0.00001 0.00001

0.00001 0.00001
 

0.00002 0.00002

0.00002 0.00002
 

0.00007 0.00006

0.00008 0.00007
 

0.00017 0.00014

0.00019 0.00017
 

0.00034 0.00028
0.00040 0.00036
 

0.00063 0.00052
0.00076 0.00069
 

0.,00107 0.00087
0.00132 0.00120
 

0.00171 0.00139
 
0,00217 0.00199
 

= 0.1 ; For each X , the upper entry gives results for -1-n AtatA! rhe lower entry, 
for thd n=0,m=1 state. 
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III. EXCHANGE PERTURBATION THEORIES
 

The mathematical difficulties associated with the development
 

of exchange perturbation theory have been discussed in Chapter One.
 

It was shown that the concept of order of perturbation terms is not
 

rigorous and that many different expansions of the wavefunction are
 

possible.- In Chapter Two the perturbation formalism for degenerate
 

and almost degenerate problems was developed with the intention of
 

using it as a guide for exchange perturbation theory in the present
 

Chapter. The essential idea is to construct, by perturbation methods,
 

a finite basis set for the expansion of the wavefunction. The basis
 

is defined to have small hamiltonian matrix elements coupling the
 

basis with any function which is orthogonal to the basis. The energy
 

and properly symmetrized wavefunction are obtained by diagonalizing
 

the hamiltonian in the finite basis. The advantage of this procedure
 

is that the basis functions are -not required to have the symmetry of
 

the total wavefunction, but simply form a basis for a reducible rep­

resentati6n of the symmetry group of the hamiltonian. This approach
 

to exchange perturbation theory leads to the Hirschfelder-Silbey
 

formalism.
 

To avoid the added complications which arise when even the
 

separated atom wavefunctions are unknown, the treatment developed in
 

this Chapter is limited to the interaction of hydrogen atoms.
 

3.f The Interaction of Ground State Hydrogen Atoms.
 

Consider the interaction of two grount state hydrogen atoms, a
 

and b, separated by a distance R. There are two molecular states
 

which arise from this separated-atom state: ( 2 E, 2 ) , the 
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ground.state; and CAE V the repulsive excited
 

state. The exact spatial wavefunctions for these states satisfy
 

- 'E 0 

and
 

The hamiltonian H is defined by 

and Ai is a symmetry projector defined by
 

The upper sign is for symmetry; the lower, for U o permutes
 

the electron labels, permutes the nuclei labels, a- reflects
 

the electronic coordinates across any plane-which includes the inter­

nuclear axis, and O is the projection operator for the M = O
 

eigenfunction of the total azimuthal orbital angular momentum 4
 

M0o 

Ai is seen to be a compound projector for the symmetry group of
 

H The first factor in Aj projects onto the space of either
 

singlet (upper sign) or triplet (lower sign) functions; the second,
 



53 

onto either gerade or ungerade functions; the third, onto + functions; 

and the last factor projects onto the space of Z functions. 

Zeroth Order Primitive Functions. When'the atoms are infinitely 

separated (R400) , an exact wavefunction for the system is 

where Qo i6 a Is orbital centered about nucleus a, and 60 is a Is
 

orbital centered about nucleus b. 'The subscript "l" indicates the
 

arbitrary assignment of electron 1 to atom a and electron 2 to atom b.
 

Because of the physical indistinguishability of electrons, &(O)
 

is degenerate with the configuration "2",
 

in the ,sense that
 

HI 4 = 0 H 

This is a different type of degeneracy from that discussed in 

Chapter Two in that 4/1 4()2 are not degenerate eigenfunctions 

of the same unperturbed hamiltonian. In particular, 

H - ) (3.1)4° 0 

where
 

H*) j 2e. ; (3.2)02= 
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and
 

V 3- , (3.3) 

and eo is the energy of a ground state hydrogen atom ( - Hartree), 

but 

where
 

H H,'H 0 P ,1t.= + '(s) - (3.4) 

Eq. (3.2) and (3.4) give WO)- H() (1- + ± - 1 o 
t 2o 

In group theoretic language, n are
and "primitive 

functions", i.e.,they are a basis for reducible representation of the 

symmetry group of . Since and to) do not have pure 

symmetry, there is,no Rayleigh-Schrodinger expansion of T , "q 

which starts from as the unperturbed states and pro­

duces a wavefunction that has the symmetry of the exact functions,
 

order by order.
 

43  

Heitler-London Wavefunctions. The projectors Al , allow 

the construction of zeroth order functions which do have the symmetry 

of the exact wavefunction. Putting 

A3 *4o) a,0(a)k>,cz.) *tb0 0i a z 
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and 
(3.5) 

0 P -- A,<<A,,-',A, '­
l 0,o (1) b~lft< .I°'- :'bCI)~(2).o)>§ 

yields the Heitler-London approximation to the wavefunctions. In
 

perturbation theory, the energy through first order is simply the
 

expectation value of H computed with the zeroth order wavefunction.
 

Thus
 

°
, +
E E H 1 °O 

Eq. (3.1),(3.3), and (3.5) yield
 

Es = t Eo) 6C C) 

and
 

< 1 ±°+ P 

(3.6)
 

S Vo V 
00± 
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where
 

v - ffaoazz##.*i 

"- xdzzIN - -L - ~,+ -j -,a,'wbe)y
V. fIfeoki 

So = f a.t,) k (,.) dCl (3.7) 

43 53
 
'


The integrals in Eq. (3.7) are all well known.
 

It is not possible to proceed in a straightforward manner to 

higher order, however, since are not eigenfunctions 

of HI(C) or 1 ) 

.Exact Primitive Functions. On the other hand, given the exact 

spatial waveftinctions and g , it is possible to construct 

two exact primitive functions E and ' which have precisely the 

same transformation properties as n) That is,and 


P2 <1(3.8) 

where
 

(3.9)
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and 

Eq. (3.8) and the requirement that and be normalized
 

implies
 

As R increases without limit, 0 approaches 

go =arctnE(/ /( 4Zt 'and dj approaches C! 

Exact primitive functions have been discussed previously by 

22 21 4 4  Herring, Hirschfelder and Silbey, and Musher. Intuitively
 

one expects 4i to have'electron 1 localized about atom a and
 

electron 2 about atom b. Herring, who calls C the"home base"
 

function, enforces this intuition by asserting a set of auxiliary con­

ditions that 4 must satisfy, such as the requirement that _
 

= approach 40) when G, o or 11 . (it is not obvious 

that this condition can be satisfied.) By contrast, Hirschfelder and 

Silbey enforce their intuition only in zeroth order by setting up .a 

perturbation sequence for <I which starts from 
t 0 

. This is 

the approach followed here. 

The set of coupled equations ,satisfied by 4 is
 

(3.10)
H 4 
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1 

where
 

an
 

It is convenient to define two energies, the Coulomb energy
 

E 'E + E 

and the exchange energy
 

E (ext)-Q q}E - E). 
Then,
 

E Ct-,) E (e--I) 

Given , , the exact wavefunctions are 

obtained by projection 

A1 ' <A1 1 I A : i,> 

The energies are given by
 

=N H< 
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Perturbation Expansion. The formalism developed in Chapter
 

Two suggests itself as a means of solving Eq. (3.10). It must be
 

extended somewhat, however, since the previous analysis assumed that
 

all of the unperturbed functions are eigenfunctions of the same
 

hamiltonian. This assumption is no longer valid in exchange per­

turbation problems.
 

The zeroth order equations corresponding to Eq. (3.10) are
 

defined to be
 

( H,1)- ), (0 ) =-0 

and ( .lI) 

Corresponding to ,'/ and are the perturbations
 

H H - H o 
and
 

(0 (e) 

H HH ­

respectively. 'The superscripts are used in a loose sense to denote 

the order of perturbation. As discussed in Chapter One, "order" is
 

not a well defined concept, however, since
 

S[= _ * I -_LI :(3.2) 

Eq. (3.12) states that a "zeroth order" quantity is equal to a "first
 

order" quantity, so that the apparent order of terms can be arbitrarily 

shifted.
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Nevertheless, Eq. (3.10) can be expanded into different orders
 

in a consistent, though arbitrary, manner by defining
 

C-10 + E )Ih C) 

and (3.13)
 

h--4
 

where A is a formal ordering parameter whose physical value is zero.
 

The hamiltonian can be resolved in two ways, either as H,= H""+,\
 

or as H. + Only for )-1 does Hh ---1= 44 

The convention adopted here is that when H acts on ,it is
 

replaced by H1 .k= I or 2 . 

Substituting the expansions (3.13) into Eq. (3.10) and equating
 

the coefficient of each power of ;L to zero yields, in addition to
 

Eq. (3.11), for Iland 2,
 

+ H"i)~g) ~ o 

(3.14)
 

S 2. 

(K)6Lc)40)l ( - (MZ. 

Given the solution of the first f perturbation equations (3.14)
 

-the energy is given by
 

_ j Ii() M 

(A 4;~1 4) A -(N) 
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where
 

N 

I =o ° 

The justification for this procedure.has been developed in Chapter
 

Two. If X is any wavefunction which is orthogonal to 32() and W 

then the hamiltonian mdtrix elements < Aj C1 (C) IA X > 

vanish through O( ;&'"o Hence the addition of Y to the basis 

W) affects the energy only by O( ZN") ter. 

Equivalence to Hirschfelder-Silbey Perturbation Theory. It is 

easilyverified that Eq. (3.10) is identical to the equation solved 

in the Hirschfelder-Silbey exchange perturbation theory for the inter­

action of ground state hydrogen atoms. Nevertheless, the solution of 

first order Eq. (3.14) is discussed in detail below in order (1) to 

demonstrate that, in analogy with almost degenerate perturbation theory, 

the off-diagonal elements of 9 are not completely fixed by the 

formalism; and (2) to develop a method of solving Eq. (3.14) which 

reduces the corresponding equation for many-electron systems to one 

and two electron equations. 

Solution of the First Order Equation. Eq. (3.8) implies that 

= T that itissufficient to consider only k=0 in 

Eq. (3.14), which may be written 

Hilo) - )) 4 () HO'- 4 (0) F_ 0 +1e)G+ . 

(3.15)
 

Multiplying Eq. (3.15) from the left by 4 )*- and integrating yields
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(ea ~ S.2, E (3.16) 

where is defined by Eq. (3.7). Thus, in analogy with almost
 

degenerate perturbation theory, the requirement of mathematical con­

sistency gives only one equation to determine the two unknown first­

order energies.
 
21
 

In the Hirschfelder-Silbey procedure, a further relation
 

between Ee#) (Coal) and d(e) ch) is obtained by arbitrarily 

imposing the requirement that the energy through first order agre
 

with the Heitler-London result, Eq. (3.6). This yields
 

) -.
vo0,So2 

and (3.17)
 

E- sL, V 

which clearly satisfy Eq. (3.16).
 

Another way to fix the unknown constants is by a variational
 

method analogous to that introduced in the almost degenerate perturba­

tion theory (see page 36). It was shown there that such a procedure
 

can be expected to have a small effect upon the energy in a rapidly
 

converging perturbation expansion. Thus, the question of applying
 

the variational procedure to the present case cannot be answered with­

out testing the convergence properties of the formalism with numerical
 

examples. For the'present, it is assumed that E and
 

10xck) are fixed by Eq. (3.17). 
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With the constants in Eq. (3.15) fixed, the 4() can be obtained.
 

To this end, it is convenient to separate Eq. (3.15) inEo a polarization
 

equation
 

60) - ) (3.18)~,H -~) * o , 

and an exchange equation
 

-6 0 - S 'O (3.19) 

where
 

The polarization equation is the first order equation in the un­

symmetrical polarization expansion of 5 or For the case
 

of , it has been solved to high accuracy byvariational methods
H 2 
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by Hirschfelder and Lowdin and by'Kolos. The primary effect of
 

(4) is to introduce correlations between the electrons which give
 

rise to van der Waals-interactions. The solution of Eq. (3.18) will
 

not be considered further.
 

The solution of the exchange equation will be considered in
 

detail. In terms of-the orbitals "a0 and bo , Eq. (3.19) may be
 

written
 

-( j *.-- ke,) ~ '(.z bt ~lot,-)Aj2)(3 .20) 
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Thus, Eq. (3.20) is a coupled, two electron, two center equation.
 

Introducing the complete set of eigenfunctions of and
 

('4e)akr ( 4 -A LA 

the solution of Eq. (3.20.) is
 

<
WI0, 

(3.21)
 

S~ e +~4& ('/a:J~ 

where & eo; e'z e - 0 

The infinite sums in Eq. (3.21) may be evaluated by a technioue
 

which
4 5 

has been used successfully for the calculation of atomic
 

polarizabilities, van der Waals c coefficients, etc. The first sun
 

in Eq. (3.21) is analogous to dispersion energies in the polarization 

equation and the last two sums are analogous to induction energies. 

The sums for 4>o. and > may be evaluate&.usbfhg-theftidentity, 

C0
 

4- . 7. (3.22) 

which can be shown to be an application of the residue theorem 

Putting 0=' substituting Eq. (3.22) into 
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Eq. (3.21) and interchanging the order of surmmation and integration
 

yields
 

C')~ - <ak~f% 

+ 400~e~~~ 

or
 

(3.23) 

where
 

and (3.24)
 

and The and 

are the solutions of Eq. (3.24) for -=O In the application of 

the Hirschfelder-Silbey formalism to the first order exchangeH2 

function is simply C defined by Eq. (3.24).
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)

Thus, it has been shown that 40C' can be obtained by solving the
 

one electron, two center Eq. (3.24) and performing the quadrature,
 

Eq. (3.23).
 

Eq. (3.24) is still a coupled two-dimensional partial differential
 

equation, and an exact solution in closed form dbes not appear possible.
 

Variational approximations to the exact solution may he obtained by
 

finding the extreme points of the functional46
 

(3.25)
 

where - are trial functions. 

4(1)
The insight.into the-nature of W is provided by the Unsold 

approximation to . The trial function is 

& - '~dO(3.26) 

+ U 

where P is a parameter determined from the extreme point of Eq.
 

(3.25). A short calculation reveals
 

I- <b 1 1,
#~ ~ 2 ~~ - J=e- (- (3.27) 

Substitution of Eq. (3.27) into Eq. (3.23) and integration
 

gives
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(3.28)
 

a.0 Co C)I a. 

)
The first and last terms in 60,0 yield multiples of A1 
upon symmetrization, so that the primary effect of 4(I) is to intro­

duce ionic terms into the wavefunction. 

The approximation corresponding to Eq. (3.28) for the polarizatior 

function 4,11 is 

A 

4" L (X, X6,- z -]a- ('3 (3.29) 

where A,44).. are the cartesian coordinates of the electrons.
 

-
The Q( and Oe are variational parameters which vary as R '
 

Eq. (3.29) results from evaluating by-the Unsld mdthod the lead term
 

in the multipole expansion of lf).
 

With the approximations Eq. (3.28) and (3.29) for ck the
 

wavefunction through first order is given by
 

& i Euel a)~I Oct) f . 

(3.30)
 

A; (a,)a + ,A, a, )o 2). 
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53
Eq. (3.30) has precisely the form of the Hirschfelder-Linnett (EL)
 

variational wavefunction, If d , d and P are fixed by the total
 

variational principle, rather than a first order calculation such as
 

Eq. (3.27), the wavefunction Eq. (3.30) yields the HL energy. With
 

r fixed by Eq. (3.27), however, the coefficient of the ionic term 

-in the wavefunction is too small since S,,, El)(exch) varies as 

exp(- 3P, ). The HL calculations show that the correct coefficient 

) in their notation) varies as roughly R e 5 R). 

Work is currently in-progress to obtain l) accurately. There 

29 )is reason to believe that polarized ionic states occur in 
 0
 

In Chapter Four, a good variational approximation to the total first 

order wavefunction A d (denoted there by Y) +-1X ) is obtained, 

although the form of the basis set does not make it convenient to 

separate out (8) and (A4"). The energies (labelled HS) reported 

in Chapter Four demonstrate that both good coulomb and good exchange 

energies can be obtained'with the wavefunction A1 ( a(d) t ) 

3.2 Extension to Many-electron Systems.
 

The method of solving the first order perturbation equation
 

developed in the preceding paragraphs may be extended to the case of
 

interactions involving many electrons. To avoid the complications
 

which arise when the eigensolutions of the separated-atom system are
 

unknown, consider the interaction of A groundl-state hydrogen atoms.
 

A zeroth order primitive function is
 

= Q.~) ­46 At) 
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This function is ,degenerate with At!- other functions 

l
where P is one of the A/ permutations of the el'ectron labels. 

The first order equation analogous to Eq. (3.14) is 

p(0)6,94 +aW4 PO 6Z 

This may be solved by puttinj
 

PP,41 

which yields the polarization equation
 

A 

(Io)&£~ 1 )+ # ~~)j~~>~(~ 0 (3.31) 

and the exchange equations
 

(H/"~l- 6 C)j (I ~, ,'~(3.32). 

In these equations
 

foe,)+ #-N,(, = ) + 

and 6 Ale,'= 
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The solution to the polarization equation (3.31) has the form
 

() A 4(a) "1~j~3 4)(6) 

where
 

which is precisely Eq. (3.18). Thus I in the many electron case
 

is obtained by solving a set of two electron equations.
 

The exchange equation (3.32) is a coupled k-electron equation if
 

P permutes the labels'of /Z electrons. However, the identity for
 

permits the reduction ofEq. (3.32) to one electron equations of
 

the form of Eq. (3.24). This identity-follows from Eq. (3.22).
 

Thus, in the many'electron case the first order perturbation
 

equation may be obtained by solving one and two electron equations.
 

Summary. The extension to exchange perturbation problems of the
 

formalism developed in Chapter Two leads to the Hirschfelder-Silbey
 

perturbation theory if the undetermined elements of & are chosen to 

yi6ld the Heitler-London first order energy. The first order wave­

function may be solved as the sum of the first order polarization
 

function, which introduces van der Waals correlations, and an exchange
 

function, which introduces ionic terms. In the many electron case, the
 

first order equation reduces to a set of one and two electron equations.
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IV. MODEL EXCHANGE PERTURBATION THEORY CALCULATIONS
 

In this Chapter four different types of perturbation theories
 

for exchange forces are applied to three model problems:
 

1) the ground and first excited state of the hydrogen molecule
 

at internuclear separations R = 4, 6, 8 4 ;
 

2) a double minimum harmonic oscillator model of H+
 

3) the double minimum delta-function model of Mt 
Since much of this Chapter has already appeared in print, the
 

published articles are reproduced here with Addenda where appropriate.
 

The deltaifunction calculations have not been published previously.
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2.1 Interaction of Two Hydrogen Atoms.
 

Reprinted from TnE JOURNAL oFCHEIUCAL Puysvcs,Vol. 49,No.1.24-34,1July1968 
Rdlt.d i. U. S. A. , 

Exchange and Coulomb Energy of H5 Determined by VariousPerturbation Methods* 

n
P.R. tCETAmf ANDJ. 0. lHeitsese i. 

Chtemiry Inalre,Ulosirityof Wisconsin, Madison, Wisconsin 
AND 

Theoretical 


W. KoLo t AN L. Wotiewicz§ 
and Speura, Department 

Chicago, Illinois 
Laboraloryof MolecularStrucaure of Physics, University of Chcago, 

(Received 15 December 1967) 

Pour different types of perturbation theories for the exchange forces between two atoms are applied to 

the ground andfirstexcited state of the hydrogen molecule at internuclear separations R=4, 6, 8ao. The 
energy through second order andthe expectation value of the Hamiltonian using the wavefuncion accurate 

procedurecalculated to compare the theories. The resultsfor the Hirschfelder-Siibey 
are satisfactory. The Msurrell-Shaw or Musher-Amos results areequally good with aception
through first order are 

e e of the 
Hamiltonian expectation values for both states at R-6 and Soo,which arehad. The Bisenschitz-Loodon, 
van derAvoird, or Hirscbfelder (HAV) results aregood at small separations butat large separations they 
give asecond-order energy the correct dispersion energy. The Rayleigh­which appears to beaboutone-half 
Schridinger treatment using a Sternheimer energy for thetype of zeroth-order Hamiltonian gave the best 
ground state but not very good energy for the excited state. At the separations considered, deviations from 
the virial theorem are unimportant. 

of 
give differenl results forthe second and higher order 

In a previous paper,' the mathematical problems energies. From the mathematical standpoint, each of 
associated with the development of a satisfactory these treatments is equally satisfactory. Thus, we ask 
perturbation theory for the exchange forces between the question: "Which formalism provides the best 
two atoms were discussed. Many formalisms have been second-order energy and the bestexpectation value of 

the Hamiltonian using the wavefunction accurate 

This work was supported in part by the U.S. National through the first order?" In the present paper, an 

I. INTRODUCTION proposed during the past few years and ntosi them 

Grant attempt is made 
National Science Foundation GrantGP-7774, andby Advanced ' srmrical c 
Research Projects Agency through the U.S. Army Research 

Aeronautics and Space Administration NsG.275-62, to answer this question on the basis 

Office, of accurate alculations. 
Durham, N.C., underContruct No. DA-31-124, +) ARO.D.447, We consider both the ground state ('L 

+ 
) and the 

ARPA OR DER 368, firstexcitedstate(0, of te hydrogen moleculeatirsr 
Department of Theoreticl Chenstry, the internuclear separations R=4, 6, and 8ao.Thet National Science Foundatiou Graduate Felloh. 

5Permanent address: 
University of Warsaw, ul.Pasteura 1, Warsaw 22, Poland. energy through the second order and the expectation 
§Permanent address: Department of Theoretical Physics,value of the Hamiltonian corresponding to rP(l, X) 

Nicholas University, Torun, Poland.Copernicus

IJ.0. tlrschfelder, Chem. Phys. Letters 1,326,363 (1967). P0+XP(U (where the constant X is either set equal to 
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EXCHANGE AND COULOMB ENERGY OF Hs 

one or else energy optimized) are calculated using four 
different types of perturbation treatments (EL-HAV, 
IS, MS-MA, and RS). A rather large basis set was 
used together with vibrational principles to determine 
the first-order wavefunction 4,0o.The accuracy of the 
calculations was limited by therounding errors which 
resulted from the single-precision computational pro-

grain.have 

The results, discussed in Sec. IV,are very interesting, 
but they do not show that any of the four perturbation 
schemes isoutstandingly better than the other thre 
The Rayleigh-Schrodinger (RS) is best for theground 
state but is not very good for the firstexcited state, 
The Hirschfelder-Silbey (11S) results are all satis-
factory. The Murrell Shaw (MS) or Musher-Amos 
(MA) energies areequally good, with the exception of 
the Hamiltonian expectation values for R=6 and 8a 
where the values aie exceptionally bad, At small 
separations the Elsensschitz-London, van der Avoird, 
or Hirschlfelder HAV (EL-HLV) eneries are cor-
paratively good, but at large separations theEL-HAV 
second-order energy becomes approximately one-half 
of the accurate dispersion energy. 

The energy of the triplet state, added to or subtracted 
from the energy of the singlet state, yields the Coulomb 
or exchange energy, respectively. A surprise to us is 
that the perturbation procedures give better values 
of the exchange energy than of the Coulomb energy. 
To test whether this result is a property of the per­
turbation expansions or is due to our use of inaccurate 
approximations to the first-order wavefunctions, we 
have also computed total energies using the Rayleigh-
Ritz variational principle and the same basis sets as 

11.PERTURBATIOIN FORMALISMS USED 
lirTHIS PAPER 

The oldest perturbation theory which yields an ex­
pansion of the exact wavefunction in terms of sym­
metrized products of atomic orbitals is that of Eisen­
schitz and London (EL)?More modern theories which

the same firbt-order wavefuaction and second. 

order energy have been developed by van der Avoird" 
and by Hirschfelder' (HAV). We also consider the 

recent perturbation formalisms of imchflder and 
Silbey (I-S),

4 
Murrell and Shaw (MS), 

5 
and Mosher 

and Amos (MA), as well as the imea Raylgh-
Schradinger (RS) procedure using a Sternheimer-type 
zeroth-order IHIamiltonian,- The MS and MA formal­
isms are equivalentO so that we are dealing with four 
independent perturbation procedures. 

The general structures of the various theoies have 
2

been fully treated elsewhere. - Here we simply intro­
duce a notation that is suitable for treating the lowest 
12V and s24+ statesof H2,The exact energy and wave­
function are denoted by 'Is and ', respectively, with 
i=g for the gerade state and i=e for the ungerade 
state. The functions n4. and '9 are elgenfunctions of 
theprojectors 

A,=1(1+1) (1+P- ), (la) 

A, =(i-I) (1 -As), (1b) 

where P12permutes the electronic coordinates and I 
inverts the wavefunction through the midpoint of the 

internuclear axis, 
The unperturbed Hamiltonian is defined to be 

-were used in the perturbation calculations. These corn- He'= -V Vs -r&'-r , (2) 
putations show that the perturbation expansions of 
the Coulomb energy are slowly convergent. 

In terms of computational efficiency, none bfthe 
perturbation schemes offers any advantage over a 
standard Rayleigh-Ritz variational calculation of the 
total energy, especially if it is necessary to use the 
trial wavefunction to obtain a reliable estimate of 
the energy. The najor portion of computing time is 
spent in calculatintg matrix elements. Since the same 
elements appear in both methods, a more accurate-

energy can be obtained by varying the total wave- -,=A sql.4)-+ .
 
function than by Varying the first-order wavefunction. 
The matrix elements for the EL-HAV, HS, and MS-
MA second-order energy calculation are significantly 
simpler, howvever, since the integrands are not aye-
metrized. Perturbation techniques are useful in diag-
nosing the defects in approximate wavefunctions, incalculating accurate expectation values of properties 
other than energy, and in determining upper and lower 
bounds. Their practical value indt n t eveerining theenergy

depends upon our ability to determine sufficiently 
acurate solutions to the perturbation equations with- 
out recourse to the use of large basis sets. 

wsth elgensolutions (el, 0k). The functions .t are thus 
products of hydrogen atom wavefunctions. The per­
turbation V is 

V= R-'-lru--tsf5
-rof. 

The exact energy and wavefunction 
ifnto perturbation series: 

(3) 

are resolved 

(4) 
(5) 

'R.Eisenschitz andF. London, Z. Phvsik60 491 (1930); 
A.van tder Avoird, Letter 1,24(196).Chem.Phla. 


sA. van derAvoird, 47, 3649 (1967); Chem.J.Chem. Phys.M'tss.Letters 1,411 (1967). 
3. 0. Hirschdder and IR.Sitbey, . Chess. Phys, 45,2"16 
9J.N. Auee andG.'Shatw,-J. 46, 176 (1967).Che, 'hi s.
Jj . ALsher andA.T. Asse lPrepriil ;A.T. Assos andJ. 1. 

A,;usher, Leiters 1, t 19 (1967).Chem.Plhya. 
R.M_ Sterniheiner Plhys. 1ev. 96, 951(1954).

$J.0.HItlsehfelder,Brown,andW.Byers S.T.Epstein, Advan. 
Quant. Chem. 1,25S(1964).. 
,R. E. JohnsoaandS T. Epstein, University ofWisconsinTheoretical Chesistry" Institute Report WIS-TCI-265,

Noverqhsr 1967. 
3 
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TABLEI. Definition of theoperator Ti appearing in Eq. (7). first-order wavefunction is Ix itself, 

Fornalismn T. ',(u(MS-MA) = IX. (12) 

EL-HAV A(V-iEs)) Note that this formalism has the unique feature that
1S A.(V-Ei') +A.(V--La') the first-order wavefunction does not possess proper
MS-MA V symmetry. 

The contribution of continuum states makes the 
sum (8) difficult to evaluate. We shall therefore resortSince calculations
our present arelimitedto;E through to a variational principle for 1

x. It follows from (8)the second order and expectation values of the Hamil- that 1
x satisfies the differential equation


tonian for io+i#o, we do not need to determine the
 
wavefunction beyond the first order. (Ho-eo)ix+A(V-iE1))qo=O. (13)

The zeroth- and first-order energies are given by the Since we are considering the states which arise from 
same expressions in all theories considered: the ground state of Ho, the Eq. (13) is equivalent to 

C= -1; iEE)= (PoI VA¢o)/(Oo IA,¢0). (6) the variational principle 6iJ=0,where 

It is in expressions for the second-order energy that fJ=
(
R I (H-Q) )+(k IAi(V- ())Oo) 

we encounter differences. The most direct way to +(Oo I(V-i0El))Ail), (14) 
compare the EL-HAV, HS, and MS-MA results is1to employ the spectral expansion of 'EM, which may and fR is a trial solution of (13). Note that 'J does 
be written not depend on the component of ¢0in j. We use this 

freedom to satisfy the normalization condition 
I.R')= (0r IAwuo) (A1(V--i °) 4 ° 1 ,¢o) (iK/I0=0. 

eo We choose the trial function ijt to have the form60-E 
(7) = 

r 'c,., (15)Here Ti is an operator which depends on the formalism i
 
considered. The explicit expressions for 
 Ti are given xj= expE-R'(I+s2+ -72)l (16)2

in Table 1. 

Because of the form of 'E0 
, we find it advantageous where t and q are the usual elliptic coordinates (Q=

to define a function (r 0+rs)/R and q=(r-r)/R); p=2ri/R,where r12 
x [(Ai(V-'R(I))o. I ( (8) denotes the interelectronic distance; r, s, f, 9 are in-S 

A n ( ) tegers in the range 0--4; and g=O, 1, 2. The linear 
coefficients iCi are variational parameters, and weNote that 'x depends upon the symmetry of the state have taken N=30,50,70 for R=8, 6, 4ao,respectively.

considered through the projector A i, although ix itself For one- and two-electron systems where the wave­
has no simple symmetry properties. The second-order function is a prdduct of a space function times a spin
energy in each formalism may be obtained by a single function, it is possible to use standard Rayleigh­

.integration involving ix. That is, Scbrodinger perturbation theory in which a Stern­
ifEs1= (iXI T,€0)/ (01 A,o). (9) heimer type of zeroth-order Hamiltonian Hoi, corre­

sponding to the zeroth-order wavefunction A i, 0,is
The function ix is related in a simple way to the first- employed. Here 
order wavefunction in the various formalisms. 

For the Eisenschitz-London or HAV scheme," H0 1 A o= oAr and [e0r, Arb]=o0. (17.) 

P'(EL-HAV)=AX-((O I A V)/(OI A, 0))Ai0. The perturbation is then 
(10)V, -- ,.18 

t iThe Sternheimer Hamiltonian is the only Hamil-
The second term on therightin (10) assures the or- tonian which satisfies Eq. (17) and can be written asthogonality of #t1) (EL-HAV) to A,O0, which is the the sum fto,=K+Ui where K is the kinetic energy

normalization condition of van derAvoird and Hirsch-
 operator and Uo0is a local potential energy function.
felder.' Jansen"' and Corinaldesi" have developed Rayleigh-
In theHirschfelder-Silbey 101) isob- Schrodinger-type treatments which might be appliedexpansion,'
tained by projecting a function of the proper symmetry to many-electron systems but their zeroth-order Hamil­from the sum ixTox: tonians are non-Hermitian and involve nonlocal poten-

1,1O(HS) = A (x+lx). (11) n L. Jansen, Phyi. Rev. 162, 63 (1967).
S E.Corinaldesi, Nuovo Cimento25, 1190(1962); 30,10& 

Finally, the Murrell-Shaw" and Musber-AmoO (1963); S. Corinaldesi aridH. E.Lin, ibid. 28, 105(1963)-.. 
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tials. The Sternheimer potential energy function is 
Uoe.o-(KA.0o)/(A.o). If now we remember that 
Hoo=e€oo, that He=K+Uo, and that K commutes 
with A0 , it follows that 

Hoi=K-(AUoo)/(A.o). (19) 

Then using our previous notation, V= U-U, and 
rememberingthat U commutes with A j, it follows that 

Vi=U-(AiUo4o)/(A,*o)=(AV4o)/(A.o). (20)0
Following the usual Rayleigh-Schr6dinger 

cedure, the equation for'Sp5
) (RS) is 

pro-

(21)
(Hoi-o)itfl)(RS)+(Vi-E()A.oo=O, (21) 

where 101) is given by Eq. (6). Because of Eq. (20),we may also write Eq. (21) in the form . 

((Ho-e.)+[A, Uo],O/A,,,ol)4,p1)(RS) 

+A 0 (V-1Eu))40=0. (22) 
Equation (22) may be compared with Eq. (13). Again 
making use of Eq.' (20), the Rayleigh-Schrddinger 
second-order energy is 

'iE 2)(RS)= (A ,(v- E ) oI iP " .i(RS))/( s0IA ,io). 

(23) 
Of course we cannot solve Eq. (21) exactly, but we 
can use the Flylleraas variational priniple5 

,8 
to deter-

mine an upper hound for the second-order, energy 
IEM) (RS) and an approximation to the first-order. 
wavefunction #ii) (RS). By.virtue 'of Eq. .(20), the 
Hylleraas principle can be written 
OP2)(RS)" 

(1)(R) A ) 

(q
7 

it(Rs) I (Ho,- ) ( 

+<q5'i(RS) IA4 ('V-,o,),0) 
i( )) 

By varying qi)(RS) to make i.O)(RS) a minimum 
we obtain the best approximation to '#')(RS) and the 
best approximation IEWl(RS). Since'H0E and V, com-
mute with A0, we can choose the trial function to have 
the form 

"q(47i(RS)= I iCA Oxj, (25) 

where the X"are defined by' Eq. (16) and the sa+s-are 
restricted to be even integers. Because out trial func-. 
tion varies linearly with the variational parameters
"C, it is easy to show that for the optieusim values of 
fC, the iD(2)(RS) of Eq. (24) is equal to the second-
order energy of Eq. (23) if the exact ap()(RS)is re-
placed by iq5 (ES). In ouorcalculations the number 

1E. A. Hytleraas, Z. Physik 48, 469 (1928);- ibid. 65, 209
(1930); also,"The Variational Principle in Quantum Mechanics," 
Rept. No.' 1, Inst. Theoret. Phys., University.of Oslo, 1961.: '-.. 

of basis functions used was N"- 50 ,'3 5, and 20 for R= 
4, 6, and 8a,, respectively. 

Thus, for all four types of perturbation procedures 
which we discuss, .the first-order wavefunctions are 
expressed as linear:combinations of the Xj. The sub­
stitution of Eq. (15) into Eq. (14), or Eq. (25) into 
Eq. (24), together with the variation of the 'C, leads 
in the usual way to a set of simultaneous inhomogencous 
linear equations. The solution of these equations is 
hampered by the near linear dependencies in the set 
(16) when the expansions (15) or (25) contain a large 
number of terms. Since the calculations were done in 
single precision, round-off errors became significant 
before convergence to the true solutions of (13) and 
(21) was obtained. At large values of R, accurate values 
of the integrals were difficult to 6alculate. Neverthe­less, it is believed that the second-order energies ob­

tained possess at least two significant figures (which is. 
sufficiently accurate for our purposes). The calcula­
tions were made on the University of Chicago- Corn-. 
puting Center IBM 7094 Computer. 

Having obtained the approximate first-order wave­
functions f ¢n, it is useful to construct a trial function 
for the total Hamiltonian Hs+V of the forr 

' (1, ) = A,+o!- i), (26a)
where Xois a variational 'parameter.Th xetiowh o' expectatior

value of the'Hamiltonian 'orresponding to '.
 
'/A(1, X,.
 

= ('(1,x) I1'(1, x) )/(' (, X) I" (1, ?) ), (26b) 
shoild' then' give the eiiergy accuraki 'through the 

rd order of the perturbation and give an vppes
und to the true energy of the'system. 

m. PREVIOUS PERTURATION CALCULATIONS 

FOR H2
 

In previous papers by Liu, Lyon, an;
( Goodisman 4 
; and Matcha and. Byeis.'Brown, 5 

the 

. 

wavefunction and energy for the ground state of the 
hydrogeri molecule have been " alculatcd by pertur­
bation procedures. However, in this previous work the 
zeroth-order wavefunction was sot taken to be the 
symmetrized, product of the separated atom wave­
functions and therefore tlie mathematical problems 
were quite different from those which we encounter. 
Liu, Lyon, and Byers Browns and Goodismani take 
0=exp[- (ci4.s)] afid consider, the range from R= 
1,35as-I.4 

5ae, Matcha and Dyers Brown0 
take the 

zerotlh:order wavefunction to be the product of the 
ground-state wavefunction for 112+for each electron 
and consider the range from 'R=0-2.2ao. With a five­

13B. Lin, W. D. Lyon, and W. Byers Brown, J. Chem. Phys. 44, 
562 (1966)."7. Goodisman, 3.Chem. Phys. 47, 1256 (1967).

'SR. L, lfateha and W. Byers Brown, J. Chem. Phys. 48, 74 
(1968) " 

http:parameter.Th
http:University.of
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TAry, II.Dissociation results of Matcha and flyers Brown 
(Ref. 15). 

n Errors in D-D, 

1 +2.7509 eV 22189 cmne 
2 -0.2683 -2164 
3 +0.0293 236 * 
4 +0.0041 33 
5 +0.00l 9 
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Expectation value of le Hamiltonion for the ground 
state. RS isgood at 4 and 6a, but poor at 8os. The 

energy is almost unchanged when X is varied since the 
optimum X,isnearly unity. HS is quite good at all 
separations. The optimum X is nearly unity. MS-MA 
is almost as good asHS at 4ac, but is bad at 6 and 8as. 
Again, X is nearly unity. EL-HAV with ,=X1 gives 
values between those of HS and MS-MA. Variations 
of X give considerable improvement in the energy, 
especially at 8sowhere the optimum Xis almost 2. This 

term basis set (with optimum scaling) Liu, Lyon, and .:is related to the behavior of the second-order energy. 
Byers Brown" determined the energy through second 
order at the equilibrium separation which corresponded 
to an energy of dissociation equal to 4.988 eV= 40233 

-1 

cm or 105% of the experimental value; whereas this 
same basis set gives a Rayleigh-Ritz variational energy 
corresponding to 95% of the experimental value, 
Goodisman" used a 10-term function to calculate the 
energy througl the third order to obtain a dissociation 
energy equal to 4.617 eV= 37 241 cm-r or 97.2% of the 
experimental. Matcha and Byers Browns used a 50-
term basis set and calculated the energy at R=l.4ao 
through the fifth order. The accurate Kolosand Wolnie-
wicze variational calculation for the dissociation energy 

-

D=E( w) - E= 4.7474 eV= 38 293 cm .If D is equal" 
to E( -) minus the Rayleigh-Schr6dinger perturbation 
energy calculated through the rth order, then Matcha 
and Byers Brown

5 obtained the results shown in Table 
IL Thus, it appears that the Rayleigh-Schr6dinger per-
turbation sequence converges very rapidly under con-
ditions where the zeroth-order wavefunction has the 
same symmetry as the perturbed wavefunction. 

IV. DISCUSSION OF IESULTS 

The results of our calculations are given in Tables 
III-XIIL Let us examine separately eachof the tables, 

The first two tables show how the second-order 
energies of the ground state and the first excited state 
vary with the size of the basis set. In the remaining, 
tables, the nmbersd to the l 
valuesoof IVt er quoted correspond largest 

Tables V and VI compare the accurately calculated 
variational energies," 1E, with f&(t e=t+iEnr+E(2s 
and 1E(1, X) as determined from the various pertur-
bation procedures. We note the following. (We classify 
an energy as "good" if it is within ,-10% of the accurate 
energy.) 


Ground-sat energy lhroughsecond order, RS is very 
good, and gives thebest energy rst 

4
or. HS and MS-MA 

are both good ad give virtuallysare values. Thesethe 
schem-es rcstlls ,.Ul-I[AV isgive tie best at6 and 8oo. 
fasir at 4o0,but is bad it 8o. Examination of TabletIII shows that this is due to OE(f (EL-HAV) being 
equal to approximately one-half of the second-order 
energy of the other schemes at 8as.This is discussed 
in detail below. 

"-W.KolosandL.WoniewiczJ. Chem; Phys.41, 3663 (1964). 

" Excited stale second order. RS isenergy through not 
good at any separation. This is a result of the pertur­
bation V, of Eq. (20) being very large due to the node 
of A,4s,17 HS and MS-MA again give virtually the 
same results, which range from bad at 4oo to very good 
at 8ne. EL-HAV is bad at all separations. We again 
note the factor of , in the second-order energy at 8ao. 

Expctlation valueof theHamiltonionfor theexcited 
state.RS is poor atall separations and not improved by 
variations in X. HS is fair at all separations. The 
optimum X is nearly unity. MS-MA ranges from fair . 
at 4aeto bad at large separations. Variations of X,4alI 
to improve the energy. EL-HAV exhibits behavior 
parallel t6 that in the ground state. 

Tables VII and VIII compare the accurate'6,18 
Coulomb energy, Ec,r= (0E+-E), and the exchange 
energy, fE.,= (oE-u), with the results of the 
various perturbation schemes. The exchange energy 
is very good in all of the methods, especially the 
Rayleigh-Schrbdinger. Surprisingly, the Coulomb en­
ergy (which is essentially dispersion energy) is much 
less accurate for all of the treatments. 

It is possible that the poor results for Coulomb energy 
are a consequence of the limited sizeof the basis set 
used to compute the second-order energies, rather 
than of slowly convergent perturbation expansions. 
Thus, we have computed the total energy of the ground 
and excited states using the Rayleigh-Ritz variational 
principle and the samrebasis sets as were used in the 
perturbation calculations. The results are given in 
Table IX and show that very accurate values of the 
Coulomb and exchange energies may he obtained if 
total energies are computed with the basis sets listed 
in Tables X and XI. Thus we believe that our com­
puted second-order energies are similarly accurate. 
Note that using the same basis set as in the perturba­
tion calculations, at R=S0 we calculated theRayleigh-
Ritz variational energy eo-#Elt = 11.74 cnnr which is 

-

0.15 cmn better than thebest previous energy asde. 
termincd by Krlos and Woliewicz."' 

'Tables X and XI give thecoeflicients iC for the 
wavefunctions ;xand "P(i)(RS), respectively. 

" We wish to thankProfessor S. T. Epstein for stressing this 
point to us. 

3. 0. Hiesehfelder andW. J.Meath, Advan. Chem. Phys. 12, 
66 (1967). 
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TABLE IIL -E(2) (in atomic units) as a function of N, the number of terms in the basis set. 

N 

R 10 20 30 40 50 60 70 

4 EL-HAV 0.0014217 0.0024212 0.0027206 0.0028814 0.0029628 0.0030960 0.0031377 
HS 0.0018221 0.0028701 0.0030362 0.0030805 0.0030831 0.0031350 0.0031898 
MS-MA 0.0018903 '0.0029819 0.0031994 0.0032347 0.0032586 0.0033050 0.0033533 
RS 0.0026307 0.0034559 0.0036736 0.0037517 0.0037975 

6 	 EL-HAV 0.0000784 0.0001459 0.0001577 0.0001700 0.0001897
 
HS 0.0001459 '0.0002465 0.0002585 0.0002673 0.0002797
 
sIS-MA 0.0001459 0.0002466 0.0002589 0.0002676 0.0002803
 
.,S 0.0001811 0.0002510 0.0002782 0.0002784­

8 	 EL-HAV 0.0000062 0.0000159 0.0000181 
HS 0.0000121 0.0000312 0.0000350
 
MIS-MA 0.0000121 0.0000312 0.0000350 
ES 0.0000272 0.0000334 

Obtained ith 3S tens. 

TABsLEIV. -- D.tl) (in atomic units) as a function of N, the number of terms in the basis set. 

N 

R 10 20 30 40 50 60 70
 

4 	 EL-HAV 0.0005320' 0.0007929 0.0009977 0.0011131 0.0012329 0.0013658 0.0013952 
HS 0.0009621 0.0012752 0.0013367 0.0013271 0.0013622 0.0014077 0.0014511 
MS-MA 0.0009S53 0.0012682 0.0013161 0.0013036 0.0013113 0.0013467 0.0013775 
RS 0.0010077 0.0011602 0.0012020 0.0012091 0.0012483
 

6 	EL-HAV 0.0000650 -0.0000867. 0.0000907 0.0000927 0.0000973
 
HS - 0.0001328 0.0001877 0.0001920 0.0001905 0.0001877
 
MS-MA- 0.0001328 0.0001878 0.0001922 0.0001906 0.0001878
 
RS 0.0001432 0.0001684 0.0001753 0.0001785
 

EL-HAV 0.0000057 0.0000148 0.0000161
 
MS 0.0000116 0.0000301 0.0000331
 
MS-MA 0,0000116 0.0000300 0.0000330
 
RS 0.0000263 0.0000312
 

Obtained with 35 terms. 

TABLE V. Comparison of perturbation energies with accurate variational energies,(in ca-r). '2,tground state, H,. 

Exact 

31 . O-E e,+oF.---e EL-HAV HS MS-MA ,S 

4 3592.6 1115.7 427.0 405.6 379.7 282.2 
.6 178.9 67.1 25.46 5.70 5.58 5.99 
8 11.6 7.8 3.78 0.06 0.06 0.37
 

eE(1,1)-1E 

4 592.6 . 1115.7 243.8 301.8 338.5 168.4 
6 178.9 67.1 13.93 7.56 27.13 7.51
 
8 11.6 7.8 1.87 0.14 3.88 1.36
 

-E(l, })­

4 ;592.6 1115.7 177.8 278.1 323.5 151.1 
(1.36) (1.20) (1.16) (1.16)


6 178.9 67.1 9.41 7.51 27.07 7.48
 
(1.39) (0.97) (0.96) (0.98)
 

8 11.6 7.9 0.12 0.14 3.88 1.29
 
(1.92) (0.99) - (0.97) (0.90)
 

-Hem vE is the accurate variationally calculated energy (Ref. 16); ovefunction through the first order taking =I lsee E. (26)1; ando0) Is the energy calculated through the second order of perturbation; rE(I. %) is the same as IE(t, 1) e-cept that Xis optimied to make 
vE(1, 1) Is the expertation values of the Hamiltonlan caleulated with the 9E(1, h) a minimum. The values of Xae given in parentheae. 



- -

77 

CERTAIN, HIRSCHFELDER, KOLOS, AND WOLNIEWICZ 30 

TALre VI. Comparison of perturbation energies with accurate variational energies, (in cm-). 2Z,+ excited state, M=.s 

Exact
 

R le- , eo--EE )-"B EL-IlAV HS MS-MA RS 

475.8 169.6 157.3 173.4 201..
 
6 -41.2 44.8 23.47 3.62 3.61 5.66
 
4 -1453.3 


8 4.3 7.3 3.77 0.05 0.06 0.42
 

"g(1, 1) --"E 

4 -1453.3 475.8 78.1 131.3 145.7 219.7
 
6 
 -41.2 44.8 13.40 4.35 23.69 . 6.87 

7.3 2.01 0.31 3.87 1.018 4.3 

-E(1,3)-"E 

4 -1453.3 47S.8 39.6 129.4 143.6 218.7 
(1.42) (1.08) (1.09) (0.94) 

6 -41.2 44.8 4.41 4.33 23.69 .6.85 
(1.89) (0.98) (0.99) (0.97) 

8 4.3 7.3 0.29 0.30 3.86 0.99 
(1.98) (0.96) (0.97) (0.94) 

Here aE is the accurate variationally calculated energy (Ret. 16); -afuncton through the fit order taking X=1 Ieee Eq. (26)]; ed 
.() is the energy calculated through the second order of perturbation; E(lt, X) is the same as uE(I, 1) except that ?, is oltimied to ake 

-E(I, 1) is the expectation value of the Hamiltonian calculated wvith the -E(1, X) a minimum. The values of X are given in parenthese. 

2
Table XII gives the expectation values of the kinetic Finally, we consider the behavior of IEW(EL-HAV) 

energy K for the EL-HAV and HS schemes using the noted above. From Tables III and IV, we see that at 
trial wavefunction q(1, X) of Eq. (26a) with the 8os, ) 

optimum value of ,.This permits the determination -. E.. -'E(2) 
1 

of a scaling constant s for the approximate wavefunction EL-HAV 3.97 cm 3.53 cm 
so that the virial theorem is satisfied. However, as can HS 7.68 7.26 
he seen from Table XIII, even at 4ao, the values of s MS-MA 7.68 7.24 
are so near to unity that the improvement in IE(1, X) RS 7.33 6.85. 
is very small. At larger separations, the improvements 

is negligible. The algebra involved in this scaling process At R=8ano,the accurate value of the second-order 
is discussed in the Appendix. dispersion energyrsr (not considering the exchange of 

-
TAseu VII. Comparison of perturbation Coulomb energies with accurate variational Coulomb energies (in crm ). 

Exact
 

R ro-cs .r+EcrIol--aI EL-HAV HS MS-MA RS 

4 1069.6 796.1 298.3 286.4 276.6 242.0
 
6 68.8 55.9 24.47 4.66 4.60 5.83 
8 8.0 7.6 3.78 0.06 0.06 0.40 

F.i(1,1)- c. 

4 1069.6 796.1 160.9 216.6 242.1 194.0
 
6 68.8 55.9 13.67 5.96 25.41 7.19 
8 8.0 7.6 1.94 0.22 3.88 1.19 

4 1069.6 796.1 108.7 203.7 233.5 184.9
 
6 68.8 55.9 6.91 5.92 25.38 7.17
 
8 8.0 7.6 0.20 0.22 3.87 1.14 

*Herr .CoaIaR+aE)the Coalobie eereY through the aeond the first order is &enuli(. ). The values given are half the sam of the 
order of perturbation Is g0cu.6); and the Coulombicenergysobtained from corresponding values in TahIesV and VI. 
the expectation values of the Hamiltonian using the vavtusncaion through 
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-5TABLEVIII. Comparison of perturbation exchange energies with accurate variational exchange energies (in cm ). 

Exact 

R -1ih RO-gE& 

4 2423.0 320.0 

6 110.1 11.2 

8 3.6 0.3 

4 2423.0 320.0 

6 110.1 11.2 

8 3.6 0.3 


4 2423.0 320.0 

6 110.1 11.2 

8 3.6 0.3 

anfere Ee.h-WiZ(E--Ei; the evchange energy through the second 
order of Perturbation is SofhW; and the exchange energy obtained from 
the expectation values of the Hamiltonian using the wavefunction through 

electrons between the atoms) is -8.0 cm 
-1 

. Thus, the
)
values of 10fmcalculated by the HS, MS-MA, and RS 

are approximately equal to the dispersion energy 
E(2)(dis). However the dEin(EL-HAV) is only about 
half as large. This raises the question as to whether 
the fE(n)(EL-HAV) can be expected to approach the 
correct 02)(dis) values in the limit of large separations. 

Rigorously, the relation between.'E() (EL-HAV) and 
EM

5
> (dis) for large values of R is not a simple one, as the 

following arguments demonstrate. We first substitute 
(1) into (7) to obtain 

P(EL._HAV)- (00 1Vk) I' 
k, e-Co-e 

+x (01V10k) [2, (27) 
o e-fk 

where the symbol - indicates asymptotic equality. The 
first summation is EWf)(dis). Although each term in 
the second summation is exponentially decreasing 
in R, the series may not be." For example, 

Z 6.sRnln 1=1. 

A. Arguments That iEga)(EL-HAV)ER(i)(dis) 

In their oginail paper,' Eloienhit and Londlon 
-used the Unsbld approximation to evaluateT t iEWI(EL-

HAV). Taking average energies Ar and Ae from the 
first (direct) and the second (exchange) series, respec-
tively, in (27) and using the relation 2= 1 and thecompletenenssof thesntates so, weobtain 

swe oa 

so Vs'o). (28)' (EL-HAV)-- (AeI 

EL-HAV HS MS-MA RS 

128.7- 129.1 103.1 40.2 
1.00 1.04 0.99 0.17
 
0.01 0.01 0.00 -0.03 

.S.oh (t, 1) -. ,b.o 

82.9 85.3 96.4 -25 6
 
0.27 1.60 1.72 0.32
 

-0.07' -0.09 0.01 0.18
 

69.1 74.4 90.0 -33.8
 
2.50 1.59 1.69 0.32
 

-0.09 -0.08 0.01 0.15 

the first order is E-h(l, h). The value givenaare haff Othe differen 
between the rorresponding values given in Tables V and VI. 

Eisenschitz and London chose (A I -+ eli) 
-

so thal 
-the coefficient of R 6in (28) equals the coefficient og-

R in E(W)(dis). In this way they obtained the result, 
t -1'(Ae -l-+Ae )= (0.925) - l. This result appears plaus­

ible since the average excitation energy must be greater 
than 0.75, the energy required to excite the two hydro­
gen atoms from the Is to the 2s or 2p states. In this 
way it would appear that at sufficiently large values 

-of R, so that only the R term makes appreciable con­
tributions to the second-order energy, the i1(EM(EL­

"HAV) becomes approximately equal to the EM(O(dis).. Van der Avoird" has calculated for H2+ the values 
( ) of ;E and iE(l, 1) using his method (which is 

equivalent to the EL-HAV scheme) for R: 7a and 
obtains excellent agreement with the exact values. 

+
However, for H2 at R= 7 the exchange energy is still 
large so that he obtains 

1 ( )
0L(12)= -252 crr , uE 2i -79 cm-. 

-For this separation Dalgarno and Lynn obtained the 

TABLEIX. Comparison of the Rayleigh-lRitz variational energies 

(incm-l. t 
2 nr .~od 

4 14.1 9.6 11.8 2.2 
6 1.3 2.7 2.0 -0.7 
8 -0.1 0.0 0.0 0.0
 

tthre Om. 
0
E, eou.I ohtore accrate variational energies (Ref. t t

"); '-. s . E eorr.RE..o5 ar the variatlrni energisobtained -,.thshe somn hosts as nere used in tireEL-HAV. HS.and biS-MA per­
urhario caculatiorn. 
sAvadeAoi.
 

A. van der Avod, Chem. Phys. Letters 1, 429 (1967).J A. Dalgarno and N. Lynn, Proc. Phys. Soc. (London)'70,223(1957). 
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TAuLEX. The coeffcients iC,for the wavefunction ik. 

go lie 

A . 0 1 R=4 R=6 R=8 R=4 R=6 R=8 

0 "0'0 0 '0 -0.051793 -0.013709 -0.071657 0.15228 0.10664 -0.063921 
1 0 0 0 0 0.45177 0.43402 0.1830 0.0069818 0.12027 0.15467 

0 1 0 1 0 -0.11001 -0.031741 -0.43256 0.099046 -0.018047 -0.037959 
1 0 1 0 1 -0.35631 -0.67385 0.60628 0.20964 
0 0 1 1 0 -0.16695 -0.23975 0.26337 0.11657 

0 0 0 0 1 0.091648, 0.11947 -0.34809 -0.21667 

0 0 0 1 0 -0.11157 , -0.24252 -0.032870 -0.12545 -0.068830 -0.024074 
0 1 0 -0 0 -0.084751 -0.16727 -0.11369 -0 065128 

0 0 1 0 1 1.0504 1.1978 -0.19732 -0.95234 -0.64999 -0.17513
 

0 0 0 0. 2 0.028365 -0.04032 0.057268 0.082430
0.31171 0.040280 
0 1 1 0 0 -0.33335 -0.13367 -0.093795 -0.33512 -0.25195 -0.066610
 
0 0 2 0! 1 0.60210 0.62991 -0.18095 -0.55453 -0.22399 -0.14659
 

0 0 1 0 2 -0.57767 -0.60717 0.23027 0.5546 0.17938 
 0.17494
 
0 0 0 1 1 0.14224 0.38298 0,055254 0.35575 0.17420 0.042859
 
1 0 1 0 0 0.59150 0.63977 0.18317 -0.25092 0.037367 0.14738
 
1 0 0 0 1 -0.63361 -0.62502 -0.17661 0.23356 -0.020123 -0.14436
 

0 0 1 0 0 -0.23905 -0.28296 0.33933 0.31067
 
0 0 2 0 0 -0.08539% -0.08783 0.29472 0.15259
 

0 0 2 1 0 -0.14806 -0.10394 0.028112 0.30545 0.12946 0.17588
 
0 1 0 0 2 -0.18076 -0.03910( 0.014502 0.29755 0.14846 0.0072865
 
0 0 .1 1. 1 -0.14124 0.03938 0.075088 0.10264 
0 0 3 0 0 0.05218, 0.14873 0.0059048 0.25660 0.010843 0.00040308
 
0 0 0 0 3 -0.082322 -0.11987 -0.26058 -0.017253 
0 1 2 0 0 0.10710 -0.03649! -0.24275 -0.11048 
0 0 0 1 2 -0.014495 -0.11473 -0.25695 -0.069458 
I 0 2 0 0 0.24485 0.39467 0.061095 -0.19842 -0.027291 0.060231
 

1 1 0 0 1 0.015407, -0.030074 0.018071 0.038845 0.035779 0.010151
 
1 0 1 1 0 0.012253 -0.064061 0.0092641 -0.020150 -0.037781 0.0072177 

1 0 0 0 2 0.28,191 0.34072 0.019744 -0.19044 -0.016595 0.033411
 
1 1 0 1 0 0.014895- 0.026726 0.011230- -0.014249
 
0 0 0 3 0 0.015919 0.023200 0.0010312 -0.0000181
 
0 0 0 2 1 -0.059994 -0.039295 -0.00020925. 0.0020093
 
0 1 0 0 1 0.23606 0.19028 -0.26170 -0.16341
 
0 1 0 1 1 0.12773 -0.0014177 -0.14794 0.017456
 
0 0 1 2 0 0.011025 0.035926 -0.036119 -0.0093768 
0 2 0 1 0 -0.029322 -0.00052429 -0.010982 -0.0037828 
0 2 0 0 1 -0.035706 -0.012967. 0.029166 0.020917 
0 1 1 0 1 -0.094705 -0.14723 0.068493 0.077427 0.16682 0.043811 
0 1 1 1 1 0.14525, 0.077035. -0.14725 -0.034027 
0 0 2 0 2 -0.18694 -0.043066 0.21009 0.35176 -0.026340 0.14416 
0 3 0 0 0 0.011425 0.0053026 0.0010916 -0.0030360 
0 1 2 0 1 0.0026651 -0.079804 0.011013 0.054345 
1 0 0 2 0 -0.019882 -0.022990 -0.0059394 -0.00068379 
1 1 0 0 2 0.011149 -0.010324 -0.038701 -0.041927 
1 0 1 0 2 0.11888 0.36121 -0.12376 -0.35296 -0.11629 -0.075821 
1 2 0 1 0 0.0069946 -0.0037171 0.0013877 0.0023460 
1 0 2 1 0 0.0080525 -0.013398 -0.038144 -0.036215 
1 0 2 0 1 -0.11705 -0.32618 0.086687 0.35172 0.10579 0.054464 
2 0 1 0 0 -0.052368 0.049678 0.0067828 -0.0054071 
2 0 1 0 1 -0.0023228 -0.076542 -0.047024 0.0023889 
0 0 0 2 2 0.074855 . -0.039671 
0 0 0 1 3 -0,070934 0.19798 
0 0 0 0 4 0.083193 0.023867 
0 0 1 1 2 -0.020887 -0.011937 
0 1 1 1 0 -0.14127 0.14244 
0 0 3 0 3 0.11344 -0.12287 
0 2 2 0 0 0.0316Z5 -0.044026 
0 1 3 0 0 0.092418 -0.19611 
0 0 4 0 0 0.083328 . 0.023846 
1 0 0 2 1 0.0048235 0.0049736 
1. 0 0 1 2 -0.064391 0.023862 
1 0 0 0 3 -0.039594 -0.012946 -0.00032689 -0.013326 
1 0 1 1 1 0.025114 0.040709 

I 1 1 0 1 0.0017199 0.041727 
1 0 2 0 2 0.010608 -0.11516 -0.28168 -0.066636 
1 2 1 0 0 0.0022431 -0.002230 
1 1 2 0 0 -0.040334 -0.00085946 0.025800 -0.00093048 
1 0 3 0 .0 0.038687 0.013830 0.000079602 0.015427 
2 0 0 0 1 0.046280 -0.0099149 
2 1 0 '0 0. -0.021116 -:-0.0076620 
0 2 0 0 0 -0.021504 -0.016327
1 0 0 0 ,0.006054o 0.0077624

1 0 0 1 0- '0.0072332 0.0057015
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TAn= XI. The coeffidcents ;C;for the wavefunction Io(RS). 

go me 

r 0 R=4 R=6 - R=8 R=4 R=6 R=8 

0 0 0 0 0 1.0795 0.47203 0.34950 0.46901 0.11475 0.237600 0 0 1 0 -2.4267 -1.2169 -0.89202 -0.59911 -0:59469 -0.64864
1 0 0 0 0 -0.025480 0.50379 0.28219 -0.77282 0.39560 0.23453 
0 0 0 2 0 0.50808 0.21295 0.22413 -0.50208 0.063150 0.16355
0 1 0 1 0 0.75202 0.24268 0.12079 -0.18459 0.14579 0.067388

0 0 1 0 1 0.20340 0.71649 -0.17025 -0.59061 0.18786 -0.19483
0 0 0 0 2 -0.87846 -0.84960 -0.70433
-0.56734 -0.44423 -0.48116
2 0 0 0 0 -0.29709 -0.13494 -0.083826 -0.4048 -0.096717 -0.07912 
0 0 0 1 2 0.88379 0.76862 0.42837 0.46724 0.69628 0.367220 1 0 0 2 1.1605 0.66784 0.39023 0.59328 0.40433 
 0,34132

0 0 1 1 1 0.41920 -0.99775 
 0.36429 0.65109 -0.30486 0.34082
1 0 1 0 1 0.0123S7 0.50529 0.020496 -0.057532 0.27165 0.065340
2 0 0 1 0 0.014939 0,005643u 0.027311 0.047829
0.18825 0.019018

2 0 A 0 1 -0.46478 -0.22085 -0.023530 -0.096753 -0.075474 -0.0157191 0 0 1 2 0.012780 -0.0085408 -0.12639 -0.21729 0.11233 -0.11726
 
0 1 0 3 0 
 0.047405 -0.022361 -0.030178 -0.038742 -0.0079197 -0.021086
0 2 0 0 2 -0.45030 -0.068766 -0.14566 -0.39919 -0.099838 -0.164181 1 0 0 2 0.32757 0.071650 0.031499 0.10156 0.13111 0,056315
1 0 2 0 2 -0.60541 -0.32849 0.027198 0.00034635 0.14522 0.034654
0 0 1 2 1 0.24711 0.43031 -0.060443 0.026398 0.11720 -0.091280 
1 0 0 1 0 1.3183 2,4656
0 0 0 3 0 -0.029792 0.17192 
0 1 0 2 0 -0.32184 
 0.41337

1 0 0 2 0 . -0.25421 -0.62435

1 0 0 0 2 -0.40164 -0.1429S 0.25896 -0.41729
1 1 0 1 0 -0.37739 -0.028536 -0.76601 -0.073163
0 0 0 2 2 -0.076728 0.0052492 0.15498 -0.090497
0 0 0 0 4 0.017466 
 0.12185
 
0 1 0 1 2 -0.70930 -0.51504 -0.43101 -0.32188

0 2 0 2 0 0.0086381 -0.040965 -0.065316 -0.022744

0 0 2 0 2 0.78541 0.78985 0,094660 -0.057522 
0 1 1 1 1 -0.39479 -0.062413
1 1 0 2 0 0.042381 0.068058 0,19837 0.039404
 
1 0 1 1 1 0.59609 0.042489
 
2 0 0 2 0 0.020309 -0.030833 0.021284 -0.026549
2 8 0 1 0 0.064036 0.0091210
 
0 1 0 0 4 -0.032020 
 -0.094058
 
0 0 1 1 3 -0.20691 0.064291 0,50592 0.31121
0 0 1 3 1 -0.087062 -0.0394,37
0 0 2 3 0 0.040929 
 0.069411
 
0 0 2 1 2 0.061907 -0.20895 
2 1 0 2 0 -0.014838 
 -0.012007
 
2 1 0 0 2 -0.028268 
 0.0044078 
2 0 1 1 1 0,10815 0.045803

0 2 0 2 2 0.057438 
 0.037841
 
0 0 2 2 2 0.26402 0.085560
 
0 1 1 1 3 -0.094076 
 -0.32568 
0 8 1 3 1 -0.015374 -0.00086511 
0 1 2 3 0 0.0065240 
 0.013058
 
2 2 0 0 2 -0.0015669 
 -0.0084985
 
0 0 0 4 0 -0.028163 -0.0092040
 
0 0 1 0 3 -0.21286 -0.53014

1 0 0 3 0 0.055989 
 0.025004
1 0 3 0 3 0.014101 0.047087
 
2 0 2 0 2 0.000080012 -0.018930 
1 1 0 3 0 -0.0037390 0.0010645 

TAuLz XIL Expectation value of the kinetic energy core- TALE XIIL Scaling parameter j for I(1, X) and improve­
sponding to ,(l, X). Stre %'(I) is given by Eq. (260) and ment in 'E(l, X) resulting from the sotisfaction of thevirial 

)K(1,) ) ) 8)).(theorem)o. 

R EL-IIAV HS EL-HAV NS 
'I;,Z+EL-IAV 0.995 7 cm 

-

4 0.93973 0.95241 1.0330 1.0368 NO 0.987 25esar+
6 0,99540 0.99612 1.0036 1.0028 34. EL-HAV 1.001 0
8 0.99970 0.99970 1.0002 1.0001 HS 1.000 0 
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second-order polarization (or dispersion) energy 

- . 
EMc(pol) = -- 222.61 cm ' 

Actually, we would not expect a meaningful compari-

son hetween the iE
0 

) and the E
0 

(pal) for separations 

smaller than the van der Waals' minimum for the I,. 
1 

state which occurs" at R=12.55ao. (For H2, the van 
der Waals minimum for the 32.+ state occurs at R= 
7.85aa. Thus for H2.+ much larger separations are re-
quired for comparable behavior.) Thus, we hope that 
van der Avoird will extend his calculations to mach' 

greater separations, 
0

Our calculations indicate that 4E' )(EL-HAV) ap­
proaches 'EO)(dis), however. We point out that we 
have evaluated the second-order energy with a trun­
cated basis set and we cannot state with certainty that 

) 
we have converged to the true value of 8E( (EL-HAV). 
It may be necessary to use a set of terms in the basis 
set which has the behavior of continuum wavefunctions. 
Thus we can only say that it appearsthat the Eisen-
schitz-London or HAV second-order energy is asymp­
totically equal to ene-half of the second-order disper-

sion energy. 

B. Arguments that E(1)(EL-HAV)--iE()(dis) 

In a companion paper a model for exchange forces 
is constructed which consists of a particle moving in 

the one-dimensional potential 

2 
U(x) = (8R)-'(x--R)(x+R) . 

+ 
The potential U(x) roughly corresponds to the 11, 
potential, with the nuclear Coulomb attraction re-
placed by a harmonic oscillator attraction, 

In a manner completely analogous to the molecular 
case, the application of the various perturbation 
schemes to the model leads to an expansion for the 
energy consisting of a power series in R-1 plus terms 

2 
exponentially decreasing in R . In this case the sum-
mations in (27) may be carried out exactly and it is 
found that 

E2)(dis)-- (11/32R) - (21/512R
4
)+ 

. . 
, 

(19 M. Peek, Sssdia Cerp. Research Rept. SC RR-65-77 
(196. C 

22P. R. Cetstsj. Chem. Phys. 49,35 11968),following aricele. 
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and 
0 

iE - (EL-HAV) -- (11/64/Z) - (141/1024i ) +--

Thus the exchange series in (27) is of higher order in 

k
1 

than the direct series for this model, so that 

E (EL-IAV)---jEM (na). 

APPENDIX: THE VIRIAL THEOREM 

If a scaling parameter s is introduced into the trial 
function q(l, X) and optimized, the resulting energy 
ife(l, X) satisfies the virial theorem. 

,24 
The equation 

which determines s is 

2s'K()+sV(q)+q(8/dq)=0, (29) 

where q=sR, K(q) and V(q) are the expectation 
values of the kinetic and potential energy, respectively, 
computed with q for R=q, and 

E=s'K(q)+sV(q). (30) 

For simplicity we have deleted the superscript i desig­
nating the symmetry of E. 

The last term in (29) may be estimated by 

g(a /8q)= [( -eo)/(e '- )]R(dE/dR), (31) 

where E and R(dE/dR) are accurate variational 

values." Since s is nearly unity for internuclear dis­
tances considered, we can solve Eq. (30) by expanding 
(29)-(31) in power series in (l-s) through quadratic 
terms, holding q fixed at go(= 

4 
, 6 or 8a). This yields 

the scaled energy at R=qo/s. To obtain the scaled 
energy at R=q, we expand this result in a power 
series in tE?- (qo/s)] through linear terms, assuming 
that s remains constant over the necessary interval. 

We used this procedure to estimate s and the improve­
ment in 

8 
E(l, X) (X optimized) at the three inter­

nuclear distances considered in this paper. At R= 6, 
8ao we obtained s= 1 for all schemes; i.e., the unsealed 
energies satisfy the virial theorem. The results for R= 
4as are given in Table XIII. We conclude that the 
energies 

8 
(1, X), are not significantly improved by 

scaling. 

' 
. 0. Hirschfelder and J. F. Kincaid, Phys. Rev. 52, 658 

18937).
24P.-0. Litwdts, J. Mat. Spectry. 3, 46 (1959). 
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Addendui to "Exchange and Coulomb Energy of H
2 

Determined by Various
 

Perturbation Methods.
 

III. Previous Perturbation Calculations fpr 
 H2
 

Other recent perturbation treatments of are the single center
H2 

54 ­expansion calculations of Dvoracek apd Hork, who obtained a dis­

sociation,energy of 4.207 eV;, and,the calqulation of Kirtein and
 

Pecius, 57 which employed the same approach as Matcha and Byers Brown
 

with similar results.
 

IV. 	Discussion of Results. 

22 -As Herring has emphasized, the Heitler-London wavefunction
 

A Ao for the hydrogen molecule predicts the impossible'result
 

that the energy crosses the energy at large (R -- )50a
 

internuclear separations- The physical.reason.fo-r this is easy to
 

understand in terms of electro- correlations: the electrons are
 

prevented by the"exclusion principle from getting to close td each
 

other in the Heitler-London wavefunction Tor the triplet~state; but
 

the singlet wavefunction gives a small, hut finite, probability for
 

the electrons to coalesce. This results in an error in the Heitlqr-


London energy for the singlet state which is greater than the error
 

for the triplet stetL At large distances, where the error is greater
 

than the splitting between the levels,, a crossing occurs. As Table VIII
 

shows, and as has been found by Alexander and Salem," accurate
 

numerical values of E(exch ) can be obtained by a second order calcula.­

tion, everl though it is not likely that the perturbation theory (in
 

low order)-gives the correct analytical R-dependence of E(exch ).
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A. Arguments that E -4qV) ds)E")(E6,) 

3i 

Van der Avoird has extended his calculations t6 R = 20 a
 

0 

At R = 15 ao, he also observes the second order energy being too small
 

by a factor of two, but suggests that it could be due to a lack of
 

continuum functions in his basis set.
 

B. Argpments that ( - /, ,-V -v E 'z'A,/)' 

In Section 4.3, the double minimum delta-function,model for H
 

is solved exactly for the various,schemes. In this case it is found
 

that.
 

) = e O(e )- $-

and
 

k 3-

Thus, for large diatance where .pca be pegLected, 

Thus, althoughit has not been proved that the EL-HAV second order
 

energy approacheq one-half the second oirder dispersion energy at large­

distances, this discrepancy has appeared itv'every application thus
 

far reported. The, possibility of modifying the EL-HAV procedure to
 

remove the discrepancy is considered in Appendix D.
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Summary of Exchange Perturbation
 
Calculations for 1, at Large Separations*
 

JOSEPH 0. HIRSGI-IFELDEIR AND PHILLIP R. CERTAIN" 
The University of Wisconsin Theoretical hemiity Institute, Madison, Wisconsin 

and 

The University ofFloridaDepartment ofGhernistry, Gainesville, Florida 

Abstract 

This paper is a sumnmary and appraisal of the recent work of the authors together with 
Kolos and \Volniewicz which applied four types of perturbation procedures to the cal­
culation of the energy of the giotud state and first excited state of tbe hydt ogcn molecule at 
large sepprations. All of tie perturbation techniques gave good values for the exchange 
energy but less accurate values' for the Coulombic energy. The reasons why the second­
order Eisenscitz-London (or van der Avoird or Hirschfelder nay) energy approaches 
one-half of the correct limit at large separations are discussed. There seems tobe no unique­
ness to the orders in an exchange perturbation problem. 

There is considerable interest in the development of perturbation procedures 
for exchange forces where the molecular wave function and the basis set have differ­
ent sy'mmetries. Different formalisms give different results for the second- and 
highef-order etergies. The mathematical problems have been discussed elsewhere 
[1]. A basic difficulty is that the order of the perturbation terms is not uniquely 
defined, Thus, if A is the operator which projects the component with the 
symmetry of the desired molecular wave function, then A commutes with the molec­
islar Haniltonian H. However, A does not commute with either the, zeroth­
order Hamiltonian H or the perturbation V = H - H. Thus, we have the 
seeming-paradox, 

(I) 	 A Ho - 11,A = VA - AV 
Zeroth order First order 

In anyconventional perturbation scheme, one would suppose that the left~hand 
side of-this equation is zeroth order and the right-hand side is first order. By the use 
of (1), the apparent orders of various terms in a perturbation expansion can be 

* This work was supported in part by National Aeronautics and Space Administration Grant 
NsG-275-62 	to.the University of Wisconsin. 

f National Scieece Foundation Graduate Fellow. 
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arbitrarily shifted. How subtle are these shifts in the order may be seen from the 
following derivation. 

Let Q0be the zeroth-order wave function and let the set of functions Q0 , Q5, 
. span the Hilbert space of H. The exact wave function can then be written 

(2) T = Q6 + I CA
 

The Schr6dinger equation b6iomes
 

(3)' (H - E)Q. + I c,(H - E)Q$= 0 

Multiplying (3) by a function X*and integrating, 

(4) 	 E (XI H QO) + I (ZiH -E IQ,) ej
 

U4IQ) (XI QO)
 
But multiplying (3) by Q* and integrating gives 

(Q4 H - E fQt) 5- (QjIH - EJQF>)r 

kOO 
Substituting (5) into (4); and iterating, 

°
 
(6) E = E )±+ E) + E() + ­

where 

o(X i/SXIQo> En) (Z'V QO)
(7) = '(X 7z1 Qo) 

E() 	 (IyH - E IQ,)(Q[ H - E [Qo) 

*O (x [Qo)(Qj H - E JQj) 

The convergence of the sequence depends upon the non-diagonal elements 
(QjI H - E JQk) being small compared with thediagonal elements (Qj1 

H - E 
IQ,). If x = Q., (6) is the familiar Brillouin-Wigner series. For the present 
examples, let Q, = Af, and Q, =f forj 0 0, where 

(8) (Ho - of.= (H. -. )f,- 0 

The lowest orders of the L-nAv (Eiscnschitz-London [2],van der Avoird 
[3],or xAv[11)perturbationprocedurescorrespond tosettingX = Q, = AfJ, Then 

EO)= , E(, = 	 V Af,)
(9) 	 (fo jAfe) 

= -sNAv (V - I 
1 

))AIfj)(jj[A(V - Ell))Jfo),+ OP )
00401Af,,)(e - CO) 0V 
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Here 0(V 
3
) are terms which appear to be "third order" or higher in the pertur­

bation. In any case, the O(V3) terms do not appear in the EL-HAY second-order 

energy. 
The lowest orders of the MS-,MA(Murrell-Shaw [4] or Musher-Amos [5])

1
procedures correspond to setting X =fo . In this case, E ° )and EM are the same 
as before, but 

(10) EI5!A = _ f ol VIf 5)(fjl A(V- E(1) rf) + 0'()p-,,o (f. IA/fo(Cj -

Here the 0'(V
3
) apparent "third order" and higher terms do not appear in the 

MS-MAsecond-order energy. 
Although the derivation of the EE1"-HAV are very similar,and the E.s8_M . 

the resulting formulae are quite different. The difference between these two 
"second-order" energies can be traced to "third-" and higher-order terms in the 

perturbation sequences. 
There have been many other types' of perturbation schemes proposed for 

calculating exchange forces. One of the most curious is the HS (Hirschfelder-

Silbey [1, 6]) scheme which proposes that there exists a physically significant
"primitive function" whose symmetry projections correspond to the wave functions 

for the family of quantum states arising from a single-electron configuration. The 
-functionfo is the zeroth order of the primitive function. 

Intuitively, the ideal perturbation treatment would seem to be the straight 
Rayleigh-Schrddinger (Rs) procedure. For one-or two-electron problems where the 
wave function separates into a space function times a spinfunction, Sternheimer [7a] 
showed how to form a satisfactory zeroth-order Hamiltonian. If K is the kinetic 
energy operator and Af 5 is the zeroth-order wave function, then the "Sternheimer 
Hamiltonian" is 

+ [O- -~0(11)K 

Clearly, H Afo = foAfo. The Sternheimer Hamiltonian together with Af 0 forms 
the basis for setting up a Rayleigh-Schradinger perturbation procedure. The 
Sternheimer Hamiltonian is the only possible zeroth-ordcr Hamiltonian corre­
sponding to the zeroth-order wave function Af 5 which has a local potential. 
Unfortunately the Sternheimer Hamiltonian cannot be generalized conveniently 
to many-electron systems [7b]. 

Since there is no way of-telling apriori from the formalism which of the various 
perturbation schemes gives the best second-order energy or gives the best expecta­

tion value of the Hamiltonian corresponding to the wave function accurate through 
the "first" order, we must resort to mathematical experimentation. The hydrogen 

molecule would seem to be the best "guinea pig". Recently, Certain, Hirschfelder, 

Kolos, and Wolniewicz [8] have made calculations for both the, 'I ground state 

5
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and the 3Z+ first excited state using a basis set of Coolidge and James type func­
8

tions (70, 50, and 30 terms for R = 4, 6, and a5 , respectively, for the EL-HAy, 

sts, and MS-MAprocedures; and 50, 35, and 20 terms for R = 4, 6, and 8a, , 
respectively, for the Rs). The first-order wave functions were determined by 

varying the coefficients of these basis functions so as to satisfy a variational prin­
ciple. The zeroth-order wave functions are the usual Heitler-London expressions. 

TABLE I. Accurate variationally determined energies of the ground state (g) and the first 
excited state (u) of the hydrogen molecule. Ec,,ul and Eexh are given by (12) and (13). 

R/a - 9E uE - €o - Eou -Ech o r0 e0 0 

- - 1 - ­
4 3592.6 cm 1453.3 cm 1069.6 cm 2523.0 cm 1 
6 178.9 41.2 68.8 110.1 
8 11.6 -4.3 8.0 3.6 

a In the new variational calculations given in [8] the improved value of 11.74 cm' was 

obtained. 

Table I gives the accurate binding energy of the ground state Z+ of the hydrogen 
molecule, F, - sE, and the accurate energy of interaction of two hydrogen atoms 
in the first excited 31.. state of the hydrogen molecule, "E - c . These values 
were previously determined by Kolos and Wolniewicz [9] using the Rayleigh-Ritz 
variational principle together with a very large basis set. The corresponding 
accurate Coulombic and exchange energies are respectively [10], ­

o 

(12) Co- Eoo.u = M((c5 - 1E) - ('E - Co)] 

(13) -E-oeo = [(e. - 'E) + (5E - E0)] 

-
It should be remembered that co - 9E = 38293 cm i at the equilibrium separation 
R = 1.4a, . Also, the minimum in the uE - co occurs at R = 6.85a 0 . 

TABLE I. Contribution of the first-order energies to the interaction, 
Coulombic and exchange energies. 

Rla s 'E 
1
1(.. - 1E) "El1/(

0 
E - eo) -E.,s/(eos - Ecoul) - Eexeh/ - Eexoc 

4 0.69 1,33 0.26 0.87 
G 0.62 2.09 0.19 0g.0 
8 0.33 0.70 0.05 0.92 

Table II shows the fraction of the interaction energy which is given by the 
first-order contribution. Here, in accordance with (9), 5o + gE 

-1 
and o + uE(1) 

are the expectation values of the Hamiltonian for the molecule using the Heitler­
+

London wave functions for the 'Z ground state (g) and the Z+ first excited 
state (u), respectively. The first-order Coulombic and exchange energies, sEP.)t, 
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and E.,11 are given by (12) and (13) with the first-order energies replacing the 

total energies of the system. This definition of Coulombic and exchange energies 

is slightly different from the one which chemists have used in connection with 

Heitler-London wave functions. Writing 

(14) co + IEM = (J ±- L)1(1 ± S) 

the chemists have regarded J and L as approximations to the Coulombic and 

exchange energies. With our definition, the corresponding Coulombic and 

exchange energies are (J - SL)/(l - S2) and (L - SJ)/(l - 82), respectively. 

The two definitions differ since the overlap integral S is not zero. There is a 

considerable body of evidence from the theories of many-electron systems, the 

solid state, and ferromagnetism which shows that our definition is the more 

meaningful [11]. At R = 4, 6, and 8a, the value of S is 0.0357, 0.0022, and 0.0001, 
respectively. Because the value of S is small, our conclusions would not be changed 

if we had changed our definition of E,,,, and Eco,.0.From Table If it appears that the interaction energy as determined by the 

first-order energy is, for the ground state, too small and, for the first excited state, 

too large. The first-order energies give only a small fraction of the Coulombic 
energy and indeed -Er/(eo - Eo,,) should approach zero at large separations 

where the Coulombic energy becomes equivalent to the second-order dispersion 
energy. It is indeed surprising that E5,,, gives 90% of the exchange energy with­

out any appreciable variation with the separation. 

Tables i11a and IV give the results of the Certain, Hirschfelder, Kolos, and 

Wolniewicz calculations corresponding to various types ofperturbation procedures. 
Let us examine separately each of the subsections of Table III. 

(a) 	 Ground-stateenergy through second order.
 
4
 

Rs is very good, best at R = a 0 . 
Hs and MS-MAare both good and give virtually the same values, best at R = 8a 0 . 4
EL-HAv is good at R = a0 , and becomes bad at R = 8a0 . 

(b) Excited-stateenergy through secondorder. 

Rs is not good at any separation. 

H and MS-MAagain give virtually the same values, slightly better than Rs at 

R = 4 and 6a0 but still not good, and very good at R = 8a 0 . 

RL-HAv is the same as Hs and sos-mA at R = 4, but is very bad at R = 6 and 
8a ..o

(c, e, and Table IV) Expectation value of the Hamiltonianfor the ground state wave 
function through thefirst order. 

Rs is good at R = 4 and 6a0 but poor at 8a. The energy is almost unchanged 

when A is varied since the optimum A is nearly unity. 
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TADLn II. The energy through the second-order, ig(2); the expectation value of the 
Hamiltonian corresponding to the wave function through the first order, IE(1, 1); the 
IE(l, 1) improved by optimizing the normalization of the first-order wave function, I(El, A); 

and the corresponding Coulomb and exchange energics. 

R/ao EL-SlAV ItS MS-MA RS EL-HAV Hs MS-MA RS 

(a) ('o - Y" )/(. - 9E) (b) ('s(1) - o)I(E - .) 

4 0.88 0.88 0.89 0.92 1.12 1.11 1.12 1.14 
6 0.86 0.97 0.97 0.97 1.57 1.09 1.09 1.14 
8 0.67 0.99 0.99 0.97 0.12 0.99 0.99 0.90 

(c) (.O ­
0
E(1, 1))/(e5 - 9E) (d) (CE(1,1) ­ .. )/( 

0 
r - qo) 

4 0.93 0.92 0.91 0.95 1.05 1.09 1.19 1.15 
6 0.92 0.96 0.85 0.96 1.33 1.11 1.57 1.17 
8 0.84 0.99 0.67 0.88 0.53 0.93 0.09 0.77 

(e) (Co - IE(I, 1))/(q0 - sE) (f) ("E(1, J) - .o)/("E - Co) 

4 0.95 0.92 0.91 0.96 1.03 1.09 1.10 1.15 
6 0.95 0.96 0.85 0.96 1.11 1.11 1.57 1.17 
8 0.99 0.99 0.67 0.89 0.93 0.93 0.10 0.77 

(g) (.0 - e ut)/( o - RCou,) (h) rxch/Eexeh 

4 0.72 0.73 0.74 0.77 0.95 0.95 0.96 0.98 
6 0.64 0.93 0.93 0.92 0.99 0.99 0.99 1.00 
8 0.53 0.99 0.99 0.95 1.00 1.00 1.00 1.00 

(i) (0o ­ E(1, 1)cot)/(o - Ecou1) (j) E(, 1)eehEeh 

4 0.85 0.80 0.77 0.82 0.97 0.96 0.96 1.01 
6 0.80 0.91 0.63 0.90 1.00 0.99 0.98 1.00 
8 0.76 0.97 0.51 0.85 1.02 1.03 1.00 0.95 

(k) (qO­ E(1, A)C0 0tI(et - Ecoo01 ) (1) E(1, A).../Reseh 

4 0.90 0.81 ' 0.78 0.83 0.97 0.97 0.96 1.02 
6 0.90 0.91 0.63 0.90 0.98 0.99 0.98 1.00 
8 0.97 0.97 0.53 0.86 1.03 1.02 1.00 0.96 

TAnLO IV. Optimum value of the parameter I which optimism the energy 'E(I, A). 

Ground state First excited state 
R/as 

EL-HAV HS MS-MA RS EL-HAV BS MS-MA RS 

4 1.36 1.20 1.16 1.16 1.42 1.08 1.09 0.94 

6 1.39 0.97 0.96 0.98 1.89 0.98 0.99 0.97 

8 1.92 " 0.99 0.97 0.90 1.98 0.96 0.97 0.94 
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Hssis not as good as Rs when R?= 4ai, equal to 6no and much better at 8a. 
Altogether Hs is quite good at all separations. The optimum ;Lis nearly unity so 
that the energy is not improved by the variation of L 

sss-,TA is almost as good as ts for R = 4a but is very bad at 6 and 8a.. Again,
Ais nearly unity and the energy is not improved by variations of A. 

EL-HAv with A= I gives values lying approximately half way between Hs 
and Ms-MA; it is good at R = 4a , fair at 6, ,and poor at 8a. Variations of Ao 
make a considerable improvement in the energy, especially at R = 8a, where the 
optimum value of Ais almost two. The A= 2 at large separations corresponds to 
the second-order energy being one-half of the dispersion energy. For the opti­
mized values of ), the L-snsv energies are very good at all separations. 

(d, f, and Table IV) Expectation of the Hamiltonianfor the excited state wavefunction 
through the first order. 

Rs is poor at all separations and not improved by variations in t since the 
optimum values of a are nearly unity. 

ns is fair at all separations and not improved by variations in a1since the 6pti­
mum values of A are nearly unity. 

xis-e A is fair at R = 4aa but very bad at larger separations. These energies 
are not improved by variations in A since the optimum values of Aare nearly 
unity. 

EL-NAV with A= I gives a good energy at R = 4a but bad energy (betweeno
Hsand Ms-Ma)at larger separations. Again, the EL-stAT energies are considerably 
improved by variations of a. At R = 6 and 8; the optimum value of a is very 
nearly equal to two, corresponding to the second-order energy becoming at large 
separations too small by a factor ofone half. With the optimum values of A,the 
EL-NAV energies are good. 

(g, i, and k) Goutombia energy. 
as is poor for R = 4a, and somewhat better for 6 and U. . The results foro 

the energy through the second order are somewhat better than is obtained with 
the expectation values for the Hamiltonian at 6 and 8a. 

Hs Coulombic energies are comparable to as at R = 4 and 6a;, but become 
good to very good at 8as, Again the energy through the second-order gives better 
results than the expectation value of the Hamiltonian at 6 and 8;. 

Ms-MA Coulombic energy through the second order is virtually the same as for 
the ss; however, the expectation values of the Hamiltonian give much worse 
results, especially at large separations. 

EL-e Av gives very poor Coulombic energy through the second order. With 
- 1, the expectation values of the Hamiltonian give poor results. However, 

with the optimum value ofA, the Coulombic energies obtained from the expecta­
tion values of the Hamiltonian are good at all separations. 
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(h, j, and 1) Exchange energy. 

All four perturbation procedures give very good values of the exchange energy 
at all separations. The values obtained using the energy through the second order 
are virtually perfect at R = 6 and 8av. 

Conclusions 

We reach four general conclusions. 
[1]. Of all theschemes which we considered, the Hirschfelder-Silbeyprocedure gives the 

most unifornlygood results. Nevertheless, we.are not enthusiastic about this method 

because it is difficult to understand the physical significance of the "primitive 

function" whose projections give the exact wave function for both the singlet 

(g) and the triplet (u) states. Furthermore, the variational principle for the first­

order wave function minimizes 

(f0JA0 Ifo) "Elst + (fol A. I f5) "El' 

( 1 
rather than 9E 2 and 'E2) separately. 

[2]. All of the perturbationprocedures give good valuesfor the exchange energy blt not 

as accurate valuesfor the Colomibic energy. Table II shows that most of the exchange 

energy is given by the first order but very little of the Coulombic energy is given 

by the first-order terms. One would expect that the Coulombic energy should 

agree accurately with the second-order dispersion energy at R = 8ao and the 
4 

agreement should still be fairly good at R = 6 and a0 . The second-order disper­

sion energy is 

(15) Ed. = I If01 V ID1'6/( - e) 

In devising a new type of perturbation scheme for exchange problems, it would 

be desirable to require that the Ecout be equal to the Eadsy. One might suppose 

that the error in Eroul might be due to the basis set which was used rather than 

in the perturbation methods themselves. However, this notion is dispelled by 

Table V where it is shown that using the Rayleigh-Ritz variational procedure with 

TAOLEV. Energies (designated by tilde) determined by Rayleigh-Ritz variational pro-
Wct1u tWhig 01P 1stutIe bI[sis fet ats sa1s 118M4s01'(lf 11 su pttutbttst1,r III, [1AV,A lnlMA 


compared to accutate energies of Table 1.
 

-o e- - l -ohCeo 00 - - E 'E - 0 O - ECOul -Eexch 

4 1.00 1.01 0.99 1.00 
6 0.99 1.06 0.97 1.01 
8 1.01 1-00 1.00 1.01 
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the same basis sets gives extremely good values ofboth the Coulombie and exchange 
energies. 'Thus, we would get about the same order of accuracy for the energies of 
the singlet and triplet states if we fbllowed the suggestion of Robinson (123 and 
took the exchange energy to be fij and the Coulombic energy to be B( 
This would have the advantage of'greatly simplifying the calculations. Ofcourse, 
the precision would not be improved,

(33. At large sepsratio, thesecrad-anler L-wAv enrg&seanstoapprach onehaV 
theCoulambic This is seen most clearly inTable VI.(ordsfrsie)rngg. All of the. 

TAas.a VL Comparison of the secondorer perturbttion esselgies with 
the accurate Coulomnbic energy. 

Mt...nW us5 MS-1a as as.-ssAIv its M~-MsA as 

4 0.64 0,65 0.9 0.78 0129 030 0.28 O16 
6 0.60 0.89 0. 0.89 0.1 0.60 0.60 0.57 
8 050 0.96 0.96 0.920 0.44 09 0.91 0.88 

other perturbation methods gives values of -- ts5and -'B which approach 
(e.o- Bes,,) at large separations. Closely related is the fact (as shown in Table 
IV) that the optimum value of A for the EL-TsAv approaches two at large separa. 
tions whereas the optimum value eflfor the other perturbation schemes is close to 

0unity; Let us consider more closely thebehavior of 21(rL-cAv) as given by (9). 
For the singlet (g) and the triplet (u) states we have the projection operators 

A - (114)(1 + 1)(1+ Ps) and A. - (14)(1 - )(1- P,,)where P permutes 
the electronic coordinates and I inverts the wave function through the midpoint 

2of the internuclear axis. Thej at,(l)baen( ) is the product of a hydrogen 
orbital for electron "" about center "a" times another hydrogen orbital for 
electron "2" about center "b". We will letf'be the functionf wish electrons 
"I" and "2" interchanged. 

At large separations, there are simplifications in (9) which can be made since 
the second-order energy varies as I A and we can neglect terms which decrease 
exponentially with the separation. However, we must be careful since an infinite 
sum of terms, each ofwhich decreases exponentially with A, may vary as a power 
of 1/R, Before witing down the asymptotic expression for the second-order 
energy we should note that the overlap integrals, (f, if,),the first-ordtr energies, 
9B43 and MWts,and the second-order exchange energy all decrease exponentially 
with R. Furthermore, Table 111.n assures us that the zt,-sRAv exchange energy 
through the second order behaves properly at large separations. Thus, at large 
separations, to the accuracy which we require, IRW = WO = FB-It . Using (9) 
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and expressing its limit as R becomes large,to obtain the equation for E4c~oi3 

'V fsI VID(16) Ett)(EL--Av) = 

Each term in the summation decreases exponentially with R. However, without a 
detailed investigation we cannot reach any firm conclusions about thebehavior 
of the sum. It certainly seems unlikely that at large separations E(s)(tL-HAV) 

Van der Avoird [I3a]has calculated for H the values of 1E2) and 1E (I,1) 

would have the correct limiting form equal to Our calculations for H. 
indicate that it does not. 

+ 

using his method (which is equivalent to the EL-HAv scheme). For R < 7a0 he 

obtains excellent agreement with the exact values. For these separations the ex­
change energy is larger than the Coulombie energy, however, and we would not 
expect a meaningful comparison between 'EsM and E~,2,, for separations smaller 

than the van der Waals minimum for the excited state, which occurs at 12.55a,. 
At our suggestion, van der Avoird [13b] has extended his calculations to distances 
up to 20a, and finds that for large R, the second term in (16) vanishes with respect 
to the first. He also finds that highly excited states make a substantial contribution 
to the sum in (16) for large R, suggesting that accurate values are difficult to obtain 
with a truncated basis set. 

For an analogous double minimum one-dimensional potential, Certain [14] 
was able to evaluate the corresponding expressions rigorously and in this case he 
found that the sum in (16) was smaller than E,,p by a factor of the order ofR-2. 

[4]. If the perturbationschemes that we have considered are to havefpractialvalue in 

determining energies, new methodsmust be desveloped for solvingperturbationequations 
without recoursetothe use of largebasis sets [15]. Table II shows quite clearly that 
third- and higher-order contributions to the energy must be included to obtain 
accurate results. The effort involved in such a calculation would certainly be 

greater than a straightforward Rayleigh-Ritz variational calculation if it were 

necessary to employ large basis sets and variational principles to compute each 
order of energy. 

In the various schemes for perturbations involving electron exchange, for 

properties other than energy, one still has "Dalgarno-type" interchange theorems. 
However, the interchanged perturbation equations are themselves extremely 

to solve, 
Further research is required to develop new techniqucs for solving perturbation 

difficult 


equations or to establish a procedure for exchange problems which is more satis­
factory than the ones which we have considered. 
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Four different types of perturbation theories for theexchange forces between twoatoms are applied to the 
lowest gerade andungemde state of a simple one-dimensional model. It is shown that the second-order 
energy in oneof the expansions van derAvoird, or Hirscfelder HAV expansion)(the Elsenschita-London, 

inhibits undesirable
behavior in the limit corresponding to large internuclear distances. 

L INTRODUCTION EL-HAV second-order energy can be evaluated exactly. 
7 - The discrepancy with the analogous "dispersion energy" 

development of a satisfactory perturbation theory for is verified for this model. The results obtained here are The formal'- and computationalsx aspects of the 
' 

a also relevant to the question : "Which formalism pro­exchange forces between two atoms have received1 
great deal of attention recently. In an application of vides the bestsecond-order energy and the best expecta­

three different types of perturbation treatments (EL- tion value of the Hamiltonian using the waveftnction 

HAV, HS, and MS-MA) to the interaction of two accurate through the first order?" As in the application" 

hydrogen atoms, it was discovered that the EL-HAV to the hydrogen-hydrogen interaction, we do not find 

(Eisenschitz-London, van derAvoird, or Hirschfelder any of the four perturbation schemes outstandingly 

HAV) expression for the second-order energy apparently better than the other three. 

fails to agree with the second-order dispersion energy IL A SIMPLE MODEL FOR EXCHANGE FORdES 
(no electron exchange) at large internuclear separations, 
where exchange forces are negligible. No-rigorous state- We consider the one-dimensional system described 
ment regarding this discrepancy could be made, how- ' by the Schrtidinger equation 
ever, since the second-order energy was not evaluated
exactly. 	 -WV(x)+U(x)4,(x) =f,() 

Inthe present paper, we apply the following formal- where 
2 2 

isms to lowest gerade and ungerade states of a simple U(x) = (1/8R )(x-R)2(x+R) . (2) 

one-dimensional model: The potential U (x) has minima at x =+-R and a maxi-

RS: An unsymmetrical Rayleigh-Schr6dinger ex- mum at x=O of height R
2
/8. As R increases without 

pansion. The second-order energy is analogous to the limit, U(x) evolves into two simple-harmonic-oscillator 
second-order dispersion energy of the H-H interaction. (SH0) potentials centered at ol-R. Thus, at R= c. the 

EL-HAV: Eisenschitz-London,' van der Avoird, or lowest state is doubly degenerate with E=,. As R 
Hirschfelder HAVO expansion. These expansions give decreases, this state is split into a gerade and an un­
the same expression forthe second-order energy. gerade state under the influence of two physical ef-

HS: Hirschfelder-Silbey expansion.
2 

feels. The first,long-range due to the lowering a effect 
MS-MA: Murrell-Shaw or Musher-Amos' expan- ofthe barrier iciglft, increases thespace available to a 

sion. particle in the'lowest state and its energy.These two formalisms are equivalent.' 	 decreases 

This model calculation has the advantage that the 	 The gerade-state energy is affected more since sym­
metry forces the ungerade-state wavefunction tohave a 

Thiswork received financial support from the National small amplitude beneath the barrier. The second effect, 
Aeronautics NsG-275-62.and Space Administration Grant 

t National Science Foundation Graduate Fellow. a short-range effect due to the decrease in separaion 
IR. Eisenschitx andF. London,Z. Physik 60,491 (1930). between the wells, restricts the particle to a smaller 
J.0. Hirschfelder Silbey, 45, 2188 region and increases its energy.andR. J.Chem. Phys.

11966). 
'J.N. Murrell These considerations indicate that the energy of theand G.Show, J. Chem. Phys. 46, 1768 (1967). 
'J.I.lMusber A. T. Amos andJ. I. lowest state decreases initially as R decreasesandA. T.Amos (Preprint); from 

Musher, Chem. Phys. Letters 1, 149 (1967). 
'A. van derAvoird, J.Chem. 'llys. Chem. infinity. This statesplils into a g and air state, vith tce47, 3649 (1967);

Phys. Letters1, 24, 411 (1967); seealoR. E.Johnson and P. R. g state decreasing in energy more rapidly than the 
Certain, ibid. 1,413 (1967). a state. Finally, at short range the energy of botl slates 

'J. 0. hirschfelder, Chem. Phys. Letters1,325, 363 (1967). increaes in ity T s is the sae qualitateb
Chem. Phys. Letters increases This is the same qualitative 

(1968). havior and Bc, 
' S. T. Epstein and R. E.Johnson, 1, 599 to infinity. 	 be­

as is found for thelowest states of 1-12+ 

8L. Jansen, Phys. Rev. 162, 63 (1967).
 
9J.N. Murrell and G.Show, fol. Phys. 12, 475 (1967). and is the reason for the choice of the model. 
"0R.E.Johnson and S. T. Epstein, Chem. Phys. Letters i,602 In the discussion which follows, iE will denote the 

(1968). eact energy of the lowest gerade (i=g) and ungerade 
. P.R.Certin,'J.O.irshlfelderW.Kolosand L.Woiniewicz, (i=it) state. Although no closed form solution exists 

3.Chem.Phys.49,24 (1968), preceding paper. 
1L.Jansens, Lettem for (1), the method of Secrest, and Hirsch-
Chem.Phys. 1,417 (1967). 	 Cashlion, 
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felder" can be used to obtain I to the required ac-
curacy, 


III. RAYLEIGH-SCHRoDINGER EXPANSION 

For R large the minimum in U(x) at x=-R is a 
small perturbation of an SHO potential at x=R. To 
show this we change variables to q=R-z. Then (1) 
becomes 

(Ho+V-E),(q)=0, (3) 
where 

He=--i(d
2
/dql) + 2, (4) 

The eigensolutions of Ho are (¢b ek=k+ ),where 
112 Ok= (x'r1- exp(-q2/2)H(q), (6) 

and the H(q) are Hermite polynomials. 
The natural perturbation parameter is R-1. This 

choice does not correspond to the symmetrical expan-
slons, however, so instead we expand in powers of the 
total perturbation V. The usual formulas of Rayleigh-
Schr6dinger perturbation theory1 

yield 
Lm)=,= , 


Lb(RS) =3/32R
2
, 

Ee2)(RS) =-(11/32W)-(21/512R), (7)
andndan =0=oA,¢. 
%bs(RS) =€, 

1 3/_ v3" 1 32 
(RS)= ( 6 'I €- - 32 +"_4 .. 

This approach does not recognize the inversion 
symmetry (x---x) of the total Hamiltonian and pro-
duces a wavefunction which has neither gerade nor 
ungerade symmetry. A simple way to obtain such a 
function to act on ib5(RS)+M(RS) with operators
which project onto gerade and ungerade function 
spaces. These operators are 

Ag= 2(1+I), 


A.=1 (1-), (8) 
where I is the inversion (x--x)operator. In this way 
we obtain a trial wavefunction 

J(RS) =A,WO)(RS) +XjAi4°)(RS), (9) 

where Xiis a variational parimeter, and use it to com- tion "fanalogous to (9), 
pute the expectation value of the total Hamiltonian( 

5It has recently been shown" that theresolvent oper­
ator for a Hamiltonian which isthe sum of the SHO 
Hamiltonian and a polynomial perturbation XP(x) of 
degree exceeding two is not expressible in a convergent 
power series in X. Thus the energy is not analytic at 
X=0.This is true even if the total potential -.x+XP(x) 
is bounded from below, since in this case the potential 
ix

2
-kP(x) is not bounded. The RS scheme is of this 

type for the model considered here, and will therefore 
not converge. Nevertheless, the wavefunction (9) is a 
valid trial function and (10) yields an upper bound to 
the true energy. 

IV. SYMIVMETRIZED EXPANSIONS 

The general structures of the EL-HAV, HS, and 
MS-MA formalisms have been fully treated else­

-
where. ' The zeroth- and first-order energies and the 

'zeroth-order wavefunction are the same in. allthree 

oEbs=fo=i, 

'El=(o IVA,o)/(o I A.¢o) 
2= (3/32 )=Ff[(I+R')e-

2
/(1a- ')], (11) 

where the upper (lower) sign corresponds to i=g(u),and 
, (12) 

It is in expressions for the second-order energy and 

first-order wavefunction that we encounter differences. 
The most direct way to compare the results is with the 
spectral expansions of iE(

2) 
and b5: 

iEi)= (0oIAso)-lF-(T , [00ts) (¢k I S,€)/(o-eL), 

5#s 
(13) 

'=E [(k I S,0o)/(eG-sa)]P,0k+aiAjo. (14) 
kA 

Here Pi is a symmetry projector, Si and Ti are opera­
tors which differ in the various formalisms, and ai is a 

constant which fixes the normalization of ''W. Explicit
expressions for Pi,Si, Ti, a,.are given in Table I. 

The sums for iEb) and i(n are easily evaluated 
numerically. Below we shall consider in detail the ana­
lytical evaluation of iE

55 
(EL-HAV) for large R. 

Having obtained ,Pto)we construct the trial wavefunc-

H=Ho+V: 
if(RS) = (q(RS) I .r!(RS))/(q(RS) I q(RS)). 

(10) 

K. Cashion, 
Phys. 37, 830 (1962). 
"D. Secrest, andJ. 0. Hirschfelder, J.Chem. 

4J.0. Hirchfelder, W. Byers Brown, and S. T. Epstein, 
Advan. Quantum Chem. 1, 265 (1964).. 

!=w0,+X&(m, 

and compute the expectation value of II, 

(15) 

i.A = ("1[1/)/( 

with Xioptimized. 

[ ), (16) 

NW. M. Frank, 3. Math. Phys. 8, 1121 (1967).,' 
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I. Definitions of operators and constants appearing in Eqs. (13)and (14).TABLE 

Formalism T, S , 	 ei 

) E )
EL-HAV A,(V-iEW) A,(V-i 1O ) A chosen so that 

5 
HS A,(V-'E )) Aa(VrEs) A 0 

MS-MA V A((V--iE(0) 1 	 0 

This ls the normal[mtlon uned by van der AvoIrdl and Hirechfelder.s 

V. DISCUSSION expected that analogous features will be observed in 
molecular calculations. The results of similar calcula-

Table II contains the exact energies 'E, the partial tions" for the hydrogen molecule reveal striking paral­
sums of the perturbation energies iE()+1EH1)+i ,2), lels. Thus there is good reason to believe that conclu­
and the expectation value of the Hamiltonian 1. The sions reached here will remain valid for molecular 
results obtained here achieve significance only if it is systems. 

TAoLE II. Energy of the lowest gerade and ungecrade states. 

A. Gerade 

gtO1+rgtieElO)E(2) 1[Eqs. (10), (16)3 Optimum Xin parentheses 
1E
 

A Exact RS EL-HAV HS MS-MA RS EL-HAV HS MS-MA 

0.8 0.3308 0.0093 0.1757 0.0883 0.0273 0.3469 0.3488 0.3529 0.3675 
(0.2254) (0.3302) (0.2391) (0.2625) 

1.0 0.2940 0.2090 0.2083 0.1433 0.1008 0.3082 0.3089 0.3145 0.3305 
(0.3042) (0.4528) (0.3187) (0.3427) 

1.2 0.2806 0.3066 0.2337 0.1812 0.1521 0.2995 0.2967 0.3061 0.3236
 
(0.4023) (0.594) 10.4124) (0.4359) 

0.3502 0.4349 0.4155 0.3827 0.3815 0.4056 0.3857 0.4065 0.4255
 
(0.7895) (1.3935) (0.7868) (0.8723)
 

2.0 


2.6 0.4307 0.4621 0.4780 0.4554 0.4554 	 0.4652 0.4579 0.4652 0.4808
 
(0.8229) (1.6236) (0.8228) (0.9184) 

3.0 0.4604 0.4715 0.4883 0.4707 0.4707 . 0.4775 0.4751 0.4775 0.4905 
(0.8252)(1.6077)(0.8252)(0.9000)
 

8.0 0.4895 0.48990.4967 0.48990.4899 0.4911 0.4909 0.4911 0.4972
 
(0.9185) (1.8314) (0.9185) (0.9366)
 

B.Ungerade 
t
')-E4.g) ' [Eqs. (10), (16)] Optimum X in parentheses.ER(O)+E

R Exact RS EL-HAV HS MS-MA RS EL-HAV HS MS-MA 

0.8 1.1403 0.0093 0.8999 0.6178 0.6013 1.1764 1.1829 1.1775 1.2132 
(0.1849) (0.3457) (0.2062) (0.2744) 

1.0 0.9314 0.2090 0.8495 0.7023 0.7089 0.9452 0.9485 0.9456 0.9690
 
(0.2345) (0.4523) (0.2531) (0.3378)
 

1.2 0.7870 0.3066 0.7527 0.6676 0.6652 0.79.15 0.7958 0.794S 0.8112
 
(0.2778)(0.5536) (0.291.1) (0.3924) 

0.5232 0.4349 0.5257 0.4916 0.4918 0.5255 0.5269 0.5251 0.5390
 
(0.4895) (0.9494) (0.4902) (0.5850)


2.0 


2.6 	 0.4776 0.4621 0.4915 0.4688 0.4689 0.4836 0.4832 0.4836 0.4975
 
(0.6946) (1.3268) (0.6947) (0.7705)
 

0.4809 0.4809 

(0.7857) (1.5031) (0.7857) (0.8533)
 

3.0 0.4740 0.4715 0.4904 0.4707 0.4707 0.4802 0.4935
 

5.0 0.4895 0.4899 0.4967 0.4899 0.4899 0.4911 0.4909 0.4911 0.4972
(0.9185) (1.8315) (0.9185) (0.9366) 
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A desirable feature to require of any symmetrized 
expansion is that it produces an expression for the 
energy which agrees, order by order, with that given 
by the RS scheme for R large enough so that terms 
O(e

-
ll
) 

may be neglected, The results in Table I' 
show that the EL-HAV expansion fails to meet this. 
requirement. 

For R large we may write 
2 


,i(,,(E !1 Vi k)I1LItAV ) N (0o 

k-i t-es t+(€0I (V-REl'Dt)I (17) 

si es-es 

where the tilde indicates asymptotic equality. The first 
wesummation is E(l)(RS).To evaluate the second, 

use the completeness of the states ol to write
(oI<1(V-l,1l,)jpk) 12I 

k--


(€I(-,,)¢ 
s-o~-0 

( 1 X ) (€ 1 (V 0)) o).X 2 (0.Z€ - -iE (18) 

k-1 E(-e8 

" 
CERTAIN 

0 5772 1 
where Ei(x) is the exponential integral,16-y= . .. 
is Euler's constant, and M is the larger of 1,m. The 

t
Ei(x) has the asymptotic expansion
' 

e.Ei()., - , (21) 
-

'so that 

k-1 
(07, 110' 

(0-,kI 
/x,1, -In 1/2 Ml 
-Tb-). . (2 2 ) 

The nonvanishing matrix elements of V in (18) are 
I1Vol)= g-510_3V2. 

32R2 8.R 16R
5 

"¢I3 61/ 
F 5+ 1- 614, (23) 

where Ii. is the Kronerker delta. This leads to 
1)1(01 (V-qcx, 12 15 

-- 64--+.... 

Thus, iE(2)(EL-HAV) has the asymptotic expansion 

( (V eiit-- (24) 

( 2 4
C i2(EL-HAV),--- (11/64R ) - (141/1024R ) +..., 

(25) 

so that for R sufficiently large so that terms O(R') 

be neglected, CE(2)(ELHAV) is one-half ofTheadvantageofthisprocedureisthat (¢0(V--Eo))i) mayt 
vanishes for 1>4. The overlap integrals (1 1I k)- are EM(RS). 

Finally, it is noted that none of the perturbationgiven by the formula 
schemes is strikingly better than the other three. In e
 

2ipl ,,Li(-)- ' - ilJx t (19) fact these results indicate that perturbation theory 
a I lk! (19) 

2. 
where min(l, k) is the smaller of 1, k,and x=2R
Using this expression and eo-ek=-k, the summation 
over k in (18) may be evaluated exactly, yielding 

l ) (d,II4a,,) /x-\112 

s-i fsft 
.­-

\Iifl Ii 

"./i.)-In.-- . (a-l) ie ,­

" 

ii 1 

- , (20)
,,-t a(l-a) l" /t a(m-a). J 

may not be a very efficient way of computing the total 

energy of systems of this type. 
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4.3 	The Delta-Function Model.
 

In this Section the different formalisms discussed in Section 4.1
 

are 	solved to infinite order in the perturbation for the double minimum
 

49
 
delta-function model of the hydrogen molecule ion. The exact
 

Schrodinger equation and the polarization expansion have been con­

sidered previously.
4 9 

This model is of interest because the exact
 

energy can be obtained in all the methods in analytic form. Further,
 

all of the excited eigenfunctions of the "separated atom' problem are
 

continuum functions, so.that to.the extent that the model is analogous
 

to molecular problems, the role of the continuum in the evaluation
 

of second order energies may be clarified.
 

The model consists of the one-dimensionalSchrodinger equation
 

( 	 -tE )lip = 0, (4.1) 

where
 

= - (X
+ 


and
 

where S(K) is Dirac's delta function. The model has two bound-state 

solutions (- , t LM , where-the superscripts indicate symmetry 

with- respect to inversion (X--- -X). 

As % increases without limit, 4E and- -E each tend to -o 

This is analogous to the behavior of the lowest states of H . The 

model differs from I- , however, in that there are no algebraically 
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decreasing terms in () and, hence, the ungerade state has no
 

van der Waals minimum.
 

The following definitions are, introduced:
 

(0)= - I X + 
2.HE x 

Further, the Sternheimer hamiltonian
47 

for this model is
 

-~ ~~t _1) 1 /4-t/€ = 


To solve the various perturbation formalisms to infinite order,
 

it is convenient to introduce an interpolation equation for each
 

formalism. These equations are-listed in Table. 4.1. Each contains
 

a parameter A in such a way that for ;= 0 , the interpolation
 

equation reduces to the unperturbed problem; and for X= I , the
 

equation is equivalent,to the exact Eq. (4.1). The solution of the
 

interpolation equation is expanded in powers of ), to obtain the
 

pertarbation energies and wavefunctions.
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Exact Interpolation Energies. The solutions 4 to the interpola­

tion equations in the regions 1xi 0 R/- are given in Table 4.2 in
 

terms of unknown constants. These constants are fixed by the con­

= 
tinuity [ c C R/2 £ o ,(t R/ +E) (± -s) 6--> 3 normalization, 

and cusp conditions at the singularities. The last are derived by 

integrating the interpolating equations over the interval 

' -6 *X $ ± - -t ) 6 -4. , and are listed in Table 4.3. 

In all cases, there are precisely enough equations to fix the unknown 

constants, including E , uniquely. 

The result of the above procedure is a transcendental equation 

for , as given in Table-4.4. 

It is noted that the Sternheimer and Eisenschitz-London­

van der Avoird procedures yield identical interpolating energies.
 

This is apparently a peculiarity of the delta-function model, and
 

not a general result.
 

Given the expression for the exact E , the radius of convergence
 

of an expansion in powers of A can in principle be determined.
 

S 49,50
 
Although this has been done for the polarization procedure, the
 

complexity of the equations discourages the extension to other proce­

dures. At any rate, from a practical point of view, interest centers
 

on how well each of the E , accurate through second-order, mimics
 

the exact energy.
 

Second-order Energies. Iteration of the transcendental equation
 

for e LiQ energy yields the expression
 

A=- R 3P)o. 
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The first term is the zeroth order energy. The second is the Heitler-


London first order energy. The third term will be taken to be the
 

correct asymptotic behavior of second order interpolating energies.
 

Expansion of the transcendental equations for the interpolating 

energies in powers of X leads to the results in Table 4.5 for-the 

asymptotic form of the second order energies. The algebra involved 

in these calculations was checked by solving the firsti order equations
 

directly, as discussed in Appendix E.
 

Discussion. It is noted that the second order energy in the
 

Eisenschitz-London-van der Avoird method differs from that in the
 

polarization expansion by a factor of two, as has been found for the
 

models previously discussed. For the delta-function model, however,
 

this difference is necessary-to correct the wrong behavior of the
 

second-order polarization energy. The correct asymptotic behavior
 

is also obtained by the Hirschfelder-Silbey and-Sternheimer procedures,
 

but not by the Murrell-Shaw-Musher-Amos procedure.
 



TABLE 4.1. Interpolation Equations for the Schr'dinger Equation (4.1).
 

Procedure Equation
 

5 14(O) " A H" I 
- E(A)w ) )

Polarization
 

8
Eisenschitz-London, van der Avoird to) - * At (A H - 6() -4 so0)] - ([) 

13  A ­or Hirschfelder HAV


EL-HAV 

1 8 

Murrell-Shaw or -)aH")---CA+.,t H'],'[ 

20  
Musher-Ams At A o) > 

MS-MA19 

13  
Hirschfelder-Silbey 21' (0) + _ A+ -E ()A 

eS <nh IN "' A-

Sternheiaier
 

RS (yo + -0
 



TABLE 4.2: Exact Solutions to Interpolecing Equations. r:~ ~)6 4 

Procedure > / /a -M7 

Polarization Ae e C.e 

EL-IAV ± +Ae7 [8eYX )x)Z ,e 

MS-MA Ae:}-+4~42 

+s -X4 

RS Ao0 



TLABLE4.3: Cusp Conditions for interpolating Equations 

Ext + -d)~. 0 +0 

P'olarization -2 ~o~- + 2. (O 0 

EL-RAV (4 0 

1S1A t. 2. + 014> 

IS 

t I 
A ILe( 0-)e! + Z A a)UT 

S 590 
~(,_+ 



TABLE 4.4: Transc~ndental Equations for Exact Interpolating Energies. 

Procedure Equation 

Exact . - ±- e, 

Polarization ) = , 

--

EL-HAV -- * e 

2 i-ae'-

- ± 

- I­ (i-

RS (, e­



TABLE 4.5: Asymptotic R-Dependence of Second Order Energies.
 

Procedure - E 4) 

Exact* 2R + (p- 3R) 

Polarization _ -2­

- - 4EL-HA + (e ) 

MS-MA p-SR 0 (e -4-) 

HS -L p_ - OR(e-P) 

-Rs ,_ e 2p + 

See text.
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APPENDIX A. Notation for Chapters Two ,and Three.
 

The compact matrix notation used in Chapters Two and Three is
 

called by Lowdin (see, for example, ref. 62).the "fat notation".
 

i) Matrices are denoted by fat symbols; e.g. in Eq. (2.13),
 

C1 Es 2 

ii) The sum and product of two matrices is defined in the usual 

'way. The adjoint of a matrix and the multiplication of a matrix by a 

scalar is also defined in the ordinrv ,v 

iii) The matrix'of -an operator ( in the space -is denoted 

by <> fa I ) where (5 > ~ (0 

iv) If" is a set of nonorthogoral basis functions, the pro­

jector onto the linear.manifold spanned by f is 

<I-15-X 
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APPENDIX B. Algebraic Manipulations of Perturbation Equations.
 

oB.1. Calculation of <4( -) q 

According to the perturbation equations (2.22)
 

W~O) AHHo.+i)4 + CO() 

+
 

41 

+z
 

Adding these equations gives
 

9 

Exchanging the order of sunmation over k and 4 gives 

d 

+A 
= ) .. c) . -I-z) *o 

-­

,() 
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Collecting terms according to order in ) 

=+ 14 
tJ-I 

k,_-o 

,-h-I

21Z 
P=o 

Hence, 

- 1z 
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Again collecting terms according to order in A yields
 

-Z~I_ i<+-><>b 

=
ih=0.


B.2 	Perturbation Energy Forrfiulas.
 

In this Section, the Eq. (2.32) and (2.33), resulting from the
 

NAO 
full normalization condition Eq. (2.30) are proved. Also it is shown 

that & t) is a hermitean matrix. 

First, however, it is convenient to establish some intermediate
 

results. By taking the adjoint of Eq. (2.30) and adding it to the
 

original equation, one obtains
 

o h>6. (.1)
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The following relation will be needed later:
 

(B.2)
 

,This is proved by,multiplying,the .th order perturbation equation
 

(2.22) froma the left by W--J)'and integrating,
 

(B.3)
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and multiplying the (n-i )-th order equation from the left by 4Pi
 

and integrating,
 

<4(eO)4LI~) <+1) H(k)1 4j 1.

(B.4)
 

k-


Taking the adjoint of Eq. (B.3) and subtracting it from Eq. (B.4)
 

yields Eq. (B.2).
 

From Eq. (2.29)
 

Application of Eq. (B.2) %C,-,) ttimes yields 

G= 42: 

k=&~I k~a 
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Interchanging the order of summation gives
 

<c4 V)I 411 I4~1'" + W-(c014 G3L>A 

The final term vanishes by the normalization condition Eq,. (BA). 

Hence, 

(B.5) 

ks-o - -O 

The desired proofs are given by the following applications of
 

Eq. (B.5):
 

Put p=n, q=n-l: 

IA- 1 

k-=­4Z (Sco- U) I'* 
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The coefficient of E&)t is simplified by using:Eq. (2.30):
 

or 

Yo (B. 6) 

Put p=2n, q=n-l: 

&c -_ <cC-a I HI > 

-

k.=-o 

V <-

Q-o 

¢I 



Or,
 

V-I -1 

(Cc" 

In the one-dimensional case, when all of the quantities in this
 

equation are scalars, the Eq. (2.6) results. In general, the 

equation is simplified by using t2 )m , (Z'), ) 
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, <4A - 'NIHC)4C > * c,)f4 

-i 

(B. 7) 

62=1I=o 

1251 

From Eq. (2.30) 

4(e) 
Z 

k-M ii(B.) 

- ~ ~ < 144~Ia2 

1=0 
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Substituting q,..(B.8) into Eq. (B.7) yields Eq. (2.33)-. 

Put p=2n-1, q=n: 

By steps similar to those used to derive Eq. (2.33), one obtains 

Eq. (2.32). 
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APPENDIX C. Partitioning Technique Approach o- Degenerate,, Almost
 

Degenerate, and Exchange Perturbation Theory.
 

It is the purpose of this Appendix to clarify the connection
 

between the formalism of Chapter Two and the partitioning technique.
 

Only the degenerate case will be treated in detail.
 

3 6
 

The basic notion of partitioning goes back 
to Van Vleck,
 

63 64
 
Lennard-Jones, Brillouin, and others in the early days of
 

65
 
quantum mechanics. Lowdin and his coworkers have developed the
 

partitioning techniques into a very elegant aDd powerful approach to
 

perturbation theory.
 

7 0 

It is convenient to.first quote some results of Lowdin. Let
 

and E be an aigenfunction and eigenvalue of the hamiltonian 14,
 

("- ) =o. (C.1) 

The Hilbert space of H is divided into two ,subspaces. The first is 

spanned by the set of functions ) ( .1 4, and ia 

characterized by the projection operator . The second subspace 

is spanned by an infinite set of functions and is characterized by
 

the projector a-- These two operators satisfy
 i-s. 


(= 0t -P pd -Pt ? 

In the partitioning technique, the Eq. (C.1) is replaced by
 

0) (C.2)0' 
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where 

= + t-4 T(E) H, 
and 

'(E) R)? PP(E-H)P]-

with ct4o but otherwise arbitrary. Eq. (C.2) is equivalent to the
 

secular equation
 

1< 4"° I 4 E >1= . (C.3) 

-This is-not an ordinary secular equation since 'H is a function of
 

The usual-approach is to solve Eq. (C.3) by an iterative
 

process. For the degenerate case, writing
 

H 14~)+ , ,
 

:where
 

allows 
1
TE) to be written
 

Ne+ N A Rg") E)P] P 

Now defining 

-R:: p ~ M)iY p 
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and using the "fundamental identity"
 

(A-~' - A- 13 (A­

yields
 

-T'E + -E (} .(C(.4) 

This relation allows T(S) to be approximated successively.
 

6 6 

It is possible', as L'wdin in the nondpgenerate case and as
 

67" 68Choi and Goscinski and Lowdin in the degenerate case have shown,
 

'to obtain the Rayliegh-Schrodinger expansion of the energy and the
 

wavefunction by iterating Eq. (C.4) and expanding the roots of the
 

secular equation (C.3) in-powers of )6
 

Of course the expansion (C.4) can have a greater radius of con­

vergence than the expansion in powers of I of the roots E of the
 

secular equation (C.3). Furthermore, given T(S) the secular equauion
 

can be solved by techniques which avoid power series expansions.
 

Intermediate Normalization. In applications of the partitioning
 

technique, the natural choice of normalization is "intermediate"
 

normalization,
 

<4() 0 (c.5)I 'l 

rather than the full normalization chosen in Chapter Two. Thus it is
 

necessary to derive the expressions for C") and W ") which are
 

applicable for the normalization Eq. (C.5).
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lo avoid confusion with the results using full normalization,
 

subscripts rather than superscripts will be used to denote order in
 

intermediate normalization. It is also convenient to absorb X into
 

the definitions of the perturbation terms and to define
 

' V = Hc ) 

Vt V - (F- 0 )_ 

Expanding Eq. (C.5) in-powers of ) yields 

62 (C.6) 

Multiplying Eq. (2.22) from the left by 4 an& integrating gives 

0,7)a 4oi IV 4"-, >( 

Eq. (C'.6)allows to be omitted from Eq. (2.34) so thac the
 

perturbation wavefunctions are
 

12= It 
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Iterating this equation, it follows that
 

(V o 4 a - Z (R0VY) b+ 1 1kc.8) 

Expansion of T(F). Iteration of Eq. (C.4), (2N-i) times yields
 

+ V,)r7 )(FT-)c~ ( (C.9) 

where
 

TaN ,(E) Ro N (v's (0.10
R, (C.I10) 

With the neglect of the second term in Eq. (C.9) the secular equation
 

(C.3) is
 

I4oj 14 + V + V T% _,(E) V -E.F- >I - . (0.11) 

It can now be shown that the roots of Eq. (C.11) are identical,_
 

! 

through terms '1'+ ) , to the roots of the secular equation 

(2.26). 

This theorem is proved by using Eq. (C.8) and (C.10) ana Lne 

fact that Rc'4,0 , to obtain 

EN-I-
T=M) V4 ~ (PV) , 

2".-1 0 hfIrA­
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Substitution of this result into Eq. (C.11) and the use of Eq. (C.7)
 

gives
 

o=<4 HO+V+ V -I.E)v - c1eV>1 

Z ,-E 

'1=0 k = ­

b -I "-,bX=I b+I=k. 

earranging the order of summation in the last two terms gives
 

I =o 

f=0e 
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It is now clear that, in the summations over k the upper limit
 

' may be replaced by aW-1 if terms 0C V f) are neglected. 

Hence,
 

0 

+-2 xt4 n E 

Assuming that the first determinant is nonvanishing yields
 

0 j E. + (012 

Hence, the energies determined by Eq. (C.11) are identical with the
 

energies determined by Eq. (C.12) through 0 ( a ami) . Further­

more, it was shown in Chapter Two that the cbange from intermediate 

to full normalization also affects the roots of Eq. (2.26) by 

0 - terms. Hence, it follows that the roots of secular
 

equations (C.11) and (2.26) differ by 0(A "A#) terms.
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ON THE MODIFICATION OF EXCHANGE PERTURBATION THEORIES * 

J. 0. HIRSCHFELDER and P. R. CERTAIN"*
 
University of Wisconsin TheoreticalChemistry Institute, Madison, Wisconsin, USA
 

Received 21 October 1968 

A transformation of the unperturbed Hamiltonian in the Eioenschitz-London, Van der Avoird, or lirsch­folder HAV exchange perturbation theories is suggested, which modifies the second order energy to produce
the correct long-range behavior. 

1. INTRODUCTION 

In recent applications [1,2,9] of the Eisenschitz-
London [3], Van der Avoird [4], or Hirsehfelder 
HAV [5] perturbation theories for the exchange 
forces between atoms, it has become apparent
that the second order energy in these schemes 

fails at large interatomic separations R to equal

the second order dispersion energy (no exchange), 
even though "exchange effects" are negligible at 
these separations. In the previous calculations 
[1,2], the correct long-range limit was obtained 
by a variation-perturbation approach. In this note 
we suggest an alternative method for obtaining
the correct limit, by introducing a transforma-
tion of the unperturbed Hamiltonian of a type ori-
ginally suggested by Feenberg [6]. 

2. PERTURBATION THEORIES 

In this section we reviey/briefly the usual 
Rayleigh-Schr6dinger (unsymmetrized) theory 
and the Eisenschitz-London, Van der Avoird or 
Hirschfelder HAV theory for the long-range in­
teractions between atoms. The problem may be 
stated succinctly by making use of the wave op-
erator formalism [4,7]. Conventionally long­
range interactions are computed from 


E = Eo + (00o1V+ VTVr 00> (1) 

where 

o This work iacs supported by the Nstionnl Aoronautics 
and Space Administration. Grant NGL-50i002-sl . 

05 National Science Foundation Graduate Fellow. 

T = R0 + RoV'T, i, = V- (E-Io), 

Re = P(Eo- Ho)-P , Hoito = Eo 0o , (2) 

P = 1 -10)(001 

where H is a sum of isolated atom Hamiltonians.o 
4'0 is product of isolated atom wavefunctions, and 

V contains the interatomic interactions. Substitu­
tion of eqs. (2) into (1) and iteration yields 

E = Eo + EI + E2 + E3 + . 
where 

E = (00. 1V1ito) 
6 2 = (0 1VRo V1 0o) 
E3 = (-PoIVRo(V-E1)RoVIi o) -

When exchange effects are not negligible, the
above treatment is not sufficient because ito does 
not have the symmetry of H = Ho + V. Let A be
the projection operator onto the subspace of de­
sired symmetry. Then the interaction energy 
may be computed from 

(o1 VA + VT V 1 5 )0E = Eo + ( 0 I A 1@o) (3) 

where 

T =PROP+PRoUT (4) 

and the former definition of P is replaced by 

P =A AI@°) <poIA 
(0. IA I o) 

and 

539 



122 

Volume 2, number 8 CHEMICAL PHYSICS LETTERS Decemnber.1968 

Table 1. 
-

Energy of H2 (in tm-l). Here c = AI) and A. is the value of the parameter in eq. (5) which optimizes the ex­(4'oAl a 
pectation value of the Hamiltonian in refs. III and (9]. 

R X c E,+El+E 2 -E (exact) Eo+ElI+XE-E (exact) EO+El+cEZ-E(ejiact) i(exact) 

1.93 427.0 177.8 -214.2 3592, 

State
 
1r, + 6 1.39 2.00 25.5 


Ground 4 1.36 

9.4 - 16.1 278.9 

g 8 1.92 2.00 3.8 0.2 - 0.2 11.7 

-158.0 -1423.3Excited 4 1.42 2.07 169.6 39.6 
State 
3 D+ 6 1.89 2.00 23.5 4.4 2.2 - 41.2 

4.3u 8 1.98 2.00 3.8 0.2 0.3 

Table 2. 
- 2 

Energy of the One-Dimensional Model. Here c = (,A ji4o) = 2/(1 +exp (-R )) and X is the value of the parameter 
in eq. (5) which optimizes the expectation value of the Hainiltonian in ref. [2]. 

R X c Eo+E1 +E2- E (exact) EO+EI+XE2-E(exact)EO+El+cE2-E(exact) E(exact) 

Gerade 0.8 0.3302 1.3095 - 0.1551 0.0180 - 0.2351 0.3108
 
Ground 1.0 0.4528 1.4621 -00857 0.0149 -0.1706 0.2940
 
State 

1.2 0.5964 1.6169 - 0.0469 0.0161 - 0.1432 0.2806 

2.0 1.3935 1.9840 0.0653 0.03855 -0.0062 0.3502 

2.6 1.6236 1.9977 0.0473 0.0272 0.0151 0.4307 

3.0 1.6077 1.9998 0.0279 0.0147 0.0063 0.4604 

5,0 1.8314 2.0000 0.0672 0.0014 0.0002 0.4895 

Ungerade 0.8 0.3457 4.2310 -0.2404 0.0426 -1.6381 1.1403 
'Excited 1.0 0.423 3.1641 -0.0819 0.0171 -0.3749 0.9314 
State 

1,2 0.5536 2.6209 -0.0343 0.0088 -0.1900 0.7870 

2,0 0.9494 2.0373 0.0025 0.0037 -0.0316 0.2232 

2.6 1.3268 2.0024 0.0139 0.0056 -0.0119 0.4771 

2.0 1.5031 2.0002 0.0164 0.0062 -0.0040 0.4740 

5.0 1.8315 2.0000 0.0072 0.0014 0.0002 0.4895 

540 
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/ A14 0(. I) 
U-ll - I , ))V'p Ahavior, 

Substitution of eq. (4) into (3) and iteration yields 

E =Eo+EI+2+E3+... , 

where 

= (o IVA I o)/(o IA10),E1 (4)o o)/4O1A 14'b),E2 = VPRoPVI 40

E2 = (0501VPRoP(V-I)( J 1)I oA,ib o 

E3 = 1VPROP(V- B)PR0 PVI 0)K4, JA 10) .
 

The difficulty is that, for the systems consid-
ered, 

if2 
tim -# 1 , 

R-m 2 

so that E = + El + E 2 is a bad approximationE0 
for R large. 

3. PERTURBATION-VARIATION APPROACH 

A better approximation was obtained [1,2] by 
computing the expectation value of H with the 
variational wave function 

I 
=AO + XPRocP4 , (5)o 

where the variational parameter X -was energy 
optimized, with the result ­

and 
lim XE2/C 2 = 1 

This result has been emphasized recently by 
Goscinski and Brilndas [8]. 

4. TIHE FllNBLIlG TIHANSFOIRMATION[6] 

The computation of X requires a knowledge of 
and E3 [8]. A procedure for removing the 

long-range defect with a knowledge of E2 only is 

as follows. Instead of iterating eq. (4), one iter-

E 2 

as o)[7ales 

T=cPRoP , (6)+ ePRoUT + (I - o)T 

which is strictly equivalent to eq. (4) if c is an 
arbitrary constant, and obtains through second 
order 

E = o + cE 2 .0 + E l 

This method is equivalent to replacing [6] (H10 - B O 

by (1/c) (Ho- E0 ) and V by V-(I-c/c) (110 -Eo) in 
eq. (4). 

In order to obtain the correct long range be­
the constant c must satisfy 

lim c8 2 /6 2 = 1 . (7) 

R-

For the systems previously considered, the 

choice = ) -  
c- (_ IA i $_ (8) 

satisfies eq. (7). In tables I and 2 we present a 
comparison between the variational approach and 

Feenberg transformation. 
For the systems considered, the choice of 

eq. (8) is consistent if the energy is computed 
through third order. Iteration of eq. (6) twice 
yields
 

2
 
E = + c(2-c) E 2 +c -6
 

In these examples, c - 2 and E 3 - as R -,IE 2 + 
so E - E + 2E which is equal toE0 + 1 e for 

large R. 
In general, however, the computation ofE 3 

requires a large increase in the number and com­
plexity of integrals over those needed to compute 
E2. For this reason the Feenberg transformation 
offers a practical advantage over the variational 
approach. The significance of the choice of c 
which we have made escapes us, however. 

0 2 2 
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APPENDIX E. Direct Calculation of Second Order Energies tor the
 

Delta-Function Model.
 

As was shown in Section 4.1, the second order energies may be
 

evaluated by a quadrature involving the function -- _ defined by
 

( to)- ±X t -E"') 4 ) (E.l)6 At ( H~l) 

The second order energies are given by
 

°E') 7
_°(I
+c., AO Ai i4 
±((_+r 0)) 1418)4o~ 

_E(?.(F-LH) I t'LA °- ?:l>Eke (E.3) 

Introducing the definitions of {o, ~ ,t '] ,Io gt r--L2)cL -ms 7jN) (E.4) 

4'Ce) , and Aj£ , Eq. ('E°I) may be written
At I(lIVx+& ol~ -Ix 

where 



or, omitting the L±) sub- and superscripts, 

. I- X- + - e± e. -

with the matching conditions 

-
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(E.6) 

dy, 

x 2 X 

+ 

-a)-t e-(E.7) 

(.) 

X(at) - -X (a-) - 0 

The general solution of EIT. (E.6) 

AMe x -A °10)C -0 1> 
ID ey + &'­

= i KeK - cB 'xx'j-
1C ) 

(E.1O) 

-(E.11) 
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where
 

'At (e ± e ), 

-±e-Il+ elze

and A ', C',, Dlt) are chosen to satisfy Eq. (E.7) 

through (E.10). Thus,
 

0-e 'o ea_ 7 .,,[,,O.e-,I;e 

(0.12)}
)cs_eA 

o e-1, e, 

" 
o DOI) +oL4_-a -eo-.e 

These equations are not linearly independent, however, as may be
 

verified by comparing the sum of the first and third equations with
 

the sum of the second and fourth equations, and making use of the
 

definition of . Thus, one of the Eqs.(E.12) must be replaced 

by another which is linearly independent. This is just the freedom 

required to enable the normalization condition, Eq. (E.2), Eo be
 

satisfied. Making use of Eq. (E.11), Eq. (V.2) becomes
 

http:Eqs.(E.12
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oo-fk-o Ac I 4. e - ~ 

(E. 13) 

Eq. (E.13) now replaces the first equation in Eqs. (E.12). Then, 

A ") , Oct), C', Db" can be obtained in a straightforward 

manner. The result is
 

" -A) o +°c-,x-e 
-

(+ 3P,-Y= -P-)0 _3 + . -)e: 
7 - (z - z2p+ [[- J1)] 

z -CCo) ,elI -a ( 3z. e) - K - 0(t+a l)e 

- - - .'eo D+R (I+) ] -- Re 

This completes the determination of o
 

In order to evaluate the second order energies, the following
 

integrals are needed:
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-<X ii 1'11> =-."Le-' * C,'-n. a3)e j + i R,-3 

<±y ~ ~ 7 6-iz'- (I+~±PQ.(++?ez 

With these integrals and Eq. (E.3) through (E.5), the asymptotic
 

dependencies given in Table 4.5 are obtained.
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APPENDIX F. Other Publications of Phillip R. Certain
 

Reprinted in this Appendix are the follpwing articles, which
 

report work c6m leted at-the Theoretical Chemistry Institute,
 

Madison, Wisconsin.
 

1. "A Single Variable Variational Approximation for a Perturbed
 

Schr6d-inger Equation", W. Byers Brown and Phillip R. Certain,
 

Proc. Nat. Acad. Sci. 57, 1206 (1967).
 

2. "Comment on Van der Avoird'§ Wave OperavQr Formalism",
 

R. E. Johnson and T. R. Certain, Chem. Phys. Letters, 1, 413 (1967).
 

3. "Calculation of Matrix Elements for One-Dimensional Quantum-


Mechanical Problems", A. S. Dickinson and P. R. Certain, J. Chem.
 

Phys., 49, 4209 (1968).
 

4. "Localized O bitals for Arbitrary Molecular Wave.Functions",
 

P. R. Certain and J.,O. Hirschfelder, Chem. Phys. Letters , 2, 274
 

(1968).
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A SINGLE VARIABLE VARIATIONAL APPROXIMATION 
FOR A PERTURBED SCIRODINGER EQUATION* 

By W. BYERS BnowN Ams- P LLIP 11. CuTA5Iq 

TIIEORETICALCIITII, y INSIITURS, UNIViRSITY OF WISCONSM,MADISON 

Conmmunicated
byfoseph0,Ihrschfelder, 1967
March 04, 
The difliculty in applying the Rayleigh-flitz variational pnethod to molecularsystCms lies in choosing the trial wave function, . In this paper we eolsider aVariational approximation for the ground state of the perturbed Schradingei 

equation 
r

(HO + T - -To)', = 0,() 

where the perturbation V is a function ofthe Cllfiguralion variables, and theground state oigefunetion sly of IL is knmown. W\e wrrite the trial nave function 

= F~' 0 ,(2) 
but instead of guessing a specific form for F, we seek the best F which is a function of
V only, F = F(V). This leads to a Scbhridinger-type equation­

(ho+ V - ffF) = o (3) 
inthe single variable V, involving the approximate ground state eigenvalpeli > E).
Equation (3) is an ordinary linear differential equation which be readily solvedcan 

numerically.


The analogous first-order variation-perturbation theory has been 
 derived re­cently by lKirtma and Benston,I and called by them the extended average energy
method. They present their derivation as an extension of the Unsld or averagetenergy approximation,. which is equivalelnt to employing a first-order trial wavefunction of the form = fj/o with f = - (V - El)/AE, where AE is an average
excitation energy. The functional minimization method used in this paper leads 
to esseitially the same results as those of Kirtman and Benston.'

PerturbedSclrtdinger Equation.-Consider a system describied by the n orthog­onal curvilinear coordinates q = q,,q,... q1. Let the unperturbed Hlamiltonian be(atomic Units) 

'11o - -'/2v" + Uo, 

where Uo(q) is a function of the coordinates, and 

V 2 a ( h bq), 
where the h,(q) are the metric scals factors, and h = hk...h,. Let 4'o(q) and Ebe the lowest unperturbed eigenfunetion (assumed real) and eigenvalue satisfying 

(H,,- ,'4), = 0. (,1)
 
We ar interested in the solution (#,E)of the perturbed Sehrdinger equation (1)inthe case in which the perturbation V isa fumetion (lot a differential operator) of 
the coordinates q; or more conveniently, inwhich 

1206 
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V = V(u) where u = u(q) with-range (a,b). (5) 
The variableo. may or may not be one of the coordinates q. 
Variationally
Reduced. SchrOdinger lEquafion.-Wo seek the. best trial wave 

'function of the -form 

= F(u)Po(q) (Ii) 

by moans of the Rayleigh-Ritz variation principle 62 = 0 with respect to arbitrary 
variations F(u), where the functional fl[F]is defined by 

( , (He0 + V - R¢ = 0. (7)
 
By substituting for from (6), using the unperturbed Shradinger equation (4)
 
and rearranging, equation (7) may be rewritten
 

(0, f(VF)2 2- (V + E.s - Z)F:}#s) = 0. (8) 
S u), (VFYI (Vu)', where (Vu) _=' T T We define 

two functions.of u, which involve only the unperturbed distribution: 

1o(u') = ('O, (u' - u)Wo), (9) 

Qo(u') = (#0, a(u' - u)(Vu)2VO), (10) 
where 6(x)is the Dirac delta function. Po(u) is the probability density for the 
variable u in the unperturbed ground state, and is-normalized to unity provided 'P 
has unrit norm; 

Po(u)du = (,&0,l') 1. 

In'many cases (Vu) 2 
will be a constant, say c; then Qs = cP; but in general Qs 

differs from Po. 
Equation (8) can soow be written as the single integral 

O)FPo Vfb du 1Q.d(F" + 

By carrying out a functional variation 5F(u) andsetting A = 0 we obtain 

- Jn4 O, + R b) +[Q,,( ) (V + )1'01? - by 0. 

Since the variations bF are arbitrary, we must have 

IuI - F (V - - )oF =0,(11) 

and Qo(a)F'(a) = Q(b)F'(b) =0. (12) 

Equation (11) can be written inthe form of the variationally reduced Sehridinger
equation (3)where the single-variable unperturbed Hamiltonian is defined by 

1 _, (Q,.).*.,,, 

http:functions.of
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The factor function F of interest is the ground state solution of (11) satisfying 
(12) which belongs to Li(a,b) with weight factor Pc(u); that is, f PoFlduis finit. 

Note that Po ) 0, and for the unperturbed ground state Ps> 0 except possibly at 
the limits ab. Equation (11) is an ordinary linear differential equation which can 
be readily solved by numerical methods. In a later section we discuss the explicit 
perturbation solution. 

By integrating equation (11) over the range (a,b) and using (12), we see that the 
eigenvalue is given by 

A e + fPaVFdu/f PuFdu. 

This is a variational]y reduced form of the so-called integral Hellmann-Feynman 
theorem., 

Gcswrrlizetins.-Thcre are ,wo obvious generalizations. 
(a) Perturbalion V. The best approximation = F(u)k may still be found 

even though the perturbation V = V(q) depends on variables othcr than u, and also 
if it contains differential operators in the Sehrtdinger representation. In the more 
general ease equation (11) becomes 

2 d (Q. + FF+ (r. - )PF =0, 

where 

W(u') = - O(u ,(to, V ' 

and may involve a differential operator with respect to u'. 
(b) Feelerfunction F: The procedure can clearly be generalized to allow F to 

depend on more than one variable, F = F(u), u - u,a,.-.,u,.. However, this 
leads in general to a nonseparable partial differential equation of the form 

I_ E- E Q + (V ± ­2 . P bu\ 6u + ) 

where, in an obvious notation, 

q,,(u) = (0eF'(u' - u)(Vu..Vus)o). 

Perturbation Approach.-We now turn to the first-order perturbation solution of 
equation (11). It is instructive to derive the relevat equations from the Iylicrass 
variational principle for the second-order energy, R,, as a function of a trial first­
order wave function k,: 

= ( ,,(H - EB),) + 2( ,,(V - E,)qo) > ,2, (13) 

where Ef = (dn,V~o) is the first-order energy. We expand F defined by equation 
12) as a perturbation series.F = 1 + f + . where we have put F..= 1, F. 
f, so that 

#, =f70. (14) 

Then by substituting (14) into (13) and rearranging, we obtain 
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A= (,PO,(Vf) o)+ 2(Po,(V - EfNo), (15) 

We again consider a perturbation V(u) as described by (5), and seek the best first­

order trial wave function of the form 

. = f(u)+o(q). (16) 

Then (15) can be reduced to 

. ()+2,( + 2(V -l­

where PO(u) and Qo(u) aredefined as before by equations (9) and (10). By making 

the functional/0AUV] stationary with respect to arbitrary variations af(u), we derive 
the equations 

d (o )s = 2(V - B)P. (17) 

and Q(a)f'(a) = Qo(b)f'(b) = 0. 
Equation (17) has the same form as the first-order perturbation equation for a 

separable variable u (or a simple one-dimensional case), and can be integrated 

directly
5
, ' to yield 

I f E 'U) du (18)+ P 

and hence, 
1 f b AyI(U). 

..s= - f Mo u (19) 

where 

M(u') = 2(45,(V - Es)A(u' - u)4o), (20) 

= 2f" (V - -P)Pedu, 

where A(x) is the Heaviside unit-step function. 
Equation (18) is esscntially tho same as that, derived by l(irl.man and Benston' 

by their extended average-energy method; our equation is simpler and slightly 
more general in that the variable u need not be a member of the q's. This result 
establishes that the extended average-encrgy method does indeed give the best 
first-order trial wave function of the form (16);" that is, the one giving the lowest 
value of Al( -E2 exact) as claimed by Kirtman and Beaston., 

Applicati6a to the Two-lecdron Atoe.-In this section we apply the foregoing 
theory to the ground state of the two-electron atom with atomic number Z. We 

take as our single variable u = ra, the interelectron distance. Tle simplest 
applieation is to take the perturbation V to be the electron repulsion term 1i/r2. 
In this ease, we have (unit of length = Z Bo,) 4 = s- aXp(-rl - r),1s = 

Es = - Z. Itfollows from (9) that 
8 
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,
 
PO = se5 ( 1+2u+ U ) 

and since(Vr2)
2 = 2, Qo = 2Po. Unfortunately, it does not appear easy to solve 

(11) analytieally (though a numerical solution could be easily obtained). We 

therefore turn to first-order perturbation theory. The integral (18) reduces to 
1 /5~~uu3 34u---SY] 

f=- +lI( 'U + +v /iarctan( 1 + const., 
T1hZ 2 43 

and the integral (19) is equal to' 6i
/

= -0.135337 Hartroe. The accurate value 
isg . E2 = -0.157666 Hartree. These results agree essentially with those of 

1
Kirtman and Benston. - s 

A better starting point is to take the Hartree-Fock wave function p'pb= O(r )O(r2) 
as the unperturbed condition. We therefore seek the best correlation factor F in 
the trial wave function 

r,r2).= F(r 2,,P(m (21) 

We are even less able to solve the complete equation (11)analytically, but the first­
order perturbation theory is still tractable, and not much harder. The first-order 
wave function can be written in the form j = tpUF + ..orwhere P," = {fuf(ri) 

°
 
+ fev(r2)} 'o, and 5 9 = FI(ro)l )o. The first-order Hartree factor is known an­
alytically,

9 

IHF(r) = - 3 (1 - e-)t-'df + 3(e-.. - 1)/2r 

+2e -2r. fir + 23/4 - 3In21. 

The Hylleraas second-order energy, defined by equation (13), can be written in the
forO.Hr ,=.f..,cor,~hreE , 13 9 (3\ 

+
form" 18,= E2"y + f,2, where' 1 F 13 In = -0.111003 

Hartree, and 

° 
jEo r = - (Po,(Vfo1V)) + 2(#,,Vforr1PO), (22) 

2 
-


where or= F,(u) and the correlation perturbation (first-order) is" V = u 1+ 
5 

- ' - ' 
( - 1)/r + (e - 1)/r ++ e , + e + -5. Since V depends on ri,r2 as 
S 

well as u = r,, we have to employ generalization (a). However, the resulting 
perturbation equations are again (18) and (19), with M defined by (20). We obtain 

F17 17 17 15 54]e Fl7 3 4 4 

L5 i7 i8 81 l. L u+ es 

and carrying out the iitegrations we find that 

1 -. + 15 In ,3 + 3\ 3793 +Ae-F3\ 

,7, 2 4) Si- \/ 
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25 
7 2 

1 + 272 J + - + const., 

2 4
 
5
and 5"B, 5

o ' = -0.032435 Hartree. This is 70 per cent of the accurate Hartrec

Fock second-order correlation energy -0.046663 HIartree. Kirtman and Benston's
 
application to the total first-order wave function yielded only 51 per cent.
 

It is interesting to compare 
 the behavior of the two approximate first-order
 
factors for small u and large u:
 

5ZJ const. + u- + () 

ia
5 

+ 8
1

In u + const. + 0(u - 1) 

1 217 

Zfo- const. + 1 u - 1 U
s + 0(u)

2 1296 
5 15 - u +-15 i + eonst. + 0(u-1). 

We note that both satisfy the cusp condition for the exact first-order wave function 

factor f = V/,/o, Z(bf) = 2 The first terms in the asymptotic expansions for 
large u have opposite sign, however. 

Discussion.-The trial wave function (21) is not the best form of its kind. It is 
better to start with a trial function 

= F(rn2)1P(r,)1.(r2), (23) 
and to vary both the "correlation" factor F and the orbital function p simultane­
ously. A function of this form was first considered by Baber and Hasse," whose 
work was extended by Green etal. 1 To the first order this approach is equivalent
to employing a correlation wave function with the single excitations projected out; 5 

that is, 

1"- = [f'12) - g(r) - g(rs)] , (24) 

wher g(r,) = fo(r)f(ri2)dr. Roothaan and Weiss' have performed variational 
calculations for the total energy of two-electron atoms using trial wave functions of
the form (23). The extrapolation of their results for various Z to Z = yields'4 

= -0.0440 Hartree, or 94 per cent of the exact value. The interaction be­
tween the factor F and the orbital ,pis therefore very large and beneficial, as pointed 
out by Rosenfeld and K(onowalow." 

Sumnary.-In a recent paper Kirtmaun and onston' derived a first-order trial 
wave function , for a perturbed Ilainilftoninn H, + V of ohe =form 6, f(D),p.
The object of this paper is to extend their idea to the total Schrisdinger equation, 
and to use functional minimization to obtain the best trial wave funcioun of the 
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form ¢ = F(V),,0 . The resulting equation for the first-order wave function agrees 
with theirs. The theory is applied to the first-order correlation problem for two 
electron atoms, and accounts for 70 per cent of the second-order correlation energy. 

* This research was supported by National Aeronautics and Space Administration grant NsG-. 

275-62 and by a National Science Foundation graduate fellowship. 
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COMMENT ON VAN DER AVOIRD'S WAVE OPERATOR FORMALISM 

R. E. JOHNSON and P. R. CERTAIN 
University of Wisconsin Theoretical Chemistry Institute, Madison, Wisconsin, USA 

Received 23 October 1967 

In regard to the papers on the perturbation an inverse and there is no difficulty *. For ex­
theory of forces by Van der Avoird [1,2], it is cited states R0 is no longer a definite operatoi 
worthwhile to point outthat ifthe matrix PROP, so that the inverse of PROPmight not exist. Al­
defined * by eqs. 5 and 14, does not have an in- though a slight change in the definition of 4 o
 
verse in the space P, then the proposed solution would correct for this, convergence problems 
will not satisfy the original Schroedinger equa- due to this difficulty may occur in the application 
tion. This follows since the set of equations of the theory to excited states. 

PRoP(E-H)PT= PROP 

will not have a unique solution, and the inverse REFERENCES 
of PRoP(E-H)P, expressed as an expansion in 
eq. 19, will not exist. [1]A. Van derXvoird, J. Chem. Phys. (INovember 

For the case when E is the ground state of 1967).
o 
 411H0 , the R is negative definite so that .PROPhas [2]A. Van derAvoird, Chem. Phys. Letters 1 (1967) 

o 


onthe ground states of 
lere the equation numbers and notation are those of some simple potentials have shown that the theory 
ref. [1]. gives reasonable results. 

* Preliminary calculations 

November 1967 413
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Prited
InI. $.A, 

Calculation of Matrix Elements for One-Dimensional
 
Quantum-Mechanical Problems*
 

A. S. DICINSOrijAN P.R. CFRTAiN 
Uniersity ChtiesryBtsltule, Madion,Wiseonsin 53706ofWisonsin Thearelal 

(Received 50 May 1968) 

A simple method proposed by HarrisClal.using the techniques of transformation theoryfor the 
generationof the matrix elements of one-dimensional potential functions in a discrete, orthonormot basis 
is shown to be equivalent to Gaussian quadratures when the basis is constructed of orthogonal polynomials. 
The basis exp(ino) on (-r-, r) is also discussed. 

L INTRODUCTION where the T. and 7,yare determined by 

A method has been proposed by Harris elal and (x)4'(x)dt=.= T.,T,,,2 	 (2)(2)
employed by several authors, for the calculation of the " 

matrix of a one-dimensional potential function V(c)
 
in a discrete, orthonormal basis s.(), n=O, 1, ... , N, (()r(x)',(x)dxs,= j T~jTyt, (3)
 
where the set . is complete for N-s oi. The variable i-0
 
x has the range (a,b).The implementation of the
 
method requires the existence of a single-valued i.e., the orthogonal matrix T= (T_) diagonalizes
 
function u(x) on the range (a, b),in which case their u= (1t_).
 
prescription for the evaluation of the matrix elements For thecase where the u is tridiagonal, Harris elal.
 

of V is 
 have shown that V, is exact for V,a polynomial in 
u of precise degree 2N-t---t+1 or less. For the 

V,,= 4,(x) V~x(a)],,(x)dl 	 general case where only e i,,,c <r,is nonvanishing, it 
may be shown that Vo, is exact for V of precise degree 
(2N-t-n)1/r+1 or less. Hence, it is desirable to 

= T, TjV[x,) ], 051t, a<aN, (1) employ a function uwhose matrix is tridiagonal. 
i0Since the formula (1) is very suggestive of an (Al+ 1)­

point mechanical quadrature, it may be cotopare with 
*This work received financial support fromtheNational the Gaussian-type quadrature of thesailr order. In the 

Aeronautic, anti ;rantNsG275.62. present Paper, the relationship (1) to GaussianSpare Administration of 
SPrs cent yoldrfs: The the set4,, constructedDepartmct ofApplie athematic, quadratores is considered for: (i)Univeisity llelfastN 

t National Science FoundationGradlatte F'ellow. from orthogonal polynomials on (a, h) and; (iR) ,. 
SD.0. 1tneis, G. G.Engerhohn, snd w. D.Gsinn,J.Chem. (2r)-11 exp(in 0) on (-r-, 7r).

Phys. 43,1515 (1965).
2 (a) D.0. Harris, ff. W. Harington, and W. D. 

Quieen's ofBelfil.t, Ircland. 

A, C. Luntz, IT ORTHOGONAL POLYNOMIALS 
Gwino, J. Chem. Phys. 44,3467 (1966); (b)D.F.Zatik and F. 
A. Matson, J.Mol. Spectry. 24,122 (1

96 7 
); (c)P. F.Endres, 3. 

Chem. Phs. 47,798 (1967); (d) C. Schwartz, J.Comput. i If 	 is obtained(rs=x, and the basis 4'rt from the 
Phys.90(1967). 	 x orthogonal with respect to3, 	 first N+1 polynomials in 

http:rantNsG275.62
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the positive weight function w(x) on (a,b), i.e., if 

[1) 

where 
fIt 


f.(x)f.(x)w(x)dx=h.. 


and 

f(x) " (5) 

then the equivalence of (1)and a Gaussian quadrature 
may be explicitly demonstrated. 

Using the Gaussian quadrature defined by w(x) on 
(a, b),the formula for V., is' 

~and 
(6) 

where the aj(N>are the zeros offN+, 

fNr+l(aIO) =0, j=0, 1, ...,N (1) 

and 

Wi')=-k. (8)
v+dN+dk.N+fN+i(aj ))fx+2(aovp), 

where f'(x)=df/dx. In the following the explicit 
dependence of the a 

-
(') and Wi

5
V) upon N will be 

suppressed. 
To establish the identity of (1) and (6) it is necessary 

to prove the following relations: 

are
(i) X?[Eq. (3)]=a[Eq. (7)]," where' both 

arranged monotonically; 
2 

() T,=(Wd1 7)u1f.(aj)E. 

The statement (i)follows from the recursion rela-
tion' among the f. 

f+,,-= (A -B~x)f,,-C,f,.-, (9) 
where 

,, ( '+-4(k.'/k,,), 

B.=k.+jlk., 


C.=B.h./B._jkx. (10) 

This greatly simplifies the construction of the secular
equation to determine the X., 

D~v+,(Xt)=O• j=0,1, ... ,N, 

whereII.TE-3AI 
5 

DN(X)= (-) k det(u-X,), 

and u and 1 are of dimension NXN. 

(11) 

(12) 

Course
A. Ralston, A First i, ltuericalAnalysis (McGraw-
Hill Book Co., New York, 1965), pp. 85-111. 

G. Szegd, OrthogonalPeyoyndoals (American Mathematical
Society Colloquium Publications, New York, 1959), Vol. 23, 
Sec. 3.2. 
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Expanding along the last row of (12), we seethat 

the Dy satisfy the recursion relation 

Dg+,(X)= (AN+BN?,)Dv(X)-CDg-(X). (13) 

is easy to check that Di(X) =ft(X) and D(X) =f2(X) 

so that by (13), Di (X)=fv (X) for all N>0, and hence 
(11) is the same as (7). This demonstrates state­
ment (i). 

To show the validity of (ii) we make use of two 
identities which are easily derived from Eq. (9). The
first is a special case of the Christoffel-Darboux 
identity,

4 

Jth"f,(a;)f,(a ) =6 ulVr', (14) 
(14 

the second is 

y 
-

E k,,'1f.(a)f.(aj)AB. " -=oaI/ 

-­ N.-f+l)f(.)+tf(a.)f+(a) 

+ ,(15) 

where aj, at are zeros of fNic. 
Let S,,= (Wilk)"If. (aj). Then (14) implies that 

N 
F, S'0 S. 0 = 1t (16) 
.-0
 

and (15) implies that 

N N 

E aoo X . (17)= , 


Hence, the S 1 are the elements of an orthogonal 
matrix which diagonalizes x. Since the eigenvalues of 

the latter matrix are nondegenerate, the elements S,,, 
are unique and thus equal to the T,1 . 

Thus, since (1)is a Gauqsin quadiature when th: 
,, ate obtained from (4) and (5), V, ,,will be exact 

for V, a polynomial of precise degree p, where 
p< (2N+l--n-m), as was shown by Harris e al. 

For many of the basissets satisfying (4) and (5) 
likely to be employed in problems of physical interest
there exist corresponding quadratures with published
values' of the a-,which substantially reduces the 

effort required to diagonalize x. 

xhil
III. TIEBASIS exp(inO) 

Where th'basis functions q,,,do not satisfy (4) and 
(5), the transformation method may again be equiva­
lent to a Gaussian quadrature, but not necessarily to 
the most efficient choice of weight function w(x). The 

( A. H. StroudaadD. Seerest, ForndasGa san Quadraturs 

(Prentice-Hall, Inc., EnglewoodCliffs, N.J., 1966). 
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basis exp[i(n-N)O], --r<_8<r =0, 1, ... , 2N, 
discussed by Harris el al. may be taken as an example. 

It is assumed that V is a polynomial of precise 
degree p in it= cos. Since u is tridiagonal in this basis, 

the characteristic polynomials Dvr, defined (12),by 

itifye athree-term recursion relation.satisfy a rs .hh eas ythae-t reatisfiedbyThis isis eail 
identified as that satisfied by the Chebyshev poly-

nomials of the second kind,' U,(x). It should be noted 
that the zeros of U. can be written in closed form, and 

T can 'be obtained from statement (ii) above. There-

fore, by (6) the matrix transformation technique 

evaluates the (2N+)-point Gauss-Chebyshev quad-

rature (of the second kind) of the integral 
2 .
 
_- V(cos8) U.(cos) U,(cos0) sin1fdS, 0!n, n< 2N, 


o 

which is exact for p<4iV+ --- m. On the other 
hand, using the relations between the U, and the 
Chebyshev polynomials of the first kind T., V.. may 

be written 

V..= f V(cos0) U,(cos0) U,,(cos6) siniidO 
ieon 

+1r- f V(cosO) T2f,, (cosO)d9. 

The secondintegral on therightvanishesforp<n+nt+2 
by orthogonality. The two conditionsI on p for V..
be exact may be combinedtop<!2N+l- N--m[ to 

- - 2N-n-m 
for a basis consisting of 2N+1 functions,.o

Theconecton he ranfomation methodetwenThe connection between the transfo 

and Gaussian quadratures for this case may be clarified 
by applying the Wang transformation.

7 This is equiva-
lent to choosing as a (2N+ 1)-term basis, the functions 

e to 
T,,(coso), O<n<N 

'Handbook of Mathemaical Functions,M. Abramowitz and I. 
A. Stegun, Eds. (National Bureau of Standards, Washington,
D.C., 1964), Chaps. 22 and 25 The D, distinguishes between the 
Chebyshev polynomials of the first kind T.(coO) =cosn0, and of 
the second kind, U._,(cos0)=(sn8)/sin0, which otherwise 
satisfy the same recurrence relation. 

7J. E. Wolrab, Rotational Spectra and Moleular Strucure 
(Academic Press Inc., New York, 1967), p. 26. We are indebted 
to the referee for bringing this to our attention. 

and 
sinOU,(cosf), 0_<sN-. 

These are, respectively, symmetric and antisymmetric 
Th respect symenc and atix Vfatrs 

with respect to -lo and hence, the matrix V factors 

into an (N+l1) X (N+1) block and an N x N block.
Since the basis now consists of orthogonal polynomials,the analysis of the preceding section may be applied 

t 
separately to each block. This leads to the same condi­

as given in the previoustions on p for V.. to be exact 
paragraph. 

IV. CONCLUSIONS 

The matrix transformation method provides a con­
venient technique for generating integrals for a one­
dimensional variational problem using standard matrix 
manipulations. As Harris el al. point out, the dingo­

nalization of u need only be performed once for a given 
N, if the X;and T are retained from problem to problem. 
In addition, for many cases of physical interest, a 

scaling parameter may be introduced into tse basis, 
enabling several different basis sets to employ the same 

r
Xj and T. For example, in the work of Zetik and Matsen ib 

the computation of vibrational-rotational energy 
- 4 

levels, if the matrix of u= (-Re) (pk/h) 1 , where 

the parameters have their usual significance, is com­
puted, then the values of the independent variable R 

may be obtained by a suitable choice of Ro and k. 
The method does, however, add an unnecessary 

i e to the eer adu pb n tat 
inflexibility to the energy eigenvalue problem in that 
evaluation of the matrix elements and the convergence 

N need not be con­simultaneously. minimumofsideredthe eigenvalues with increasingThe number of 

sideredosimultaneously. The mu m umberof 
values of V required for the accurate evaluation of V.,, 
is not independent of n and m and need not equal the 
number of basis functions required for a satisfactory 
representation of the wavefunction. 

Note added in proof: The properties of the matrix u 
of Sec. II are also discussed by Wilf.

0 See also Golub and 
W
We sb 

9H. S. Will, Malheiatlicsforthe Physical Scinces (John Wiley 
&Sons, Inc., New York, 1962), p. 25. 

G. H. Goib and 3. H. Welse, Calculation of Gauss Quadra­
ture Rules, Computer Science Department Technical Reference 
CSS1,Stanford University, Stanford, Calif., 1967 (unpublisled). 
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LOCALIZED ORBITALS FOR ARBITRARY MOLECULAR WAVE FUNCTIONS * 

P. R. CERTAIN*" and J. 0. HIRSCHFELDER 
of WisconsinUniversity Theoretical Chemislry Inslifute, Madison, Wisconsin, USA 

Received 19August1968 

Localized orbitals are defined for arbitrary wave functions for atoms. or moleculeswith even or oddnumbers of electrons by making a particular non-orthogonal transformation among the natural orbitals
which preserves the diagonal nature of the electron density. Different definitions of localized orbitals 
are obtained, by relating them to different approximate forms for the wave function. The equilateral tri­
angle configuration of lH+istreated asanexample. 

1. 	 INTRODUCTION 

Up to now, the concept of localized orbitals 
[1-3]for atoms and molecules has been limited. 
to systems described by single-determinantal 
wave function. In the present paper we explore 
ways of extending this to molecules with odd or 
even numbers of electrons described by arbitrary 
wave-function. The extention isnot unique-and is 
guided'by relating localized orbitals to particular 
approximate forms for the wave function. Mini-
mizing-the, energy obtained from a Hartree pro­
duct of localized orbitals leads to the Edmiston-
Ruedenberg criterion [2]for localization. Rela-
ting'the localized orbitals to a valence bond func-
tion leads to a different criterion. These two pos-
sibilities are illustrated by considering the equi­
lateral triangle configuration of H1. 

The concept of localized orbitals was first de­
veloped extensively by Lennard-Jones,, Pople, 
and Hall l I for a system with high symmetry,
whose wave function is-asingle determinant of 
molecular orbitals. These workers exploited the 
freedom to make a unitary transformation among 
the' molecular'orbitalswithout affecting the value 
of the wave function, and defined "equivalent or-
bitalsv as linear combinations of the molecular or-
bitals which have the property of being identical 
to each other except for orientation and'position 
in.space. 

Edmiston and Ruedenberg [2] and Foster and 
Boys [3] freed the concept of localized orbitals 

•This work receoved'finaneial support from the Na-

tinalAeronautics and Space Administration Grant
 
NsG-275-62. 

Science
• National Foundation Graduate Fellow. 

from the restriction that the system be symmet­
ric, although they still required a single deter­
minant wave function. The technique-used was to 
define a function of the transformation from mo­
lecular orbitals to localized orbitals, whose ex­
treme points fix the transformation. This function 
provides the effective definition, of "ocalization". 

2. 	 TRANSFORMATION TO LOCALIZED 
ORBITALS 

We wish now to free the concept from any re­
strfction on the form'of the wave function. This 
we do by making use of the natural orbital expan­
sionof the electron density p(r): 

p(r) =f'i*: 6i(r- ri)ipdT, 

= CI(-) 

The Xiand Xi denote the ith natural orbital and 
its.occupation number,, respectively. 

When t is a single' determinant of doubly­
occupied orbitals, all A equal two and the formi 

of p is invariant to an.orthogondl transformation 
among the xi. In the more general case, the form 
of p is,invariant to thie non-orlhogonal Lransfor­
mation 

,1tt= T Xi 

where T is unitary and'ni normalizes ui.Then 

p(r) = 4' ym(r). 

274 
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An essential feature of the scheme we are consid-
ering is the preservation of the form of p as a 
"sum of squares" without any cross terms. The 

reason for this will become apparent in the ex-
ample discussed below. 

The transformation T is thus far unspecified. 
We choose T by a straightforward generalization 
of the Edmiston-Ruedenberg criterion [2] for the 
single determinant case. Let Vii be the electro-
static interaction energy of the charge distribu-

.
tions niu2 and n.u.

Z -Jr1 rd 
V.. = un. f drdr'. 
Z Zdenotes 

The total self-energyof p is invariant to T, but 
is equal to the sum of two terms, neither of which 
is invariant. 

fp(r)P(rl) rr' - .i +'F, V.i<-ri i j 

(mvariant) (maximize) (minimize) 

We choose T to minimize the interaction sum or, 
equivalently, to maximize the self-energy sum. 

The significance of this criterion may be seen 

by relating the localized orbitals u to an approx-
imate wave function constructed from them. In 
particular, for a system of 2N electrons, a Hart-
roe (rather than a Hartree-Fock)-like wave func-
tion may be constructed by doubly-occupying the 
first N natural orbitals. It may be shown that mi-
nimizing the energy of this wave function is equi-
valent to the Edmiston-Ruedenberg criterion for 
this case. 

This suggests that another way to obtain loca­
lized orbitals is to relate them to a more accu-
rate form for the wave function, such as a va-
lence-bond function, or at least one which satis­
fies the Pauli principle. We shall explore this 
possibility by means of the following example. 

3. EXAMPLE: H+ (equilateral triangle) 

We wish to consider the electron distribution 
of HIJ in the equilateraltriangle (R = 1.6575 Bohr) 
coiftlgu ration. The natural orbitals have receitly 
been given by Chrlstofferson and Shull [4], based 
on Christoffersen's twelve configuration wave 
function [5]. Truncating the natural orbital ex-
pansion after three terms, we can write the wave 
function as 

1, = 12) - + 3(13(2)], 
,1,2)=XXI()X1 (2) -XX(1)x 2 (2)+ 

where the representation of the xi in terms of 
Slater orbitals is given in ref. [4] where X1 = 

= 0.993594 and X2 = 0.079906. The x1 belongs to 
the totally symmetric representation a] of D3h ,whereas X2 and X3 belong to the doubly-degener­

ate representation e'. 

3.1. Localizedorbitalsfor Hl 
Now we can transform to three localized orbi­

tals Ha, 1b, uc by making use of the high sym­
metry. Since the natural orbitals form a basis 
for an irreducible representation of D3 h, the lo­
calzed orbitals form a basis for a reducible ie­
presentation. If C' denotes a counterclockwise 
rotation of 1200 about the vertical axis, and areflection through the vertical plane con­

taining nucleus a, then a reasonable choice for 
t

the symmetry properties of Ua, b i isc 
Ub = C ; Heu= C ub ; ea "a" 

1 
ut a = 

The T is the similarity transformation which' 
connects the representation spanned by xl, X2, 

with that spanned by Ua, Ub, n . Because of 
the degeneracy of e', group theory does not coin­
pletely fix T, but rather gives two possible sets 
of localized orbitals, which may be generated fro 

X3 c 

U = X{X ± (Xl/2)'(43i 2 - x3) (1) 
by application of C+. The plus sign corresponds 
to an atomic density polarized to a large extent 
toward the other atoms. The minus sign corres­
ponds to a bond density polarized toward the non­
bonded atom. The orbital which is the more loca­
lized, i.e. which maximizes 

1 

1
Vaa f ia(r~ua(r)jr- r'I- drdr' 

is uat. Its representation in terms of Slater orbi­
tals is given in table 1. 

3.2. Valence bondform 
The preceding analysis characterizes the to­

tal density as a sum of three localized densities. 
A different sort of analysis is suggested by re­
lating the natural orbital expansion of the wave
function to a valence bond form, namely, 

+
(1,2) = 1ab +bc ae 

where 
= 

0ab a(1)b(2) + b(1)a(2), 

I + -) = 4+ x24"3 - )" (2) 
( 2(2 

We have simply rearranged the three term natu­
ral orbital expansion of the wave function to have 
this form, and have required a, b and c to have the 
same symmetry properties as previously as­
signed to ua,Ub ue. The orbital a is an atomic 
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Table I 

Expansions of the orbitals u,, a, ab in terms of Slater 


orbitals for 11 (equilateral triangle) 


0+ -
Slater orbituls Ua(eq. 1) (eq. 2) (eq. 3) 

(q3/7) exp( ara) +0.638 +1.169 +0.932 


in (/,I)a exp(-Clrb) +0.376 +0.023 -0.067
 

1/,,i exp(-Cir) +0.376 +0.023 +0.433 


0/71)' r, "l)(-42r) -011 -0.164 -0.142 
4 

2s )b5/:l rh cai(-C2rb) -008 -0.046 -S0 

5/0 r, xl(- 2rd) -0.088 -0.04G -0.091 
i 

c 

(CR/sl Zaexp(- 3ra) +0.067 +6.140 0.107 
2 

, Zbexp(C3rb) +0.032 -0.012 -0.025 
93,7)3 0 

( 3/,12 Zreap(-3rc) +0.032 -0.012 0.041 

= 1.20, = 1.175, C = 1.80. The p orbitals are di-C1 C2 3 
rected from each nucleus to the center ofthe triangle. 
Thus Z is directed from nucleus a to the center of the a
triangle. 

orbital polarized to a slight extent toward the oth­
er nuclei. Its representation in terms of Slater 
orbitals is given in table 1. 

3.3. Christoffersenand Shull 
Christoffersen and Shull [4] have also written 

the wave function in a valence bond form. How-
ever, they took the orbital a in @ab to be differ-
ent from a in 0... They wrote 

+ + 
'(1, 2) = Av[¢Pb I& 0b 

where 

4 ( 2 
'ab = ab(l)bab ) + bah(l)aab(2),s t t 1p. 

2 b + / - . (3)(A'+ 2X )oab = X (X%/f2) (Xc- F 3 3 )1 2 1 1 2 2(106)57 
The representation of aab in terms of Slater or-
bitals is given in table 1. Their result was a 
very delocalized description. The total wave func-

tion in the same an ours, howevor, and we see 
no advantage to allowing this added flexibility. It 
does point up an unattractive feature of this ap-

proach, namely, although the individual terms 
0 b and (Pab are quite different, the total density 
given by the two functional forms is the same, 

due to important contributions from "overlap
d%densities". Preserving the form of P as we have 
done in defining localized orbitals avoids this 
difficulty. 

3.4. 	Comparison 
Finally, let us compare the three orbitals na, 

a, and (qa5 by giving their expansion in terms of 
Siter orbitals centered on the lhree suelt. It Is 
clear that a is the most localized having alnost 
no contribution from the orbitals of the other nu­
clel, although the meaning attached to this is dif­

ferent from that attached to ua. 
Thus we see that-by relating the localized or­

bitals to different functional forms for approxi­

mate wave functions, we can arrive at different 
definitions for the localized orbitals. The inter­
pretation given the localized orbitals then follows 
from the form of the wave function. 
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