
--

Technical Report RSC-14 

ANALYSIS AND EVALUATION OF A FORWARD VIEWING 

SCANNING RADAR SCATTEROMETER SYSTEM 

by 

Richard H Arnold 

August 1970 

supported by
 

National Aeronautics and Space Administration 

NASA Grant NsG-249-62 

TEXAS A&M UNIVERSITY 
REMOTE SENSING CENTER 9 

COLLEGE STATION, TEXAS 

i N7 -4 - ) 
(ACCES 11 BER) *(C ))0 c-


-
 -
0N6- 1ATIONAL C NIVC(:AL.E 

S(NASA CR OR ......O.AD NUMB R) (CAEGORY) 



ANALYSIS AND EVALUATION OF A FORWARD-VIEWING
 

SCANNING RADAR SCATTEROMETER SYSTEM
 

A Thesis
 

by
 

RICHARD HARRISON ARNOLD
 

Submitted to the Graduate College of
 

Texas A&M University in
 

partial fulfillment of the requirement for the degree of
 

MASTER OF SCIENCE
 

August 1970
 

Ma3or-Subject Electrical Engineering
 



ABSTRACT
 

Analysis and Evaluation of a Forward-Viewing Scanning
 

Radar Scatterometer System. (August 1970)
 

Richard Harrison Arnold, B S.,
 

University of Southwestern Louisiana
 

Directed by Dr. J. W. Rouse, Jr
 

A scatterometer is a radar system used to measure
 

the radar cross-section of area extensive targets, par­

ticularly terrain As a part of the evolvement of this
 

instrument, it has been proposed by a leading aerospace
 

company that a scanning scatterometer be developed which
 

would integrate for 0 2 seconds the returning signal from
 

a terrain element defined by a minimum doppler frequency
 

difference of 280 Hz. This system would provide measure­

ments of the scattering coefficient of an area ±35 de­

grees transverse to the aircraft direction The purpose
 

of this research effort was (1) to determine if the al­

lowed integration time was sufficient for a given terrain
 

element size for an accurate determination of the scat­

tering coefficient, and if necessary, (2) to develop
 

methods for improving the measurement accuracy without
 

altering the basic scanning technique.
 

A scanning scatterometer is analyzed by system
 

subassemblies transmission, reception, signal reduction
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and logic, recording, and CRT display. Possible klystron
 

transmission frequency drift problems and potential cali­

bration problems are discussed. The calibration system
 

is analyzed with respect to system operations An al­

ternative system is presented and shown to be equal to or
 

better than the proposed calibration system.
 

The accuracy of the scattering coefficient deter­

mination was shown to be directly related to the signal
 

integration time and the terrain element size. The pro­

posed integration time for the terrain element specified
 

by the given doppler frequency difference was proven to
 

be insufficient. Either an increase in the system's
 

integration time or the element size is proven necessary
 

to have sufficient accuracy.
 

An analysis of the possible use of frequency agil­

ity by the scatterometer system showed that definite ad­

vantages do exist. The use of frequency agility is
 

shown to increase the accuracy of the scatterometer
 

without increasing the integration time or the terrain
 

element size. Further analysis involving defining a more
 

exact analysis of the effect of frequency agility upon
 

the accuracy of the scatterometer is suggested
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CHAPTER I
 

INTRODUCTION
 

A scatterometer is a radar system used to measure
 

the radar cross-section of area extensive targets, par­

ticularly terrain. As a part of the evolvement of this
 

instrument, it has been proposed that a scanning scat­

terometer be developed [1] This system would provide
 

measurements of the scattering coefficient of an area
 

±35 degrees transverse to the aircraft direction How­

ever, the engineering requirements for accomplishing the
 

scanning operation demands a strict limitation on the
 

time allowed for receiving the backscattered energy from
 

each terrain element The purpose of this research ef­

fort was (1) to determine if the allowed integration
 

time was sufficient, given a specific terrain element
 

size, for an accurate determination of the scattering
 

coefficient and, if necessary, (2) to develop methods
 

for improving the measurement accuracy without altering
 

the basic scanning technique
 

The citations on the following pages follow the
 
style of the Proceedings of IEEE
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The Scatterometer
 

Radar systems belong to the class of instruments
 

termed remote sensors. These instruments are utilized
 

to detect characteristics of objects from a distance in
 

somewhat the same manner that the eye observes objects
 

at a distance Remote sensors have been found to be use­

ful, especially in earth resources studies, since they
 

have the capability to observe objects under conditions
 

where physical contact is impossible [2]
 

Radar systems are termed active sensors because they
 

provide their own source of illumination This illumina­

tion is accomplished by transmitting electromagnetic
 

waves Due to the nature of these waves, reflection
 

from objects occurs and a portion of the reflected trans­

mitted signal is directed towards the transmitter
 

Radar systems are capable of determining factors
 

such as time delay, frequency difference, and power loss
 

between transmission and reception From these three
 

factors, certain characteristics of targets can be de­

termined. Time difference can be used to determine the
 

distance between the radar transmission source and the
 

reflecting object. Frequency difference can be used for
 

deteimining relative velocity between the source and the
 

object, or it can be used for spatial location using the
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principle of the doppler frequency shift 

Radar return is the result of signal reflection from
 

an object Most objects, especially terrain surfaces,
 

which radar systems are utilized to detect, have what is
 

considered as "rough" surfaces Upon striking a rough
 

surface, the radar signal will be dispersed in some
 

pattern dependent upon the surface configuration For a
 

large surface, such as the ground, many points within the
 

surface constitute the object, or scatterer. For these
 

large surfaces, radar return is subject to the scattering
 

pattern of the sum of all the individual scatterers
 

With a slight change in relative position between the
 

radar source and the object composed of many individual
 

scatterers, the scattering pattern may change consider­

ably This causes the signal amplitude of the radar re­

turn to become random when motion occurs between the
 

source and the object [3]
 

Parameters, other than the scattering pattern, af­

fect radar return Some of these are angle of incidence,
 

polarization, and transmission wavelength. These para­

meters are functions of the radar transmission Surface
 

parameters affecting radar return are, in addition to
 

roughness, electrical conductivity and permittivity All
 

of these parameters will affect the power level of the
 

radar return Those parameters which are functions of
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radar transmission can be varied to observe power varia­

tion as a function of the parameter variation. Some­

times, these observations are useful in determining prop­

erties of the reflecting object One of these, variation
 

of the angle of incidence versus a type of normalized
 

power loss called the backscatter coefficient, is the
 

main objective of the specific mode of radar system 

called the scatterometer.
 

A radar in the scatterometer mode measures the re­

turn power received from a ground area or object which
 

scattered the signal transmitted by the radar. As
 

stated, the primary objective of this radar mode is to
 

obtain values of the radar backscatter coefficient, also
 

called the differential scattering cross section, for a
 

particular surface at a particular angle of incidence.
 

As with other types of radar systems, the scatterometer
 

can be designed to transmit and/or receive with different 

polarization schemes and to transmit at any particular 

microwave wavelength. Scatterometers are generally de­

signed to determine the backscatter coefficient at sev­

eral angles of incidence An ordinary radar system is 

capable of determining the backscatter coefficient for 

many types of objects but generally at only the parti­

cular angle of incidence at which the object is illumi­

nated, and determining the angular, wavelength, or polar­
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ization dependence of the backscatter coefficient is not
 

its primary objective. A scatterometer has become a
 

distinct radar mode due to its peculiar type of opera­

tion
 

A surface is either rough or smooth relative to the
 

incident wavelength A particular wavelength will de­

termine the degree of roughness of the surface. This de­

gree of roughness has the dominant effect upon the mag­

nitude of the backscatter coefficient Since the degree
 

of roughness will determine to a certain degree the
 

scattered field pattern for terrain, the scattered field
 

energy measured at any incidence or aspect angle is a
 

function of the terrain roughness The large-scale ter­

rain features will determine the magnitude of the back­

scatter coefficient for a small incidence angle, and for
 

a large incidence angle, the small-scale structure de­

termines the magnitude [4]
 

The overall effect of either the polarization of the
 

incidence wave or the complex dielectric constant has
 

not been adaquately determined For studies of specific
 

materials, where their effect has been empirically de­

termined, their utilization can prove effective [5]
 

Scatterometer data has proven to be useful in de­

termining differences in sea ice types and sea state con­

ditions The scatterometer has been shown capable of
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determining the roughness variations in the homogeneous
 

surfaces of the sea and ice. Scatterometer data taken
 

from surfaces having non-homogeneous materials has been
 

largely unsuccessful in determining the surface charac­

terstics
 

Scatterometer data taken over the Arctic ice cap has
 

provided backscatter coefficient versus incidence angle
 

plots which have been used to distinguish young ice from
 

old ice [6]. For the past several years, scatterometer
 

data concerning sea reflectance has been collected. The
 

assumption made to justify scatterometer utilization is
 

that as the seas become more turbulent, the water sur­

face becomes rougher. Investigations have shown that a
 

correlation exists between sea state conditions and the
 

backscatter coefficient [7]. However, recent work has
 

also shown that there apparently exists a sea turbulence
 

value above which the backscatter coefficient becomes
 

useless for determining exact sea states [8]
 

Numerous investigations employing radar in the
 

scatterometer mode are presently in progress. Texas A&M
 

University [9], University of Kansas [10], Naval Research
 

Laboratories [11], Ohio State University [12], Waterways
 

Experiment Station [13], among others are attempting to
 

further refine the capabilities and applications of this
 

sensor.
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The Scanning Scatterometer
 

Many laboratory experiments have been made in order
 

to obtain backscatter coefficient versus incidence angle
 

plots for various soils, road types, and crop types
 

Some of this data has been collected to provide a catalog
 

standard for scatterometer data analysis [14]
 

Present airborne scatterometer systems view beneath
 

the aircraft within a very narrow beamwidth For exam­

ple, the NASA MSC scatterometer views beneath the air­

craft within a ±1 5 degree beamwidth This drastically
 

limits the terrain coverage per flight. Therefore, a
 

more efficient viewing scatterometer, one which is capa­

ble of viewing more surface area per flight, is desir­

able Such a scatterometer is the proposed scanning
 

scatterometer
 

The scanning scatterometer is designed to view
 

ground area transverse to the aircraft as well as along
 

the flight direction. This is accomplished partially
 

by sweeping the scatterometer antennapattern coverage
 

transverse to the aircraft direction Basic to the
 

scanning scatterometer is the use of the doppler fre­

quency shift to help delineate the specific ground loca­

tion to be viewed No known sufficient quantitative
 

analysis of the ability of the scanning scatterometer to
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effectively determine backscatter coefficient values has
 

been made. This effectiveness is directly related to the
 

use of the doppler frequency shift. Therefore, such an
 

analysis will be partially concerned with the effect of
 

using the doppler frequency shift This research de­

velops this analysis for a specific scanning scattero­

meter to be described in Chapter II.
 

Summary 

In this document, a scanning scatterometer system
 

is described using block diagram type notation. The
 

system is presented in sections associated with the scat­

terometer subassemblies, transmission, reception, signal
 

reduction and logic, recording, and CRT display, in
 

Chapter II. This Chapter is the basis for subsequent
 

examinations in Chapters III and IV.
 

A theoretical analysis of the scanning scatterometer
 

system was performed in Chapter III with respect to the
 

determinance of the backscatter coefficient. Due to the
 

stochastic nature of a backscattered signal, this anal­

ysis was conducted using probability theory. The signal
 

power spectrum is traced through the signal reduction
 

section The resultant signal spectrum after half-wave
 

linear detection is computed. The number of independent
 

samples available during the integration period was de­



9 

termined From this information, the accuracy of the
 

ability of the scatterometer to determine the backscatter 

coefficient was calculated by using the average power
 

variance and the average voltage squared variance
 

The advantages of implementing frequency agility on
 

future scanning scatterometer systems are determined in
 

Chapter IV with respect to previous studies [15] con­

cerning frequency jumping radar systems The loss of
 

accuracy in determining the backscatter coefficient by
 

frequency agility was weighed against the possibility of
 

increasing the number of independent samples available
 

during the integration time The results show that fre­

quency agility implementation is advantageous from the
 

standpoint of increasing the accuracy of the backscatter
 

coefficient determinations
 

A summary of the study and recommendations for
 

further work is presented in Chapter V. Further work is
 

recommended to determine the full potential of using
 

frequency agility on future scatterometer systems.
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CHAPTER II
 

SYSTEM
 

Transmission
 

Transmission, as with any radar system, is described
 

in terms of transmitting and receiving periods, signal
 

features, and antenna pattern This system is designed
 

with the intent to incorporate two altitude ranges, thus
 

requiring dual transmission modes. Therefore, transmis­

sion and power specifications will be discussed separate­

ly from the antenna design and pattern.
 

The transmitted frequency is the interrupted con­

tinuous wave (ICW) type The system operates at 13 3 GHz
 

using a klystron power output of ten watts minimum The
 

pulse repetition frequency (PRF) of this signal is a
 

function of aircraft velocity and altitude in each alti­

tude range. This is also the case for the transmitting
 

and receiving periods (see Fig. 11-1) [16]
 

Since ground return is desired from points up to
 

50 degrees from the aircraft nadir, reception time must
 

at least equal twice the time for a signal to be trans­

mitted to the furthest point Therefore,
 

=- Zhma (2-1)
T c cosO 21
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Knowing the transmitting and receiving periods, the
 

pulse repetition frequency is found to be
 

I -

PRE t~+JT 

Substituting the value for maximum receiving tume
 

c(T + 2)c os& +2h,., 
PRV C Cos 9 (2-2) 

where C = speed of light 

() = incidence angle 

= transmitting time 
= time delay between transmission and re­

ception

h = maximum aircraft height 

This PRF is subjected to a lower limit due to the 

system. The transmitted signal is subjected to a fre­

quency shift upon striking the ground This doppler fre­

quency shift (Ed) is used in the system to delineate 

ground area, hence by the sampling theorem, the minimum 

PRF is 

PIRFIn Mt (2-3) 



0to 

U) 
on 

E off 
Tt-! 

on , , , 
0 

U of f, ' 

Q1 I Id d 
I/PRF 

PRF - Pulse Repetition Frequency + time 

FIG. II-I PULSE REPETITION FREQUENCY DIAGRAM
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For a view at a constant angle of incidence, a maxi­

mum fd occurs at the ground area in the flight direction.
 

Doppler frequency shift along this line is defined as 

= sin 0 = c sin@ (2-4) 

Therefore, taking theta maximum as 50 degrees, and
 

maximum velocity as 300 knots (154 meters per second)
 

- a . 0oin e i7 KH/f4 3 x '0r (2-5) 

and PRFmA>f ci, Q.9I KHZ (2-6) 

where -J= aircraft velocity
 
E = transmitted frequency 

=ttransmitted wavelength
 

=C speed of light 

Two altitude ranges are selected of which the mini­

mums were 2,000 ft. and 5,000 ft Using a time of one
 

microsecond for Td, two transmission modes are obtained
 

and shown in Table II-1.
 

The signal is continuous when emitted from the kly­

stron. Pulse modulation is accomplished by the use of a
 

duplexing switch, the maximum switching rate being 45 KHz.
 



Altitude Transmitting Pulse Rate
Pulse Frequency 

2,000 f 4.08 psec 45 KHz
5,000 ft. 

10,000 ft.8.16 sec 22.5 KHz 

TABLE II-i TRANSMISSION MODES
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The scatterometer uses a klystron in the trans­

mission section (see Fig. 11-2) The klystron is a high
 

frequency signal generator and amplifier. The reflex
 

klystron or a multicavity klystron with feedback is most
 

commonly used for this purpose Klystrons, being com­

pact, efficient at high frequencies, and of simple con­

struction, are utilized in place of tubes. Tubes gener­

ally have relatively large electrodes and long lead wires
 

which create capacitance and inductances too'large for a
 

microwave resonant circuit Also, the electron transit
 

angle is large for tubes at microwave frequencies causing
 

an output delay in the tube (i e. increased transadmit­

tance). To minimize these effects, tubes can be mini­

turized, but this limits power-handling capabilities [17].
 

The klystron circumvents these problems. First of
 

all, it can be of compact construction. Second, it uti­

lizes cavities for the microwave resonant frequency, and
 

third, the electron transit angle can be minimized
 

The klystron (Fig. 11-3) is basi'cally a tube with
 

cavities operating on the principle of electron velocity
 

modulation. Amplification occurs by feeding a signal
 

into the input cavity, called the buncher At any one
 

time, the voltage across the buncher gap will be v, = V
 

sin yt, where V is the input voltage and y is the signal
 

frequency Electrons passing the gap when vi = V will
 



Polar 
Antenna Mixer Mode T S H.V.P.S.

Switch 

isolator
 

to horizontally polarized
 
reception section T.S = transmission switch
 

H.V.P.S = High Voltage Power Supply
 

I - Mixerl 

to 	vertically polarized
 
reception section
 

FIG 11-2 TRANSMISSION SECTION
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travel slower than electrons passing the gap when v1 = 0
 

Electrons will travel their fastest when vi Thus,
= V1 


the electrons are velocity modulated by the voltage
 

acrossthe buncher gap
 

These electrons are emitted from a cathode and fo­

cused into a beam by the electron gun. The cavities are
 

at a positive potential for beam acceleration and not for
 

electron attraction purposes After the electrons are
 

velocity modulated by the initial cavity, they tend to
 

bunch up in the drift space Electrons accelerated dur­

ing the high voltage period overtake those slowed by the
 

previous low voltage period, thus causing the bunching
 

effect. They then pass through the catcher cavity and
 

collide with the collector
 

The catcher cavity, or output cavity is placed such
 

that its gap is at the place of maximum bunching Here,
 

power is extracted from the bunched electrons The en­

ergy received from the bunched electrons is generally
 

many times greater than that required to velocity-modu­

late the electron beam. Thus, amplification occurs
 

Oscillation can be obtained very easily by coupling the
 

buncher and catcher with a feedback circuit. The fre­

quency will be the resonance frequency of the oscillator
 

having a no-load condition
 



18 

In multicavity klystrons, several buncher cavities
 

are used. Proper adjustment of the phase and magnitude
 

of the waves in these bunchers produces a very tightly
 

bunched electron beam. This additional bunching in­

creases the output gain.
 

A reflex klystron (Fig. 11-4) utilizes only one
 

cavity to achieve oscillation. Electrons are emitted by
 

the cathode and are velocity modulated when initially
 

passing through the cavity grids These grids are held
 

at a positive d-c potential with respect to the cathode
 

and will have the voltage operation shown in Fig. II-S.
 

By proper adjustment of the beam acceleration and
 

repeller voltages, the variation of voltage on the grids,
 

caused by initial oscillation, will cause resonance. The
 

electrons are repelled by the highly negative reflector
 

and pass back through the grid gap. If the bunched elec­

trons are slowed down by the gap-voltage cycle, their en­

ergy is applied to the oscillation. 

The duplexer switches are devices which switch an
 

antenna either to the transmitter or receiver. These
 

switches are pieces of ferrite strips whose impedance is
 

controlled by an externally applied d-c magnetic field
 

Signals create magnetic fields which, using the non­

isotropic property of ferrite, create low loss trans­

mission in one direction and almost total power absorp­
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input output
 

buncher
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FIG. 11-3 KLYSTRON SCHEMATIC
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repeller 


grid 2
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FIG. 11-4 REFLEX KLYSTRON
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tion in the other direction. The switches are designed
 

such that the maximum switching rate is 45 KHz. When one
 

switch is utilized to terminate flow of power from the
 

klystron to the antennas, another switch allows passage
 

of the signal reception to the receiving section and
 

vice-versa Thus, the klystron is allowed continuous
 

oscillation while the scatterometer operates as an ICW
 

system.
 

The scatterometer output power can be transmitted
 

either horizontally, vertically or time-shared between
 

the two types to afford selective surface scattering
 

modes This is accomplished using another ferrite switch
 

which accomplishes the task of a ferrite circulator.
 

Two antennas are utilized to provide adequate iso­

lation and dual polarization, one horizontally polarized 

and the other vertically polarized The antenna is a 

slotted waveguide in a duplexed scanning phased array. 

The beamwidth is about 120 degrees fore-aft and 3 degrees 

port-starboard Each hole on the slotted waveguide is 

associated with a ferrite phase shifter A beam steering
 

computer is utilized to vary the current in the ferrite
 

to change the phase such that the desired lobe position
 

is obtained. The computer is designed to allow for 27
 

angles in the transverse direction for the lobe. The
 

rate of transverse angular change is controlled by the
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factor v/h, where h is the height of the aircraft and v
 

is the velocity of the aircraft.
 

The ground area covered is dependent upon the time
 

length spent viewing at each angle Certainly, total
 

ground coverage is impossible using this scanning proce­

dure, however, this is not the purpose of this design
 

Instead, it is a general idea of ground roughness type,
 

in the form of the backscatter coefficient, for compar­

ison with coincident microwave radiometer data This
 

matter will therefore have little significance in the
 

equipment design. The ground coverage will be as shown
 

in Fig. 11-6.
 

Within this ground coverage, total radar backscatter
 

will be placed on tape, however, the visual display will
 

utilize only that portion of the data corresponding to
 

the radiometer area coverage To do this, only data re­

turning from a specified ground area must be filtered
 

out of the total data return The method of filtering
 

will be discussed later The ground area defining this
 

specific area is referred to as the cell The cell is
 

defined as having 75 foot length in the direction of
 

flight (thus defining the doppler bandwidth) and a 3 de­

gree areal coverage across Also specified for this
 

defining cell is the aircraft height of 1,000 foot alti­

tude and viewing angle of 50 degrees from the vertical in
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Repeller
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FIG 11-6 SCATTEROMETER GROUND COVERAGE
 



23 

the flight direction (4 = 0). This determines the center 

frequency and doppler bandwidth of the area. As the 

=fan beam angle moves off of 4 0, a variable low pass 

filter is adjusted such that the area viewed along a
 

circular path 50 degrees from the vertical has the same
 

ground length. The angle of scanning for the CRT data
 

is always 50 degrees from the vertical, and will make a
 

circular scan of the ground sweeping a ground arc of 72
 

degrees relative to the aircraft (Fig. 11-7)
 

The cell definition was designed to make the scat­

terometer and radiometer viewing screens complementary. 

Even so, the basic cell can be adjusted if a more accu­

rate determinance of backscatter coefficient is found to 

be necessary To do so, the fact that all ground cover­

age depends on the definition of the basic cell must be
 

considered to see if system limitations are exceeded.
 

Reception
 

The returning signal is a function of the terrain
 

scattering coefficient. It has a center frequency at
 

the transmitted frequency 13.3 GHz but contains an en­

velope of the doppler frequency shift (f.). In measuring
 

the backscatter coefficient, fd is utilized to specify
 

ground position via frequency The envelope of the fd
 

spread is somewhat as shown in Fig 11-8 The backscatter
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from vertical incidence is much greater than that from 

angles away from the vertical. When the fan-beam antenna 

lobe is pointed off vertical, the center frequency spike 

tends to deminish in size.
 

The frequency spread (approximately 21 KHz) will be
 

constant in relation to the center frequency regardless
 

of mixing. The spread in percentage of the center fre­

quency, will change.
 

% s = KHz .rea 21 10-4.0 
% srea =13.3 GH z 1.x 

21 KHz
 

% spread = 21 KHz 8.4%
 

Increasing the percent of spread about the center fre­

quency allows for less stringent design specifications
 

for signal filters, such as the trap and low-pass filters
 

Another consideration concerning the return signal
 

is that of conserving the return signal power Evalua­

tion of the backscatter coefficient (c 0 ) is directly de­

pendent upon the magnitude of return power from a ground 

area. Since the determinance of a0 will have a variance, 

any uncorrected loss of power will have an adverse ef­

fect upon the variance. Therefore, steps must be taken 

to conserve power. Taking these two facts into con-' 

sideration, the returning signal is subjected to fre­

quency mixing to reduce the center frequency and is sub­

jected to a calibration system to eliminate amplification
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fluxuations. This affords easier signal handling and de­

tects hardware effects upon power. The reception section
 

of the scatterometer system is shown in Fig. 11-9
 

The signal is received by the polarized antennas and
 

passes through a circulator to the reception switch.
 

When signal reception is desired, the signal proceeds
 

through the mixer, where the center frequency is reduced,
 

and to the logarithmic amplifier. The logarithmic ampli­

fier is designed to equally amplify all portions, or fre­

quency amplitudes. The trap filter is a band-eliminator
 

filter which eliminates the high amplitude center fre­

quency of the return signal. This eliminates the possi­

bility that other circuit amplifiers will saturate. The
 

problems with the mixer circuit are of great interest
 

and will be discussed below.
 

The principle of frequency changing is basically
 

simple. To accomplish the frequency change, the re­

turning signal must be mixed with a signal at a frequency
 

equal to the sum of the original center frequency plus
 

the desired center frequency. The type mixer used and
 

its construction is shown in Fig. II-10.
 

The mixing frequency is constructed such that the
 

center frequency of the return signal will be added to
 

the local oscillation of 250 KHz. To accomplish this,
 

certain assumptions must be made. The klystron oscilla­
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tion at 13 3 GHz is subject to drift over a small range
 

due to cavity geometry This will appear as shown in
 

Fig. II-11 This drift characteristic will vary with
 

emitter and catcher voltage changes The power monitor
 

provides constant amplitude, yet the drift is certain to
 

occur If a drift in frequency has occurred since the
 

transmission and mixer reception of the signal, the fre­

quency spectrum after mixing has occurred will be
 

=250KHz + I -f 4a (2-7) 

where = variation 

= center frequency 

= doppler frequency
 

Any 6fc will cause the signal reduction circuit,
 

using doppler frequencies, to locate an area other than
 

the desired area The possibilities of this happening
 

can be avoided.
 

The maximum travel time, tmax' for the transmitted
 

signal is
 

4-4
 
1______2.hm0)tmax=h O s- Cos "0 10 

=.3 2' ( oa (2-8) 
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where C = speed of light 

h = aircraft altitude 

The doppler frequency change (Afd) in a cell block, 

say Afd = 287 Hz, is chosen to allow for an adequate 

number of independent samples to be received Therefore, 

for the cell to be completely missed in analyzation 

Af4j Kf> 287 Hz (2-9)
 

The frequency change per second occuring during the
 

transmission time will be
 

_f 2?7 10 MH7-lsec (210) 

tMax .3a2x I0 2-

Klystrons having a frequency time drift of one-one­

hundreth of this magnitude are available Therefore, 

proper selection of the ground area should not constitute 

a problem. 

The local oscillation is introduced with the use of
 

a single sideband modulator (SSBM) This SSBM receives
 

the signals from the klystron and a local oscillator
 

The local oscillation frequency of 250 KHz modulates the
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13.3 GHz klystron signal creating signals of center fre­

quency with upper and lower sidebands 

The carrier frequency is denoted by
 

where )((t) = carrier signal 

W/k is klystron frequency 

= is amplitude 

The amplitude, A, of the signal after single sideband 

modulation is 

P= nc + k , -05O mt 	 (2-12) 

where. 	CJm= is modulating frequency 

Ac = is a constant value 

= is a 	 constant 

The signal after single sideband modulation now becomes
 

y(t) 

(A,kRn C0cosomt ) 005 Wkt 

CCos Ckt + M11L5 2 C05(Wk+WCm)tE 

+M1C os(Wg,-,m)t-2 	 (2-13)
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Mwhere 


The resultant frequency spectrum will appear as
 

shown in Fig 11-12
 

If there exists more than one modulating frequency,
 

the spectrum will appear as shown in Fig 11-13
 

Through all the reception hardware, the return power
 

must be conserved and its amplication specifically known
 

,to eliminate any increase in a0 variance To accomplish
 

this, a process of signal calibration is used to notice
 

and correct for any system effect on power The system
 

is designed to allow for a 4 0 db maximum loss in the
 

system and for a 8.0 db maximum system noise level at
 

250 KHz If this is allowed to affect the variance, it
 

will destroy the effectiveness of the system The ef­

fects of a slight power loss can destroy the system's
 

ability to determine crop types, as can be seen from the
 

crop db differences in Table 11-2 [14].
 

Table 11-2 data implies that a system having a two
 

decibel variance in the a0 calculation can not determine
 

between several crop types. The ability to construct
 

the entire c0 vs 0 curves is present, thus allowing
 

identification by curve signature instead of only one
 

angle. The problem of justifying the use of a single an­

gle for identification depends upon eliminating the var­

ance subjected to a0 by the system.
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TABLE 11-2
 

BACKSCATTER COEFFICIENT DATA AT A 50 DEGREE
 

INCIDENCE ANGLE AND VARIOUS TRANSMISSION FREQUENCIES
 

ao Power 
Level In Frequency 

Material Negative db* Used 

Weeds on Dry Terrain 18 db 34 5 GHz 

Weeds Over Wet Terrain 25 db 9 4 GHz 

Wet Soybean Stubble 4 Feet Tall 10 db 35 GHz 

Green Soybeans 3 Feet High 14 db 35 GHz 

Oats 1/2 Inch High 16 db 35 GHz 

Oats 4 Feet High 14 db 15 5 GHz 

Wheat Stubble 12 Feet High 12 db 35 GHz 

Green Wheat 1/2 Inch High 16 db 35 GHz 

The transmitted power was used as the reference for the
 
db scale 
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The method used to eliminate this variance is to
 

inject another signal into the system and allow it to be
 

subjected to all the return signals manipulations. The
 

final calibration signal is then divided into the end
 

results of the manipulated return signal to remove all
 

gain and noise variations.
 

One proposed method of inserting this calibration
 

signal is shown by the hardware schematic Here the
 

calibrated signal combines with the local oscillator
 

signal prior to entering the SSBM The SSBM amplitude
 

modulates the klystron generated signal with the input
 

signals.
 

The carrier and lower sidebands are eliminated and
 

only the upper two sidebands emerge from the SSBM. This
 

signal is injected into the mixer to produce a reduction
 

in frequency of the returning signal. Both signals are
 

equally processed. The final calculation of power for
 

the 265 KHz signal is divided into the terrain signal
 

power This corrects for gain and noise variations from
 

the mixer to the divider.
 

Several problems are encountered by utilizing this
 

method The major difficulty is that the returning
 

power will adjust about 250 KHz. This can most easily
 

be shown graphically (see Fig 11-14).
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The return power spectrum frequencies occur due to
 

the forward viewing of the scatterometer This power is
 

divided and inserted in the frequency spectrums about the
 

two mixing frequencies. When the frequencies about
 

250 KHz are subsequently sampled, this power division
 

will cause an incorrect aD calculation to occur.
 

This method also eliminates utilization of those
 

areas defined by the doppler shift of from 5-10 KHz.
 

This occurs due to the doppler power impressed in fre­

quency around 250 KHz and 265 KHz overlapping Back­

scatter coefficient calculations will therefore be in­

correct for areas defined by these data points.
 

These effects nullify all advantages which might
 

arise by utilizing this method of calibration. Thus an­

other method of calibration needs to be implemented
 

Instead of the present method of continuous cali­

bration being used, calibration for each hardware com­

ponent could be implemented This would complicate the
 

system due to the necessity of adding extra hardware.
 

Other methods of using'continuous calibration are
 

available The 265 KHz signal could be fed directly in­

to the circuit after'the mixer This would eliminate the
 

type of power split previously mentioned and allow for
 

continuous calibration of all components the previous
 

method excluding the mixer.
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Probably the best method would be that of using an
 

altered SSBM to achieve the type of operation shown in
 

Fig. 11-15. Utilizing this method, the mixer output
 

would be that of a spike at 265 KHz plus the doppler
 

shift frequency around 250 KHz The power loss, ampli­

fier flucuations, and system noise could then be ac­

counted for and corrected The power split in the mixer
 

would not occur
 

Signal Reduction and Logic
 

Once the signal has been received and the center
 

frequency of the doppler frequency envelope has been re­

duced, the signal is processed to obtain the backscatter
 

coefficient (c0 ) This processing or signal reduction
 

section is shown in Fig. 11-16.
 

Signal reduction is required to implement the real
 

time CRT display. This signal reduction provides the a0
 

plus variance for each area viewed.
 

The signal, consisting of the doppler information
 

and the calibration frequency, is passed through three
 

amplifiers which allow for amplification of 30-70 db.
 

The signal enters three circuits, one to allow for cali­

bration, another to filter the desired doppler informa­

tion, and the third to the flight recorder.
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The signal to the flight recorder enters a mixer
 

which transmits only the lower side band thus bringing
 

the center doppler frequency of an area to zero hertz.
 

This is accomplished by utilizing a voltage controlled
 

oscillator (VCO) to generate the frequency desired for
 

the mixer's local oscillation frequency
 

The use of doppler frequency for area delineation
 

necessitates a frequency shift for the electronic proces­

sing A ground cell is defined by doppler frequency
 

differences, for example 8064 Hz to 8300 Hz. This ground
 

area would have a change in doppler frequency of Afd =
 

236 Hz (see Fig 11-17) Only the area information de­

fined by the Afd and the 3' beam width is desired. The
 

VCO is biased to oscillate at the signal midpoint fre­

quency of this area.
 

•Vco R - KHr " 

+= 25OKHz 

= P-5 0 K H?E+I Hz (2-14) 

where = lines of constant doppler frequency 
shift which delineate a ground cell 

This frequency, fvco' for this area is fed into the 

mixer The mixer creates a signal of frequency spectrum 
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resembling the diagram in Fig 11-18 Part of the pre­

vious frequency spectrum (i.e 250 KHz) is folded over
 

onto itself causing the voltage amplitude in this region
 

to add.
 

The signal is amplified and passes through a vari­

able low pass filter (VLPF) The amplifier is designed
 

such that the information previously at 8182 Hz, now
 

D-C, will be amplified, thus retaining information at
 

this point This restriction can be eliminated if the
 

information lost is quite small compared to the total
 

information reflected from the area under consideration
 

The D-C amplification is necessary due to the nature of
 

the calibration techniques used. Another restriction is
 

that the amplification must be almost constant over the
 

frequency range from 0-1000 Hz for reasons to be shown
 

later
 

The frequency response of the VLPF is controlled
 

from the synchronizer The frequency response varies to
 

compensate for velocity and scan angle variations This
 

VLPF variation is necessitated by the geometry of the
 

CRT display If the frequency response of the VLPF was
 

held constant, the ground area represented by the fil­

tered frequency range Afd would vary This occurs due
 

to the nonuniformity of the lines of constant doppler
 

frequency (see Fig. 11-19).
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To keep the area constant for each cell at any an­

gle, the frequency response (f ) of the filter (i e.
 

equal to in Hz) must vary. 
iAfa To analyze only the fre­

quency spectrum of the hypothetical area, the VLPF fre­

quency response will be
 

A-34oH) IH7_(2-15) 

The response in only one-half of the doppler fre­

quency representing the area since the frequency spectrum
 

in fr is the folded-over spectrum area from the mixer
 

The information contained in fr is equal to that con­

tained in Afd. The frequency response fr is not likely
 

to exceed 1000 Hz. Therefore, the amplification level
 

of the amplifier in this circuit needs only to be flat
 

in the frequency range 0-1000 Hz.
 

The signal now enters a linear detector. This re­

duces the signal to the voltage envelope as shown in Fig.
 

11-20
 

The reason for considering voltage here instead of
 

power is explained through the operation of the calibra­

tion system As mentioned previously, the signal from
 

the three amplifier stages enters three circuits, one of
 

which is the calibration signal reduction section Since
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the three circuits are in parallel, the voltage levels at
 

all frequencies entering these circuits will be equiva­

lent. Up to this point power conservation has been a
 

main goal. The voltage relationships now have to be con­

sidered such that equivalent signals will pass through
 

both the calibration signal and doppler signal reduction
 

sections Loss of power, however, must be avoided.
 

Power is now considered in one of its representative
 

forms.
 

PV~V VaP= V 1 = V - - -
R (2-16)
 

where P= power
 
V = voltage
 

R= resistance
 

r= current
 
If the impedance of the reduction circuits for the
 

calibration signal and doppler signals are equivalent,
 

a power ratio would be equivalent to
 

Pc V (2-17) 
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where d = implies doppler
 

C= implies calibration
 

This power ratio will occur later in the final op­

eration of the calibration system. Therefore further op­

erations will be concerned with voltage levels.
 

The amplified return signal initially enters a mixer
 

in the calibration signal reduction section. The cali­

bration oscillation signal (265 KHz) is mixed with this
 

signal. The mixer transmits only the lower side band
 

The calibration signal in the return signal is therefore
 

beat to zero hertz. The resultant spectrum is shown in
 

Fig. 11-21
 

The signal enters an amplifier equivalent to that
 

in the doppler signal reduction circuit This amplifier
 

must amplify D-C in order for the calibration signal to
 

be subjected to the same treatment the doppler signal
 

receives in its reduction circuit.
 

The amplified signal passes through a variable low­

pass filter comparable to that contained in the doppler 

signal reduction circuit The frequency response f. of
 

this VLPF is equal to the fr in the other reduction cir­

cuit. This causes the impedance values of both VLPF's
 

to be equivalent.
 

The D-C calibration signal is now transmitted to a
 

linear detector which also is comparable to the one con­
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taned in the other reduction circuit. The return sig­

nal is therefore subjected to equivalent operation, ex­

cept for the beat frequencies in the mixers, in both re­

duction circuits This means that the resistive effects
 

of both circuits are equivalent and that the use of vol­

tage vs. power handling is justified upon the division
 

of the two resultant signals.
 

The signals from the two reduction circuits enter
 

an analog divider. Using voltage magnitudes, the signals
 

will be passed through diodes whose output response will
 

be the logarithmic value of the input. The two logarith­

mic signals are then subtracted. This value is doubled
 

to account for the voltage squaring in order to represent
 

the power ratio The signal is then passed through an
 

antilog device to obtain the final signal output
 

There exists the possibility of using power magni­

tudes for operations in the analog divider. Since the
 

impedance values in both reduction circuits are equiva­

lent, the signal power entering each of these circuits
 

will be equal The power entering each of these two cir­

cuits will be less than one-half of the previous total
 

power due to power also entering the third parallel cir­

cuit. After the signals are processed, the power con­

tained in the calibration signal (a.Pc) is an equal frac­

tion of its-previous value as is the power contained in
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the doppler frequency signal (a-Pd) The analog divider
 

must be designed such that the logarithmic values of the
 

power magnitudes is obtained, subtracted, and the anti­

logarithmic power magnitude acquired
 

n P= Ia + P 

therefore
 

-in4 P, n 4 = (2-18) 

InaoPi -Inq P InPd InP = 

where Q = constant 

Whichever signal process is chosen, the calibration
 

signal must be designed such that its logarithmic value
 

represents signal variance in the system This requires
 

that the signal magnitude of the reduced unaffected sig­

nal will give a logarithmic value of zero This would
 

indicated that the return signal was also unaffected by
 

signal noise and losses If this final reduced calibra­

tion signal is different from the specified value, its
 

logarithmic value will not be zero Then, the division
 

process will correct the doppler signal to its unaffected
 

value, assuming the doppler signal and calibration signal
 

were equally affected by the system
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After all gain variation has been removed by the
 

analog divider, the signal enters the integrate-and-dump
 

section. This section acts much like a charging capaci­

tor in which many return signals are allowed to add. The
 

signal will appear as shown in Fig. 11-22. When a cer­

tain time limit is reached, the voltage value obtained is
 

discharged and passed into the sample-and-hold section.
 

The integration technique used here must actually
 

find the average value of all the input signal voltages.
 

The pulse rate frequency 45 KHz, or 225 KHz, determines
 

the number of input signals.
 

If the reception occurs for .2 seconds during the
 

45 KHz PRF, nine thousand signal voltages will be placed
 

into the integrator The voltage value sent to the sam­

ple-and-hold section must be the average of all of these
 

signal voltages. This is quite easily attained. An
 

example of how this can occur is shown in Fig 11-23
 

The signal voltages will charge CI. During the period
 

of antenna lobe reajustment, no signal is coming into the
 

integrator, thus, the voltage across capacitor C1 will be
 

accumulation of the 9000 signal voltages Then switch SI
 

is thrown. The capacitor CI will discharge its voltage
 

as
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-tVct v,,, t e- RC(-9

where C = C, -i-F 

The voltage will be allowed to discharge until 

exp(-it1x( 9000 then, the voltage acrossC) 1 capacitor C2 

will be one nine-thousandth of the maximum voltage and
 

thus, the average voltage When this time occurs,
 

switches S1 and S3 are thrown. Capacitor C1 retains its
 

average voltage value and capacitor C2 discharges rap­

idly The process of capacitor C1 recharging starts
 

again. Prior to S1 being thrown again S2 is closed, then
 

opened, to discharge capacitor C1 and thus prepare it for
 

its next charge
 

This is just one method of integrating-and-dumping
 

plus sampling-and-holding Switches S and S2 must be
 

thrown in their proper sequence during the antenna lobe
 

readjustment period This period is quite small and thus
 

sets quite stringent specifications for this part of the
 

system and its operations. Whatever method is used, it
 

will follow these lines It must be noted that this is
 

just one of the many possible methods of integrating and
 

sampling
 

The analog-to-digital converter has a switch in
 

series with an extremely large resistance. The switch
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will be thrown, thus sampling the voltage, without too
 

much voltage drain. The signal is then in digital form
 

for normalization purposes
 

Using this average return power, the backscatter co­

efficient can be determined by utilizing the radar equa­

tion, [18]
 

2 ( 1r) (2-20)
 

where WA= averaged return power 

Go = antenna gain 

transmitted wavelength 

f()= antenna pattern functions 

e= incidence viewing angle 
=transverse viewing angle 

= aircraft height 

-V= aircraft velocity 

= average backscatter coefficient 

This equation is rearranged to obtain an equation for the
 

backscatter coefficient
 

Pj fjGP (2-21)
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This operation occurs in the data normalizer section. A
 

block diagram representing this section and its inputs
 

is shown in Fig. 11-24.
 

The received signal will appear as shown (Fig II­

25) during the passage through the signal reduction sec­

tion
 

The final pieces of hardware in this section of the
 

scatterometer are the synchronizer and its accompanying
 

equipment This hardware constitutes the logic section
 

and governs all scatterometer operations. A block dia­

gram of this hardware appears as shown in Fig. 11-26.
 

The synchronizer commands will determine the vari­

ance of the determined a0 from its true value As shown
 

previously, this variance is determined by the number of
 

independent samples (NI) This Ni is
 

N to pass a resolution element of width Ap
=time

I time per independent sample
 

where: time/sample =
 

therefore
 

L - V (2-22) 

where V = velocity of the aircraft
 

The velocity and antenna patterns control the effective­

ness of the system. Also, the increase of the reception
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and integration times will increase N . This will also 

affect the effectiveness of the system. Thus, the design 

and operations of the synchronizer play a dominant role 

in the usefulness of the scatterometer 

Recorder
 

The returning signal contains information from
 

ground areas at all angles of incidence up to and in­

cluding 500. It is desirable that all of this informa­

tion be retained. A tape recorder system shown in Fig
 

11-27 is utilized to record on dual track tape informa­

tion in analog form for subsequent processing One track
 

is open for the signal from the horizontal reception cir­

cuit and the other for the vertical reception circuit.
 

The signal is received from the reception portion
 

and passed through the three amplifiers. A code oscilla­

tion is injected into the third amplifier of the circuit
 

that is receiving the cross polarization component The
 

recorder is receiving either the return signal or the
 

code oscillation. Thus, when the code signal is trans­

mitted through the vertical reception circuit, the hori­

zontally polarized return is being recorded When the
 

code signal is transmitted through the horizontal recep­

tion circuit, the vertically polarized return is being
 

recorded. This is useful during post-flight evaluation
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for piecing together the horizontal and vertical tape
 

portions.
 

The blanking circuits are used to eliminate passage
 

of any signal during the period of antenna lobe adjust­

ments. This eliminates any spurious signal from the an­

tenna, code oscillator, or system from being recorded as
 

a signal during this period
 

The line drivers are used for impedance matching
 

purposes They are designed to operate over the fre­

quency range of 150 KHz to 350 KHz with less than 1% am­

plitude and frequency distortion.
 

This taped signal will be used for post-flight
 

evaluation of Co vs. e for those areas which this is
 

possible This signal is in analog form on the dual tape
 

track for purposes of distinguishing between horizontally
 

and vertically polarized reception Post-flight evalua­

tion will utilize the identical signal reduction and
 

logic section of the scatterometer The required adjust­

ments will be made to allow for a0 vs. e evaluation for
 

.
6 other than 50' The procedure for accomplishing this
 

will follow from the information given about the signal
 

reduction circuit.
 



63 

CRT Display 

After signal normalization occurs, a value of ao is
 

obtained and transmitted to the cathode-ray-tube display
 

circuit (Fig 11-28)
 

The display circuit receives the signal as a vol­

tage representation of a0 The information from all the
 

areas on a single sweep appear on the display as the top
 

line after having been released by the scan storage and
 

passed through the digital-to-analog converter. The ana­

log signal is necessary for continual CRT sweep This
 

information was also transmitted back into the gate which
 

will then release information from the newest sweep and
 

subsequently this returned information. The analog in­

formation is used to intensity modulate the signal of the
 

CRT display As the information is transmitted to the
 

gate and released prior to newer information, the dis­

play shows the ao information declining, hence the fall­

ing raster technique. This will appear as shown in
 

Fig. 11-29.
 

Since a great deal of effort is expended in evalu­

ating a0 as correctly as possible, the screen brightness 

should adequately represent the signal voltage value. A 

curve of input voltage vs. output brightness in lumens 

will appear as shown in Fig. 11-30 
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This curve in non-linear. Therefore a gamma-correc­

tion factor is required in the display circuitry to ad­

just the input voltage. This causes the curve to in ef­

fect become linear, thus adequately representing c0
 

through brightness [19]. 
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CHAPTER III
 

MEAN DETERMINANCE OF A BACKSCATTER
 

SIGNAL USING A HALF-WAVE LINEAR DETECTOR
 

Signal backscatter is subject to fading. The signal 

reflected from the ground and received at a point above 

the ground will have amplitude variations commensurate 

with slight variations of the receiving point This oc­

curs because the signal received is the vector sum of all 

the individual returning signals existing at that point
 

Thus, at a different point, the vectors will be different
 

and will produce a different sum. Therefore, for an air­

craft flying over the reflecting ground, the return sig­

nal will be subject to fading.
 

The scatterometer described in Chapter II integrates
 

the return signal, from a ground cell having a doppler
 

frequency difference of 280 Hz viewed at an angle of 500,
 

for periods of 0 2 seconds The scatterometer will inte­

grate and average numerous transmitted, and subsequently
 

reflected, pulses. If the pulses reflected from a spe­

cific ground area were averaged over an infinite length
 

of time, a true mean or average signal value could be
 

found. Since infinite time averaging is impossible, it
 

becomes necessary to find how the finite time average
 

approximates the true mean signal value reflected from
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the ground This involves determining the variance or
 

decibel range about the true mean signal value within
 

which the finite time average is located. These values
 

will be found for the operations of the scatterometer
 

described in Chapter II. Also, possible improvements for
 

the scatterometer averaging are given.
 

Fading
 

If the transmitted signal wavelength is large in
 

comparison to the ground distance required for appre­

ciable slope change, the ground is considered "smooth".
 

The sLgnal reflection from the smooth surface will fol­

low Snell's Law of reflection. Snell's Law depicted in
 

Fig. III-1, states that a ray incident upon a surface
 

makes an angle with the surface normal which is identi­

cal with the angle the reflected ray makes with the sur­

face normal. This law is the basis of all geometrical
 

optics observations It applies only for smooth sur­

faces. The determination of a surface being smooth de­

pends upon the individuals definition of large and appre­

ciable in reference respectively to wavelength and slope
 

change.
 

Similarly, if the signal wavelength is small in com­

parison to ground variations, the ground is considered
 

"rough" Statistical distribution methods are used to
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angle of incidence, e , equals angle of 

reflection, e2, for a smooth surface
 

FIG. III-1 SNELL'S LAW OF REFLECTION
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determine the signal reflection or scattering from a
 

rough surface. These methods will define the surface
 

roughness and will determine the distribution of the am­

plitude and phase of the scattered field. Nearly all
 

natural terrain surfaces can be assumed "rough".
 

Statistical methods, which define a rough surface,
 

describe the distribution of the surface height devia­

tions from the mean or average level with a density curve.
 

One type of density curve, the Gaussian, often arises as
 

the solution to scattering from rough surfaces The
 

Gaussian density function is described for a one dimen­

sional surface as 

(X )= ,i----e 
;2 r(U_2(3-1) 

where 1= the mean or average height
 
=
F(7) the density function
 

IV= the variance about the mean
 

As the variance, a2, approaches zero, the Gaussian
 

distribution will bunch about the mean value until, when
 

a' = 0, the density function will be a unit impulse lo­

cated at the mean value.
 

Another density function which is used to describe
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surface and signal amplitude distributions is the Ray­

leigh density function, given by [20]
 

X L 

X Z~ U (3-2) 

Some properties of these curves are that they are
 

non-negative and that the area under the curve is always
 

equal to one.
 

The mean value n can be found from the density curves 

using the expected value technique, where E{ I is the 

expected value
 

~00 

c~nf= 2W7dX 
00 



72 

The variance, or amount of deviation around the mean
 

value, is used to define the range of values that the
 

2
distribution assumes. It is defined as a .
 

Ox Z=XEjzu 

Signal fading necessitates time averaging the sig­

nal in order to evaluate the mean value of power re­

flected from a surface type. This mean value is uti­

lized to provide an estimation of the overall roughness
 

of the ground area viewed. Knowing the variance that
 

the averaged power value has from the mean value, the
 

approximate backscatter coefficient can be calculated 

[21].
 

Re F, 0) P (3-3) 

where
 

= backscatter coefficient t = transmitted power
 
C5= averaged return power Go = antenna gain
 

=
h aircraft height = signal wavelength 
V= relative velocity f( )= antenna paterns 

Since all other values can be held constant for a given 

length of time, the variance of the calculated signal 
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mean from the true mean will be equivalent to that of the
 

averaged signal value plus noise, thus,
 

C(u0= &&9W+ J
5

where = variance of the obtained backscatter coef­
ficient from its true value 

= variance of the averaged backscattered 
power from its true value 

= averaged noise 

The averaged noise will be assumed to be small com­

pared with the signal, therefore,
 

The return signal will be the result of transmitted
 

pulses thus giving the effect of the return signal being
 

sampled at the transmitted pulse rate. The Central Limit
 

Theorem implies that the amplitude distribution of a sam­

pled signal being averaged can be considered Gaussian.
 

Therefore, the variance of the averaged power from its
 

true mean will be determined using statistics involving
 

Gaussian distributions
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De tecti on
 

Consider the case where the return signal is mixed
 

with another frequency, passed through a low pass filter,
 

and detected with a linear detector, as shown in Fig.
 

111-2. The spectrum of the signal will change as shown
 

in Fig. 111-3.
 

The spectral density of the output of the linear
 

detector, Sy(f), is evaluated from the input spectral
 

density Sx(f), where
 

(3-4)
Wax § Is 

where A = amplitude 
Afj = doppler frequency used to define ground 

area 

impulse function 

and [22]
 

'S KG +=1- Sy 
,0 (3-5) 

Jo') d' 
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The variance, c x2, of S x(f) is the area under its spec­

tral density curve. 

-CI 0 (3-6) 

Substituting this value for ax2, Sy (f) becomes 

t ~r 00 

++S (f)/~P (3f-)t 

The last term of the output spectral density equa­

tion is the convolution of the input spectral density.
 

Thus,
 

SxsW)S, (F--F)f 

Substituting this into eq. (3-7), Sy(f) is finally ar­

rived at in terms of frequency, f, and amplitude, A.
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1(4 w entff( eA j 
+ o1ne rW Ise 

+ wtievi JfI5,Af43 
5e (3-8)

OA erW 

The spectral density after linear detection, Sy(f),
 

will appear as shown in Fig. 111-4.
 

The autocorrelation function, Ry(T), which is used
 

to determine the amount of independence between two parts
 

of the detected signal, is obtained by taking the Fourier
 

cosine transform of the spectral density Sy(f) [23].
 

ooO(r) = SS j(f ) Co:( WrFr) d (3-9) 

where = a time difference variable 

By substituting eq. (3-8) into eq. (3-9) the auto­

correlation function becomes 
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R2M + a2~ox-d 

+ 2-(f4 coK(afT)df 
0 (3-10) 

Integrating eq (3-10), using integration by parts,
 

R (T) is derived as
 y
 

1 + A 5 M
R ) 
2K a 2 7 ar T 

ff2 4 

Ar 2r bx 

, A cos 2 -Aat+ 
7 &- P(3-11) 

2
The trigometric identity for sin e is used to sim­

plify Ry(T)
 

2= I - cos 2 G (3-12) 
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The final result for the autocorrelation function
 

of the signal after linear detection is therefore
 

(3-13) 

The first term of Ry(T) is the square of the mean 

value of y(t) (i.e. ny2) The rest of RyT) evaluated 

at T = 0 gives the variance, y 2 

oKf 4 AlZ (3-14) 

This follows from the fact that Ry(0) is the mean square
 

value of the signal, y(t), transmitted from the linear
 

detector. This value of R y(T) is obtained by assuming
 

that the mean value of the input signal X(t) is zero, and
 

that X(t) is a sample function of a real Gaussian random
 

process.
 

In light of the criteria concerning the return sig­

nal, this assumption may at first seem erroneous There­

fore, an insight into the statistics of the return signal 

will be useful The amplitude of the return signal is
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Rayleigh distributed. Let the signal be interpreted as 

the sampled return of a continuous wave (CW) system in­

stead of the actual return of the transmitted interrupted 

continuous wave (ICW) signal. Then, the amplitude and 

samples of the signal would appear as shown in Fig. III­

5. 

The amplitude distribution of the sampled signal is
 

Rayleigh distributed. However, the distribution of the
 

mean value obtained by averaging N independent samples
 

will tend to become Gaussian as the number of independent
 

samples N increases. 

/ = N 

where AN,= the sampled mean 

C.L= the Ith voltage sample 

N = the total number of samples 

As N increases, the sampled mean will approach the true 

mean, ri, of the signal, and the probability distribution 

of the sampled mean, fAN (X), tends to be Gaussian re­

gardless of the probability distribution of each inde­

pendent sample This is a statement of the Central Limit 

Theorem which is valid for independent samples having a
 

2
finite mean, n, and a finite variance, a [24] 
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FIG 111-4 SPECTRAL DENSITY AFTER LINEAR DETECTION
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FIG 111-5 SAMPLE AMPLITUDES
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Gaussian techniques are valid for determining the
 

autocorrelation Ry(T) of the return signal pulses. It
 

must be noted though, that the probability density of
 

the sampled mean is not truly Gaussian unless N ap­

proaches infinity. For all practical purposes, consid­

ering a Rayleigh distributed input amplitude, the sam­

pled mean can be considered Gaussian after about ten in­

dependent samples [25]
 

In using Gaussian techniques, trouble arises due to
 

the mean value of the incoming signal, nx , not being
 

identically zero, an assumption necessary in determining
 

the equation for Sy(f) as a function of Sx(f). This can
 

be corrected for by placing a stringent specification on
 

the calculated R y(T) as to what constitutes an indepen­

dent sample The qualifications for sample independence
 

are arbitrary but they must be strong enough to account
 

for any error which will arise due to the inherent in­

correct assumption made in order to calculate Ry (T).
 

Before these qualifications are stated, the auto­

correlation function will be converted to a more con­

venient form A new function, Ky(T), is formed by sub­

tracting the constant term from R (T).
 

g (3-i5)K (T)= R (T) A (­
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Substituting for Ry(T), Ky(T) becomes
 

Or"('='q s5,Y) A striz i(,S 'r 
K1r T+ (211)ZK T, -z (3-16) 

To rid Ky(T) of the amplitude value A, the function 

Ky(T) is divided by its initial value, Ky(T = 0), thus 

obtaining a normalized value p(T) 

Q() (T) 
K (0)
 

Kj() (3-17) 

The equation p(T) finally becomes
 

I. 17 (t) (aw7ALfqZTa (r±I (3-18) 

In some notation, K y(T) is called the autocovari­

ance function, and p(T) is called the normalized auto­

covariance function, which has also been called the auto­

correlation function [26]
 

The autocorrelation p(T) goes to zero at
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AT.,T=3 n) ThereforeC = A> 

A good criteria for independence is for the auto­

correlation function to be less than one-tenth after a 

certain time T. For convenience, the criteria will be
 

set as 

and
 

e(T)=O wker-e T' :-

Using these conditions,
 

sin2(n7r)sin(nfr)n(ag) nt t±I) (3-19) 

and
 

j-t1 T Tx 
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The criteria n = 3 will satisfy these two conditions.
 

t P1 (3-20) 

where t = time between independent samples 
Under this criteria, sampling at every 3 seconds 

will give a set of independent samples. If the sampling
 

time is slightly greater, two adjacent samples will have
 

some correlation which is less than also satis­-which 


fies the independence criteria If the sampling time 

is less than - seconds, only the string of samples be­

ing equal to or greater than seconds apart can be 

considered independent 

The first sample is the first independent sample.
 

33
 
sample can exist, for ?-., the third, and so on
 

Sampled Variance of the Mean 

The amplitude distribution of each pulse received
 

is random in a Rayleigh manner. The Rayleigh distribu­

tion has the mean and variance shown.
 

)- c- ~(3-21) 
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me an c( zW 

F-)dX2( -ZX dx 

-8 T (3-22) 

where 

variance 

(z< = value where f(x) is maximum 

U(X) = unit step function 

CbO 

(a Z(3-23) 

For independent samples, a1, the sampled mean AN, will be
 

Q , 4 - (a +'- - -- CO N 

N 

For independent samples the variance, a2i, is 

2 14 

CL -1CL'+ 0-+ +X 
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For any signal from the same patch of ground, every
 

return pulse will have the same variance with identical
 

Rayleigh distributions. Thus,
 

and
 

Am-N A/ 

(3-24)
 

With an increasing number of independent samples, the
 

variance of the sampled mean goes to zero, i.e. the sam­

pled mean approaches the true or Rayleigh distribution
 

mean 

From Tchebycheff's Inequality, the probability P
 

that AN is within a certain range is given by [27]
 

N ca (3-25) 
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Since the incoming signal, x(t) is Rayleigh dis­

tributed, the ratio of the mean squared, n\2x, to vari­

ance, a X, is
 

6(3-26)
 

Thus,
 

PgQ/"-c)~~' %s_72 
A/c? (3-27) 

~I-K 

where
 

K/C2 

Consider finding the probability that the value AN 

is within ± 3db of nx where AN is the averaged value of 

the return envelope voltage VS . 

3 l AO TbIX (I--C (3-28) 
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This requires that
 

i (c = (14-c) Z'.-q13 (3-29) 

Therefore, solving for c,
 

C=.A13 

'2 72 1.5-9j 
N (/13) N (3-30) 

To be greater than 99% certain that AN is within 3db of
 
1 59 

nx, i.e. 1-K = 99, K = .01 = N , therefore N = 159 

Thus, 159 independent samples are needed Consider, the 

probability that AN is within ±1db of i x" For this, 

db =20 Ioj 7AI.Ilx
 

-20 Iog (+c) 

Thus,
 

I+ = 1.121 
C=.I 21 (3-31) 
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Therefore
 

. ?72/& 

To be greater than 90% certain that AN is within ±1db of 

IxY using eq. (3-27) and eq (3-31)
 

I-fQ-.90 K=.I0 

K<- =.I0 - =N 

To be greater than 99% certain that AN is within ±1db of
 

TIx
 

I---

N 

Consider scanning a cell area having a change in
 

doppler frequency of at least 280 Hz. An independent
 

sample will occur in the time specified by eq. (3-20)
 

Cf 3 - ?-380 = .010 71 se o otA - Oiconcs 

http:I-fQ-.90
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In viewing the same cell area for 0.2 seconds, which
 

is the cell viewing time for the scatterometer system
 

described in Chapter II, the number of independent sam­

ples will be as shown
 

N=T +__ + 

.oso71 

19 (3-32)
 

Thus, 19 independent samples are received and the prob­

ability shown in Table III-1 is derived with N = 19 from
 

the probability equation, eq (3-27)
 

.272 '01!13- C(N I 

Table III-i shows that for 1000 values of Vs ob­

tained from vLewing for 0.2 seconds, cells having a
 

change in doppler frequency of 280 Hz, at least 995 of 

the values are correct to within ±8 6 db of the actual or
 

true value, rjx at least 990 of them are correct within
 

±6.82 db, at least 980 are correct within ±5 34 db, etc
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The Tchebycheff Inequality
 

Using 19 Independent Samples
 

and Rayleigh Distributed signal
 

Percent of AN Within
 

Certainty ±K db of n V
 

0 0% 0.98 .1195
 

10% 1.04 .126
 

90% 2.78 .378
 

95% 3.72 .535
 

96% 4.04 .598
 

975 4 56 .690
 

98% 5.34 .845
 

99% 6 82 1 195
 

99.5% 8.60 1.691
 

TABLE III-1 PROBABILITY LIST
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Since, for the conditions stated, no averaged value can
 

be said to be correct to within less than ±0.98 db of the
 

true value, this constitutes the lower limit for accuracy
 

The number of independent samples is given by
 

N= T - A "­
-T-5 1 (3-33) 

where T = viewing time
 

Af= doppler frequency change across a cell
 

t one independent sample time period
 

Therefore, either an increase in T or an increase in Afd
 

would improve the mean determinance of Vs for this system
 

The above equation for N holds assuming the criteria that
 

sampling occurs once every t1. seconds. For sampling
s 


faster than this, equation (3-33) reduces to
 

T TAfd
 
ts 3 (3-34)
 

Due to this faster sampling, one independent sample will
 

exist for every period duration of t1 s seconds. Thus,
 

in averaging, numerous pulses will represent one inde­

pendent sample
 

There exists another method for finding the prob­
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ability, P, that a value z lies within a certain region
 

(a,b) on the density curve fz (x), is given'by [28]
 
z
 

Using the Central Limit Theorem, the distribution
 

of the sampled mean, AN, about the mean, nx, of the in­

coming signal, x(t), will be Gaussian Thus, using the 

definition of probability, the probability that AN will 

be within a certain db range of the mean will be
 

The db is given byAa.120I(ec) (3-35)range dbz1?~:t/~ 
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The probability integral is now reduced to
 

-4I-17 (3-37) 

where
 

z-~ ~~C _ _ q-xb 

This is further reduced using the quantity called
 

the error function, erf [29].
 

-
erfx -e dz (3-38) 

0 

The probability of AN being within a certain range
 

is now given by
 

P-br C(3-39) 
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The db range for this probability can readily be
 

evaluated from the above equation The variance, a2A
 

and mean, mx' values are the same as given before
 

zS 0 q-)T Cz2-

N -V L.93 (3-40) 

Therefore the probability will be
 

P = 2 erf c-iNI . 913 (3-41) 

For AN to be within ±2db of rx the requirement
 

is that C = .260
 

P- 2 er (.2O)(I.9 13)-W-T (3-42) 

when N = 4, P = 68%
 

N = 9, P = 86% 

N = 18, P = 96% 

N = 25, P = 98% 
N = 36, P = 99.3%
 

For AN to be within ±Idb of qx, the requirement is
 

that C = 121
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913)-17T'P= X 1r 	 (3-43) 

when 	 N = 4, P = 35% 
N = 9, P = 50% 

N = 18, P = 67% 

N = 25, P = 75% 

N = 36, P = 83% 

Determinance of the Mean Power Values
 

The previous calculations have determined the vari­

ance of the sampled and time averaged voltage mean value
 

from the true envelope voltage mean value, nx . In de­

termining a value such as the backscatter coefficient, a
 

value for the mean power is required Power is a func­

tion of the envelope voltage squared.
 

p_ V
 

where V= voltage
 

P= power 

R = resistance - this value is made to equal one
 
A mean power value W can be derived by squaring the
 

s 
voltage mean value AN.
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=CN N (3-44) 

where aL = the Lth independent voltage sample 

Another way to obtain a mean power value is by averaging 

the power values. 

N -i N (3-45) 

where it can be shown that
 

BN A 

As N increases, confidence BN + confidence (AN)2, 

therefore, the statistics of BN will be used to evaluate
 

the statistics of (AN)2 . This will give approximate 

values only. The statistics of (AN)2 are given after the 

statistics of BN 

Let 

R--X?
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where ) = CLL= independent voltage sample 

The density of X, fx (x), is Rayleigh and given by
 
x
x 

Z( (3-46) 

The density of R, fR(y), is found as shown [30].
 

(4F) t f (-q)]U(-47 

Substituting eq. (3-46), fR becomes
 

(-48)+ e- 5 L -fiJUC ) (3 

but
 

since the unit step U(c) is defined as zero for negative
 

c. Therefore,
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_< e- U( (3-49) 

The mean and variance of R can now be found 

me an 

- " I'" CI
 
CIO 

-00 o 

=3o< z-- ­
~00 

f0 9 

CX (3-50) 

variance
 

= C< - (-51)z 

=-z < (3-51) 
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where &R = mean value of R
 

G-= variance of R
 

Using the Central Limit Theorem, the density func­

tion, fB (z), of the average BN becomes Gaussian as N in­

creases
 

( 1 )) (3-52)
N
 

where
 

NN 

Thus, the level of confidence or percent of prob­

ability that BN is within a certain db range of the true
 

mean is, in the manner it was for AN in eq. (3-39), given
 

by
 

VJIf)A -ef (3-53)
P%(-c)SN q;_ 
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Using the statistics derived for BNJ it follows that
 

?-F0(__Z -V 	 (3-5 4) 

and 

db t 10 lo (I+C) 

For BN to be within ±ldb of fly, the requirement is 

that C = .260, giving the probability shown 

P- 2erf(.260)-JiT 	 (3-55) 

when 	 N = 2, P = 40% 

N = 9, P = 56% 

N = 18, P = 73% 

N = 25, P = 80% 

N = 36, P = 88% 

N = 49, P = 93% 

The statistics of (AN)2 are summarized below in the
 

same manner that those of BN were presented Now, from
 

eq. (3-44),
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N
 

By the Central Limit Theorem, the density AN fAN(X), is
 

Gaussian
 

(3-56)eZ(X 1 5 ZZ. e
 

Let 

5= (R,0a 

now, the density, fs (y), of S is, as in eq. (3-47),
 

given by
 

£m~ [f;--r + ;YI (3-57) 
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Substituting eq (3-56) into this equation, fs(y)
 

becomes r - ­

= e 
+ e-HJU(} (3-58) 

Squaring the exponent and separating parts, fs(Y) becomes
 

______ T±ee ±- ( 
(3-59)
 

_ F 

006 (3-60) 

The mean value, ns, of fs(y) is given by
 

ut (3-61) 

Substituting in n1 becomesf s(y), 5 now 
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3­
--
-- 4 

fenS that (N Th -K 3 -6 

by performng the followng calculatons 

in terms of c is given by 

K = ± 10 Io5 04 c)) 

The db range 

(3-64) 
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The probability P is, as shown in eq. (3-35) 

S fe(5d (3-65)
15(14c)
 

Substituting fs Cy) in eq. (3-58), P becomes
 

p _ I ' +_)I - ­

+ e - 2 .-2] d (3-66) 

for integration purposes, let y = x2 and dy = 2xdx. 

Therefore, 

Poe CId (e3-67) 

now, let
 

4-dxWd 
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and 

The level of 	confidence now becomes
 

__=____l 	 ­.3 	 e dZ 

±4P5 (eaduu 
i(3-68) 

Using the error function definition of eq. (3-38),
 

P becomes
 

p= riQ 	 T7c) -F(7 +1) 

Vq.'i(17ii)-)~ ef( ~ 1 (3-69) 

Substituting the value for ns in eq (3-62), P 

becomes 
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+e-rf~((~9v) ) 

-e \ , Ix (3-70) 

For (AN) 2 to be within ±ldb of s, C = 260 as 

found from eq. (3-64). Let N = 36
 

- 753x10 (3-71) 

The probability that (AN)' is within ±1db of n. for 

N = 36 is 

-erf(-I.Li ) (3-72) 
For large , i.e. B > 5, 

e- erf(-)---erf 

http:erf(-I.Li
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therefore erf (22.4) 2 erf (21.4) and the probability
 

equation reduces to
 

P =e-( 1.39) 4- er.f(I. / 

3670 F(3-73) 

which is approximately the probability for BN when 

C = .260 and N = 36. 

Now consider the probability that (AN)2 is within 

±idb of ns . For N = 49 and C = .260, the ratio 11 becomes 

s a 

W -. o X 10 (3-74) 

Therefore the probability becomes, with erf (a > 5)= 

erf (b > 5)
P1 erf (l. L2) + erf(i.s) 

9 1%7.(3-75)
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Summary 

The results obtained apply to the scanning scat­

terometer described in Chapter II. The scatterometer re­

ception of the Rayleigh distributed voltage return signal
 

is shown to contain 18 independent samples during the
 

0 2 second integration time for a doppler bandwidth of 

280 Hz The variance of the backscatter coefficient from
 

the true value was determined in terms of db variance and
 

level of confidence, and their dependence on integration
 

time was calculated A comparison of the average vol­

tage squared, (AN)2 , and the average power level, BN,
 

shows that these two quantities do not tend towards the
 

same values even though their confidence levels are
 

nearly identical.
 

The results obtained by the scatterometer, aver­

aging only 18 independent samples, i e. 0 2 seconds
 

and 280 Hz, are shown to be inadequate due to the low
 

level of confidence. Adequate results can be obtained
 

by increasing the number of independent samples to 49
 

This is accomplished by either increasing Afd, the dop­

pler bandwidth, or the viewing time for a cell. Doing
 

such would cause improvements in the scatterometer ac­

curacy for determining the scattering coefficient, but
 

the results of doing so would decrease the resolution.
 



CHAPTER IV
 

FREQUENCY AVERAGING
 

Frequency Agility
 

Most radar scatterometers utilize monochromatic
 

transmission. There exists the possibility that fre­

quency agility or panchromaticity may inhance a systems
 

ability to determine the scattering coefficient
 

A frequency agile system works on the premise that
 

there exists a frequency change, Afc, which, if imple­

mented between pulses, would constitute independence be­

tween the two pulses. Thus, the transmitting frequency
 

would be increased Afc between each pulse until the de­

sired number of independent samples is reached However,
 

there exists difficulties in using frequency agility
 

The main problem can be seen by viewing the standard
 

radar equation used in the scatterometer data normalizer
 

to calculate the backscatter coefficient
 

z4-F
 
go 5 2QtWs 3 

P 0) 11(4-1) 
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The variation in ao with respect to wavelength, X,
 

can vary from X+ 2 to X-6 dependent upon surface condi­

tions [31]. For purposes of calculations, a ao depen­

-
dency of A ' will be assumed If in using frequency 

agility, the wavelength range difference would be six 

percent of the center frequency wavelength (i.e. AX = 

.06X), the variation in a0 would be 

- .085- (4-2) 

or
 

fGSa d (4-3)
 

where = variance in center wavelength = ±0.03 Ao 

X0= center wavelength
8 = variance in backscatter coefficient 

Thus, a scatterometer having a transmitting center 

frequency of 13 3 GHz would have an inherent error of 

±0.36 db with a frequency change of ±400 MHz. Whether 

or not such a large frequency variance is necessary will 

be shown later. 
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The Autocorrelation Function Vs. Frequency Agility
 

The autocorrelation for a low-pass spectral input to
 

a linear detector has previously been calculated. This
 

autocorrelation function holds for correlation between
 

pulses having identical transmission frequencies. Pulses
 

received having had different transmission frequencies
 

will have a different autocorrelation function to deter­

mine independence between pulses of different frequencies.
 

Suppose that there exists a M pulse repetitive se­

quence in a frequency agile scatterometer, and that each
 

succeeding pulse frequency is increased by Afc, such that
 

each returning pulse constitutes an independent sample.
 

Then, M independent samples would exist every t sec­i.
 

onds. The interval t. s is dependent upon the mono­

chromatic autocorrelation function, and it designates
 

time difference between pulses of identical frequencies
 

necessary for those pulses to be considered independent.
 

When the time necessary for the M pulse sequence is less
 

than tI s. seconds, only one pulse at each specific fre­

quency within each time period of tI s seconds will
 

constitute an independent sample (see Fig. IV-l). Thus, 

when three pulses exist in the M pulse sequency, i e. 

M = 3, three independent samples exist every t I S. sec­

onds 
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The frequency autocorrelation function of a back­

scattered signal has been shown to be [32]
 

sn2( 2VLmGA 
( 2L siG6 (4-4)2Tn 

where C, speed of light 

RAf)= frequency autocorrelation function 
L = length of object being viewed 

= angle of signal incident upon the object 

AF= frequency difference from one pulse to 
another 

Independence between signals of different frequen­

cies will be assumed to occur when the frequency auto­

correlation function is less than one-tenth. For con­

vience of calculations, independence will be defined as 
1 

occurring when p(Af) < !-. Therefore, letting the de­

nominator equal ir2 , the calculation of Afc yields
 

C 150 MHz 
C= LSinG L Sine (4-5) 
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The ground length viewed, L, can be estimated using the
 

diagram of Fig IV-2.
 

The doppler frequency value along the ground in the
 

flight direction is given by
 

Ca~5 - 1' s (4-6)- in - ine( 

A c 

where f = doppler frequency
 

if'= aircraft velocity
 
= transmitted frequency
 

o = speed of light 
o= angle of signal incident upon L 

Holding velocity and frequency constant, the deriva­

tive of fd will be
 

d 2--fxCo ed (4-7) 

For small de, this equation can be approximated as
 

A~d: C= 2Vfr cos AG (4-8) 

where- Ad = doppler frequency shift contained along 
the distance L 

AE = differential angle through which L is 
viewed 
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II 

W f +Af ......
C c 

foAfc 

t 1S. 2 t 1 , s , 3 t I ' s " 

N = 1,2,3,. .,4,5,6,. .,7,8,9,. 

N = number of independent samples 

FIG IV-1
 

EFFECTS OF FREQUENCY AGILITY UPON SAMPLE INDEPENDENCE
 

Ae
 

h
 

B
 

C
 

Al L
 

FIG. IV-2 SIGNAL TRANSMISSION PATH DIAGRAM
 



117 

The radial distance, r, from 0 to A (see Fig. IV-2)
 

is found by the relationship of a right triangle.
 

h 
C05 (4-9) 

where h = height above ground for aircraft 
y- = radial distance from aircraft to ground 

For a small AG, the arc AB can be considered a 

straight line. The arc has a length of XW = rAG. When 

the arc is considered as a straight line in the right 

triangle ABC, a relationship exists between L and Ae. 

A B = A L cosG (4-10) 

Substituting the relationship derived for r, the
 

equation for AG becomes
 

AG .,L cosGY- _Lco 05 e (-1h (4-11)
 

The equation derived for the doppler frequency shift
 

contained along the distance L was 

Az- cos O AE (4-12) 
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Substituting A8, the doppler shift equation becomes
 

2 Coh4i hf L Cos3 e (4-13) 

It is necessary to have an equation of L as a func­

tion of other parameters This is obtained by rearrang­

ing the doppler frequency shift equation to obtain the
 

following
 

L (4-14) 

where all parameters are as previously defined
 

A value for L is necessary to solve for the fre­

quency change, Afc, necessary to afford signal indepen­

dence between signals of different frequencies. Sub­

stituting L into this equation will constitute the final 

step in the derivation of the Afc equation Thus,
 

,C _LrC05 3-
A%7?S~nG JC S~g(4-15)-

2Ls~nGh J4f. sinG 

This is only an approximation which tends to hold 

as AG becomes small. 
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Consider the case where extreme conditions for a
 

scatterometer viewing from an aircraft are
 

maximum aircraft velocity, v = 150 m/sec 

minimum aircraft height, h = 600 m 

minimum Afd = 280 Hz 

o = 50 

frequency, f = 13 3 GHz 

The necessary frequency change, Afc, needed to af­

ford signal independence becomes, with substitution of
 

the given parameter values
 

A25) 13.3 10
 

((4003(2 9'o)(. 74)
 

Xll1to
: 

4 .JlMHz 

Thus, for the extreme conditions stated, a frequency 

change of 5 MHz implemented between pulse to pulse trans­

mission will assure that the reflected pulses will be
 

independent. 

Previous work has centered on applying all tech­

niques to a scatterometer having a transmission frequency
 

of 13.3 GHz For this scatterometer, transmission for
 

0 2 seconds and reception from a ground area delineated
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by a doppler frequency change of 280 Hz in the flight
 

direction caused 18 independent samples to be received
 

This number of independent samples came as a result of a
 

monochromatic transmission. Suppose the scatterometer
 

transmission frequency is increased by Afc = 5 MHz from
 

pulse to pulse for twenty consecutive pulses and then re­

peated. This corresponds to using M = 20 in Fig. IV-l.
 

The number of independent samples using this frequency
 

agility would be twenty times the number arrived at
 

using the monochromatic signal For the above mentioned
 

transmission and reception specifications, at least 

20 x 18 = 360 independent samples would be received.
 

This is dependent upon the requirement that the extreme
 

conditions used to calculate Afc will be applied to the
 

scatterometer.
 

In using a frequency variation, the equation for the
 

backscatter coefficient will have an inherent error, as
 

stated before, due to its calculation by the scatterome­

ter's data normalizer being dependent upon a specific
 

wavelength or frequency value. The backscatter coeffi­

cient, a0 , can be considered as a function of either
 

1 or f. The variance in a0 is calculated as follows
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= .0i 

in db, this will be
 

±.0 H 3, 

Thus, for the case cited, in causing an inherent db
 

variance of ±.04 db in the calculated value of a0 , the
 

number of independent samples are increased from 18 to
 

20 x 18 or 360. The use of frequency agility must then
 

be considered to be advantageous from the standpoint of
 

the ability to increase the number of independent samples
 

with only a small inherent error in o0.
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CHAPTER V
 

CONCLUSION
 

A system analysis was performed to determine the
 

effectiveness and accuracy of measuring backscatter co­

efficient for a proposed scanning radar scatterometer.
 

The scatterometer system was examined in detail by in­

dividual subassemblies transmission, reception, signal
 

reduction and logic, recording, and CRT display The
 

system calibration and klystron operations were presented
 

and analyzed in regards to implementation effectiveness
 

and to transmission frequency drift respectively The
 

possibility of improper CRT display of the obtained back­

scatter coefficient values was presented, and a method
 

for correcting the problem is suggested.
 

Although the problems of transmission frequency
 

drift and improper CRT display illumination were shown to
 

be either inconsequencial or easily resolved, the problem
 

of calibration presented some difficulty By mixing the
 

calibration and intermediate frequency signals of equal
 

amplitude with the return signal spectrum, improper power
 

distribution was shown to occur. Equipment capable of
 

handling a calibration signal of amplitude much smaller
 

than the intermediate frequency signal amplitude could
 

possibly solve this situation, but efforts must be made
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to assure that the calibration signal amplitude is
 

greater than any system noise level An alternate effec­

tive method for injecting the calibration signal into the
 

scatterometer system was presented.
 

The accuracy of the mean determinance of a back­

scatter signal using a half-wave linear detector was
 

analyzed. The analysis was conducted such that all re­

sults are applicable to the proposed scatterometer sys­

tem. Since the accuracy of a stochastic signal process
 

must be defined in terms of signal independence, an auto­

correlation function was derived which describes signal
 

independence and is applicable to the scatterometer sys­

tem The mean value of the input signal was assumed to
 

be zero in order to derive the autocorrelation function.
 

This being a necessary, but incorrect, assumption, strin­

gent specifications as to what constitutes signal inde­

pendence were defined for the autocorrelation function
 

The scatterometer reception of the Rayleigh distributed
 

voltage return signal was shown to contain 18 independent
 

samples during the 0 2 second integration time for a
 

doppler bandwidth of 280 Hz. Averaging 18 independent
 

samples gave a level of confidence of 73% that the back­

scatter coefficient is correct to within ±1 0 db of the
 

true value These results are considered inadequate, an
 

adequate level of confidence being considered greater
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than 90%. It was shown that adequate results can be ob­

tained by averaging at least 49 independent samples
 

This increase in independent samples can be obtained by
 

either increasing the doppler bandwidth or the viewing
 

time for a terrain cell. Since the minimum doppler fre­

quency used in defining a terrain cell size is utilized
 

to determine the number of independent samples, the ac­

curacy of the calculated backscatter coefficient for this
 

cell can be considered the worst case.
 

The advantages of implementing frequency agility in
 

the transmission section of the scatterometer were de­

rived utilizing a specified frequency autocorrelation
 

function. The number of independent sample was shown to
 

greatly increase by utilizing frequency agility The use
 

of frequency agility in the scatterometer was deemed ad­

vantageous from the standpoint of improving the accuracy
 

of the backscatter coefficient determinance. The main
 

disadvantage incurred utilizing frequency agility is that
 

of increased hardware complexity.
 

In order to increase the scatterometer accuracy
 

without increasing the original integration time and ter­

rain cell size, the effects of utilizing a frequency
 

agility transmission system were investigated. Using a
 

specified frequency autocorrelation, the implemented fre­

quency change necessary to gain pulse-to-pulse signal
 



125 

independence was found to be about 5 MHz An example,
 

using the proposed scatterometer specifications, showed
 

that the utilization of frequency agility was very ad­

vantageous from the standpoint of accuracy
 

The frequency autocorrelation utilized is a function
 

of target length and not target roughness A frequency
 

autocorrelation function dependent upon the surface de­

correlation distance has been attempted [33] Further
 

work dealing with frequency autocorrelation functions for
 

rough surfaces is justified and necessary before any im­

plementation of frequency agility in the field of scan­

ning radar scatterometers
 

It is believed that future derivations concerning
 

frequency autocorrelation functions should relate the
 

critical frequency change and the surface decorrelation
 

distance as directly proportional Thus, the rougher the
 

surface, the smaller the frequency change Exactly how
 

this function will appear is as yet uncertain, but its
 

derivation could be a major factor in the design of fu­

ture scatterometer systems
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