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INTEGRAL EQUATION FORMULATIONS OF SCATTERING
 
FROM TWO-DIMENSIONAL INHOMOGENEITIES IN A CONDUCTIVE EARTH
 

John Robert Parry
 

ABSTRACT
 

The electromagnetic fields scattered by finitely conducting cylinders
 

of arbitrary cross section in a conductive half-space with an arbitrary
 

earth-air profile are calculated. The following conclusions of importance
 

to geophysical exploration are reached: 1) The ratio of real (H) to
 

imaginary (H) is a function of traverse position x and ground conductivity
 

CTas well as the cylinder conductivityj; 2) Topography can give rise
 

to a tilt angle of about 50 at an operating frequency of 1000hz., ground
 

-
conductivity of 10 3 mhos/m and normal incidence of an Ey-polarized plane
 

wave; and 3) In no case was a zero phase observed, even for perfectly
 

conducting scatterers.
 

The problem is formulated by choosing an integral representation for
 

the electromagnetic fields in each homogeneous region present. By enforc­

ing the boundary conditions on tangentialE and. a set of coupled inte­

gral equations results which can be solved numerically for the unknown
 

equivalent surface current densities on the interface bounding each homo­

geneous region. Once these current densities have been estimated, the
 

fields can be calculated at any point from the general integral represen­

tations.
 

The validity and accuracy of the integral equations are demonstrated
 

by comparing numerical results with analytical results for scattering
 

from circular cylinders in a conductive whole-space assuming plane wave
 

iv
 



and line source incident fields. It is shown that three-dimensional source
 

configurations can be considered by expanding the primary current distribu­

tion and the field it radiates into a Fourier integral over a continuous
 

mode distribution.
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CHAPTER 1
 

INTRODUCTION
 

The determination of the electromagnetic fields scattered by conducting
 

inhomogeneities reduces to the solution of a vector Helmholtz equation.
 

Unfortunately, the classical method of solution yields analytical results
 

only for those inhomogeneities whose surfaces coincide with coordinate
 

surfaces of orthogonal coordinate systems in which the vector Helmholtz
 

equation is solvable by the method of separation of variables. In these
 

special cases, which include wedges, spheres and circular, elliptic and
 

parabolic cylinders, the fields in each homogeneous region are expressed
 

as a sum of mode functions, and the unknown constants are determined by
 

matching boundary conditions. This theory has led to useful solutions for
 

scattering from objects of simple geometry in a conductive whole-space when
 

the characteristic dimensions of the inhomogeneity do not exceed about 25
 

wavelengths. In the past, the important geophysical problems of scattering
 

from multiple conductors, conductors of arbitrary shape,and conductors in
 

a conductive half-space have received little attention because of the
 

intractability of their formal solution.
 

The-possibility of a general numerical solution of antenna and
 

scattering problems was suggested first about ten years ago by Sinclair
 

(1959), and was based upon an integral equation approach investigated by
 

Albert and Synge (1948) and Synge (1948). In this short paper, Sinclair
 

pointed out that with the availability of high speed digital computers
 

it is possible to obtain numerical solutions of electromagnetic boundary
 

I
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value problems where suitable analytical solutions are often difficult to
 

obtain. He notes that while ". . . analytical solutions may be aesthetically 

more pleasing than numerical solutions, . . this is of little interest to 

the engineer concerned with the design of a particular electromagnetic 

system." 

Of perhaps more importance is that he notes also that " . even 

when analytical solutions can be obtained for electromagnetic problems, it 

is usually found that a great amount of calculation is required to obtain 

numerical values, as, for example, when.wave,functions in a given coordinate
 

system have to be computed. In many cases, direct numerical solution of a
 

suitable differential or integral equation can yield the same accuracy of
 

result with little, if any, increase in the amount of computing required.U
 

In particular, we might note that D'Yakonov (1959 ab) has published a
 

solution to a circular cylinder and a sphere in a conductive half-space,
 

and we have yet to witness numerical results for either of these particular
 

problems.
 

Some of the first numerical results of electromagnetic scattering
 

problems were presented by Mei and Van Bladel (1963 ab) and Andreasen
 

(1964, 1965 ab). Later published work includes significant papers by
 

Mitzner (1967, 1968). In these papers, the electromagnetic fields exterior
 

to the inhomogeneities are written in terms of integrals around the contour
 

bounding each inhomogeneity and in terms of a surface impedance boundary
 

condition. These integrals involve the two-dimensional Green's function
 

and equivalent electric and magnetic surface current densities at the
 

boundary of each inhomogeneity. The unknown equivalent current densities
 

are estimated by enforcing the electromagnetic boundary conditions at a
 

finite number of points on the boundary of each inhomogeneity. In so
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doing, a number of sampled values of the unknown current distribution
 

is determined, from which the scattered fields can be calculated at any
 

point using the general integral representations.
 

In the present studyintegral representations are chosen inside the
 

scatterer as well as exterior to the scatterer. This approach removes
 

restrictions upon the conductivity and curvature of the scatterer inherent
 

in the above formulations, although it leads to more complicated integral
 

equations. However, it leads also to a consideration of the problem of
 

scattering from cylinders in a conductive half-space.
 

Since the coutour can be deformed into any shape desired, it is
 

possible to formulate and solve any scattering problem within the storage
 

and time limitations of a computer solution. Although this study will be
 

restricted to scattering from two-dimensional inhomogeneities, it is shown
 

that the incident field is arbitrary.
 

The purpose of this dissertation is to consider the theory of integral
 

representations as applied to solving two-dimensional geophysical scattering
 

probldms. In particular, examples will be given to demonstrate the validity
 

and generality of this approach. However, due to the length of this subject,
 

a general numerical analysis of geophysical scattering problems must be left
 

to a later study.
 



CHAPTER 2 

DERIVATION OF INTEGRAL REPRESENTATIONS FOR E AND H 

Silver (1965, p. 201) has shown that if a two-dimensional waveguide
 

is homogeneous in structure along the axial direction, only two independent
 

field components, Ey and Hy. exist, and all other quantities may be derived
 

from these. 
Since similar conclusions can be drawn for two-dimensional
 

scattering problems, the first task in treatment of scattering problems
 

is to obtain general representations of the axial field components.
 

Integral expressions for Ey and Hy were obtained by Papas (1950)
 

and Borgnis and Papas (1955) in investigating scattering from circular
 

cylinders of infinite conductivity. Andreasen (1965 b) showed that their
 

work could be modified to general integral representations for Ey and H.
 

In this paper, Andreasen assumed that the surface impedance of the inhomo­

geneity was very small with respect to the impedance of the exterior region
 

so that his final integral representations are not sufficiently general
 

for earth scattering problems.
 

We will follow Andreasen's development to obtain general integral
 

representations for E and H interior and exterior to the cylinder. 
In
 

section (2-5), it will be shown that the general integral representations
 

reduce to those given by Andreasen if it is assumed that the scatterer
 

has a low surface imDedance and that the skin depth is much smaller than
 

the radius of curvature. Although the integral representations in the
 

exterior region are modified only slightly by making these approximations,
 

the advantage obtained is that the solution of the resulting integral
 

equations is much easier. However, if the problem of a cylinder in a con­

4
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ductive half-space is to be examined, the general integral representations
 

must be considered.
 

2-1 Derivation of Integral Expressions for Ey andHy
 

We begin with Green's theorem (Stratton, 1941, p. 165) for any two 

scalar functions tc and ir , 

JT •ctoc)AJ 7 1 (2-1) 
jo., areA 

In equation (2-1), / is the derivative in the direction of the outward 

normal to the volume of interest, which is defined in Fig. I as the volume 

between the surfaces CI and C2 ' 

If we add and subtract Vzav owL the left-hand side of equation (2-1), 

we obtain 

U. ~rA U A,' Q (aea) (2-2) 

Assuming that the scatterer is two-dimensional, then an integral
 

expression for Ey(t), the total electric field intensity in the source
 

t 
free volume between CI and C21 can be obtained by setting a = E( ) and 

Ar = G(Q, ') where Et(f) and G(tj') satisfy the equations 

(vt tl.') E- (r0 =0 1(2-3) 

The vector I refers to a source point on the surface and f refers to a point
 

in the volume between and on the surfaces C1 and C2 . Applying equation (2-2)
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to (2-3), we obtain
 

-- EHEf ) =f i'EP NE'l-IciXa2-4) 
j atrel 

However, equation (2-4) gives Et(') at a source point in terms of the 

total field around the boundary. To obtain St(p), we invoke the reciprocity 

relation of the observation point and the source point. As a result, we may 

interchange and P' in equation (2-4) and replace G( ', )byG( , ') pro­

vided the Green's function is symmetric. 

Morse and Feshbach (1953, p. 808) show that G(P,') is symmetric if 

it satisfies some homogeneous boundary conditions on the boundary surfaces 

in both the and ' coordinate system. Since the choice of which function 

we adopt for G(Q, ') is optional provided equation(2-3) is satisfied (see 

Jackson, 1962, p. 18), we will ensure that G(Q,P') is symmetrical by choosing 

the whole space value of G(,"). Thus, a homogeneous Dirichlet boundary
 

condition exists at infinity since G(, ') satisfies the radiation condition.
 

Equation (2-4) now becomes
 

Ci 

(2-5)
 

The total electric field intensity at any point is represented by the
 

sum of an incident electric field EL) and a scattered electric field
 

y
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E . (2-6) 

If we let the outer surface C2 approach infinity, then the second integral
 

of equation (2-5) becomes
 

(2-7) 

+ TY) -, G __ Is'. 

Stratton (1941, p. 360) states that every two-dimensional electromag­

netic field at great distances from the source can be represented by linear
 

combinations of elementary wave functions of the form =n• 

Assuming that the source of this wave is on a line, then the elementary
 

wave functions are independant of 6 and only is required. Thus, as 

e-- 0, these (circular) cylindrical waves will behave like
 

when H. NCk is expanded for large p. 

As C2 approaches infinity, the scattered field Ey (p,) and G(3,P') will 

behave as cylindrical waves for each point ' on 02. Consequently, both

Lk 

functions will behave as -t- except for constant factors. As a
 

result, the second term of (2-7) becomes
 

,and the difference of the two terms under the second integral tends to zero
 

for each 1, and the contribution of the second integral is zero.
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This is not true for the first integral since by assumption the
 

incoming plane waves never vanish at infinity. In fact, the first integral
 

is equal to -Ey(f), which can be seen by applying equation (2-2) to
 

(7 k ) ) 0 (2-8) 

Equation (2 5) now becomes 

Et, E(f) +F fGI- 'P~E t W) E;(?PG( ' 7 s'. (2-9) 

By comparing equations (2-6) and (2-9). it is evident that the
 

scattered electric field intensity is given by
 

Similar expressions f(or Ht() and H1eQ) can be obtained by setting
 

tL = j( ) and A - G( , ') in equation (2c2), where 

(v--klH; (Tp=0 (2-11) 

Following a development which parallels the above, we find that
 

jG! -4-f - (2-13)
z ~ )~p)-H;(54 s, (-3 
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Equations (2-9) and (2-10) and equations (2-12) and (2-13) are
 

integral expressions for Ey(t) and Hy(p) respectively. However, since a
 

normal derivative of E Q') and Hy( is required rather than a tangential
 
y
 

derivative, these expressions are not in a particularly convenient form. 

Andreasen (1965 b) has shown that by manipulating Maxwell's equations, the 

normal derivative of Ey and H can be transformed into more suitable 

forms. Using these representations, an integral equation solution for
 

the unknown boundary values of E and H can be formulated easily.
 

2-2 Suitable Expressions for the Normal Derivatives of E and H
Y Y 

Starting with Maxwell's first two equations and assuming a time 
-iA 

dependence of g , then 

i(2-14) 

+(2-15) 

from which we may write
 

L & -=A - (2-16a) 

- 1 (2-16c) 
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and 

(E AC= 11-Z (2-l7a) 

(cr-Iie)G1 (2-17b) 

MI (2-17c) 

In equations (2-16) and (2-17), we have assumed that the 

dependence of all field components is of the form JLY. Such an axial 

dependence would arise when a primary three-dimensional current distrib­

ution and the field it radiates has been expanded over a continuous 

mode distribution according to
 

__I CA A (2-18) 

However, this problem will be discussed in more detail in Chapter 6,
 

when three-dimentional source distributions are considered. It is suf­

ficient to nfote here that in the special case of a plane wave obliquely
 

incident upon cylinders in free space k reduces to the axial component
 

of the free space propagation constant. Whenever a plane wave is incident
 

normal to cylinders in a whole-space, ky is zero.
 

Substituting (2-17c) into (2-16a), then
 

___ - NA) - _ (2-19)x 

(r- iae) a3^ 



Rearranging in terms of Hx, we find that
 

=Lk ~ -G.ci ~ (2-20) 

where \ tzt- " (2-21) 

Similarly,_ substituting (2-17a) into (2-16c)
 

Ci Z = Z_ t (2-22) 

or
 

Ngl (2-23) 

Defining the positive tangental direction on the contour by
 

A A' A (2-24) 

and adding equations (2-20) and (2-23),-we find that the transverse
 

magnetic field intensity, Htr, is given by
 

I - ~i-IW + kr- (W)JFAVJy)X (2-25) 

Following an -analogous argument, we can obtain an expression for
 

the transverse electric field intensity E Substituting (2-16c) into
 

(2-17a) 

(2-26)
(T-w~) t iz (IE4 E_ 



or 

(2-27)
 

and substituting (2-16a) into (2-17c)
 

-(~ ze~_- k LkEa Z (2-28) 

or
 

(2-29)
 

Adding equations (2-27) and (2-29)
 

+ t,~ J5 (2-30) 
A~ 

Taking the dot product of s and equations (2-25) and (2-30))
 

&2~4 __4 + r k~)k~ (2-31) 

and
 

If we multiply (2-31) by ,ai and rearrange, then
 

Li =$~6l 4 1L' 61 (2-33) 
rL, k S 
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or
 

+ (2-34) 

where Z is the intrinsic impedance of the medium and is given by '2.
 

Similarly, equation (2-32) becomes
 

S-~ (2-35) 

If we substitute equation (2-34) and (2-35) into equations (2-9)
 

and (2-12), we would obtain general integrodifferential representations
 

ft _t
 
for Ey () and Hyi) in terms of the axial and tangential components of
 

y
 

E and H on the contour. By applying the appropriate boundary conditions,
 

ie could determine Eyy Es Hy and Hs on the boundary and, with these
 

quantities known, be able to calculate the scattered fields at any point
 

in space. However, to conform with some of the terminology in the liter­

ature, and to obtain a more physical interpretation in certain instances,
 

it is desirable to introduce the concept of equivalent electric and magnetic
 

surface current densities (see Harrington, 1961, p. 106).
 

In brief, the equivalence principle states that many source distrib­

utions inside (outside) a given region can produce the same field
 

outside (inside) that region*. As a result, equivalent electric and
 

magnetic surface currents can be introduced to generate the same field
 

external (internal) to a region as do the original sources internal
 

(external) to that region. For our problem, these surface currents are
 

* Note that this informs us that the inverse problem is not unique. 
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chosen such that the boundary conditions, continuity of tangentiali and
 

tangential H, are satisfied. Thus, the equivalent electric surface current
 

density is set equal to the tangential component of the magnetic field
 

intensity and the equivalent magnetic surface current density is set equal
 

to the tangential component of the electric field intensity at the boundary.
 

From the continuity of tangential H, we obtain
 

A (2-36) 
or
 

P X$ K (2-37) 

where a is taken to be the outward normal from the scatterer. We conclude 

then, that the equivalent electric curface current density components are 

given by, 

^ AXH 34- N! = )j (2-38a) 

41 Xl%* i-IsHj -> (2-38b) 

Similarly, the equivalent magnetic surface current density components are 

given by, 

E-.s M(2-39a) 

-/- - / S ""( 2 - 3 9b ) 

Upon introducing equations (-38) and (2-39) into equations
 

(2-34) and (2-35), our final expressions for the normal derivative of
 

E and H on the boundary become
 

Y Y 
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2-3 General Field Representations for the Exterior Region
 

t 

Coupled integrodifferential representations for Et(p) and Ht(p)
 
y y 

are obtained when equations (2-40) and (2-41) are introduced into (2-9)
 

and (2-12).
 

EJ(r E(F) +J' T,ri fkJY~ 

+ 
 j(2-42)
 

and 

- *1 

(2-43)

+ SC k(jf') B6 i' . 

It is shown in Appendix A that the two-dimensional Green's function
 

is
 

0 (2-44)
 

where H 3 is the Hankel function of the first kind and order zero,
 

representing an outgoing wave, and X is the transverse propagation
 

constant, and is related to the propagation constant i of the medium
 

by equation (2-21).
 

The derivatives of the current components in equations (2-42) and
 

(2-43) can be eliminated analytically with integration by parts. On
 

carrying out the partial integration, and introducing equation (2-44), we
 

find
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and 

(i 
TS-

+ 

A 
""UJ+ 

4n, 
C () 

7 
) ' , (2-46) 

The normal and tangential derivatives of 

given by 

14 are 

j) (2-47) 

Since 

where 

and 

then 

AZ t) 

;;(5)is any Bessel function, 

.Z~ 5 (2-48) 

if-14 (Y) c 

Thus, the transverse derivative of 

t/ A 
v W A-ty~i +-i~)(~t1 

Lo 

40(Yi- is given by 

~z 
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(2-50) 

where is defined in Fig. 2 as the angle formed by the axis and the 

line between the point of observation and a point on the contour. 

From Fig. 2, we have 

A A (2-51) 

is - .+t - 1eo - Pt (2-52)1A - 180) AA 4-

A 
°-_ Cos(o o-Y. + (2-53) 

Using equations (2-50), (2-51) and (2-53), the normal and tangential
 

derivatives of I( Y -j'b) become 
0 

M'O' W(Y?fi Y (1,5p CO~ +s' 

and
 

When equations (2-54) -and (2-55) are introduced into equations
 

(2-45) and (2-46), we find
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I TI (2-56) 

and 

qzk~ Si 
w~c)1t~t(as ­- . .{M5ty +ii{k()a(")iX q)4 

Ccz (2-57) 

Pquatons (2-56) and (2-57) are the desired coupled integral rep­

resentations of Et() and Ht( ) for the exterior problem. The point of
 
y y 

observation, , is exterior to the inhomogeneities present, and CI
 

represents a contour integration around each scatterer present. Once the
 

equivalent surface current densities are known, the field components
 

are determined from equations (2-14), (2-15), (2-56) and (2-57).
 

From equations (2-14) and (2-56), the scattered transverse magnetic
 

field intensity is given by
 

,Ift f w fm etE (2-58) 

It follows from equation (2-49) that
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and 

5"-

S-A / cog~ 

s-

Q x~pJ 

YtZ -

(2-59) 

(2-60) 

On expanding cos(r- C), we find that 

_- , (_coisl o3. s~ ­ ,. 

and 

CA, (2-61) 

Similarly, 

(2-62) 
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-sA f-c) = A- I woL (A-,o") + cosoc (E , i 

Cos C) (2-63) 

and
 

S -1 .r -4 SL c(2-64) 

When equations (2-56), (2-59), (2-60), (2-61), (2-62), (2-63), and
 

(2-64) are introduced into equation (2-58), we find that the scattered
 

transverse magnetic field intensity is given by
 

H z kYL-) H-,I:t 'IJ Cs pA-cos3,) os 
f 

K;j.. + ~~.~)V [lJc,'l H SLt (2-65fl~lLop 
'6 1 



21 

or
 -kor-1 7 I 
,(

Ru-j,') I- LXI,--'.O~ A A. ) I.s' 

-1 ft p,/ A' 

-, SC 

k ,iM .tf)/o '-.7 !t ('YI -ffptL; .kwA - #s' &)1 

- ~ (q Laps ')A 

Sti(p -vL)-jj Ca 2 pt Js' 2-
It follows from above that
 

kxU~ (S'. (-7
i .__-s > i4)-
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+ <Y '~i ~CO2p-oo A + ejU2p-L1i ^z )As, 

T IJ' 

- ii s L~t $ ~ -COS 7~..t)c s (2-68)( 'Q~'~ ) 

2-4 General Field Representations for the Interior Region
 

We wish to obtain general integral representations of Ey( ) and
 
ty 

H ( ) for the interior problem. As in the exterior problem, we begin with
 
y 

the modified form of Green's theorem, equation (2-2), and set the two 

scalar functions L and A- equal to EtQ) and G(P,.') respectively. Since
 
y 

our volume of interest is bounded only by an outer surface CI, Green's
 

theorem yields the result that
 

In equation (2-69)) is the outward normal to the volume of interest
 

(Fig.3) and is equal to- of the exterior problem. G'(,') is the whole­

space Green's function of the interior region, and is given by
 

_(2-70)
 



23 

Thus, our integral expression for E(q) is
 

EJ i mjfGi~) tt)-cci (2-71) 

By comparing equations (2-71) and (2-10), it is evident that our 

t 
integral expression for Ey( ) for the interior problem is equal to the 

negative of our integral .expression for E'( ) for the exterior problem. 
t _ 

Thus, we may write the integral representation of E () from equation
 

((2-56) as
 

Et £Ctf tY1 'fl ITkI- ')It' iZ 1 -T c, ~ . i.t s(J stcr,~ 

(2-72) 

Since similar conclusions can be drawn for Hy(), we have from
 
y
 

equation (2-57),
 

(2-73)
 

From equations (2-66) and (2-68), the transverse field components
 

are given by
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2h-I- Z^.tt 

S 

-L-q 4 I,
 
(2-74)I ' 

and 

,,, s p-) A COSA 

I 1 -(2-75)
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2-5 	 Representations for E and H When the Scatterer Has a Low Surface
 
Impedance
 

The integral representations for E andt simplify considerably
 

when the scatterer is assumed to be highly conducting. The reason for this
 

is that E and H take a particularly simple form just inside the scatterer,
 

and may be assumed to be zero further from the boundary as a result of
 

attenuation.
 

The angle of refraction at any local site on the contour is given by
 

Snell's Law as
 

C-	 (2-76) 

In equation (2-76), 81 is defined from Fig. 4 as the angle of incidence
 

and 82 as the angle of refraction. It is evident that if k>n k , 2
 

is approximately zero even fir grazing exterior angles of incidence. As
 

a result, the total field at any point just inside the scatterer may be
 

represented by a wave propagating normally away from the coutour. Following
 

Stratton (1941, p. 354), we may write that the transverse electric portion
 

of the field must satisfy the relationship
 

Es = - s N5iZ	 (2-77a) 

(Ey = En = Hs = Hn = 0) and the transverse magnetic portion of the field 

must satisfy the relationship 

(2-77b)
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(E = E = H = H = 0). Z. and Z. are the cylindrical surface impedances 
s n y n is 1y
 

which Stratton (p.360) shows are given by
 

-a 4S Ai '5T (2-78a) 

and
 

tj o Z, s) *(2-78b) 

Zn) represents a radially outward travelling wave and is given by
 

Y4(3 ( ,)ft4 -(2-79)
 

Since the wave is normal to the interface, A is zero in equations (2-78) and 

(2-79) and we find that 

Z. L C • ..-, (2-80a) 

and
 

"b- (2-80b) 

When k is large, we can expand IP ) as 

'/(5) 1 4 1 + 0 (2-81) 

155
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so that
 

11" 4 )2 (2-82) 

(j) 

where )k~>>n rL an r Zr k0tT/ 

Equation (2-82) is a good approximation if the curvature is small compared
 

to the attenuation per unit distance. In this case, equations (2-80)
 

reduce to plane wave surface impedances given by
 

S 'ALI-, (2-83a) 

and kis 

(2-83b) 

where the subscripts on Z are taken to agree with the subscripts on E
 

to indicate that the plane wave impedance is calculated using the propa­

gation constant of that component of the electric field.
 

As well as being a very simple representation for the internal field,
 

equations (2-77) are important in that they relate the equivalent magnetic
 

surface current densities to the equivalent electric surface current
 

densities. When equations (2-38) and (2-39) are introduced into equations
 

(2-77), we find that
 

S=_- k s, (2-84a) 

MS W result5 (2-84b) 

As a result, our field representations for the exterior region, equations 
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(2-56), (2-57), (2-66) and (2-68), reduce to
 

-A,~Yi F>? 
ti
 

1k 4C (2-85) 

and
 

H;f)= ' + Z~y') ks(V) I4,(Y -r')ks' 

+ -zLi + i § ,e'LY rr~i'Su 

C (2-86) 

The scattered transverse field quantities become
 

0(F-') {,)- JK n (p-ct i'-WI)Gt -cosp ) 

-f~~~~~~~ CS2%S -S' COS(~yi 

" - 1 (2-87) 
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and 

Vt 41h * 

-- 1- - Cos)+"f3') cosy-' N1 ri)( -X,-A 

A (2-88)Ii-')L~tt) 



CHAPTER 3 

SCATTERING FROM PERFECTLY CONDUCTING CYLINDERS 

We wish to evaluate scattering from cylinders for the limiting case,
 

Z = Z. = 0. Further, we will assume that the field is constant in the
 
y
 

y direction (ky = 0) as is the case, for example, when-a plane wave is
 

incident normal to the cylinder axis. By making these approximations,
 

equations (2-85) and (2-86) uncouple and reduce to very simple integral
 

representations. As a result, the solution of the integral equations
 

encountered in solving for scattering from cylinders of arbitrary impedance
 

is more easily understood, and in addition, many of the numerical problems
 

which are met may be studied individually.
 

Mei and Van Bladel (196b)and Andreasen (1964) have examined the problem
 

of scattering from perfectly conducting cylinders. Andreasen (1965a) also
 

has examined the problem of scattering from perfectly conducting bodies of
 

revolution. In this chapter, the principle difference from their studies
 

will be in the physical situation to which the solution is applied.
 

3-1 Basic Integral Equations
 

If we assume that Zis = Z = 0 and that k = 0 in equations (2-85) 

and (2-86), then we find that the most basic integral representations 

for E and H are 
y y 

=-,aw gpit (1 ~uAs' (3-1)cp 
I 

30 
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and
 

f c (3-2) 

or
 

- J (3-3) 

and
 

where we have referred to the earth parameters by the subscript 1.
 

The electric field intensity radiated by a line source may be
 

determined by setting the surface current density in equation (3-3) equal
 

to a delta function source. With
 

K ( 'i)--z~, (3-5) 

where I is the current in amps on the line source,
 

equation (3-3) becomes
 

~ -f)- rT )1 (3-6)
 

From equation (3-6) it is evident that the integral representation for the
 

scattered field given by equation (3-3) may be interpreted as the summation
 

of a continuous distribution of weighted line sources around the cylinder
 

contour, radiating into the exterior region. In fact, it is shown in
 

Appendix B that equation (3-3) may be derived from just such a physical
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argument, rather than the mathematical approach used in Chapter 2. A similar
 

use of physical reasoning could have been used to derive equation (3-4).
 

Before calculating the scattered fields from equations (3-3) and (3-4),
 

we must determine first the current distribution about the cylinder. To
 

do this, we enforce the boundary conditions on tangential E and H. For
 

perfect conductors, these boundary conditions are
 

A 6(3-7a)
 

A , = • (3-7b)
 

If we let the point of observation approach-a boundary point given
 

by the vector #and apply equation (3-7a), then equation (3-1) reduces to
 

dA (3-8)§9/"I /pp k~.~)t'O f 

Equation (3-8) is a singular Fredholm integral equation of the first kind
 

and can be solved numerically for the unknown function Ky(?) once the
 

contour C has been specified. If we assume that the incident plane wave
 

possesses only an axial component of electric field intensity (hereafter
 

referred to as EY-polarization), then we may write that Ey(T ) in equation
 

(3-8) is given by 

) (3-9) 

where H° is the magnitude of the magnetic field intensity in air, and q
 

is the direction of propagation of the incident wave in Fig. 2.
 

Similarly, when the boundary condition given by equation (3-7b) is
 

applied to equation (3-2), we find that
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4losj!-o0 I~\~ ~ k KK9Kst)- r(3-10)-

Equation (3-10)is a singular Fredholm integral equation of the second kind.
 

If we assume this time that the incident field possesses only an axial
 

component of magnetic field intensity (hereafter referred to as Hy
 

polarization), then we may write that Ht(?' iv equation (3-10) is given 

by+ 
b (3-11) 

Once equations (3-8) and (3-10) have been solved for Ky() and 

Ks('), we can calculate the scattered axial components of the field 

from equations -(3-3) and (3-4). The scattered transverse components 

become, from equations (2-87) and (2-88) 

Hk ~." s 3t-C3j (3-12) 

and
 

312 Numerical Solution of Singular Fredholm Integral Equations
 

Kopal (1955, Chapter VIII) discusses several numerical methods used
 

to solve Fredholm integral equations. However, the common approaches
 

used in solving integral equations which occur in scattering problems
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may be divided into two general philosophies. These are referred to as an
 

expansion of the unknown
 

1) In functions of full range support, and
 

2) In functions of subrange support.
 

In full range support, one function is chosen to represent the unknown
 

around the contour, whereas in subrange support the unknown is expanded
 

in functions over small intervals. In investigating geophysical scattering
 

problems, an expansion of the unknown in functions of subrange support is
 

preferred to an expansion of the unknown in functions of full range support
 

since
 

1) The matrix is better conditioned
 

2) The integration time is faster, and
 

3) The edges of rectangular inhomogeneities can be handled
 

better.
 

Having decided on expansion of the unknown in functions of subrange
 

support, there are a variety of methods available for interpolation in the
 

use of these expansions. A suitable method is to expand the unknown in a
 

set of N algebraic functions and require the integral equation to be satis­

fied at N points. We have not investigated another popular method, that
 

of sinusoidal interpolation, since we do not have a good estimate for the
 

wave number in sinusoidal interpolation.
 

We will discuss two sets of algebraic functions which can be used.
 

The first set of functions has the advantage that a solution can be obtained
 

clearly and easily, whereas the second set has the advantage of being a
 

more accurate representation of the unknown.
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3-2-1 Constant Current Density Approximation
 

We assume in all discussions that the contour of the cylinder has been
 

divided into N straight intervals as is shown in Fig. 5. Then we can choose
 

to represent our unknown current density by a set of algebraic functions
 

consisting of a constant current density over each interval. This is
 

represented graphically in Fig. 6, and can be written as
 

j Z) kj U1 Ls') ,(3-14) 

(S :'S+jwhere Ls'J ,JW)
0 e ISv-w LPr e 

s' is the contour coordinate,
 

s is the midpoint of the jth interval,3
 

w. is the half-width of the jth interval

3 

and K is the amplitude of the electric or magnetic surface
 
3 current density in the jth interval
 

When equation (3-14) is introduced into (3-8), we find that
 

E+ 'Cc, g% ) 

SC)
 

I SjbW 

(3-15) 

The resulting integral can be computed numerically over each interval
 

of the contour. Thus, equation (3-15) reduces to a linear equation with
 

N unknowns.
 

At =B-tK + B'++k 5I(316 
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If we enforce the-boundary condition at the midpoint of each interval,
 

we will obtain N linearly independent equations with N unknowns, and the
 

problem has reduced to solving a matrix of the form
 

) (n) .. (3-17) 

Using standard matrix inversion techniques, N sampled values of the current
 

distribution are obtained.
 

( (n) (3-18) 

Equation (3-18) is an approximate solution of equation (3-8).
 

3-2-2 Quadratic Current Density Approximation
 

Unfortunately, the constant current density approximation given by
 

equation (3-14) is not always accurate, especially over those intervals
 

on which K(s') varies rapidly. Rather than take a smaller sampling interval
 

in these regions, a better approximation is to choose a set of algebraic
 

functions which consists of a quadratic function over each interval. Thus,
 

we may write
 

N 

K Cs') Z u- Cs') (3-19) 

where
 

a3 C' A- +3j(S%-j) + c-sj-wfr).cs'&! (S+t-

Equation (3-19) contains three constants per interval which are determined
 

by invoking three boundary conditions per interval:
 

http:c-sj-wfr).cs
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1) Enforce the usual E.M. boundary conditions at the mid­

point of each interval,
 

2) Enforce continuity of the quadratic function at the edges
 

of each interval, and
 

3) Enforce continuity of the first derivative of the quad­

ratic function at the edges of each interval.
 

However, this would increase the matnix size by a factor of three, and
 

hence the solution time by a factor of 27(33), although superior accuracy
 

would be achieved.
 

An approximate solution which yields an N x N matrix is that which
 

assumes that the only unknowns are the set K where
 
j 

K. =K.(s) = amplitude of the current density at the mid­
3 J
 

point of each interval.
 

With this set of unknowns, we interpolate over each interval by fitting
 

a quadratic function to the amplitude of the current density at the mid­

point of the jth interval and the midpoint qf the two adjacent intervals,
 

as is shown in Fig. 7. While the accuracy of this set of quadratic functions
 

is not as great as that for the original set chosen, it is still greater
 

than the accuracy of the constant current density representation, and yet
 

it requires essentially the same computer time as the constant current
 

density representation.
 

If we fit equation (3-19) to the hmplttude.of the current density
 

at the midpoint of the jth interval and the midpoint of the two adjacent
 

intervals, we find that
 

http:hmplttude.of
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Kj A] 

k- A2 -B (W i- W)i C (Wjw W11 

K- A + E-(w~itw,) 'i-C-(w4+w- 1 (3-20) 

By allowing the half width of each interval to be distinct in equations
 

(3-20), we have allowed ourselves the freedom to choose smaller intervals
 

for those regions where the current density varies most rapidly.
 

Solving equations (3-20), we find that
 

A.j L 

(0-iA 4 )(w.+iw 41 

(-21)
K , - (,A )K3 + 3,C3 

where
 

N- +w.+w 

and
 

itW + . )LWLwj + w, 1 

,Introducing these values for the coefficients into equation (3-,19), equation
 

(3-8) can be rewritten as
 

N S+W 

5.- w-4 
4­
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+w-w
 

-,n-
 - A Cs'- W 1 d.-

J
 

-iS L+A 3) w+iiW4+1 (3-22) 

As before, the remaining integrals in equation (3-2 2) can be performed
 

numerically, and thus the integral over each interval contributes to three
 

It should be noted,
coefficients in each row of the coefficient matrix. 


however, that caremust be taken in programming equation (3-22) to 
ensure
 

that the Nth and first intervals are coupled whenever the contour CI is
 

closed.
 

alone
It is possible to rewrite equation (3-22) in terms of K 
Yj ) 

and we find that
 

2- /-U,-U)14"-0) - (S'.. S 

j j X + I1 

' - f "
 

i-I41-I 

-HOA 41(S 

-~W wI- A *. 1)A~i~(3-23)
4+i1. * W~+ ~ 

However, equation (3-22) is preferred for its greater ease in programming.
 
Equation (3-22) reduces to a linear equation with N unknowns, similar
 

to equation (3-16). By enforcing the boundary condition at the midpoint of
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each interval, we obtain a modified coefficient matrix which yields an
 

improved estimate of the N sampled values of the current distribution.
 

-'- " (3-24)
 

A similar interpolation procedure can be applied to equation (3-10),
 

assuming H-polarization, and we would find that
 
y
 

I-to iLio'w4i+"osk = -- s 

- . we c : Oir Xsi-sd 

SV W 
A. S 

4Wj/ 

1<~~~ C) -r-- i')j( (3-25) 
'I79-1 

where Ks. is the amplitude of the current density at the point where the
 

boundary condition is being enforced.
 

Once equations (3-22) and (3-25) have been solved for the N sampled
 

values of K. and K., the scattered field quantities can be calculated from
 

equations (3-3), (3-4), (3-12),and (3-13).
 

3-2-3 Integration Through the Point of Singularity
 

When the integration is carried out over the interval in which the
 

boundary condition has been applied (the ith interval), the Ilankel function
 

possesses a singularity and the contribution of this interval must be
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evaluated analytically. Fortunately, the argument of the Hankel function
 

is small in this interval, so that we can make the following approximations:
 

I~~ 4 .2 

+ 41S (3-26) 

and
 

- _ (3-27)_ 

2.J 

where X'= In ( .57722 = Euler's constant, 

s' is the contour coordinate measured from the center of the 

ith interval (see Fig. 8), 

and c is the distance of the point of observation above the 

.center of the ith interval
 
If S , an error of less than 0.1% in the value of Io(kI-Le')
 

and 4(kQ- 'I) is obtained when using equations (3-26) and (3-27). 

Approximating the Hankel functions by equations (3-26) and (3-27), the 

contribution of the ith interval to and H is evaluated with the point of 

observation a distance S above the contour. Having obtained these 

integrals, then the contribution of the singularity to the boundary-con­

dition is taken as the limit as & approadhes zero. It should be pointed 
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out that since the original boundary conditions on and-i (equations
 

(3-7)) are derived by a similar limiting process, this procedure is completely
 

rigorous.
 

If the point of observation is taken to be a distance 5 above the
 

center of the ith interval, then the contribution of the singular interval
 

to equation (3-22) can be written as
 

[ HitvO - (i-x) I4Ki n JK 

+I +.t-Jk2 \)IKOI 1-Voltt Is< (3-28) 

R oo +S U S , (3-29a) 

a (3-29b) 

1-4K o2. i- bJ's t 4'-(-29c) 
f-Wi 

Equations (3-29) have been evaluatet in Appendix D assuming that
 

--| ( I L) is given by equation (3-26). After the integrals have 

been obtained, we find that
 

I(3-
-- E-- 0b 

& (nko) : O(3-30b) 
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Ste~~~~L 33 it 2jP wi 30c)? 

When equation (3-30) are introduced into equation (3-28), we find
 

that the contribution of the singular interval to the coefficient of
 

Kyi is
 

a4L " 9JJ17- 4-L'F 
W-OW',Q W (331 

Similarly, the contribution to the coefficient of i+l is
 

B s. > zt ~~I~~) (3-32) 

4L~t(I (I- it) a I k 

and the contribution to the coefficient of K - is
 
Yi-1
 

TB._, =)%-E- - (3-33) 

Equations (3-31), (3-32) and (3-33) are to be substituted for the
 

right-hand side of equation (3-22) whenever j = i.
 

A similar limiting process is required to evaluate the contribution
 

of the singular interval in equation (3-25). We have from Fig. 8 that
 

Ca A-C4 (ii - Tj-&) (3-34)f-i 
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It follows from above that the contribution of the ith interval to equation
 

(3-25) can be written as
 

~ 
T hk.F 6k; 2 S 

where
 LI L 

] 1(3-36b)
4' , ibs-x-i-,' 1 
-!= R){ji)J 33a 

-T3j_ ), (3-36b) 

Equations (3-36) have been evaluated in Appendix D assuming that 

14,I]-s'T ) is given by equation (3-27). After the integrals 

have been obtained, we find that 

e~SI) -z a, WA (3-37a)I ta.'wz\ 

0, (3-37b) 

Q (T-323) 0 . (3-37c) 
--*0
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When equations (3-37) have been introduced into equation (3-35),
 

then the contribution of the singular interval reduces to
 

(3-38) 

which must be added to -Ksi in equation (3-35). Thus, we may rewrite the 

integral equation for Hy-polarization as 

yi
 

K4 +__ ,A i itQ i - + __ / j . 

(3-39) 

3-3 Symmetry Considerations
 

Andreasen (1964) has pointed out that a considerable amount of
 

computer time can be saved whenever the cross section of the scatterer
 

is symmetric with respect to the z axis. In this case, it is possible
 

to expand the incident field into a sum of an even mode of x and an odd
 

mode of x and solve separately the matrix equations for the even and odd
 

modes of the equivalent current density.
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For example, assume Ey-polarization and expand the incident field 

as 

f 5 C (3-40)i 

and the propagation constant as 

A =kA _ Zk1 L (3-41) 

Then it is evident from equation (3-9) that 

(3-42a)

S A] 

1 ( /f 

When the even and odd mode of the equivalent current density are separa­

ted, the coefficient matrix for each mode is given by
 

NA 

WBL (BQ3 I WIt (3-43a)4 / 

NA.
 

(.Z £ (Bt' - ) j (3-43b) 

where we have assumed that the first interval is the mirror image of the
 

Nth interval with respect to the z axis.
 

The even and odd modes of the equivalent current density are deter­

mined by solving separately the matrix equation obtained when equation
 

(3-43a) is equated to equation (3-42a) and equation (3-43b) is equated to
 

equation (3-42b). Thus, the total equivalent current distribution is given
 

by
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N+I-tM 1. //?- (3-44) 

Since matrix inversion routines are proportional to N3 it has been
 

four times faster to invert two matrices of orderN/2 than it would have
 

been to invert just one matrix of order N.
 

Whenever the scatterer is symmetric with respect to the direction
 

of propagation, only an even mode of the equivalent current exists, and
 

assuming vertical incidence, it is given by
 

61 ~ P3 (3-45) 

The even coefficient matrix is given still by equation (3-43a) and,
 

having solved the matrix equation obtained by equating equation (3-43a)
 

and (3-45), the total equivalent current distribution is given by
 

z (3-46) 

3-4 Numerical Examples
 

If the integrands of equations (3-3), (3-4), (3-8) and (3-10) are
 

smoothly varying functions along each interval, then it is sufficient to
 

approximate the integrand in this interval by a parabola. Thus, we may
 

use Simpson's rule with n = 2 to integrate numerically across the interval.
 

For example, the approximate value of the-:integral across the jth interval 
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of equation (3-22) is
 

+ 1 U& )+ 'PLY t i tiA - et"J' ' [ W- / 

4- JtI ] 

) V.[, ,.fl ' .W4jI j(-7 

I-X 3 ) - j J+I4 

j C.1 3-47) 

where the position vectors and have been defined in Fig. 9. 

To demonstrate the validity of the integral representations and their
 

numerical solution, we will compare the numerical results with the analytical
 

results obtained for the case of scattering from circular cylinders. It
 

is shown in Appendix C that the transverse magnetic field intensity which
 

is scattered by a perfectly conducting circular cylinder in the presence
 

of an Ey-polarized plane wave is
 

anL J (3-48a) 

and 

(3-48b)
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where n =0 

and R is the radius of the cylinder.
 

The induced surface current density around the cylinder is
 

(3-49a) 

and
 

= 0- (3-49b) 

The distance h in equations (3-48) and (3-49) is the depth from the earth­

air interface to the center of the cylinder. Since some point must be 

adopted as origin for a phase and attenuation reference, the earth-air 

interface has been chosen to facilitate comparison of these results with 

those of the half-space problem considered in Chapter 7. In addition, 

we will chose our incident field to be--the transmitted field of a plane 

wave incident upon a conductive half-space. This choice of incident field 

also will facilitate our-,discussion in-Chapter 7 when we wish to estimate 

the significance of coupling between the conductor and the earth-air 

interface. It should be noted, however, that this still is a "ficticious" 

model in that reflections from the earth-air interface are ignored when 

computing the currents induced on the surface of the conductor and 

also, the earth-air interface is ignored when computing the scattered fields 

at this boundary. 

We have from Stratton (1941, p.,493) that the transmitted electric 

field intensity of an Ey-polarized plane wave incident upon a conductive 

half-space is 
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(3-50) 

where q4is given from Snell's Law, equation (2-76) as
 

We will consider only the special case of normal incidence since in
 

most problems of geophysical interest the transmitted field propagates
 

normally away from the interface even for grazing angles of incidence.
 

In addition, this approximation yields the greatest saving in computer
 

time as a result of the symmetry. Thus, equation (3-50) reduces to
 

+ (3-51) 

From equation (3-51), it is evident that the desired incident field for
 

Ey-polarization is obtained by setting C equal to ,180o and replacing
 

Z, Ho by 

Z~H
 

I '/4o (3-52) 

in the pertinent equations.
 

The unknown equivalent electric surface current density around the
 

cylinder was determined from equations (3-22) after ZHa had been replaced
 

by (3-52). The cylinder coutour w~as approximated by inscribing 10, 20 and
 

40 intervals as is shown in Fig. 10 for N = 20. By increasing the number 

N of sampled values, we estimate more accurately the cylinder contour, 
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the integration around the contour, and the current density distribution.
 

Figs. 11 through 16 demonstrate that the integral representations
 

derived for Ey scattering from perfect conductors are valid, and that
 

the numerical solution rapidly converges as N increases. We have assumed
 

normal incidence in this example and that: the depth z1 to the top of the
 

cylinder is 20 mthe cylinder radius is 100 m, the incident field frequency
 

--3
is 1000 hz, and the conductivity of the whole space is 10 mhos/m.
 

Since the induced current density is symmetric with respect to the
 

z-axis, only part of the results have been plotted in Figs. 11 and 12.
 

It is seen that the maximum current amplitude occurs on the shadow side
 

of the cylinder, as discussed by King and Wu (1959) for the case of
 

scattering from circular cylinders in air. However, since the cylinder
 

is situated in a conducting medium, the minimum current amplitude is
 

due also to attenuation of the incident field as it propagates through
 

the ground. The maximum errors occur at the points of maximum and
 

minimum illumination, although the errors rapidly decrease to less than
 

1% as N is increased.
 

In Figs. 13 through 16, the scattered magnetic field intensity
 

obtained from these N sampled values of the current density has been
 

plotted for points of observation near the cylinder on the plane 20 m
 

above it. It is seen that a slight instability in the field occurs
 

close to the cylinder, espectally for N = to, but disappears as N increases.
 

This problem, which will be discussed below, is caused by the inaccuracy
 

of a parabolic approximation to the integration along that part of the
 

contour in close proximity to the observer. However, it is sufficient
 

to observe here that the instability obviously decreases as the sampling
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width decreases. We see that for N = 40, the maximum error is less
 

than 0.5%.
 

It can be shown by following a development similar to that of
 

Harrington (1961, p. 235) or Appencix C. that the axial magnetic field
 

intensity which is scattered by a perfectly conducting circular cylinder
 

in the presence of an Hy-polarized plane wave is
 

. An .. (3-53) 
ArO 

where
 

/n4,- k, ' " kg 

and
 

As in equations (3-48) and (3-49), we have chosen our origin tb be at the 

earth-air interface.
 

It follows from equation (3-51) that the transmitted magnetic field
 

intensity of an Hy-polarized plane wave incident normal to a conductive
 

half-space is
 

+ (3-54) 

Thus, the desired incid~nt field for Hy-polarization is obtained by
 

setting q5, equal to zero and replacing Ho by
 

+1 (3-55) 

in the pertinent equations.
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10, 20 and 40 sampled values of the equivalent electric surface 

current density were determined from equation (3-39) after H had been 
0
 

replaced by (3-55), considering the same cylinder studied for Ey-polar­

ization. Figs. 17 and 18 show the axial (y) magnetic field intensity
 

obtained from these sampled values for points near the cylinder. Again,
 

an instability is observed, and although the amplitude of the oscillations
 

is larger than for Ey-polarization, it also obviously decreases as the
 

sampling width decreases. Since these oscillations are meaningless with
 

respect to the actual problem, no attempt has been made to define them
 

properly. We see, however, that good convergence of the Hy-polarization
 

integral representations is obtained for N = 40, with the maximum error
 

being less than 1.0%.
 

We have already pointed out that the instabilities arise from the
 

inaccuracy of a parabolic approximation to the integration along that
 

part of the coutour in close proximity to the-observer. This can be
 

seen in the following way: Assume that the 'equivalent surface current
 

density.across the jth interval is approximately constant. Then the
 

contribuiton of the integral along the jth interval-to the scattered
 

field in equations (3-3) and (3-4) can be written as
 

(3 -56)

A -C 

and
 

IA Cos(,) 

Since the Hankel function is singular when both the real and imaginary
 

parts of the argument, are zero, it is evident that the value- of the
 

argument of equations (3-56) and (3-57) will pass through a pseudo­
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singularity for points of observation close to the contour. Fig. 19
 

represents a hypothetical plot of the integrand of equation (3-56) or
 

(3-57) for a point close to the contour, and the "best" parabola which
 

would be interpreted for this curve. It is seen that the area under the
 

parabola is not a good approximation to the true area.
 

If the point of observation is to one side of the interval, as in
 

Fig. 20, then a parabolic approximation to the integration of equations
 

(3-56) or (3-57) is much better. Although the parabola still does not
 

represent a good approximation to the integrand, it is seen that the
 

area under the parabola could constitute a fair estimate of the area under
 

the hypothetical curve since the positive and negative errors tend to
 

compensate one another.
 

Inasmuch as this problem arises when the argument of the Fankel
 

function is small, it can be overcome by making a small argument expan­

sion and integrating analytically across these intervals as was done in
 

section (3-2-3). For the best accuracy, this should be done for points
 

of observation just to one side of the interval, as in Fig. 20, as well
 

as for points of obseration over the interval. Thus, small argument
 

expansions will be used for intervals near where the boundary condition
 

is being enforced, as well as when calculating the scattered fields.
 

Before the small argument expansion is made, it is convenient to
 

rewrite the integral representation in a more suitable form involving as
 

few analytical integrations as possible. It is shown in Appendix D
 

that in general, the contribution of the jth interval to the boundary
 

electric field intensity (equation (3-22)) can be written as
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The geometrical symbols in equation (3-58) are defined in Fig. 21.
 

Using the small argument approxiation for H0(k + s2) given by
 

equation (3-26),equations (3-60),have been evaluated in Appendix D.
 

Similarly, it is shown in Appendix D that in general the contribution
 

of the jth interval to the scattered magnetic field intensity (equation
 

(3-12) can be written as
 

+ctS . B s woj )B ) (3-61)". s 
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Sp /s (3-63c) 

4 1 /4 ~ I'(j1 '+'st )Js/ (3-63d) 

Equations (3-63) have been evaluated in Appendix D'after approximating
 

Hl(kl1JC 
s 2) by equation (3-27). If equations (3-58) through (3-63)
 

are used to calculate the contribution of the jth interval when both
 

lklIg - g and Ikl1 - -are less than 0,3, then the observed in­

stabilities disappear and an accuracy comparable to that obtained on the
 

flanks of the scattered field results for points of observation near the
 

scatterer contour.
 

A similar analysis must be carried out for Hy-polarization. Again,
 

it is shown in Appendix D that in general the contribution of the jth
 

interval to the boundary axial magnetic field intensity (equation 3-39)
 

can be written as
 

H 1(3-64)
 

where B is given by equation (3-62b). The approximate contribution of the
 

jth interval to the scattered axial magnetic field intensity is given
 

by equation (3-64), but with opposite sign.
 

To demonstrate that equations (3-58) through (3-64) are necessary
 

to predict accurately 'the scattered field for points of observation close
 

to the scatterer without taking an excessive number of sampled values of
 

the surface current density, we have chosen a particularly good example.
 

The real and the imaginary parts of the axial magnetic field intensity
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have been plotted in Figs. 22 and 23 assuming an Hy-polarized plane wave
 

incident normal to a conductive half-space. The depth z, to the top of
 

the cylinder is 3 m, the cylinder radius is 100 m, the incident field
 

frequency is 1000 liz, the conductivity of the whole-space is 10-3 mhos/m
 

and the cylinder contour has been approximated by 20 intervals. It is
 

seen that the undesirable oscillations have been eliminated completely
 

by using the small argument approximation given by equations (3-64), with
 

a maximum error of about 1% being obtained through 20 sampled values of
 

the current density.
 

The important conclusion to be drawn from Figs. 11 through 18 is 

that if the numerical integration is inaccurate, a significant change in 

all the sampling widths brings about a significant change in the predicted 

scattered field. We are led to believe that if the predicted fields then 

converge, the numerical integration and sampling have been performed 

correctly. In future discussions, a small argument approximation will 

be used whenever (Ikl1t - 'I)max .3 for any interval. 

To illustrate the generality of the program, we will examine the
 

field scattered by a vertical slab which is 30 m wide and 300 m deep,
 

assuming an Ey-polarized incident plane wave. The general cross section has
 

been drawn in Fig. 24 (a) and a detail of the contour at one corner has
 

been drawn in Fig. 24 b. A sharper corner for the slab could have been
 

chosen, but this would require a tighter sampling interval to define
 

properly both the contour and the current density. We have assumed that
 

the depth z to the top of the slab is 20 m, the incident field frequency
1
 
-3
 

is 1000 hz and the conductivity of the whole-space is 10 mhosm.,
 

The variation in the magnitude of the equivalent electric surface
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current density from the top (s' = 0 m) to the bottom ( s' = 312 m) of the 

slab is shown in Fig. 25. The variation of the phase of the equivalent 

electric surface current density around this part of the contour is shown 

in Fig. 26. Since only slight differences are obtained ift the current 

density distribution for 30 and 42 sampled values, we have assumed that 

a convergent solution has been found. 

A very interesting variation in the magnitude of the surface current
 

density is seen to occur around the bottom limit of the slab. We see
 

that the current density increases around the bend in the contour and
 

then is constant on the bottom flat portion. (Actually, there is a
 

very slight decrease'in the amplitude of the current density at s' = 312 m).
 

Van Bladel (1964, p. 388),points out that although the total current in the
 

neighborhood of a corner remains finite, the-current density becomes
 

infinite at the corners. Thus, we may expect an increase in the magnitude
 

of the current density wherever the radius of curvature becomes small.
 

For this reason, a small sampling interval is required in these regions
 

so that the current density is defined properly.
 

If we wish to study scattering from a rectangular slab, we should not
 

attempt to place a sampling point at a corner. InsteadAndreasen
 

(1964) recommends that the current density should be sampled evenly to
 

each side of the corner.-


The scattered magnetic field intensity calculated from these
 

sampled values of the current density has been plotted in Figs. 27 and 28.
 

It is important to note that the phase of H is dependent upon the position
 

of the observer in space. This result will be true for any cylinder
 

when the electrical parameters of the earth are similar to those of this
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example.
 

In Figs. 29 through 32, analytical results are given for the
 

horizontal magnetic field intensity scattered by a perfectly conducting
 

circular cylinder in a wholerspace having various conductivities. We
 

have assumed normal incidence of an Ey-polarized plane wave in this example
 

and that: the depth zI to the top of the cylinder is 20 m, the cylinder
 

radius is 100 m, and the incident field frequency is 1000 hz.
 

It is seen that for extremely low conductivities of the whole-space,
 

the magnetic field intensity has a large amplitude and is predominantly
 

out-of-phase withthe incident field. As the conductivity of the whole­

space increases, we observe that the amplitude of the magnetic field inten­

sity decreases, the in-phase component becomes larger than the out-of-phase
 

component and then becomes smaller again, and the peaks of the vertical
 

field shift closer to the crossover.
 

The decrease in amplitude and change in phase of the scattered field
 

are caused by both the decrease in wavelength with respect to the radius
 

of the cylinder and by an increase in the attenuation of the fields as
 

the conductivity of 'the whole-space increases. This can be seen intuitively
 

from equations (3-49a). When the wavelength in the whole-space is very
 

much greater than the radius of the cylinder, Jk l Rj Cc and the order 

zero of the Hankel function becomes dominant. Thus, using the small
 

argument expansion for HFkklR), the surface current density is given by 

- R_CO , .% A, (3-65) 

and we see that it is independent of and 90' out-of-phase with the
 

incident field if k is real (which is true when the whole-space has a
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low conductivity) and h is small with respect to the wavelength. As
 

a result, the magnetic field intensity near the cylinder will be large,
 

90* out of phase with the incident field, and the field will be that of a
 

line of current.
 

In Figs. 29 and 30, the wavelength of the incident field is always
 

very much greater than the radius of the cylinder and, as a result, the
 

magnitude of tie scattered field is large for the three cases. However,
 

a decrease in the amplitude of the out-of-phase component and an increase
 

in the in-phase component is observed since higher order terms become
 

important in equation (3-49a) as the conductivity of the whole-space
 

increases and since kI becomes larger in equation (3-65). In addition,
 

there is some phase shift as both the incident and scattered fields
 

propagate through the earth.
 

In Figs. 31 and 32, we seethat the amplitude of the scattered fields
 

becomes significantly smaller as the wavelength of the incident field
 

approaches the radius of the cylinder and as the skin depth (,') decreases.
 

We see also that the peak of the vertical field component in Fig. 32
 

shifts towards the crossover as the conductivity of the whole space
 

increases. The reason for this is that the surface current density shifts
 

to being predominantly on the illuminated side of the cylinder as the
 

wavelength decreases. When the wavelength is very much greater than the
 

cylinder radius, the current density is constant around the cylinder and
 

this current radiates like a line sourcelocated at the center of the
 

cylinder. However, as the wavelength decreases, there is an increased
 

tendency for the current density to be zero on the shadow side of the
 

cylinder, as is seen in 'Fig. 11, so that the location of an effective
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line source is above the center of the cylinder (i.e. nearer the observer).
 

Thus, the peak in the vertical field component will be closer to the cross­

over. In addition, we observe in Figs. 31 and 32 that the spacial wave­

length of the fields becomes apparent in the data for high conductivities
 

of the whole-space.
 

Since the wavelength (A) and the skin depth (g') in the whole-space 

determine the behavior of scattering from perfectly conducting cylinders, 

a similar trend will occur as the frequency of the incident field increases. 

In Figs. 33 and 34, we have assumed normal incidence of an Ey-polarized 

plane wave and that: the depth z, to the top of the cylinder is 20 m, 

the cylinder radius is 100 m, and the conductivity of the whole-space 

is 10- 3 mhos/m. It is seen that as the frequency increases, the amplitude 

of the magnetic field intensity decreases and the peaks of the vertical 

field shift closer to the cross over, as was observed in Figs. 29 through 

32. Note, however, that the in-phase component is larger than the out-of­

phase component at low frequencies since the ratio wavelength/skin depth
 

is as large as in Fig. 31 for r = 10-5 mhos/m. Nonetheless, a large
 

amplitude is observed at low frequencies since the wavelength is very much
 

greater than the radius of the cylinder.
 

In Fig. 35, the conductivity of the whole-space has been set equal
 

to zero so that the effect of -the wavelength alone in determining the
 

magnitude and phase of the scattered magnetic field can be studied.
 

It is seen that as the wavelength decreases, the amplitude of the scat­

tered magnetic field decreases. However, unlike scattering from perfectly
 

conducting cylinders in a conductive whole-space, the out-of-phase
 

component is always larger than the in-phase component.
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The results of Figs. 29 through 35 have been summarized in Figs. 

36 and 37 by plotting the peak value of IHxI against log (A /R) and 

the phase of the peak value of IEXI against log (AIR) for two ratios of 

wavelength to skin depth. Note, however, that these results assume that 

the conductivity of the cylinder is infinite. If finitely conducting 

circular cylinders are to be examined, the wavelength inside the cylinder 

must be considered also. Thus, a third axis of log ( Xcyl/Rcyl) could 

be pl6tted out of the page and the area between AI = 0 and XiS = 6.28 

in Figs. 36 and 37 would become a volume distribution. 

Fig. 36 illustrates that the general effect of wavelength upon the
 

magnitude of the scattered field is to increase IHI
X 

as AIR increases 

for a fixed point of observation. Consequently, as the frequency of the 

incident field is increased, the magnitude of the scattered field will 

decrease. However, Fig. 36 points out also that if A 5R. the magnitude
 

of the scattered magnetic field intensity is larger in a conductive earth
 

than if the same wavelength had been used in free space.
 

This interesting result is due to the fact that the magnetic fteld
 

intensity transmitted at the fictitious earth-air interface increases in
 

magnitude as the conductivity of the earth increases. Inasmuch as the
 

transmitted electromagnetic field is considered to be the incident field
 

in these examples, this indicates that the equivalent electric surface
 

current density will increase with conductivity. whenever attenuation
 

t 
is not important since K y = H s at the surface of a perfectly conducting 

cylinder.
 

This effect can be understood best by studying the transmitted
 

magnetic field intensity. If we assume that k is equal to k in air,
 

then it is evident from equation (3-51) that the magnitude of the trans­
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mitted horizontal magnetic field intensity will be given by
 

II2 11, LZ (3-66) 

However, in a conductive medium where X/6 = 6.28 and =a ir of 

equation (3-66), k will be given by ko + ik and the magnitude of the 

transmitted magnetic field intensity will become 

= . 1 > j o (3-67) 

if attenuation is not significant. Thus, it is -evident from equation
 

(3-67) that for a given wavelength, 1HIIIis larger in a conductive
 

half-space than in air whenever attenuation is not too important.
 

Intuitively, it is expected that attenuation will not be important 

for R and IkRl,,I1. Consequently, it follows that the curve of 

I H, versus log (A/R) will be displaced downwards with increasing A 

for, A A 5R and displaced upwards with increasing A/K9 for X ->- 5R. 

Fig. 37 illustrates the variation of the phase of H with increasing
 
X 

A/R. It is seen that there is a minimum in the plase of H for
x 

A 30R and that the effect of the conductive half-space is to reduce 

the phase of H ­

x 

Figs. 38 and 39 compare the analytical solution with an approximate
 

solution given by Meyer (1963) which sometimes has been used to predict
 

plane wave scattering by conducting cylinders in a whole-space of low
 

conductivity. For comparison, we have assumed normal incidence of an Ey­

polarized plane wave and that: the depth z1 to the top of the cylinder
 

is 20 m, the cylinder radius is 100 m, and the frequency of the incident
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-3 
field is 10 mhos/m. It is evident that for perfectly conducting
 

cylinders, Meyer's solution fails to predict the amplitude and phase of
 

the scattered field even for free space exterior to the cylinder. The
 

reason for this discrepancy is that his solutionihas not accounted for
 

the contribution of the incident electric field intensity, which is of
 

paramount importance in a whole space of low conductivity.
 

3-5 Accuracy and Limitations
 

The validity of the integral representations for scattering from
 

perfectly conducting cylinders has been demonstrated by comparing the
 

numerical results with the analytical results for the case of scattering
 

from circular cylinders. In general, however, the accuracy of the
 

numerical results can be demonstrated only .by observing the solution
 

convergence as the number of sampled values is increased. Mei and Van
 

Bladel (1963b) and Andreasen (1964) have suggested that about 10 sub­

divisions per wavelength are sufficient to give a convergent result. As
 

a general rule, however, this seems to be applicable only to scatterers
 

in free space.
 

In Figs. 40 and 41, numerical results are compared with analytical
 

results for the horizontal magnetic field intensity predicted when a
 

cylinder has been sampled 14 times and 36 times per wavelength. It is
 

seen that only when the cylinder has been sampled 36 times per wavelength
 

do we obtain a maximum error of less than 1%. Thus, we stress that only
 

by checking the convergence can we ensure accuracy of the numerical
 

results. A general rule on the sampling interval could lead to an unrec­

ognized error since the skin depth and the wavelength interact to influence
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what sampling interval is required.'
 

In Fig. 42, numerical results are compared with analytical results
 

when the cylinder of Figs. 40 and 41 has been sampled 14 times and the
 

order n of Simpson's rule across each interval is 2 and 4. It is seen
 

that increasing the order n from 2 to 4 increases the maximum error in
 

the predicted results. However, since no significant change is observed
 

when n is increased to 6, this remaining error must represent the inac­

curacy of the current density representation.
 

It should be noted that increasing the number 6f sampled values of
 

the current density is not always the most economical way to increase
 

solution accuracy. The reason for this is that it is more desirable to
 

obtain solution convergence by increasing the order n in Simpson's rule
 

rather than to increase the number of sanpling points whenever the
 

parabolic approximation to the current density is accurate and the
 

scatterer contour is described accurately. This procedure is more
 

economical since the computer time required to solve a set of N linear
 

equations is proportional to N3 whereas the computer time r&quired to
 

2
 
set up the coefficient matrix is proportionsl to the product of N and
 

the order of Simpson's rule.
 

In Figs 40 and 41, it is seen that a small error is obtained in the
 

predicted result when the cylinder is sampled 36 times per wavelength
 

and that an n of 2 is sufficient., Although this sampling interval improved
 

the current density representation, it also increased the integration
 

accuracy to greater than that of Fig. 42 with n equal to 4. Thus, it is
 

evident in this example that once the current density is sampled
 

accurately, the order 2 in Simpson's rule is sufficient for integration
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accuracy. We note thereby that increasing the number of sampled values
 

of the current density is the best general test since it checks both the
 

integration accuracy and the accuracy of the current density represen­

tation.
 



CHAPTER 4
 

SCATTERING FROM CYLINDERS WITH LOW SURFACE IMPEDANCE
 

In Chapter 3, the problem of scattering from perfectly conducting
 

cylinders was examined assuming both Ey and Hy polarizations. In
 

addition, the representation of the unknown surface current densities
 

and the solution of the resulting singular Fredholm integral equations
 

was discussed. In this chapter, we wish to consider the more general
 

case of scattering from cylinders which have both a low surface impedance
 

and a small curvature compared to the attenuation per unit distance.
 

Andreasen (1965bl has considered this problem, but it should be noted
 

that although he states that the field must not penetrate deeply into
 

the scattering body, his solution also requires that the contour cur­

vature is small compared to the attenuation per unit distance. Mitzner
 

(1967, 1968) has extended this work somewhat by introducing curvature
 

dependent boundary conditions. However, as in Chapter 2, the analysis
 

of this section closely follows that of Andreasen, with the principle
 

difference being the physical situation to which the solution is applied.
 

4-1 Derivation of the Integral Equations
 

It was shown in Section 2-5 that if the surface impedance of the
 

scatterer is low with respect to the surrounding whole space, and if the
 

curvature of the scatterer is small compared to the attenuation per unit
 

distance, then the axial field components in the conductive whole-space
 

can be written as
 

68
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) (4-1) 

and
 

+ Z CT') K(P 

+ \ s c I? (4-2) 

where the earth parameters have been referred to by the subscript 1.and
 

the cylinder parameters have been referred to by the subscript 2.
 

As in Chapter 3, the unknown current densities, Ky and Ks, are
 

UILermined by enforcing the boundary conditions on tangential E and
 

H and solving the resulting integral equations. For finitely conducting
 

bodies, these boundary conditions are
 

A It: gt (4-3a) 
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and
 

A. Tt; ti-L 
(4-3b) 

Since we assume that the surface impedance of the scatterer is low
 

with respect to the surrounding whole-space and that the curvature of
 

the scatterer is small compared to the attenuation per unit distance,
 

the representation of the fields inside the conductor is particularly
 

simple. Thus, we can write from section (2-5) that just inside the
 

contour boundary
 

S Z (4-4a) 

H K ., .(4-4b) 

If we let the point of observation approach a boundary point given
 

by the position vector and enforce (4-3). then equations (4-1) and
 

(4-2) reduce to the desired coupled integral equations
 

()E§~~ Z.(T") k'uYL") + z1 ' f lyp 4 y1r'i s 
lkt I 

4t 


A 
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and 

nj p"= k=y - 2( z*L ') k(')ut'h') cft " aS' 

~4Zk 1 

ks cosj i
1z1 k1 -J, 

- .E+, & ks(ctso(S'-t*\ i~L~ I?'FI)o.s'. (4-6) 

The integral equations can be solved by dividing the contour into
 

N intervals and expressing each integral as a weighted sum of N sampled
 

values of Ky( ) and Ks(f). A system of 2N linear equations will result
 

and these can be solved for the unknown sampled values of Ky( ) and
 

Ks ( ). However, the solution of coupled integral equations willbe
 

discussed in Chapter 5, since in this chapter we will discuss only E ­
y
 

polarized fields which are incident normal to the conductor. In this
 

case, equations (4-5) and (4-6) uncouple.
 

If we assume that kyI = 0 in equations (4-5) and (4-6), then the
 

integral equations uncouple and can be solved separately for each axial
 

component. We find that
 

E L: 
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and
 

j (T' k,'.) H)-

' (4-8)
JI Ckscpi cos~p"-aj) H7," j'~i) 0 

For simplicity, we will confine our study on this chapter to E y ­

polarized incident fields (equation (4-7)). It should be noted, however, 

that the numerical solution of equation (4-8) is the same as the numerical 

solution of equation (4-7). Its solution would not present any numerical 

complications.
 

It is interesting to note that the first integral of equation
 

(4-7) is the field scattered by a perfectly conducting cylinder and that
 

the additional terms account for the finite conductivity of the scatterer.
 

It was seen in Chapter 3 that on the basis of physical reasoning, the first
 

integral could be thought of as the electric field due to axial currents
 

at the surface of the conductor. These axial currents are equal to the
 

transverse tangential magnetic field intensity and are present e en at
 

the surface of perfectly conducting scatterers.
 

In a similar manner, the additional terms can be thought of as the
 

electric field due to transverse magnetic currents at the surface of the
 

conductor. These transverse currents are equal to the axial electric
 

field intensity and are present only at the surface of finitely conducting
 

scatterers. As a result of the approximations made in deriving equation
 

(4-7), we have been able to set the transverse magnetic currents equal to
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Thus, we could have derived equation (4-7) on the basis of physical
 

reasoning alone. The portion of the scattered electric field due to an
 

axial electric current would yield a term given by equation (3-8).
 

Similarly, the portion of the scattered electric field due to a transverse 

magnetic current would yield terms given by equation (3-10) with HQy' 

replaced by Ey( 4f)and K replaced by M. 
S S 

The numerical solution of equation (4-7) is the same as that of
 

equation (3-8) or equation (3-10). Thus) the contour C is divided into
i 

N sampled values of K (T) and each integral is expressed as a weighted

Y 

sum of N sampled values of Ky(f ). By forcing the boundary condition to
 

hold at the midpoint of each interval, a system of N linear equations will
 

result and these can be solved for the unknown sampled values of Ky( )
 

Integration through the point of singularity in equation (4-7)
 

also presents no problem since the contribution of each integral in the
 

singular interval has been examined in section (3-2-3). Thus, we can
 

rewrite equation (4-7) as
 

+ K 

Z-L i WY 1 .jQ~ (4-9)t6 CaC'& 


where it is assumed that the contribution of the first integral in the
 

singular interval is given by equations (3-31), (3-32) and (3-33) and
 

that of the second integral is zero.
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Once equation (4-9) has been solved for N sampled values of Ky(P), 

the scattered magnetic field intensity is given by equation (2-87) with 

k 0. We find that 

l 

- HYLh~r~'1)(s&~2e~c~-(4-10) 

As in Chapter 3, it is necessary to make a small argument expansion 

to the Hankel function and integrate analytically whenever the point of 

observation is close (Ik J - ' .3) to the interval over which the 

integration is being performed. Both integrals of equation (4-9) have been 

examined under these 'conditions in a similar analysis in section (3-4). 

Thus, the first integral is replaced by equation (3-58) and the second 

integral is replaced by (-Z2) times equation (3-64). 

The first integral of equation (4-10) was examined also in section
 

(3-4) and should be replaced by equation (3-61) whenever the point of
 

observation is close to the contour. However, the second integral has not
 

been examined and it is shown in Appendix D that in general the contribution
 

of its jth interval to the scattered magnetic field intensity can be
 

written as
 

cco j ' -~j SC.o-. 
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7 = 9 ,(4-13c) 
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The undefined parameters are given by equations (3-59) and are defined in 

Fig. 21. 

Using the small argument approximation for Ho(k 1 S ) and 

HI(k1ig + s4 ) given by equations (3-26) and (3-27), equations (4-13) and 

(4-14) have been evaluated in Appendix D. 

4-2 Numerical Examples: Cylinders in a Conductive Whole-Space
 

Equations (4-9) and (4-10) were programmed assuming that the incident
 

field is the transmitted field of a plane wave incident normal to a con­

ductive half-space (equation (3-51)). Their validity can be demonstrated
 

by comparing the numerical results with the analytical results obtained
 

for the case of scattering from circular cylinders.
 

It is shown in Appendix C that the transverse magnetic field intensity
 

which is scattered by a finitely conducting circular cylinder in the presence
 

of an EY-polarized plane wave is
 

5C k40 M(4-15a) 

and
 

9js N L',2X)o -4 K(kr)Cti 
,(4-15b) 

where
 

c-4Lk,)(4-16a)-tmLV 1 R 

C - 4(4-1.6b) 

4,:, Jk 

http:4(4-1.6b
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(L 1 

R is the radius of the cylinder
 

and the derivatives in (4-16a) and (4-16b) are with respect to the
 

argument kR.
 

The equivalent surface current densities around the surface of the
 

cylinder are
 

kj(4 Lb' i - i +% t(k, )c (4-17a) 

and
 

M21 14z, 2. i'r EJALlR-+ Q 1fn lk,RP)CCtSAq
V=o (4-17b)
 

where an is given'by equations (4-16)and the derivatives in equation
 

(4-17a) are with respect to the argument klR.
 

In the case of scattering from conductors which have a low surface
 

impedance and which have a small curvature compared to the attenuation
 

per unit distance, it is expected that
 

MS(q 0- K< .(4-18)Zz Scq) 

The distance h in equations (4-15) and (4-17) is the depth from the earth­

air ifiterface to the centler of the cylinder.
 

Figs. 43 and 44 demonstrate that the integral representations derived
 

for E scattering from highly conducting scatterers are valid. We have
 
y
 

assumed normal incidence in this example and that: the depth z to the
 
1
 

top of the cylinder is 20 m, the cylinder radius is 100 m, the incident
 

field frequency is 1000 hz, the conductivity of the whole space is 10-3 mhos/m.
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and the conductivity of the cylinder is 10 mhos/m. The equivalent electric
 

surface current density has been sampled 40 times and, for this example,
 

a maximum error of less than .3% has been obtained.
 

In Figs. 45'and 46, it is shown that the curvature must be small
 

compared to the attenuation per unit distance if equations (4-9) and (4-10)
 

are to predict the correct results. In this example, we have assumed
 

normal incidence of an E -polarized plane wave and that: the depth z1
 
5
 

to the top of the cylinder is 20 m, the cylinder radius is 100 m, the
 

incident field frequency is 1000 hz, the conductivity of the whole space
 

is 0. mhos/m, and that the conductivity of the cylinder is 10-3 mhos/m.
 

Since the impedance contrast is large, it is valid to assume that the total
 

field at any point just inside the scatterer may be represented by a wave
 

propagating normally away from the contour. However, since the curvature
 

is 0.01/m and the attenuation per unit distance is 0.002/m, the small
 

curvature approximation has been violated. As a result, the convergent
 

numerical results predict a field whose in-phase components are in error
 

by 20% and whose out-of-phase components are in error by 1000%. The
 

numerical results are like those of a scatterer which is more highly
 

conducting than the actual inhomogeneity.
 

4-3 Numerical Examples: Topographic Scattering
 

The integral representations derived in Chapter 2 can be used also
 

to investigate topographic scattering problems by considering the contour
 

C to be very large with respect to the wavelength of the incident field
 

and the topographic region of interest. As Cl becomes large, the fields
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will be determined only by the interface on the upper part of the cylinder
 

and, as a result, they will become independent of the contour chosen out­

side of this central region of interest. Thus, the contour integral
 

can be replaced by an integral over (-c,oo) and, assuming ky 0,
 

equation (4-1) becomes
 

"~,~~ik~p)cs ~)4LI~r)Js, (4-19)
-

where parameters of the air are referred tO by the subscript o, and
 

parameters of the earth by the subscript 1.
 

The equivalent surface current density in equation (4-19) can be
 

thought of as being made up of two-parts,
 

1) a portion due to fields scattered by the topography, plus
 

2) a portion due to fields reflected by the half-space.
 

Since the topography will be confined to a central section of the contour
 

in all examples that will be discussed, it follows that outside a region
 

bounded by (-aa), the equivalent electric surface current density arises
 

from fields reflected by the half-space alone. Thus, outside of the region
 

(-aa), the equivalent surface current density is known and is obtained
 

from the analytical sclution to the incident field impinging upon a flat
 

half-space. Consequently, equation (4-19) can be rewritten as
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+[Z15 P C(P 0 
C- K, 

4V~p')IPJkO tyIts'~tllJ~s')k~f'as(4-20) 

where s is the x coordinate of the position vector
 
i
 

and Ki is the equivalent current density which arises from
 
y
 

the incident field alone.
 

In this way, an infinite integral equation has been transformed
 

into a finite integral equation plus several infinite integrals. It
 

should.be noted, however, that no approximations were made in going from
 

(4-19) to (4-20) since the interval (-aa) always is taken large enough
 

to obtain a convergent solution in the region of interest. It does
 

assume, nonetheless, that the half-space contour is flat outside of
 

(-aa).
 

It is possible also to transform the infinite integrals to integrals
 

that can be evaluated numerically over a finite interval. By rewriting
 

the infinite integrals as
 

-Coo 

--21)
+; , ' - '4. z, G').65oC- - )e
(F') C 
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it follows from (4-19) that for T above the half-space, the integrals 

.over (- em ) mst equal the electric field intensity reflected by a flat 

half-space. Thus, equation (4-20) reduces to 

-a-SC
 

---S 

"I a--

It is important to remember, however, that in equation (4-22) the contour
 
i 

integrals involving Ky are along a flat half-space while the contour
 

integrals involving K are along the topographic. profile. In addition,

y 

(4-22) assumes that T is above the half-space.
 

By following an analysis similar to section (4-1), it is found that
 

the desired integral equation is
 

%~~ ~ 7"Hk"ik(V)-f"~ , ~~~f 
2 

a-S­

_Z1 14 3 ­

-(4--23
 

4- - p) j p ­

-O-asz 
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As in earlier examples.,we will confine our study to normal incidence
 

of an Ey-polarized plane wave. Thus, it follows from equation (2-38a)
 

and Stratton (1941, p. 493) that
 

K' 4" I1MAfe6 = 14 

Z2,_ 110 ) (4-24) 

and 

E~gl,¢=-git~o+z i - (4-5).Z.-

Zj 

It is interesting to note that equations (4-24) and (4-25) can be
 

obtained analytically from equations (4-19) and (4-23) if we assume that
 

an E -polarized plane wave is incident normal to a flat half-space. In
 
Y. 

this case- the equivalent electric surface current density is constant
 

and equation (4-19) becomes
 

<- 'Cj + 01 S 

(4-26)
 

It is shown in Appendix E that
 

(4-27)S5 ( 
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provided Re(k), Im (k) 0, Re(c )> 0, and Re(p)> -1. 

Setting $ = 0 and p = -1/2 in (4-27), we find that 

Sit £csS (4-28)/777)~sf(j I - . )Jn 

and setting = and p -1/2,
 

1t(j7sL4 ___ " cI-i (4-29) 

Thus, equation (4-26) becomes
 

'j 1 20 1S- ( -Z-, ) i. (4-30) 
2. 

Taking the limit of (4-30) as 3 approaches zero and introducing the 

result into (4-23), it is found that with (-a a) equal to (0)0), then 

q;_. (4-31) 

2 

Note, however that to obtain (4-31), z k",") in
 
2.
 

equation (4-23) has been replaced by Zly(Pi ,K(P). This has been done
 

since the singular contribution of the last term of (4-23) had been added
 

to (4-23) in deriving the integral equation and now must be subtracted
 

before the last term can be ignored.
 

Thus, it follows from (4-31) that
 

K ____ -A (4-32) 

+
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which agrees with (4-24). Introducing (4-32) into (4-30), we find that
 

(4-33)
ZIt0 o6E2 

which agrees with (4-25).
 

In deriving (4-22) and the subsequent results, it was assumed that
 

the point of observation was above or level with the flat half-space.
 

However, if the topographic profile includes a valley which extends below
 

the half-space, it is not valid to replace the integrals over (-co oo)
 

in equation (4-21) by Ereflec whenever is below the half-space.
 
y 

To establish what value the integrals do yield, it is necessary to
 

remember that in applying the equivalence principle in section (2-2),
 

the same fields were obtained only within the volume of interest. For a
 

point of observation outside the volume of interest, the predicted fields
 

will be zero since the boundary conditions have been satisfied by the
 

equivalent surface current densities (see Harrington, 1961, p. 106).
 

Thus9 the total field will be zero when the point of observation is below
 

the half-space, and it follows from (4-19) that the integrals over (-0,0o)
 

must be equal to the negative of the incident electric field intensity.
 

This result can be obtained analytically if it is assumed that the
 

incident field is an E -polarized plane wave incident normal to a flat
 

half-space. In this case, the equivalent electric surface current density
 

is constant and for a point of observation below the half-space, the infinite
 

integrals of (4-21) become
 

W(-3W 

(4-34)
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Using the results of (4-28) and (4-29), equation (4-34) yields
 

(4-35)
Z. +aL 

i 

Introducing the analytical values for K from equation (4-24). the
Y 

contribution of the infinite integrals is found to be
 

I Z 4-, _(4-36) 

which is the negative of the incident field.
 

We can summarize these results by rewriting the integral equation
 

(4-23) as
 

(4-37)
 

reflec
 
where -E (B" 0j is the electric field intensity reflected by a 

flat conductive half-space and is to be used when the point 

of observation is above or on the flat half-space, 

i 
E ( i) is the incident electric field intensity and is to be
 

Y 

used when the point of observation is below the flat half­

space,
 

and
 

a4--S. 

(4-38) 
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It should be remembered that the contour integrals in (4-38) are along a
 

flat half-space while the contour integrals in (4-37) are along the topo­

graphic profile.
 

If we assume that an E -polarized plane wave is incident normal to
 
y
 

a flat half-space, then Ki is constant and equation (4-38) can be re­
y
 

written as
 

-a 
 -C-S; (4-39)
 

Special care must be taken at the edges of the interval in which
 

K is assumed to be unknown to ensure that the unknown parabolic current
 
y
 

distribution is continuous with the known current distribution. This
 

is accomplished by assuming that the 0th and Nth + 1 intervals lie out­

side (-aa), that W and W should be approximately equal to W I
 
o N+I 

and WN to ensure that the parabolic fit to the current density is not
 

violated.
 

If, however, the incident field is an E -polarized plane wave
Y 

incident normal to a half-space, then it is valid to assume that W
 
0 

and WN + I are infinite since the parabolic fit to the current density
 

is not violated. In this case, consider the general integral
 

A) (4-40) 

where A is a constant and F("p) is the kernal of the integral,
 

to represent each integral along the topographic profile in equation
 

(4-37). Then the contribution of the first interval to (4-40) is
 

(compare with equation (3-22) as W N W-0 ) 
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1 5F'4'(1 f f) Ct-s'Aj F 
SI I W1 

441 

SI+W
 j
 

'- '- WW, + W, 

Similarly, the contribution of the last interval to (4-40) is
 

.A4- 1 ( WXN+ Iva, 

S) + WN 24 (4-42) 

- -I JF( "Ft)'S-----

In particular, when the boundary condition is applied in the first
 

interval, (4-41) reduces to
 

S + W1 

and when the boundary condition is applied in the last interval, (4-42)
 

reduces to
 

SN +w4 

-SN-
 N
 

An expression for the scattered magnetic field intensity is obtained
 

by following a similar analysis for equation (4-10). Assuming that the
 

contour is flat outside the interval (-aa) and that the equivalent surface
 

current density arises from the incident field, then it would be found
 

that
 

- -s ­

o

X T)A 
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+ Z, (LF') K'(F')cs,({sp) & 

a~ A 

(4-45)-

where si is the x coordinate of the point of observation,
 

H1reflec L') is the magnetic field intensity reflected
 

by a flat conductive half-space and is to be used when the
 

point of observation is above or on the flat half-space,
 

-H'Ys the incident magnetic field intensity and is to be used
 

when the point of observation is below the flat half-space,
 

and 

-~ 'I- CS 

C.. 

(4-46)
 

As n equations (4-37) and (4-38). the contour integrals involving K y 

are along a flat half-space while the contour integrals involving K
 
Y 

are-along the topographic profile.
 

It is shown in Appendix D that the trigonometric expressions can be
 

written as
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s6 4 3 -+ _szw&) (4-47a) 

(S '+4 S2) '/2 

-S i i 4- 2'(4-47b) 

- (4-47c) 

( )(4-47d) 

and 

(4-47e) 

where the parameters'are defined in Fig. 21.
 

Thus, expanding the trigonometric expressions according to equations (4-47),
 

noting that the half-space is parallel to the x-axis (vc= -90c), and
 

assuming that the incident field is an Ey-polarized plane wave incident
 

normal to the half-space, then equation (4-47) can be rewritten as
 

LH&f~) ik4(1 1 + 1 y _SJ'jij{T 

4(4-48) iFT 
where Il) 12 1 1_, 19 I 0 and I are given by equations (3-63a), 

(3-63b), (4-13a), (4-13b), (4-14a), (4-14b) and (4-14c) 

respectively, with a = -a-s and b'= a-s L 
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It should be noted that equations (4-40) through (4-44) must be
 

considered at the edges of the interval (-a~a) to ensure continuity of
 

the known and unknown current distributions in equation (4-45).
 

Equations (4-37) and (4-45) were programmed assuming that the
 

incident field is an Ey-polarized plane wave incident normal to a conduc­

tive half-space. Their validity can be demonstrated by comparing the
 

numerical results with the analytical results obtained for the case of
 

reflection from a conductive half-space, equation (4-24).
 

It should be noted, however, that it is noi necessary to sample the
 

contour at least ten times per wavelength to describe adequately the
 

equivalent surface current density while testing the validity of the
 

integral representations. Thi reason for this is that with normal inci­

dence the equivalent surface current density is constant. As a result, 

the contour can be described by any number of intervals if integration 

accuracy is maintained. 

To take advantage of this fact, the integrals over the contour 

section (-aa)in equation (4-37),were replaced by equations (3-58) and 

(-Z ) times equation (3-64), and those in equation (4-45) were replaced 

by equation (4-11). In this form, all independent integrals in equations 

(3-58), (3-64) and (4-11) were integrated numerically with the integration 

tolerance being specified by an integration sampling rate per wavelength. 

The concept of an integration sampling rate per wavelength was 

chosen to correspond to the integration accuracy that would be obtained if 

the contour had been sampled evenly at this same rate. For example, if 

a contour section one wavelength long had been sampled previously by 10 

intervals of equal width, then the same accuracy can be achieved by one 
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interval with an integration sampling rate of 10. This is equal to an
 

n of 20 in Simpson's rule for this interval width, but in general n will
 

be different for each interval, although the integration sampling rate
 

will be the same.
 

Table I demonstrates that the integral representations are valid
 

for topographic scattering problems and summarizes the accuracy and
 

convergence of the solution as the numerical variables are changed. It
 

should be remembered that since the incident field is normal to the
 

interface at all points and that since the curvature is zero, equations
 

(4-37) and (4-45) represent an exact formulation of this particular problem.
 

Thus, Table I is a good indicat-on of solution accuracy and convergence
 

under various numerical conditions.
 

In this example, we have assumed that an E -polarized plane wave is
 
y
 

normally incident to a horizontal interface and that: the height z of
 

the observation point is 100 m above the interface, the incident field
 

frequency is 1000 hz, the conductivity of the upper region is 0, and the
 

conductivity of the lower region is 10 mhos/m. In particular, Table I
 

assumes that the point of observation is at x = -400 m. This point was
 

chosen over x = 0 (the center of the half-space contour) since Hz always
 

is given by a computer round-off error of about 10-14 at the center of any
 

contour symmetric with respect to the z-axis. Thus, by choosing x = -400 m,
 

H is proportional to the accuracy of the solution rather than the computer
 
z 

round-off.
 

In Table i, "a" is the half-width of the contour section (-aa) 

within which the surface current density is assumed to be unknown, N is 

the number of sampling points of the equivalent surface current density 
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± a Real(H.) Imag.(H.) Real(Hz) Imag (Hz) N Int. rate Re 

Analytical Results
 

.9894 	 .01251 0. 0.
 

Numerical 	Results
 

- 3
600,000 	 1.0127 .00511 8x10-3 2xio-
-3  14 10 .3
 

.9944 .01104 2x10 5x10 "4  14 20 .3
 
- 5 -5  
.9897 .01266 7x10 ZxlO 14 20 .5
 

300,000 1.0124 .00528 9x10 - 3 3xi0-3 12 10 .3
 
- 3 5x10-4  
.9944 .01105 1xl0	 12 20 .3
 

.9942 .01103 Ill0 - 3 5x10 -4  12 30 .3
 
- 5 4x10-7  
.9917 .01280 5x10	 22 10 1 .3
 

- 5 -6  
.9897 .01268 1xl0 3xlO 22 20 .3
 

- 5 -5  
.9896 .01267 7x10 ixlO 12 20 .5
 

.9895 .01267 8x10- 5 2x10-5  12 30 .5
 
- 3
50;000, 1.0129 .00520 8x10 3x10-3  8 10 .3
 

.9943 .01093 2x10-3 5xl0-4  8 20 .3
 
-4 -5  
.9908 .01275 1xl0 3x10 8 10 .5
 
- 5 -5  
.9896 .01264 8xlO ixlO 8 20 .5
 
- 3
20,000 	 1.0131 .00546 9x10 3x10-2  6 10 .3
 

.9946 .01103 2x10- 3 5x10-4  6 20 .3
 
- 6 - 6
.9897 .01269 9X10 5x10 6 10 .5
 
-6 -6
 

.9896 .01268 8xlO 3xlO 6 20 .5
 
-14 -14
5,000 .9894 .01251 1xlO 1 4  IxlO 4 10
 
1-14 -14
 

.9894 .01251 ixlO Ix1O 4 20 1 5 
- 4 "1
S.9894 	 .02i Il IslO 4 20 .5
 

Table 1. 	Magnetic field intensity reflected by a horizontal interface between
 
air and a conductive earth: Ey-polarization, )x = -400 m Zo 1100 m,
 

=
f = 1000 hz, r" =mhos/m, and -- earth 10 mhos/m. 
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within (-aa), int. rate is the integration sampling rate per wavelength
 

and Re is that value for which the small argument solution to equations
 

(4-37) and (4-45) is used if1k0r :!Re over the entire width of a sampling
 

interval.
 

It is evident from the data of Table 1 for a = 5000 that equations
 

(4-37) and (4-45) are an accurate formulation of the problem whenever
 

)k0a14 Re/2. This is not surprising since the small argument approxi­

mations are very accurate for these small arguments and they are used to
 

evaluate all integrals when the contour section (-a,a) is so short.
 

However, when Ikal > Re/2, both Simpson's rule and the small argument 

approximations are used to evaluate equations (4-37) and (4-45), in which
 

case the usual solution accuracy of 1% or better is achieved.
 

It is evident from the data of Table 1 for a = 300,000 that the
 

solution accuracy can be increased by raising the number of sampling
 

points within the interval (-aa) or by increasing Re, as well as by
 

increasing the integration sampling rate. This result is actually more
 

a function of the manner in which the program has been written than
 

the numerical nature of the solution. The reason for this is that the
 

small argument approximation is used only whenjkr : Re for all points on
 

an interval.
 

As an example of why this is a programming effect, it should be
 

noted that the small argument approximation would not be used to calculate
 

the contribution of an interval to the fields if Ikral - .01 andlkrjn.4 

(where ra and rb are the radial distances -to each edge of the interval)
 

and Re were .3. Instead, Simpson's rule would be used and significant
 

integration errors would be incurred unless a large integration sampling
 

rate had been specified.' However, by choosing an Re of .5, the more 
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accurate small argument approximation would be used for this interval
 

and solution accuracy would be improved substantially. Alternatively,
 

the contour could have been sampled more frequently and the interval of 

this example might now be sampled twice such that lkrl V .01, Jkr J .09 

and Ikrb 1 .4. Thus, even with an Re of .3, a more accurate solution 

would be obtained since the small argument approximation would be used 

for the interval (rarc) whereas numerical integration would be used for 

the interval (rc rb).0 


It is apparent that the above situation can arise in equation
 

(4-37) whenever small interval widths are adjacent to large interval
 

widths and/or in equation (4-45) whenever the point of observation is
 

close to the contour (lkrc<cA). As a result, it is necessary to choose 

small contour sampling widths near the points of observation and gradually 

increase the contour sampling widths on each side away from the points 

of observation. In this way it is possible to sample accurately the
 

equivalent surface current density with the smallest possible matrix
 

- 5
size'and still be assured of obtaining a Solution accuracy of about 10 .
 

To illustrate the application of the method to topographic
 

scattering problems which cannot be handled analytically, the field
 

scattered by the hill of Fig. 47 has been considered in Figs. 48 through
 

51. In this problem, the contour has been computed in meters according
 

to the Gaussian distribution
 

Hejkt i e_- (4-49) 

In Figs. 48 through 51, it is asaimed that an Ey-polarized plane
 

wave is incident normal to the topography and that: the point of
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observation Z is 150 m above the half-space the incident field frequency

0
 

is 1000 hz, the conductivity of the upper medium id 0, and the conductivity
 

of the lower medium is 10-3 mhos/m.
 

The vertical magnetic field intensity has been examined in
 

Figs' 48 through 50 to establish solution convergence. This field was
 

chosen over the horizontal magnetic field intensity since it is more
 

sensitive to both the inhomogeneity and round-off errors.
 

It is evident from Fig. 48 that for this example, a contour
 

section bounded by (-10 000) + 10,000) [ie (- Xair/30, + Aair/301 is 

sufficient to describe the unknown surface current density. In Figs.
 

49 and 50, the sampling density required within the horizontal region
 

(-10,000, + 10,000) has been tested for solution convergence. On the
 

basis of Figs. 48 through 50, it was decided that an accuracy to better
 

than 1% (at the peak value of H ) could be obtained if the contour was
 
z
 

sampled 44 times within the contour section bounded by (-10,000 + 10,000).
 

In Fig. 51, the horizontal magnetic field intensity scattered
 

by the hill has been plotted assuming a constant flight level of 150 m
 

above the half-space and also assuming a contour flight level which is
 

150 m above the interface. It is seen that by contour flying, the peak
 

electromignetic response of the hill has been reduced by a factor of
 

two. In addition, the electromagnetic response has been held to a
 

constant over the central portion of the hill. However, even by contour
 

flying, there has been an approximate increase in the peak value of
 

real (Hx) of 12% as a result of topography.
 

It should be noted from Fig. 47, however, that since the curvature
 

approximations have been violated in this example, real (H) will be about
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20% too large whereas imaginary (H) may be meaningless. Nonetheless,
 

it has been feasible to estimate these errots since the curvature
 

violation and electrical parameters are approximately the same in each
 

problem. As a result, it is possible to estimate that for the contour
 

flight example of Fig. 51, there should be an actual increase in the
 

peak value of real (Hx) of about 10% as a result of topography.
 



CHAPTER 5
 

SCATTERING FROM CYLINDERS WITH ARBITRARY IMPEDANCE 

In Chapters 3 and 4, an integral equation solution to scattering
 

from perfectly conducting and highly conducting cylinders was discussed.
 

In this analysis, the general integral representations were investigated
 

under simplifying assumptions so that each numerical difficulty could be
 

studied individually.
 

Having examined some particular problems encountered in formulating
 

an integral equation solution to geophysical scattering problems, we are
 

prepared now to examine electromagnetic scattering from cylinders with
 

arbitrary impedance. Once this analysis has been completed, any two­

dimensional problem cat be formulated and solved (within the time and
 

storage limitations of the computer), including the very important
 

problem of scattering from cylinders in a ,conductive half-space.
 

5-1 Derivation of the Integral Equations
 

The general coupled integral representations of Ey(t ) and Ht( 7 ) 

in the exterior medium were given in Chapter 2 (equations (2-56) and 

(2-57) as 

L I C 

(5-1) 

iC 1 98 
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and
 

t S C%(j)= top+ Mt'1(XI~ yO 

(5-2)

c-I 

where the earth parameters have been referred to by the sub­

script 1.
 

The transverse field intensities are obtained by adding the incident
 

transverse magnetic field intensity and transverse electric field intensity
 

to the scattered transverse field quantities (equations (2-66) and
 

(2-68))1, and we find that
 

14~ ~ .1 J lTA, oos 

- 13 i S(T'Y FzIQ ltf)?)Is'. XI JV3')~ )?t'ck' 

and
 

,---lc4 (5-4)Jl 


where
 

FT , - _,) ?s e(5-5a) 

, Z -i )o.L,- +CG foc_')., (5-5b) 
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and
 

P--5-t/h A(Sx 
I (5-5c) 

Similarly, the integral representations of the fields inside the
 

scatterer are obtained from equations (2-72), (2-73), (2-74) and (2-75).
 

It is found that
 

,1, 

wt (T) M A( I'- -~ I 
I c 

+ V2 S SMia-dV Y1 Q 
(5-7)
 

+ 4 SkY)Fkq~s + ~ fsT) Y 1~)s(5-8) 
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and
 

2
 

4 U'qJ syLY t;?qU'SS K ; )y 

(5-9) 

where the cylinder parameters have been referred to by the subscript 2, 

andFl(4 tF 2 ( pi ) and F(Ai,' ) are given by equations 

(5-5). 

The unknown current components Ky( ), Ks ( ), 4(jM) and M s ( ) 

are obtained by enforcing the boundary conditions on tangential E and-H
 

and solving the resulting integral equations. We have from equation (2-53)
 

that the tangential unit vector A, is given by
 

(5-10) 

where is the normal into the cylinder at the boundary
 

point. Thus, the tangential components of E and H in the transverse plane
 

are found by taking the dot product of (5-10) with equations (5-3), (5-4),
 

(5-8) and (5-9). We find that exterior to the cylinder,
 

____ 
1 STJ) C-LW'Tyr)kS' 

li,, 
Sf)~')s'J' 

W Cf 
(5-11) 

and 

j'7 M 

- a~I(SMspG4I~I')' 4zt )c 3L 1 yq 9­ 5+2 

4l~ 
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Interior to the cylinder,
 

+
 
I-, f3kcy)c(y S(-13)+k A 'as+ 

and
 

E- M5L 6tp')FI 4 

(5-14)
 

s.FL,
where CtK,,') "- 1 _) (5-15a) 

UP(YF~F')CoLP~(L)(5-15b)~' =-

(5-15c)
 

XlIF-F'l
 

C.'s 

11F- F',I(5-15d) 

If we let the point of observation approach a boundary point given
 

by the position vector p" and equate tengential components of E and H,
 

we obtain the desired coupled integral equations:
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~K (p' Ziict P'6' LX + 4 2 Io~ f 

TI w 

-t M (Pf5 (p-t) Y1 I~b)~')'
L 

HVly rO~' 
-1 (5-16) 

~ J,MdP)s~Lc-d ItPZVJ +~y'4tFjA 

~ t~ c~%~clLiy40 4 1H~L 2)(~'IJ43 (5-17) 

1 4j"fl Xf ';x$ 1 

+ + t 

and 

I~~yAlitt p~s 

(5-1 9) 

- 2 sP{ 1 d &L6jp j 
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Equations (5-16), (5-17), (5-18) and (5-19) are four coupled integral 

equations with four unknown current components K( ), Ks (V),My(P) 

and Xs( ). They are solved by dividing the contour into N sampled 

values of each unknown current components and solving the resulting system 

of 4N linear equations for the unknown sampled values of W(), Ks( 7 ), 

My(e, and M,(f). The solution of four coupled integral equations is 

similar to the solution of two coupled integral equations, which is 

discussed in section (5-3). 

If we assume that ky = 0, then equations (5-16) and (5-18) uncouple 

from equations (5-17) and (5-19) and can be solved separately for each
 

axial component of the total field. However, we will confine our study
 

to E -polarized incident fields, in which case it is sufficient to consider
 
y 

equations (5-16) and (5-18) alone. It should be noted, however, that the 

numerical solution of equations (5-17) and (5-19) is the same as the 

numericdl solution of equations (5-16) and (5-18). In fact, the calcu­

lation of the scattering matrix would not be much more difficult even 

if k y were not assumed to be zero. The only differences would be that 

a larger storage would be required for the matrix and its inversion 

would be more time consuming. 

Assuming that ky = 0 and confining our study to Ey-polarized
 

incident fields, we find tint the integral equations reduce to
 

MSY') Cos(tlp- -t)[)I D ky, IjkS (5-20) 
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and
 

Assuming that the incident field is the transmitted field of a EY-
QI L-,, " A., Js%(5-22)polarized plane wave incident normal to a conductive half-space, then
 

+ fI + ___/__ 

Once K ( and Ms(f have been estimated from equations (5-20) 

and (5-21), the total or scattered magnetic field intensity is calculated
 

from equation (5-3) or (5-8) by setting ky= 0. Depending upon which
 

resion the fields are desired, it is found that
 

+ - n + + _,,(= 

and - -(5-24) 
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exterior to the cylinder, and
 

+14z5 t (OcK-m '(ki 6qO A -' copkcb 

+ .. \JM' r 

I C1 
(5-25) 

interior to the cylinder,
 

It is interesting to note that the general integral equation (5-20)
 

can be reduced to the integral equation for cylinders with low surface
 

impedance (equation (4-7)) by a different derivation than discussed in
 

sections (2-5) and (4-1). If it is assumed that k2 becomes very large
 

with respect to kI and that the curvature of the cylinder is small, then
 

only that part of the contour in the immediate vicinity of the point
 

at which the boundary condition is being enforced contributes to the con­

tour integral of the interior field representations. Under these con­

ditions, the contour integral'can be replaced by an integral over the
 

interval (-op,0) since the fields will be independent of the contour
 

chosen outside of this region of interest. Consequently, equation (5-20)
 

can be rewritten as
 

E j"Julwj k-p'i'MST) Co-stp" P.t 15-P 

(5-26)
 

- (AL('j'co~'Lth(J ~ cs
 
'I Sa
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Noting that
 

C(5-27)
 

for a point of observation just inside the cylinder, then the last two
 

integrals of equation (5L26) can be evaluated analytically from equations
 

(4-28) and (4-29). Thus, equation (5-26) reduces to
 

__S_E, k3 ) +n tJ 

2(58
 

On replacing M( ) by -Zy as discussed in section (2-5), we find that
 

Ph~"§~i)k (5-29) 

Equation (5-29) agrees with equation (4-7). 

As in Chapters 3 and 4. it is necessary for integration accuracy 

to make a small argument approximation to the Hankel functions whenever 

I-VI is less than 0.3 and integrate the resulting expressionsi 

analytically. Fortunately, the necessary integrals have been studied
 

already in Chapters 3 and 4. From equations (3-8) and (3-10). we can
 

write that the small argument contribution of the jth interval to
 

equation (5-20) is 
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: 	 +
 

A 4 (5-30) 

where Ey, (k, f", ') is given by equations (3-58), (3-59) and 

(3-60) with current component K(),
 

and BjI(k 4 () is given by equations (3-62b) and (3-63) 

with current component M ( V. 

Similarly, the contribution of the jth interval to the scattered 

magnetic field intensity (equation (5-24)) can be written from equation 

(4-10) as 

H\FS .(cAsCci 	 ''- 2+ (A-%ot) -E8-a i' 

A 3	 A 

where 	A and B are given by equations (3-62) and (3-63) with current
 

component K
 

and C, DI E; F, and G are given by equations (4-12), (4-13) 

(4-14) with current component Ms(F) . 
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The small argument approximation to equation (5-21) is obtained by
 

taking the dot product of and equation (5-31) with opposite sign.
 

Thus, from equations (5-10) and (5-31). the small argument contribution
 

of the jth interval to equation (5-21) is found to be
 

s. =4 (5-32)
 

where
 

(6'r- 4 ,!~ -.cj + co 

Ck KLt -. 3 ) + 3 ' . - k 

where A and B are given by equations (3-62) and (3-63) with 

current component Ky F)2 

and C, D, E F, and G are given by equations (4-12), (4-13)) 

and (4-14) with current component M (i).
S 

5-2 Integration Through the Point of Singularity
 

Integration through the point of singularity in equation (5-20)
 

presents no problem if it is noted that the limit taken when applying
 

the boundary conditions is from both sides of the interface. Thps, we
 

find that
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= -8 (5-34) 

for a point of observation just outside the cylinder, and
 

Cos (P,)= _ 

(5-35)
 

for a point of observation just inside the cylinder. Since
 

~C4~( LS3~MAPV'~s~) (5-36) 
t) VL
Lb st


the contribution of each term'in the second integral of equation (5-20)
 

adds to zero. The contribution of the first integral of equation (5-20)
 

in the singular interval is found by applying equations (3-31), (3-32)
 

and (3-33) to each of the Hankel functions and summing the results'.
 

It should be remembered, however)that equations (3-31), (3-32) and.
 

(3-33) are accurate only if the small argument approximation to the Hankel
 

function is valid. When examining scattering from highly conducting
 

-cylinders, it is quite possible that althoughI Ik\, ! .3,jk2 1 W > .3 

where w is the half width of the singular interval. This problem can
 

be overcome by going back to equation (3-28) and rewriting HK00 and HK02
 

as
 



r ('W=~o 4'H)" (' As I 
o_ ' (5-37a) 

and
 

(5-37b) 

where
 
g. . 3 (5-37c) 

Thus, the integrals are approximated analytically over the interval
 

(-8)a) from equations (3-30a) and (3-30c) and numerically over the 

intervals (-wZ ,F ) and ( w: ). These results are then inserted 

into equation (3-28) to obtain the contribution to the singular interval. 

In the singular interval, o&zc,, so that equation (5-21) can be 

rewritten as 

-E(5-38)
 

(5-38)
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It is evident that the contribution of the first integral of 

equation (5-38) is zero by comparing it with the second integral of 

equation (5-20). The contribution of the second integral of equation 

(5-38) also is zero and this can be shown by examining the term involving 

H) (k .' . On expanding M the contribution of the terms 

involving HO) (k11 F-F'1 ) can be written as
0 

1jI- ttt (5--39J) 

where 

tjWJ~o k/t
$-L0S r 5=& .~ + )cs')(5-40a) 

and
 

£73 Q ( st~Wi~o~ k15 s).(5-40c) 

Equations (5-40) have been evaluated in Appendix D assuming that
 

) i(ksvgiven by equation (3-26). It is found that on taking 

the limit 

5_-41a)
 

(5-41 a) 



and
 

Rewriting (5-41c) as
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(5-41b)
 

(5-41c)
 

j 
Vt +Ct -308 

1+ ( 2 -4 ) 

then it is apparent that on taking the limit as
 

(5-43)
 

I 

Since a similar analysis involving (k(k02) would yield an analogous 

result the contribution of the second integral of equation 
(5-38) is 

zero. 

Noting that
 

os a-) ­

(5-44)
LSIsZ 

then the contribution of each term in the third integral 
of equation (5-38)
 

can be written as
 

4e[ s T AL M5Z XL (5-(2$ 

T 14W 11 tW. 

)+AZ WL-.,i4 "Jj J[\l'!W 

where I12" 3 P I9 IlW and I are given by equations (3-36) 

and (4-14). 
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These integrals have been evaluated in Appendix D assuming that
 

° 
lJ_(k/b+ s ) and IPO(kJ+ s'z ) are given by equations (3-26) and
 
0 1 

(3-27). Thus, if the integration is performed over two intervals as in
 

equations (5-37), then, it is found that
 

o. ,1 24 2.
 

-

(5-46b)

T2(1-) 0 

and
 

R W, e__ - 1> (5-46c)
 

where HK00 is given by equation (5-37a)
 

and F is given by equation (5-37c).
 

The contribution of the third integral in the singular interval is
 

thus pound by applying equations (5-45) and (5-46) to each of the Hankel
 

functions in the third integral of equation (5-38) and summing the results.
 

5-3 Numerical Solution of Coupled Integral Equations
 

The coupled integral equations (5-20) and (5-21) can be solved in
 

essentially the same manner as when solving the Fredholm integral equations
 

of Chapters 3 and 4. The integrals in each equation are approximated by a
 

weighted sum of N sampled values of Ky(O and Ms(). When this is done,
 

the integral equations reduce to a system of 2N linear equations of the form
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(jE)j)k3 + (C,.)fj4,l (5-47a) 

+ )(5-47b) 

where (C11)' (C12), (021) and (022) represent square matrices of order 

N and (E), Ht ) , (K ) and (Ms)represent column matrices of 

length N. 

Being cognizant of the matrix nature of equations (5-47). (K ) and
 
y 

(M) can be obtained by treating (5-47) as two linear equations with two
 
s 

unknowns. On'solving these equations, it is found that the best form of
 

the solution is
 

(M')= (c 4 1 YJ( 1 )-(n) c1 c1 K-48a) 

and
 

(ki) CV--' (C1r (CM) (5-48b) 

where the superscript -1 denotes the matrix inverse. 

Equations (5-48) are preferred to other forms since the solution is 

well behaved even when studying reflectibn from a flat half-space. In 

this case, C12 = C21 = 0 and equations (5-47) uncouple, but equations 

(5-48) still give the correct solution.
 

5-4 Numerical Examples
 

Equations (5-20), (5-21) and (5-24) were programmed assuming that
 

the incident field is the transmitted field of an EY-polarized plane
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wave incident normal to a conductive half-space (equations (5-22) and
 

(5-23)). As in Chapter 4, their validity is demonstrated by comparing
 

the numerical results with the analytical results obtained for the case
 

of scattering from finitely,conducting circular cylinders (equations
 

(4-15), (4-16) and (4-17)).
 

In Chapters 3 and 4, it was seen that an n of 2 in Simpson's rule
 

was sufficient in general for integration accuracy across each interval.
 

Although this will still be true in equations (5-20), (5-21) and (5-24)
 

for those integrals involving the exterior Green's function, it may not
 

be sufficient for those integrals involving the interior Green's function.
 

The reason for this is that with large values for the conductivity of
 

the scatterer, the modulation of the integrands of the interior integral
 

representations by the Hankel functions becomes sufficient to affect
 

integration accuracy.
 

To overcome this problem, equations (5-20), (5-21), and (5-24)
 

were rewritten in the form of equations (5-30), (5-32), and (5-31)
 

respectively. In this form the order n in Simpson's rule is specified
 

separately for each region and all independent integrals in equations
 

(5-30),(5-31) and (5-32) are performed numerically.
 

Figs. 52 through 55 demonstrate that the general integral repre­

sentations are valid, although the accuracy and convergence obtained is
 

not as good as that realized in Chapters 3 and 4 for more highly conducting
 

scatterers. In this example, we have assumed normal incidence of an
 

E -polarized plane wave and that: the depth z1 to the top of the cylinder
 
y
 

is 20 m. the cylinder radius is 100 m, the incident field frequency is
 

1000 hz, the conductivity of the whole-apace is 10-3 mhos/m and the con­

ductivity of the cylinder is 10-2 mhos/m.
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It is seen in Figs. 52 and 53 that except for imaginary (Ms), an
 

accuracy to about 1% has been obtained with 40 sampled values of the
 

equivalent current densities. However, an accuracy to only about 5%
 

has been obtained for imaginary (M.) and, as a result, the fields cal­

culated from these currents have an accuracy to about 3% with 40 sampled
 

values.
 

Fig. 56 indicates that much better convergence is obtained if the
 

conductivity of the cylinder is increased from 10 mhos/m to 10 mhos/m.
 

For comparison, this example has been calculated also using the integral
 

representations derived for conductors with a low surface impedance and
 

alsmall curvature. It is evident that in this example the general integral
 

representations are required to predict imaginary (Hx) accurately.
 

-
As the conductivity of the cylinder is decreased below 10 2 mhos/m
 

(assuming that all other parameters of Figs. 52 through 55 remain fixed),
 

the accuracy and convergence of the solution become increasingly unsatis­

factory. In Fig. 57, the horizontal component of the magnetic field
 

intensity scattered by a cylinder with a conductivity of 0 has been
 

plotted for 20, 30 and 40 sampled values of the equivalent surface current
 

densities. Although an accuracy to less than 3% is attained in estimating
 

the equivalent surface current densities, a surprisingly large error of
 

14% to 30% results for real (Hx).
 

Consequently, the scattered magnetic field intensity was calculated
 

using analytical values of the equivalent current densities on the surface
 

of a circular cylinder with a conductivity of 0. Since an accuracy to
 

better than 3% was attained, this indicated that no programming errors
 

existed which had not been detected in earlier tests.
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However, the possibility existed also that these large errors might
 

be due to the fact that the numerical cylinder was a polygon rather than
 

a circular cylinder. To test this likelihood, a twenty-sided polygon
 

with a conductivity of 0 was sampled 42 times. It is evident in Fig. 57
 

that the results closely duplicate the data for a forty-sided polygon,
 

suggesting that the errors are not dependent upon curvature.
 

Nonetheless, Neureuther (1969) believqs that this test still does
 

not exclude the possibility that the solution is curvature dependent.
 

The reason for this is that by sampling a twenty-sided polygon 42 times,
 

the sampling points have been shifted closer to each corner of the polygon
 

wtere the influence of the polygon curvature will be more important. As
 

a result, it will be necessary to solve the integral equations assuming
 

that a cirdular cylinder has been sampled 20 times rather than assuming
 

that a twenty-sided polygon has been sampled 20 times before the impor­

tance of curvature can be 'esolved.
 

However, it would appear that the accuracy could be limited also
 

by requiring a very accurate knowledge of the equivalent surface
 

current densities whenever the reflection coefficient is small. The
 

reason for this can be understood best by examining Figs. 58 through 60
 

in which the problem of a cylinder having the same electrical parameters
 

as the surrounding whole-space has been considered, Since no field is
 

scattered, the tangential surface current densities are equal to the
 

tangential components of the incident field, Ky = H", Ms 
o 5 

= -E 
ry 

and 

equation (5-24) reduces to 
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(5-49)
 

This result, which always must be true for any point of 
observation
 

the cylinder, is deduced mathematically in section (6-1).
exterior to 


As a result, it is evident-that the accuracy obtained in predicting
 

the scattered fields is directly dependent upon an accurate 
knowledge of
 

the scattered fields around the boundary of the inhomogeneity, 
since in
 

general
 

H ty 5C i x- A 

+ *' EcQ) " .,,p A ( 

(5-50)
 



120
 

Thus, it is expected that the accuracy and convergence of the general
 

integral representations will be poor for those problems in which the
 

reflection coefficient is small.
 

In Figs. 58 through 60, a maximum error of 8 x 10-2 Amps/m (2.z7)
 

-2
 
in imaginary (Ms) yields a maximum error in real (H ) of 3.5 x 10 Amps/m.
 

Similarly, for N = 30 in Fig. 57, a maximum error of 7 x 10-2 Amps/m 

-2 ' 
(1.8%) in imaginary (M ) yields a maximum error of 3.0 x 10 Amps/m
 

S 

(19%) tn real (Hx). Since the scattered field is small with respect to 

the incident field at the contour (E st/ I E'l .043 and IH'c I/ IHi , .12 

for 0 = 0 and, lEsci tIEij j .089 and I sC/IuHI A .16 for 0 =1t), a 

significant percentage error is obtained in calculating the scattered 

fields even though the equivalent surface current densities are known to 

an accuracy of 2% 

This conclusion is substantiated by the results of Fig. 61. In
 

this exampIp we have assumed normal incidence of an E 
y
-polarized plane
 

wave 'and that: the depth z,to the top of the cylinder is 20 m, the
 

cylinder radius is 100 m, the incident field frequency is 1000 hz, the
 

conductivity of the whole space is 0. and the conductivity of the cylinder
 

is 10-3 mhos/m. It is seen that an accuracy to about 2.5% in JHxt
 

is achieved since the scattered magnetic field (which is more important
 

than E in this example) now is much larger than the incident field
y 

(JESl I /I Eli .24 and Iicl/1HI x 17.5 fore= 0.). It should be noted,
 
y y a
 

also, that the general integral representations are required to compute
 

this example since the curvature approximation would have been violated
 

had the solutions of Chapter 4 been used (compare Figs. 45 and 61).
 

To illustrate the application of the method to problems which cannot
 

be handled analytically, the field scattered by the vertical slab of
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Fig. 24 has been plotted in Figs. 62 and 63. It is assumed that an Ey­

polarized plane wave is incident normal to the slab and that: the depth
 

zI to the top of the slab is 20 m, the incident field frequency is 1000 hz,
 

-3
the conductivity of the whole-space is 10 mhos/m and the conductivity
 

-i 
of the slab is 10 1mhos/m.
 

Since only a 1% change is obtained in the scattered magnetic
 

field intensities as the number of sampled values of the equivalent
 

current densities is increased from 30 to 62, we have assumed that a
 

convergent solution has been found. This fact is suggested also by Fig.
 

56 in which a cylinder having the same electrical parameters and about
 

the same contour length as the slab of Figs. 62 and 63 has an accuracy to
 

about 1% for 30 sampled values.
 

It is interesting to note that at this frequency and with these elec­

trical parameters, the inflexions of imaginary (H) are indicative of
 

cylinder width. It is evident from Fig. 62 that the slab brings about
 

a significant decrease in imaginary (ix) between x = ± 50 m whereas
 

the circular cylinder of Fig. 56 has a flat response between x = ± 50 m.
 

(Actually, there is a very slight decrease in imaginary (Hx) over the
 

circular cylinder.) The reason for this behaviour is that we are
 

observing each corner of the slab (where the radius of curvature is
 

small) respond to the incident field. This will be discussed more
 

thoroughly in section (7-3) where it will be seen that the corners
 

mainly affect imaginary (Ky). As a result, the effects of corners are
 

apparent in imaginary (H).
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CHAPTER 6
 

TWO-DIMENSIONAL AND THREE-DIMENSIONAL INCIDENT FIELDS
 

In Chapters 3, 4 and 5, an integral equation solution to scattering
 

from cylinders in a conductive whole-space was examined. In the derivation
 

of these integral equations, however, it was assumed implicitly that the
 

incident field was that of a plane wave.
 

We will show now that this assumption is unnecessarily restrictive
 

and that the integral representations are valid for any two-dimensional
 

source configuration. In fact, any three-dimensional source configuration
 

can be considered by expanding the primary current distribution and the
 

field it radiates into a Fourier integral over a continuous mode distrib­

ution and solving this two-dimensional problem.
 

6-1 	Derivation of the Integral Representations Assuming Any Two-Dimensional
 
Source Configuration
 

If the incident field is other than that of a plane wave, it is
 

invalid to write that the axial components of the total electric and
 

magnetic field intensities satisfy the homogeneous Helmholtz equation in
 

the ekterior region (assuming that this is the region which contains the
 

sources). However, since the scattered field intensities always satisfy
 

the homogeneous Helmholtz equation, it is valid to write that in the exterior
 

region
 

(v 2 +k') £j 7y) = 0 ) 	 (6-1) 
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and 

(6-2) 

The exterior Green's function remains unchanged and must satisfy an
 

inhomogeneous Helmholtz equation given by
 

C (6-3) 

Thus, it follows from section (2-1) that if equations (6-1) and (6-3)
 

and equations (6-2) and (6-3) are introduced separately into equation (2-2),
 

then
 

-- (6-4) 

and 

147(p) j- } fq'-! (f") - % &s,,(6-5) 

since the contribution from the outer contour C2 tends to zero as C2
 

approaches infinity.
 

However, the incident field does satisfy the homogeneous Helmholtz
 

equation in the interior region since by assumption this domain is source
 

free. Thus,
 

k.hz EY' (6-6) 

and
 

o (6-7) 

in the interior region. In addition, the exterior-Green's function is
 

definedin the interior region by equation (6-3).
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As above, it follows from sectLon (2-1) that if equations (6-6) and 

(6-3) and equations (6-7) and (6-3) are introduced separately into equation 

(2-2) for the interior region, then 

-{ &C (jf)?Cp) -(6-8) 

and
 

~ L~~tiJIs'(6-9)o=~:y')'%r 
since the Green's function possesses no singularities in the volume
 

integral inasmuch as refers to any point in the exterior region.
 

Adding equations (6-8) to (6-4) and (6-9) to (6-5)) it is found that
 

~1 ~ 4Q R (6-10) 
Cl a
 

and
 

- i,= ( CN-()~itt~\,~,?t} -(6-11) 

Upon adding the incident field intensities to equation (6-10) and
 

(6-11)', the desired integral expressions are obtained:
 

t(h~e )*~4 f ok'~~~4; &4JrGy J5 (6-12) 

and
 

](- i-A",(6-13)f 
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It is evident on comparing equations (6-12) and (6-10) with equations
 

(2-9) and (2-10). and equations (6-13) and (6-11) with equations (2-12)
 
t )adt 

and (2-13), that the integral expressions for Ey ( and H are unchanged. 

Since the integral representations of the fields in the interior region 

remain unaltered for two-dimensional sources, it follows that the general 

field representations given in sections (2-3) and (2-4) are valid for any 

two-dimensional source distribution. 

6-2 Numerical Examples: Electric Line Source
 

The electric field intensity at a point of observation radiated
 

by an electric line source located at L is given by equation (3-6) as
 

(6-14)
E 

where I is the electric current flowing in the source.
 

For simplicity, we will confine our examples to scatter ng from
 

perfectly conducting cylinders, in which case the desired integral equation
 

is found to be (from equation (3-8))
 

- ( f _ . l,A) I , 

-TAO jl =- jJI k 3T' b P F' ) j (6-15) 

Once equation (6-15) has been solved for KY(p'), the scattered transverse 

magnetic field intensity is given by equation (3-12) as 

-"U '(k d ,Ir.g(ptt -Cof) - (6-16) 

T,' 

To demonstrate that the integral representations are valid for two­

dimensional source configurations, we will compare the numerical results
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with the analytical results for the case of scattering from circular
 

cylinders. It can be shown by following a development similar to that of
 

Harrington (1961,p. 236) that the field scattered by a perfectly conducting
 

circular cylinder in the presence of an electric line source,which is
 

parallel to the cylinder is given by
 

-S <~T. (ft) ~ U)Ql ~(6-17)- Y~~L 

(6-18a) 
and-"
 

(UA ) 4:(A) n 4-AtAI 
(6-18b) 

where
 

and ) (6-19b)
 

The coordinate system is defined in Fig. 64.
 

interesting to note that the "reflection coefficient" a is
It is 


the same as that obtained for the case of an EY-polarized plane wave
 

(equation (3-48)) scattered by a perfectly conducting circular cylinder.
 

Harrington (1961, p. 237) notes that in general the "reflection coefficient"
 

Thus, we can write immediately from
is independent of the incident field. 


equations (4-15) and (4-16) that the field scattered by a finitely conducting
 

circular cylinder in the presence of an electric line source which is
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parallel to the cylinder axis is given by equations (6-17) and (6-18) with
 

(6-20a)
--C'< 


and
 

-n kRF2 (6-20b) 

ZI_4 (ksR) 

where the derivatives in (6-20) are with respect to the argument
 

(kR).
 

This solution is similar to that given by Wait (1952).
 

Figs. 65 through 67 demonstrate that the integral representations are
 

valid for two-dimensional source configurations and that the solution
 

converges as the number of sampled values of the current density is increased.
 

We have assumed in this example that an E -polarized electric line source
 
y 

is located 20 m above the top of a perfectly conducting cylinder and that: 

the cylinder radius is 100 m. the incident field frequency is 1000 hz, and 

the conductivity of the whole-space is 10-3 mhos/m. 

It is seen that a larger number of sampled values of the current 

density is required to obtain a 1% error than when the incident field 

is a plane wave (compare Figs. 65 through 67 with Figs. 11 through 16). The 

reason for this is that the field of a line source falls off much more 

rapidly than that of a plane wave. As a result, a small sampling interval 

is required for line source scattering problems to describe accurately the 

rapid current variation around the cylinder. 

However, it is evident from Fig. 65 that a small sampling interval is 

required only on the upper portion of the cylinder since this is where the
 

largest current densities are located. At an angular distance of 34 from
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the fop of the cylinder, the surface current density is 1/20 of the maximum
 

value whereas at an angular distance of 1Y12, the surface current density
 

is 1/100 of the maximum value. Thus, a small sampling interval is required 

only between = ± 1//4. 

With this fact in mind, the cylinder was sampled 26 times using the 

sampling distribution of Fig. 68. Intervals I through 8 and their mirror 

image about the z-axis have te same sampling distribution as used in 

Figs. 65 through 67 for N equal to 50. Then, the cylinder was sampled 3 

times to a 6 of /2 and the lower half of the cylinder was sampled only 

5 times. 

A maximum change of 0.1% from the results of Figs. 66 and 67 was
 

obtained in'the horizontal interval (-100,100). The changes were largest
 

at x = ±100, since the point of observation is closer to the less accurate
 

sampling here than at x = 0. However, the fields close to x = 0 are of most 

interest to the field geophysicist since this is the region of maximum
 

field,intensities. Here, the changes are less than 0.01% from the results
 

of Figs. 66 and 67. Thus, by an appropriate choice of interval distribution,
 

it seems possible to obtain about the same numerical accuracy independent
 

of the incident field using the same number of sampled values of the
 

surface current density.
 

To illustrate the application of the method to problems which cannot
 

be handled analytically, the field scattered by a perfectly conducting
 

vertical slab (Fig. 24) has been plotted in Figs. 69 and 70. In this example,
 

it is assumed that an Eypolarized line source is located 20 m above the
 

top of the slab, the incident field frequency is 1000 hz and the conductivity
 

-
of the whole-space is 10 3 mhos/m.
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The slab was sampled 30 and 42 times using the general sampling
 

distribution of Fig. 24. Then, choosing a sampling distribution with a
 

line source in mind, the slab was sampled twice as often as for N = 42
 

to a depth of 125 m on the slab (the depth at which the current was 1%
 

of the peak value), and only 9 times on the rest of the contour. Since
 

a change of less than 1% in the predicted field occurred when the contour
 

was sampled twice as frequently (effectively), we can assume that a
 

convergent solution has been found. In addition, Figs. 66 and 67 suggest
 

that in a similar problem, an accuracy of greater than 1% can be obtained 

if a smooth contour is sampled 500 times per wavelength. Since this sampling 

rate is true for N = 50 on the slab contour above a depth of 125 m, this 

result suggests also that a convergent result has been obtained for N = 50. 

6-3 	 Integral Representations Assuming Any Three-Dimensional Source
 
Configuration
 

Harrington (1961, p. 292) notes that "a three-dimensional problem
 

having cylindrical boundaries can be reduced to a two-dimensional problem
 

by applying a Fourier transformation with respect to y (the cylinder
 

axis)." For three-dimensional source configurations, we seek a solution to
 

the three dimensional Helmholtz equation
 

Thus
 

s to 	 (6-22)
 

will 	be a solution to the two-dimensional Helmholtz equation
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where -= Vz
 

We can write immediately the solution to equation (6-23) from equation (6-10)
 

as
 

C_ p JJ P11 (6-24) 

where ) £ ?Ij t­

or, on applying a Fourier transformation to the incident field with 

respect to y 

once equation (6-25) has been solved for E>y%k) the three­

dimensional solution is obtained from the inversion 

J 47J (6-26)-) 

Equation (6'26) asserts that the y dependence of E (xyz)(and
 
y
 

all other transformed quantities) is of the form ei ky Y. Since the inte­

gral representations derived in sections (2-3) and (2-4) are for just such
 

an axial dependence, equation (6-25), can be solved once k is specified.
 
y 

Thus, it is evident that a three-dimensional problem having cylin­

drical boundaries can be solved by expanding the three-dimensional incident
 

fields into a Fourier integral over a continuous mode distribution and
 

solving equation (6-25) for a number of discrete values of ky. Conse­

quently, the three-dimensional solution is obtained by fitting a curve
 

to a weighted sum of sampled values of ty(S 5 ) and performing (6-26)
(?Ikl
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numerically.
 

If the incident field is a plane wave in free space incident obliquely
 

to the cylinder axis, then we can write that
 

'(6-27)
ac R 


where is defined in Fig. 2,
 

and @ is the angle'in an axial plane between the direction
 

of propagation and the plane normal to the axis of the cylinder.
 

The transformed incident field is obtained from equation (6-22) and is
 

found to be
 

(1 = Gk Li C 0 C (6-28) 

where
 

Equation (6-28) indicates that whenever the incident field varies har­

i along the cylinder axis, equation (6-26) need be solved
monically as e k 


for one value of kY only. In the case of a plane wave in free space
 

incident obliquely to the cylinder axis, iy is given by
 

(6-29)
 

It should be noted, however, that this value of k is to be used solely
 
y
 

in the exterior integral representations. For interior integral represen­

tations, k is determined in each region from Snell's Law.

Y
 

If the incident field is a plane wave in a conductive whole-space
 

incident obliquely to the cylinder axis, then equation (6-28) is invalid
 

and instead, equation (6-25) must be solved for a number of discrete values
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of k . Unfortunately, it is seen from the physics of this situation that

Y
 

the problem does not possess a solution since the plane wave amplifies
 

in the negative y direction.
 

Nevertheless, it is not surprising that a solution does not exist since
 

the problem is unrealistic in that it requires -a source with an infinite
 

power supply at infinity. This complication has been ignored in earlier
 

chapters by assuming that a plane wave incident normal to a conductive
 

half-space exists at the earth-air interface and attenuates from this
 

point as it propagates into the earth. Essentially, it was sufficient
 

to assume that a plane wave generator existed at the earth-air interface
 

since this closely approximated the actual situation.
 

If oblique incidence is required, it will be necessary to assume
 

that a plane wave generator exists at (x,o,z) and that the wave attenuates
 

in the positive and negative y directions from this "source". However,
 

obliquely incident plane waves propagating in a conductive whole-space
 

are not important in most problems of geophysical interest. The reason
 

for this is that the transmitted field at the earth-air interface propa­

gates normally away from the boundary even for grazing angles of incidence.
 

Thus, when discussing plane wave scattering by cylinders in a conductive
 

whole-space, it is adequate to consider normal incidence.
 

These problems do not arise when a plane wave is incident obliquely
 

to a cylinder in a conductive half-space. In this case, the plane wave
 

is harmonic in the exterior region (air) and the problem need be solved for
 

one value of Ily only.
 



CHAPTER 7
 

SCATTERING FROM CYLINDERS IN A CONDUCTIVE HALF-SPACE
 

In Chapters 3, 4 and 5, integral equation solutions to scattering
 

from cylinders and from topography were examined. It was seen that any
 

problem could be formulated by choosing an appropriate integral repre­

sentation in each region present and a solution obtained by solving the
 

resulting integral equations.
 

Having established the validity of the integral representations and
 

the subroutines written to effect their solution, it is possible now to
 

combine the cylinder and topdgraphic results to study scattering from
 

cylinders of arbitrary cross section in a conductive half-space with an
 

arbitrary earth-air profile. Although this chapter will be concerned
 

with normal incidence of an Ey-polarized plane wave, the results of
 

Chapter 6 can be used to extend the analysis to sources of arbitrary
 

configuration and polarization.
 

7-1 Derivation of the Integral Equations
 

If it is assumed that the primary field is a normally incident EY ­

polarized wave (k- = 0). then it follows from equations (2-56) and (2-66)
 
y
 

that the integral representations for and in the region exterior to
 

the half-space are
 

I(7-1)
 

MST7) C41-013
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and
 

H.s ()+ k3 - - ( q4 J S,(7-2) 

CI 

where
 

(7-3a) 

and
 

(7-3b)
 

The parameters of the exterior region have been referred to by the subscript
 

0 and the equivalent surface current densities on contour I have been
 

superscripted 1. The nomenclature for the contours and regions present
 

is shown in Fig. 71.
 

As in Chapter 4, it is assumed that the half-space contour is flat
 

outside an interval bounded by (-a, a) and that outside (-a, a) the equi­

valent surface current densities arise from fields reflected by the half­

space alone. Thus, equations (7-1) can be rewritten from equations (4-22)
 

and (4-37) as
 

M (7-4) 

-/5 it~ H?(&?~~ds' + M6('c(-I~IiJh 
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and equation (7-2) can be rewritten from equation (4-45) as
 

K ~~P 4- ~101) 

(7-5)

_s7-


+ f 

-,:z- C 

where s is the x coordinate of the point of observation,

reflec 

Ey c( T 0+) is the electric field intensity reflected 

by a flat conductive half-space and is to be used when
 

the point of observation is above or on the flat half­

space,
 

-E-( is the incident electric field intensity and is to
 

be used when the point of observation is below the flat
 

half-space,
 

reflec
 
H tr ( TO,4) is the magnetic field intensity reflected 

by a flat conductive half-space and is to be used when the 

point of observation is above or on the flat half-space, 

-Htr( - ) is the incident magnetic field intensity and is to 

be used when the point of observation is below the flat 

half-space,
 

F i (kb) 1y") and F3( Ie ,i') are given by equations (7-3) 

(7-6) 

- i' Nt%)-f.1'stzt)s 
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and
 

-C spS n~ )A s' 

(7-7)
 

It should be noted that ,as in Chapter 4, the contour integrals involving 

(K' , M ) are along a flat half-space while the contour integrals involvingy s 
11
 

(r M5s ) are along the topographic profile.
 

The integral representations for E andtI in region I do not follow
 

directly from Chapter 4 since it is not evident what result the infinite
 

integrals involving (4 , M) will yield. To establish the value of these 

integrals, we will examine the electric field intensity transmitted into 

a homogeneous earth assuming normal incidence of an Ey-polarized wave 

(ky = 0). In this case, we can write from equation (2-72) that
 

t 00 ,, /. ,\
 

J1-T K4'tf') 

(7-8)
 

As in the exterior region, it is assumed that the half-6pace contour is
 

flat outside an interval bounded by (-a. a) and that outside 
(-a, a) the
 

equivalent surface current densities arise from fields reflected by the
 

half-space alone. 
Thus,. equation (7-8) can be rewritten as
 

t~~& S&S2c 
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(7-9) 

±-
-'J if-i) 

By rewriting the infinite integrals of (7-9) as
 

IKr-I a-9- o (7-10)Cd aM
 

it follows from (7-8) that for below the half-space, the integrals
 

over (o- oo ) must equal the total electric field intensity transmitted
 

into a homogeneous earth by the flat half-space. Consequently, equation
 

(7-9) reduces to
 

£ s) = E Ttpo')- Icir 
' . 7 11)')HrL. ItiI-,JM:£ WI, k ?F')V Sc (f a-s , eih-4 

+ 

If F is above the half-space, the integrals over (--o oo ) must 

equal zero. The reason for this is that the integral representations pre­

dict a null field for points of observation outside the volume of interest
 

since the boundary conditions have been satisfied by the equivalent surface
 

current densities (see Harrington, 1961, p. 106).
 

Thus, in general the fields inside a conductive half-space can be
 

written as
 

E;tLY O r) 
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S,V 

-A-A& G Q )thIl-) 0L' - IM T) as) 
ii 4j 	 (7-12) 

where 0( ') designates that this term is to be set equal to
 

zero when the point of observation is above the flat half­

space,
 
trans o
 

and 	E ( ) is the electric field intensity transmitted 

by a flat half-space and is to be used when the point of obser­

vation is below or on the flat half-space. 

It can be shown analytically that the infinite integrals of equation 

(7-10) yield the transmitted electric field intensity for T below the
 

half-space and zero for T above the half-space if it is assumed that the
 

incident field is an Ey-polarized plane wave impinging normal to a flat
 
i 

half-space. In this case, Ky is constant and is given from equation (4-21)
 
y
 

as
 

01+Z. 	 (7-13a) 

Similarly, Mi is constant and is found from (2-39b) and (4-25) to be
s 

- (Ej c EfZ = - Z. b .	 (7-13b) 

Introducing equations (7-13) into (7-8) and assuming that is below
 

the half-space, then equation (7-8) becomes
 

fo 72_s(7-14) 
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Using the results of equations (4-28) and (4-29), then (7-14)
 

becomes
 

On comparing equation (7-15) with (5-22), it is evident that'the infinite
 

integrals of equation (7-10) yield the transmitted electric field inten­

sity when F is below the half-space. If - is above the half-space, 

(7-14) becomes 

.2 ( Z 4 01(7-16) 

Introducing the results of equations (4-28) and (4-29) into (7-16); it
 

is found that Eyl( -+ is zero. 

A similar analysis can be followed for H4( f ) in region 1r Ht(inregin 1begin­

nling with equation (2-74), or by computing H from (7-12) using Maxwell's
 

equations. It would be found that
 

C +3 
(7-17)
 

where 0( + ) designates that this term is to be set equal to zero
 

when the point of observation is above the half-space,
 

trans
 
Htr ( F ) is the transverse magnetic field intensity trans­

mitted by a flat half-space and is to be used when' the point
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of observation is below or on the half-space 

Fl(k - ) andF ( jt ' ) are given by equations (7-3), 

and I (k ) is given by equation (7-7). 

When a cylinder is present in the ground, equations (7-12) and 

(7-17) must include a contour integral around the cylinder boundary. 

Thus, in the present problem, (7-12) and (7-17) can be rewritten as 

-F;'(y E Q t{' f 

-- XLa-+
and C2 

­

[t r)+ . ­

an C- C. 

4 q,.
 

'iel Ja-' (7-19) 

The parameters of the half-space have been referred to by the subscript
 

1 and the equivalent surface current densities on contour 2 have been
 

superscripted 2 (see Fig. 71).
 

It should be noted that the integral representations for an interior
 

region, equations (2-72) through (2-75), were derived assuming that the
 

normals on the contour are into the interior region. Since the normal
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on C2 has been chosen as into the inhomogeneity in Fig. 71, the opposite
 

sign to that of equations (2-72) and (2-74) has been taken for all inte­

grals in region 1 around C2.
 

Finally, the integral representations for E and H in region 2
 

follow directly from equations (2-72) and (2-74). Assuming normal inci­

dence of an Ey-polarized field, it is found that
 

__f Lf 11 G,.it'i~ , (7-20)I~'cVtlP-1'IIt1 

C42 

and
 

Lk(z k; (?pF''F L y4cT M (7-21) 

where Fl(k,, ' ) and F3 (h1,') ) aregiven by equation (7-3), 

and the parameters of the inhomogeneity have been referred to by 

the subscript 2. 

jThe unknown current components K(V ) and Ms(( ) on contours I and 

2 are obtained by enforcing the boundary conditions on tangential E and 

H and solving the resulting integral equations. We have from equations 

(2-53) that the tangential unit vector A is given by 

S = A C (7-22) 

where et, is the normal at the boundary point.
 

Thus, the tangential component of iftr in each region is found by
 

taking the dot product of (7-10) with equations (7-5), (7-17) and (7-19).
 

It is found that
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[ -Ti ~~' 

(7-23) 

U_'+q vky, (f , (,T3. 10 + 4t, L.(,, ?) 

(7-24)i- ­_ 

-& 

and 

(7-25)B2, 

where 

(7-26a)- -14 = 

(7-26b)Cal 

(7-26c)c9s-4si0)G~ k~~i ~~t 

+ 'Ip-) f-ti)Hc 

and 

Tik~qi')4,(qq') 1 JiL~4s~ 3 sI 
-a--SL (7-27) 
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If we let the point of observation approach a boundary point on CI
 

given by the position vector and equate tangential components of
 

E and H, it is found that
 

a - -S -77 - 8 

(7 -2 8)4f. K' F -H, ho F y) , . 

andr
 

1-­

and 

A . 

I -'$ -.. , a!')caLfldcfp' 0 r)-~~~4 

-¢;r IO IT (729__ __]
~2 f-Sc.2.....- -+ "­

CL-S 

T)-IL MQ~)cfr~do1n5kJF:-)IeJ3 
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Similarly, if we let the point,of obgervation approach a boundary
 

point on 02 given by the position vector and equate tangential
 

components of E and H. it is found that
 

-Ao la1k rLfiNLi-01'OL 
+)*#.t 3- (6Id J7L'- F' 0 ), 

,n& tK,," l,;'
-+ kJ':z O (7-30) 

.,' rriJiM z Lir'tI4~-

and
 
0 '"1 _O.C- ) ',- ' --', 

aa 4; 

4' t 

I(7-31)
Al ' ­, '),a-- , ­

it ..~ 
-~I 

-
C2
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Equations (7-28) through (7-31) are the desired coupled integral
 

equations with two unknown current components K( ) and M( f ). They 

are solved as in Chapter 5 by dividing (-a, a) and C into a total of N2 

sampled values of each unknown current component. When this is done, the
 

integral equations reduce to a system of linear equations of the form
 

(t )?,I,' + LB )(kj . ( A2IXJW)5(7X32V1(3{)4 

13 'a 

The superscript on Aij ', B.. refers to the boundary upon which the boun­

dary condition is being enforced when each matrix is determined. The
 

primes on C y); (H) and (0) indicate that these column matrices are 

Equations (7-32) can be rearranged into a system of 2N linear
 

equations of the form of equations (5-47). It is found that
 

K4 4) 3.l~1.)(M 73b
ii~~~~~ 

Equations (7-33) are solved in exactly the same manner as equations (5-47).
 

Their solution is given by equations (5-478)by treating each partitioned
 

matrix (A.. B ') as C . 

'. ij ij 
Once ( IK ) and Ms(! ),have been estimated from equations (7-28) 
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through (7-31), the total or scattered magnetic field intensity is calcu­

lated from equation (7-5), (7-17) or (7-19), depending upon which region 

the field is desired. Exterior to the half-space, the scattered 

magnetic field is given by 

4 (7-34)
 

here I is g by equation (7-7). 

It should be noted that as in Chapters 3, 4 and 5, it is necessary
 

for integration accuracy to make a small argument approximation to the
 

Hankel functions whenever lkll -F'I<,5 and integrate the resulting ex­

pres~ions analytically. However, since the integral representations of
 

this chapter are the same as those of Chapter 5. this problem has been
 

discussed previously in section (5-1) (equations (5-30) through (5-33)).
 

Similarly, integration through the point of singularity has been examined
 

in section (5-2).
 

It is nteresting to note that equations (7-30) and (7-31) reduce to
 

(5-20) and (5-21). the integral equations for scattering from cylinders in
 

a conductive whole-space, if we assume that the earth-air interface is
 

horizontal and ignore coupling* between the cylinder and the interface.
 

*The term coupling will be used to describe the electromagnetic inter­
action between the cylinder and half-space contours which modifies the
equivalent surface current densities on the cylinder surface from their
 

whole-space value.
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In this case, K'f~) and M'( ) arise from the incident field alone and, 

as a result, (-a, a) can be set equal to (-0., 0.). Thus, equations 

(7-30) and (7-31) reduce to
 

(7-35)
 

- f M 0 -ijc) KU)(Lj 71 

2 

and
 

k t( ,341)T'L ,I'
( F" ' k ) r 

_2(7-36) z 

+ , 'O "' 

Assuming that the cylinder is below the half-space, it is evident on
 

comparing equations (7-35) and (7-36) with (5-20) and (5-21) rhat these
 

are the same integral equations as derived to examine scattering from
 

cylinders in-a conductive whole space. In (7-35) and (7-36), the inci­

dent fieid is the field transmitted into a flat, homogeneous half-space.
 

7-2 Numerical Examples
 

(7-31) 

Equations (7-28), (7-29), ( 7-30),Aand (7-34) were programmed assuming 

that the incident field is an E -polarized plane wave incident normal to 
y 
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a conductive half-space. In this case K and are constant and given

M
 

by (7-13). Furthermore, the integrals I and IH reduce to expressions
 

which are similar to equations (4-39) and (4-48). Thus, we can rewrite
 

(7-4) and (7-5) as
 

y 


_T- C-S, zv (7-37) 

and 

A Az 

(7-38) 

where 1 1 15 110 and I are"given by equations (3-63a),
1 12 16 

(3-63b), (4-13a), (4-13b), (4-14a), (4-14b) and (4-14c) res­

pectively, with a = -a-s and b = a-s i
i .
 

iWhen the point of observation ( ) is on the half-space, a limiting
 

process similar to integrating through the singular interval (section 5-2)
 

must be taken before (7-37) and (7-38) can be evaluated. Noting that this
 

limit is taken from opposite sides of the interface in each region, it is
 

found that for points of, observation in air, equations (7-37) and (7-38)
 

reduce to
 

An t ~ +*(7-39a) 
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and
 

T1 I"0 N (7-39b) 

Similarly, for points of observation in the ground,
 

a'3&T fp)~j I<K=t .S 1Ko -' (7-40a) 

and
 

4 (7-40b) 

If follows from section (5-2) and Appendix D that
 

ft4 -422. j2. 

(7-41)
 

+t 4~L4k 'f u"' (A dL' 
-era--,6SL,') +fe,,k
 

where
 

Equation (7-41) states that HKOO is approximated analytically over -e E) 

by taking the limit as 0 of the small argument solution given 



150 

in Appendix D. and numerically over the intervals (-a-sj , - ej ) and 

a-si). The subscripts on e imply that if E >1 -a-sij or 

e6>(a-s) - or E is to be replaced by -a-s. or a-s. respectively, 

and the first or second integral of (7-41) ignored. 

It is shown in Appendix D that 12 can be evaluated analytically, and 

it is found that 

0 0 wa-(7-42) 

Finally, it follows from section (5-2) and Appendix D that
 

L- 24 

(7-43);nPeqa i - 2k -I ooae 

S2­
jsI -as--J4A'. 

As in equation (7-41), - orr , is'to be replaced by -a- or ­

respectively; if E> -a-silor ea> (a-s.) and the first or second 

integral of (7-43) ignored.
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Assuming that the incident field is an Ey-polirized plane wave im­

pinging normal to a conductive half-space, then
 

- (7-44a)
 

and
 

(7-44b)
 

The reflected field intensities are given by equations (4-24) and
 

(4-25) as
 

L~'10~I") I~ £(7-45a) 

and
 

C i OIL Z. K0 .Z.(7-4 5 b ) 

Finally, the transmitted field intensities are given from equations
 

(5-22) and (5-23),as
 

7 (7-46a) 

and
 

) i C -(7-46b)
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It should be remembered, that-equations (4-40) through (4-44)
 

must be considered at the edges of the interval (-a, a) to ensure con­

.
tinuity of the unknown current distributions with Ki and Mi
 
y Is
 

Figs. 72 through 79 demonstrate that the integral representations
 

derived for scattering from cylinders in a conductive half-space are valid
 

and that the solution converges rapidly for these electrical parameters as
 

the sampling rate is increased. In Figs. 72 through 78, we have assumed
 

that the conductivity of the air is equal to the conductivity of the
 

half-space (10-3 mhos/m), so that the solution must reduce to the solution
 

for scattering from circular cylinders in a conductive whole-space. It
 

should be noted, however, that since the entire integral equation must be
 

solved (i.e., no expressions in equations (7-28) through (7-31) reduce to
 

zero when this assumption is made), such a test forms an accurate check on
 

the formulation of the problem for scattering from cylinders in a conductive
 

half-space.
 

In addition, we have assumed normal incidence of an Ey-polarized 

plane wave in Figs. 72 through 78 and that: the height Zo of the point 

of observation above the half-space is I m. the depth ZI, from the half­

space to the top of the cylinder is 19 m, the cylinder radius is 100 m 

the incident field frequency is 1000 hz, the conductivity T of air is 

- 310 mhos/m, the conductivity T of the half-space is 10-3 mhos/m and 
-i 

the conductivity 71 of the cylinder is 10 mhos/m.
 

Fig. 72 indicates that with these electrical parameters a contour
 

section bounded by (-1000)+ 1000) is sufficient to describe the unknown
 

surface current densities. Fig. 73 shows that an error of less than 2%
 

in the peak value of real (Hx) is achieved if the half-space profile is
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sampled 20 times. It is seen also that a slight instability arises in
 

the field, although the amplitude of the oscillations decreases as the
 

sampling width on the topographic profile decreases.
 

As in the examples in Chapter 3, these oscillations arise from the
 

inaccuracy of the numerical integration across intervals of the contour
 

in close proximity to the point of observation. It was noted in section
 

(4-3) that the integration inaccuracy is a result of the manner in which 

the program has been written since the small argument approximation is 

used only when Ibik Re for all points on an interval. As a result, 

it was found that the numerical integration was inaccurate across any 

interval in which part of the contour is greater than Re while most of the 

contour is much less than Re. 

It was seen from Table 1 that for such an interval, solution accuracy
 

could be increased by raising the number of sampling points within the
 

interval (-a, a) or by increasing Re. Note, however, that Rg cannot
 

exceed the validity of the small argument expansion for the Hankel func­

tLons. Figs. 73 and 74 indicate that these oscillations are a result of
 

integration inaccuracies since their magnitude is quite dependent upon
 

the sampling rate (Fig. 73) and the value of Re (Fig. 74).
 

To overcome this problem, the program should be rewritten so that
 

both the small argument approximation and Simpson's rule can be used in
 

integrating whenever Ra falls within an interval. Since these oscillations
 

amount to less that 1% of the total field with an Re of .5 and careful
 

sampling, the present program has not been changed. However, before a
 

general analysis of scattering problems is undertaken, this change should
 

be made to avoid an unrecognized error.
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Fig. 75 shows that by sampling the topographic contour 29 times and
 

the cylinder contour 30 times, an overall error less than 2% of the peak
 

value of H has been achieved for the horizontal magnetic field intensity.
 

Similarly, Fig. 76 shows that with the exception of several discrete
 

points, an error of less than 2% of the peak value of H. has been achieved
 

for the vertical magnetic field intensity as well.
 

The 	discontinuities in H are observed only when the point of obser­z 

vation is near the contour and directly over the edge of two intervals.
 

In this case, the contribution to the fields comes mainly from that part
 

of the contour in the immediate vicinity of the point of observation.
 

As a result, the discontinuity in the parabolic fit to the current density
 

(see Fig. 7) predominates-and a poor estimate of the scattered field is
 

obtained.
 

Further observations which point to the break in the current density
 

as the origin of these discontinuities in H. are:
 

1) 	The magnitude of the error in Hz decreases (Fig. 76) as
 

the parabolic fit to the surface current density improves
 

(i.e., as the number of sampled values on the topographic
 

contour increases).
 

2) The magnitude of the error is larger for points of obser­

vations near the cylinder (i.e., the parabolic fit is
 

least satisfactory in those regions of the contour where
 

the field intensities vary most rapidly).
 

Thus, the discontinuities in H are predictable and can be excluded from
 z 

the smooth profile of Hz whenever they occur.
 

Figs. 77 and 78 show that when the topographic profile has been
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sampled 29 times-and the cylinder contour 30 times, an error of less than
 

1% has been obtained in estimating K while an error of less than 6% has
 y
 

been obtained in estimating Ms . However, since the peak value of Ms is
 

about 1/3 the peak value of Ky this decreased accuracy in estimating Ms
 

is not surprising.
 

Figs. 72 through 78 have demonstrated that the formulation of the
 

problem of scattering from cylinders in a conductive half-space reduces
 

to that for scattering from cylinders in a conductive whole-space if the
 

conductivity of the air is set equal to the conductivity of the ground.
 

A second check on the formulation of the problem and the program is to
 

set the conductivity of the cylinder equal to the conductivity of the
 

ground. In this case, the solution must reduce to the solution for plane
 

wave reflection from a homogeneous half-space.
 

Fig. 79 shows that the solution does reduce to that -for reflection
 

from a homogeneous half-space. In this example, we have assumed normal
 

incidence of an E -Rolarized plane wave and that: the height Z. of the
 

point of observation above the half-space is I m, the depth Z from the
 

half-space to the top of the cylinder is 20 m, the cylinder radius is
 

100 m, the incident field frequency is 1000 hz,, the conductivity I, of
 

air is 0., the conductivity M of the half-space is 10- 3 mhos/m and the
 

-
conductivity 7,, of the cylinder is 10 3 mhos/m.
 

It is seen that an error of about 3% has been obtained with 20
 

sampled values on the half-space contour and 40 sampled values on the
 

cylinder contour. This accuracy is not surprising since it was observed
 

in section (5-3) that solution accuracy was poorest when the reflection
 

coefficient was small. (In this case, the reflection coefficient is
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zero.) However, it does indicate that when the reflection coefficient on
 

the cylinder is small, the numerical results will have an error of less
 

than 3% of the half-space value.
 

Figs. 80 through 84 give the convergent numerical solution for scat­

tering from a circular cylinder in a conductive half-space. We have
 

assumed normal incidence of an Ey-polarized plane wave and that: the
 

height Zo of the point of observation above the half-space is 1 m, the
 

depth ZI from the half-space to the cylinder is 20 m the cylinder radius
 

is 100 m, the incident field frequency is 1000 hz, the conductivity q0
 

-
of air is 0., the conductivity 7j of the half-space is 10 3 mhos/m, and
 

the conductivity I of the cylinder is 10-1 mhos/m. The topographic
 

profile has been sampled 41 times between (-2100)+ 2100) and the cylinder
 

contour has been sampled 30 times. It is estimated that with these
 

parameters an error of less than 2% of the peak value of H has been
 

obtained.
 

Fig. 80 shows that the peak value of real (H x) for a circular cylinder
 

in a conductive half-space is about 10% greater than that obtained for
 

scattering from a circular cylinder in a conductive whole-space when the
 

field transmitted into the half-space is. taken as the field incident upon
 

the cylinder. It should be remembered that this whole-space solution
 

ignores coupling between the cylinder and the earth-air interface, and
 

the boundary condition which must be met by the scattered field at the
 

earth-air interface. The large response of real (H ) observed on the
 
is due mainly x
 

flanks of the anomalyAto the magnetic field intensity reflected from a
 

homogeneous half-space.
 

Fig. 81 shows that the peak value of real (H ) is about 10% less
 -z 
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than that obtained for spattering from a cirtular cylinder in a conductive 

whole-space when the field transmitted into the half-space is taken as 

the field incident upon the cylinder. As above, the whole-space solution 

ignores coupling between the cylinder and the earth-air interface, and 

the boundary condition which must be met by the scattered field at the 

earth-air interface. The reason that the peak value of (Hx) is greater 

than the whole-space solution while the peak value of (HZ) is less is 

that the horizontal magnetic field intensity reflected from the half­

space has not been added to the whole-space scattering solution. This 

has been done in Fig. 82 and it is seen that now the peak value of (H ) 

is about 20% less than that obtained for a cylinder in a conductive 

whole-space.
 

Figs. 83 and 84 show that the effect of coupling between the cylinder
 

and the earth-air interface on the induced surface current densities is 

to reduce the electrical surface current densities by about 10% and the 

magnetic surface current density by 20% in this example. Note from Fig. 

781, however, that the same accuracy cannot be attached to Ms as to Ky. 

It is easy to argue that the effect of coupling between the cylinder
 

and the earth-air interface is to decrease the equivalent surface current
 

densities. This is seen by examining the polarization of the fields as
 

they are modified by each boundary:
 

1) 	When the incident field is transmitted into the conductive 

grodnd, the polarization of the wave remains unchanged 

at (+Ey ) +Hx). 

2) 	The field scattered by the more highly conducting cylinder
 

will possess an Ey-polarization 1800 out of phase with the
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incident electric polarization. Directly above the top
 

of the cylinder, the polarization of the scattered field
 

will be (-Ey , +HX). 

3) 	The field reflected by a dielectric medium back into a
 

conductive medium will have the same electric polarization
 

as the original wave, but the magnetic field intensity will
 

undergo a 1800 phase shift. As a result, the polarization
 

of the field reflected back into the ground directly above
 

the cylinder will be (-Ey , -Hx). 

The "effective" incident field that is scattered by the cylinder is the 

sum of fields 1) and 3). Consequently, it is apparent that c6upling 

between the cylinder and the earth-air interface will decrease the equi­

valent surface current densities.
 

The surprisingly small coupling effect can be reconciled by noting
 

that the half-space contour in the immediate vicinity of the cylinder is 

in the static region ( khcI) of the fields scattered by the cylinder. 

In this region, it appears that the reflection at the half-space interface 

is small. By analogy, we can examine the response of a sphere in a con­

ductive half-space to a static uniform electric field. The solution to 

the sphere problem has been investigated by Grant and West (1965, p. 425),
 

and they note that interaction between the sphere and the earth-air inter­

face is less than 10% if (ZI + R) 2 1.3 R, where ZI is the depth from the
 

earth-air interface to the top of a sphere of radius R. in Figs. 84 and
 

85, 	(ZI + R) = 1.2 R and it is seen that the half-space solution differs
 

from the whole-space solution by 10% for K and about 20% for M
 
y s
 

To illustrate the convergence of the method for VLF scattering
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problems, the field scattered by a circular cylinder has been examined in
 

Fig. 85 assuming ,that the incident field frequency is 30,000 hz. Further,
 

we have assumed normal incidence of an Ey-polarized plane wave and that:
 

the height Z° of the point of observation above the half-space is I m,
 

the depth Z from the half-space to the top of the cylinder is 19 m. the
 

cylinder radius is 100 m. the incident field frequency is 1000 hz, the
 

conductivity T; of air is 0-3 mhos/m the conductivity 'r of the half­

-1
 
space is 10-3 mhos/m, and the conductivity W- of the cylinder is 10


nhosfm.
 

Since the conductivity of the air and ground are taken to be the
 

same, the numerical solution must reduce to the analytical solution for
 

scattering from a circular cylinder in a conductive whole-space. It is
 

seen that an error of less than 2% of the peak value of real (Hx) has
 

been achieved with 39 sampled values of the topographic contour between
 

(-285, +285) and 30 sampled values of the cylinder contour.
 

The field scattered when the vertical slab of Fig. 24 is placed in
 

a conductive half-space has been plotted in Figs. 86 through 90. In
 

addition, the vertical field scattered by this slab in a conductive
 

whole-space (Fig. 62) has been plotted in Fig. 87 for comparison of the
 

half-space and the whole-space solutions. We have assumed normal inci­

dence of an Ey-polarized plane wave in this example and that: the height
 

Z of the point of observation above the half-space is I m, the depth
 

Z from the half-space to the top of the cylinder is 20 m the incident
 

field frequency is 1000 hz, the conductivity( of air is 0., the con­

ductivity urjof the half-space is 10-3 mhos/m, and the conductivity U
 

of the cylinder is 101Imhos/m.
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It is evident that the main effect-of the half-space is to reduce
 

the amplitude and phase of the scattered field, as was the case for the
 

circular cylinder of Figs. 80. In particular, it is seen that the in­

flextions of imaginary '(H) which were observed for scattering from
 

finitely conducting slabs in a conductive whole-space are still present.
 

It was noted in section (5-4) that these inflextions in imaginary
 

(H) were caused by each corner of the slab responding to the incident
 

field. This is seen most clearly in Fig. 89 where the equivalent elec­

tric surface current density on the right half of the slab has been
 

plotted. It is evident that the upper right hand corner of the slab, even
 

though it has been smoothed, brings about a negative peak in imaginary
 

(KY) at a distance of 25 m'around the contour from the top of the slab.
 

The upper left hand corner of the slab will bring about a similar res­

ponse. 

Thus, the observed inflex ions in imaginary (H) can be explained by 

treating the peak in imaginary (Ky) at each corner as a line source. 

Whenever the radius of curvature is small, the current density will 

remain finite but exhibit an increase in magnitude. It should be noted, 

however, that the work of Mei and Van Bladel (1963b) in studying scat­

tering from perfectly conducting rectangular cylinders indicates that
 

this behaviour does not occur for Hy-polarized incident fields (or at
 

least it will not be as marked).
 

The field scattered by the topographic profile of Fig. 47 has been, 

considered in Figs. 91 through 95. In this example, we,have assumed 

normal incidence of an Ey-polarized plane wave and that: the height 

Z
O 

of the point of observation above the half-space is 150 m, the 
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incident field frequency is 1000 hz, the conductivity To of air is 0.,
 

and the conductivity a- of the half-space is 10-3 mhos/m.
 

In Figs. 91 through 93, imaginary (ix) has been examined to establish 

solution convergence. Since imaginary (Hx) is less than 10% of real (H), 

a solution convergence of 1% in Figs. 91 through 93 establishes conver­

gence accurately for other components also. It is evident from Figs. 91 

and 92 that an error of about 3% (at the peak value of imaginary (Hx) 

can be obtained if the contour is sampled 33 times within the contour 

section (-1100, +1100). 

The decrease in accuracy obtained when the contour is sampled 43
 

times is a result of integration inaccuracies as was discussed for
 

Figs. 72 through 74. This is seen even more clearly in Fig. 92 where
 

the solution has been obtained for an Re of .3 and .55 when the contour
 

has been sampled 57 times between (-1100, +1100). Note that the largest
 

departure from the, convergent solution occurs in both Fig. 91 and 92
 

at x = -900 m, since the integration inaccuracies occur at the edges of
 

the interval (-1100, +1100) where large interval widths have been taken.
 

As in earlier examples, it can be demonstrated also that this is an
 

integration accuracy problem by increasing the sampling density. Conse­

quently, the contour has been sampled twice as frequently between
 

300 . I xl 1100 as for N = 57, and an Re of .3 was retained. It
 

is evident from Fig. 92 that an accurate solution has been obtained in
 

this manner.
 

Fig. 93 indicates that,a contour section bounded by (-5000, +5000)
 

is sufficient to describe accurately the unknown surface current density.
 

On the basis of Figs. 91 through 93 it is seen that an error of about 3%
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(at the peak value of imaginary (Hx) or about .2% at the peak value of 

real (H) ) can be achieved if the contour is sampled 43 times within 
x 

the contour section bounded by (-5000, +5000).
 

In Figs. 93 and 94, the magnetic field intensity scattered by the
 

hill has been plotted assuming a constant flight level of 150 m above
 

the half-space and a contour flight level of 150 m above the topographic
 

profile. It is seen that as in Fig. 51, the peak electromagnetic response
 

of H is reduced by a factor of two by contour flying. However, even by
K 

contour flying, there has been an approximate increase in the peak value
 

of real (11x) of about 6% as a result of topography. It should be noted,
 

however, that this value is approximately one half the response predicted
 

in,Chapter 4 when the low surface impedance solution was applied tb this
 

problem. (It is interesting to note that in a similar problem, Ward
 

(1967b, p. 271) deduced a topographic response of 10% on the basis of
 

physical reasoning alone.)
 

It is evident from Fig. 95 that by contour flying the peak response
 

of Hz is reduced by about 10% and the position of the peak value (Hz)
 

shifts away from the cross over. The shift in peak H away from the
z 

cross over is in accordance with the fact that the point of observation
 

is further from the current sources than when the fields are observed
 

on a constant flight level.
 

To illustrate the application of the method to the most general
 

problem of scattering from cylinders in a conductive half-space, the
 

field scattered by a vertical slab within a hill has been plotted in
 

Figs. 97 through 102. The geometry of the problem is shown in Fig. 96.
 

In Figs. 97 and 98, we have assumed normal incidence of an E -polarized
 
y
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plane wave and that: the height Zo of the point of observation above
 

the half-space is 150 m, the height ZI from the half-space to the top
 
1
 

of the cylinder is 50 m, the incident field frequency is 1000 hz, the
 

conductivity r, of air is 0., the conductivity T; of the half-space

-3
 

-
is 10 mhos/m, and the conductivity r, of the cylinder is i10 mhos/m. 

The field scattered by the hill alone has been plotted for comparison,
 

and it is evident that with these electrical parameters the fields scat­

tered by the slab predominate over those scattered by the hill. It is
 

not evident from a study of imaginary (Hx), however, that the cylinder is
 

a slab. The reason for this is that it could be argued that the inflexion
 

of the peak value of imaginary (H.) arises from the contribution of the
 

fields scattered by the hill. Nonetheless, it would be possible to
 

identify the scatterer as a slab since the hill does not give rise to
 

the observed inflexion in scattered H.
 
z 

In Figs. 99 and 100, the conductivity of the slab has been increased
 

from 10- Imhos/m to 10. mhos/m. All other parameters of Figs. 97 and 98
 

remain unchanged. It is seen that the amplitude of the scattered fields
 

has increased and the inflexions in imaginary (H) are absent. It is not
 

surprising, however, that these inflexions will disappear as the slab
 

conductivity is increased since we observed in Figs. 25 through 28 that
 

they are not present when the slab is assumed to be perfectly conducting.
 

In Figs. 101 and 102, the conductivity of the half-space has been
 

decreased from 10-3 mhos/m to 10-4 mhos/m, but all other parameters of
 

Figs. 97 and 98 remain the same. It is evident again that the amplitude
 

of the scattered fields has increased and the inflexions in imaginary
 

(R) are absent. In addition, it is seen that the fields scattered by
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the hill are only about 2% different from the half-space value. Note,
 

however, that topography still is important since if modifies the field
 

transmitted into the half-space from a plane wave to a wave propagating
 

normally away from the hill profile.
 

The increased amplitude observed when the ground conductivity has
 

been decreased is expected from Fig. 36 since .
,/Awhere A is the
 

largest dimension of the body, has increased by a factor of 3. The dis­

appearance of the inflexions in imaginary (H), however, was not antici­

pated. A study of imaginary (K ) around the slab contour indicates that
 

there is a slight increase in the magnitude of imaginary (Ky) at the
 

corners, but not as marked as in Figs. 97 and 98 and not sufficient to
 

be observed on a plane of observation 150 m above the half-space.
 

Mei and Van Bladel (1963b) have shown that the current density is
 

singular at the corners of a perfectly conducting rectangular slab when
 

the incident field is an Ey-polarized plane wave. Figs. 25 and 26 indi­

cate that the current density on a perfectly conducting slab is well
 

behaYed if the corners are rounded as much as in Figs. 24.
 

Figs. 99 through 102 show that for a large reflection coefficient,
 

no inflexions in imaginary (H) are observed. However, Figs. 97 and 98
 

indicate that inflexions are observed with a smaller reflection coefficient.
 

Thus, we conclude that the inflexions observed in imaginary (H) over wide 

slabs are dependent upon the reflection coefficient and the radius of
 

curvature at the slab corners.
 



CHAPTFER 8
 

CONCLUSIONS
 

8-1 Summary
 

The purpose pf this dissertation has been to consider the theory of
 

integral representations as applied to the solution of two-dimensional
 

geophysical scattering problems. The examples given have demonstrated
 

that for two-dimensional source problems, equations (2-56), (2-57))
 

(2-66). and (2-67) are the most general integral representations of the
 

fields in the exterior (source) region. Similarly, equations (2-72),
 

(2-73), (2-74), and (2-75) are the most general integral representations
 

of the fields in each homogeneous interior (source free) region. In
 

addition, it was shown in section (6-3) that these two-dimensional inte­

gral representations can be used to solve for scattering from cylinders
 

assuming three-dimensional source configurations by expanding the primary
 

current distribution and the field it radiates into a Fourier integral
 

over a continuous mode distribution.
 

Using these integral representations, it was shown that the solution
 

to any two-dimensional scattering problem could be obtained by choosing
 

an appropriate integral representation in each homogeneous region present
 

and solving the resulting integral equation. It was found that for plane
 

wave scattering problems, an error of less than 5% can be obtained without
 
-2 

difficulty if a mhos[m or 10 for frequencies up
10 1r~i 


to 30,000 hz. Since these cylinders constitute a large proportion of the
 

scatterers encountered in electromagnetic prospecting, this solution
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accuracyiscnieesaiacoy
is considered satisfactory. 10-2mhos/m
accuracy InIntoecssweetthose cases where l0 bs/
 

or /> o < 10, the reflection coefficient of the cylinder is
 

small and solution accuracy decreases.
 

Solution convergence generally was established in several steps:
 

1) The numerical problem was examined first for the case of
 

scattering from a circular cylinder assuming that the
 

cylinder was about the same size and had the same electrical
 

parameters as the general problem. The conductivity of the
 

air was set equal to the conductivity of the ground and the
 

numerical solution was compared with the analytical solu­

tion for scattering from circular cylinders in a conduc­

tive whole-space. In this way, a general impression of
 

solution accuracy and convergence was obtained.
 

2) 	The width (-a, a) of the contour section required to des­

cribe the unknown surface current densities on the half­

space was determined for the general problem.
 

3) 	The integration accuracy on both the topographic and cylinder
 

contours was decided.
 

4) 	The distribution of sampling points necessary on each con­

tour was found by increasing N. Although general rules
 

cannot be given to suggest the sampling densities that
 

-might be required, several observations can be made:
 

a) 	The magnitude of the equivalent surface current
 

densities will be large and vary rapidly on those
 

parts of the contour having a small radius of
 

curvature (see Figs. 25, 26, 88 and 89). Conse­
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quently, a small sampling interval is required in
 

these regions to represent accurately the surface
 

current densities.
 

b) 	The equivalent current densities are equal to the
 

tangential components of the total electromagnetic
 

field quantities on the boundary. Thus, in those
 

problems where attenuation is significant or the
 

incident field strength falls off rapidly, the scat­

tered field is determined primarily by that portion
 

of the scatterer contour closest to the source and
 

point of observation. Consequently, small sampling
 

intervals are required in these regions only. (For
 

example, see the fields scattered by a circular
 

cylinder in the presence of an electric line source,
 

Figs. 65 through 68.)
 

5) 	Although not always investigated, an estimate of the size
 

of numerical round-off with the above numerical parameters
 

can be obtained by setting all conductivities equal to that
 

of the half-space (see Fig., 60).
 

It is important to note that in those examples where integration accuracy
 

was 	not maintained (see Figs. 13 through 18, 72, 73, and 88), the result
 

was 	apparent as an oscillatory behaviour in scattered H when none was
 

anticipated.
 

It would be misleading to state that the program accompanying this
 

thesis solves the problem of scattering from a vertical slab buried under
 

a hill (Figs. 95-97) in 2 minutes on a CDC 6600, or equivalently, about
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10 minutes on a CDC 6400. The reason for this is that the convergence
 

tests listed above require a considerable amount of computer time before
 

the desired equivalent surface current densities can be computed. However,
 

it should be remembered that once an accurate estimate of K and M has been
 

obtained, the fields can be studied in detail using a small amount of
 

computer time since it is only necessary to solve the integral equations
 

once for each scattering problem.
 

It would appear that solution accuracy can be improved and/or solution
 

time reduced in several ways:
 

1) The work of Zaki (1969) can be followed to account for contour
 

curvature.
 

2) 	The work of Green (1965) in studying finite difference problems
 

indicates that it might be possible to extrapolate the results
 

obtained at several sampling densities to a more accurate
 

solution.
 

8-2 Conclusions
 

As a ,result of applying integral representations to investigate 

geophysical scattering problems (assuming normal incidence of an E ­y
 

polarized plane wave in most cases), the following important observations
 

and conclusions have been reached.
 

1) The phase of H is dependent upon the position of the observer
 

in space, even for perfectly conducting scatterers (see
 

Figs. 27 and 28).
 

2) The phase of H normally is not zero, even for perfectly con­
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ducting scatterers because of the importance of the
 

axial electric field intensityl(see Fig. 37).
 

3) 	Coupling reduces the induced surface current densities
 

approximately 10% to 20% assuming a standard ground con­

ductivity of 10-3 mhos/m a cylinder conductivity of
 
10"mhos/m, a frequency of 1000 hz, and a separation
 

of 20 m between the top of the conductor and the half­

space (see Figs. 83 and 84).
 

4) Inflexions in imaginary (H) can occur in the field scat­

tered by a single conductor if the radius of curvature
 

on the upper portion of a finitely conducting scatterer
 

is small at several sites (see Figs. 86ithrough 90).
 

These inflexions are dependent upon the radius of cur­

vature and the -reflection coefficient on the slab contour
 

(see Figs. 97 through 102). Note, however, that these
 

results probably are applicable to Ey-polarized incident
 

fields only.
 

5) A smooth hill 600 m wide and 100 m high with a maximum slope
 

of 310 increases real (It)approximately 11% over that field
 

reflected by a flat half-space assuming a standard ground
 

-
conductivity of 10 3 mhos/m and a constant flight level
 

of 150 m. The result of contour flying over this hill at
 

150 m is to reduce the peak horizontal response of the
 

hill by a factor of two and yield a constant field intensity
 

over the central position of the hill. The peak response
 

of Hz is reduced about 10% and shifted away from the cross
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over (see Figs. 94 and 95). When the conductivity of the
 

ground is reduced to 10-4 mhos/m, the fields scattered by
 

the hill are less than 2% different from the half-space
 

values (see Figs. 101 and 102).
 

8-3 	 Extensions and Applications
 

The above observations and conclusions were reached in demonstrating
 

the validity and utility of the integral representations. It is clear
 

that many important questions will be answered when a general numerical
 

analysis of scattering from cylinders in a conductive half-space is under­

taken. Furthermore, the work can be extended to study some of the most
 

basic scattering problems encountered in geophysical exploration. Some
 

of the general problems which now can be investigated include the
 

following:
 

1) 	The effects of overburden on the scattered field can be
 

studied like the half-space solution by choosing a fourth
 

integral representation in the homogeneous overburden layer.
 

Outside (-a, a) we assume that the layer is flat and the
 

equivalent surface current densities arise from the primary
 

field incident upon a flat layer overlying a conductive
 

half-space. Alternatively, a finite overburden layer can
 

be considered by tre&ting the overburden as having a
 

catenary-like cross section.
 

2) 	The fields scattered by cylinders in a conductive half­

space assuming H -polarized incident fields can be examined
-y
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by programming 'the Hy-polarization solutions given in this dis­

sertation.
 

3) 	Scattering from multiple conductors can be considered by choosing
 

an integral representation in each additional scatterer present.
 

4) The magnitude, phase, and geometry of the fields scattered by
 

cylinders in a conductive half-space assuming finite sources can
 

be studied by following the methods outlined in Chapter 6. When
 

the finite dimensions of the dipole become important and/or
 

coupling between the ground and source is important, the tech.­

niques of Chapter 6 may not be satisfactory. Instead, the
 

problem should be considered as an antenna scattering problem
 

and the current distribution on the antenna included as an
 

unknown. Work in this direction for dipoles over a lossy earth
 

has been reported in an abstract by Arens and Embry (1968).
 

5) 	An analysis of scattering from finitely conducting bodies
 

of revolution can be undertaken by extending the work of
 

Andreasen (1965 a) to include interior integral representations
 

and applying the results to geophysical scattering problems.
 

Note, however, that this solution requires that the incident
 

field be expandable into a set of orthogonal TE and TM modes
 

propagating along the symmetry axis of the body considered.
 

6) 	tbe-time-responsi of'fields scattered from cylinders of arbi­

trary cross section can be studied by transforming frequency
 

domain results into the time domain. Although this may not be
 

the most economical manner in which the problem can be solved,
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it is straight-forward in principle.
 

7) Since elastic waves obey the same Helmholtz equation as electro­

magnetic waves, the analysis of this dissertation can be repeated
 

to investigate seismic scattering problems. Acoustical scatter­

ing problems have been investigated in some detail in the liter­

ature (for example, see Mitzner (1967b), Copley (1968), and
 

Schenck (1968)), but the results were not applied to seismic
 

exploration problems.
 

In each of the above cases, an analysis should be under­

taken to determine where approximate solutions that have been
 

developed are valid and more expedient. 'In those situations where
 

approximate solutions are not availabl , it is important to deter­

mine when approximations dan be made to the numerical scattering
 

solution. For example:
 

a) 	The much simpler solution discussed in Chapter 4 can be
 

used to describe scattering from the cylinder (but not
 

thia half-space) whenever the-cylinder can be treated
 

accurately as having a low surface impedance.
 

b) 	If coupling between the cylinder and the half-space can
 

be ignored, the scattering problem can be considered in
 

several parts and a solution can be obtainedmore ac­

curately and quickly than if the entire problem were sol­

ved once.
 

The application of the results of this thesis to plane wave scatter­

ing 	by cylinders encountered in geophysical exploration leads to the
 

following important conclusions:
 



1) 	In AFMAG surveys, the ratio of real (H) to imaginary (H) is a
 

function of traverse position x and ground conductivity q-,,as
 

well as the cylinder conductivity V-. In addition, the magni­

tude of the scattered field is highly dependent upon the con­

tribution of the electric field intensity E, so that it cannot
 

be ignored. As a result, investigations such as that by Ward
 

and Fraser (1966) in which the contribution of the electric
 

field intensity and host rbck conductivity have been ignored
 

are likely to have a limited application to AFMAG interpretation
 

for cylinders.
 

2) 	Topography can give rise to a tilt angle 6f about 5' at an oper­

-3 
ating frequency of 1000 hz,, ground conductivity of 10 mhos/m.
 

and normal incidence of aniEy-polarized plane wave according
 

to the analysis presented in Chapter 7. However, before these
 

results can be applied directly to AFMAG interpretation, an
 

investigation must be undertaken in which the incident plane
 

wave can assume an arbitrary polarization and angle of incidence.
 

The reason for this is that- in air, the incident AFMAC fields
 

are propagating at grazing angles to the earth-air interface
 

with a vertical electric and horizontal magnetic polarization.
 

This direction of propagation will not affect the conclusions
 

reached in i-)since the field transmitted into the half-space
 

will be propagating normally away from the earth-air interface
 

even for grazing angles of incidence. Thus, both By and Hy
 

polarizations are possible.
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3) In no case has a zero phase been observed. Eve perfectly
 

conducting scatters buried in a conductive half-space will
 

produce an out-of-phase response for plane wave incident
 

fields. This result is particularly significant since early
 

work such as that by Ward and Fraser (1966) had indicated that
 

AFMAG fields scattered by a perfectly conducting cylinder would
 

yield no quadrature response.
 

4) Conclusions 1) through 3) are equally important for V.L.F.-


E.M. studies. The conductivity of the bedrock and the elec­

tric field vector must be included in any analysis, and the
 

incident field should possess an arbitrary polarization and
 

angle of incidence.
 

The above extensions and applications indicate that integral
 

equation formulations represent a powerful technique for solving
 

many of the complicated'electromagnetic scattering problems encounter­

ed in geophysical exploration. By verifying approximate solutions
 

which have been developed and continuing the analysis of this disserta­

tion where none exist, electromagnetic interpretation in mining geo­

physics can be based on sound theoretical investigations.
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APPENDIX A
 

DERIVATION OF THE TWO-DIMENSIONAL GREEN'S FUNCTION
 

The two dimensional Green's function in an infinite region is given
 

in many texts (see Noble, 1962, p. 239), but the proof is generally left
 

to the reader. For this reason and for the sake of completeness, a general
 

derivation of the two-dimensional Green's function is given. It follows
 

a development similar to Fuller (1968) in obtaining the-three-dimensional
 

Green's function.
 

We wish to obtain aparticular solution to.the inhomogene6us scalar
 

Helmholtz equation.
 

(A-1)
 

Assume that both G'(x,y,z; x',y',-') and (x x') g (y- y')g(z - z') 

have a Fourier Transform given by 

S(Ac-~') ~Lt< (A-2)r 

.Substituting equations (A-2)"into (A-l) and carrying out the
 

operations, we find that a'sufficient condition for a solution is
 

j . -(A-3) 

Thus,
 

Z-) + + 

(A-4)
 



176
 

Transforming to polar coordinates such that the position vector
 

is xi + yj +zk, then
 

4'2 L~ -)k (A-5) 

Equation (A-4) becomes
 

R; -ILI_
 

S1.-- --Cf 1 ; tIS (A-')6)~ 

The integrand of equation (A-6) has poles at ± k where k is a complex 

number given by ocvZ3 . In the complex plane, k, IklIeia'h=1%os + i. sinG,). 

For 0-K- &1 6) sin a, is positive, so that 

.Z1 ,- I =x'I;IX- lcosO, - .(AI-7)ka9
z = s. (A- 7) 
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Thus, the integrand of equation (A-6) approaches zero as kl--. =,
 

and we can add the dashed contour shown without changing the value of
 

the integral.
 

/ 

/\ 
/\ 

J+ 

Thus, by Cauchy's Residue Theorem, equation (A-6) becomes
 

G ) .e. (A-8) 
IT Li' I 

Equation (A-8) gives the three-dimensional Green's function in an
 

infinite region. The ,two-dimensional Green's function is obtained by
 

integrating out the axial dependence of equation (A-8)'. Thus, in two
 

dimensions
 

oo # c (A9) 

+ t+ -

where t= -y
 

Ward (1967, p. 131) shows that
 

kR (A-10) 

where R x + y + z and K is a modified Bessel function 

of the second kind of' order zero..
 



We have the relationship from Watson (1966, p. 78) that
 

lD DY 0 ) _ - _t r/7 
(A-li)2. 

Thus,
 

(A-12)
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APPENDIX B 

ALTERNATE' DERIVATION OF THE FIELD SCATTERED 

FROM PERFECTLY CONDUCTING CYLINDERS 

We wish to solve for the field scattered from perfectly conducting
 

cylinders in a conductive whole-space, assuming an incident electric field
 

pblarization which is parallel to the axial direction of the cylinders.
 

To support this scattered field, we postulate the existence of electric
 

currents which are induced such that the boundary condions on E and H
 

are satidfied.
 

We have assumed that Ei possesses an axial component only. Further­

more,.we will assume that the incident field is constant in this direction.
 

As a result, the induced currents will possess an axial component only
 

and, from this, the scattered electric field must be axial also.
 

This scattered electric field must satisfy an inhomogeneous Helmholtz
 

equatinn given by
 

(B-1) 

To solve equation (B-1), assume that both E (xy,z) and Kxy,z) have a 
y 

Fpurier Transform given by 

-(kL h, t(4sc+4n4 (3-2) 

When equations (B-2) are introduced into equations (B-i) and the
 

operations carried out, we find that a sufficient condition for a solution
 

is
 

http:more,.we
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= (B-3) 

where
 

Then, by the convolution theorem we can write the solution in (xjy,z)
 

space as
 

(B-4)
 

where G(x,y,z) is the three-dimensional Green's function and
 

is the inverse Fourier Transform of g(kxv ky kz). 

Thus,
 

W-)41 (B-5)&LZcFyE 

We have evaluated equation (B-5) in Appendix A so that we may write
 

4rA (B-6)
 

When equation B-6) is introduced into equation (B-4), we find that
 

the scattered electric field intensity is given by
 

CC =Jj5U~fj)(B-7) 

-4WY 

/ 

where
 

I- jeIx'7 / 4_CtY- fY* e(B) 
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However, since 1(x',y',z') is constant along the,axial direction,
 

equation' (B-7) reduces to
 

00 00(a ay'2-,) 

-00 -

This integral has been evaluated also in Appendix A, from which
 

we may write
 

a a ) / & d ; (B-9)
ft) j Jf- KCK' 

Since the cylinders are assumed to be perfectly conducting, K(x'z ')

-9 

is a surface current density. Thus, equation (B-9) reduces to a contour
 

integral representation for the scattered electric field intensity.
 

IC - )k s(-O1) 1o --
V) - ' I -- / ') t ')ds' . (B-10) 

where= r(-' L-) 
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APPENDIX C'
 

SCATTERING FROM A FINITELY CONDUCTING CIRCULAR CYLINDER 

The solution for plane wave scattering from a finitely conducting
 

circular cylinder in a conductive whole-space is very important for
 

testing the validity of the integral equation scattering programs which
 

we have developed. A solution which can be compared with that given
 

by Wait (1959) is given below.
 

If we assume that the incident plane wave is E -polarized, then we
Y 

can write, referring to Fig. 103
 

tct4,4 _i (C-1) 

Using the cylindrical wave transformation given by Harrington (1961,
 

p. 231), equation (C-1) can be rewritten as
 

JF E 0 e,' 2~ (kfpj" i4 2 i"F.1C 6 

where 
 f _ 

I a>'i, 

The total electric field intensity at any point in space is represented
 
i 

by the sum of an incident electric field E and a scattered electric field
 
y
sc 


Ey
 

y l 
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To represent outward-travelling waves external to the cylinder, the scat­

tered field must be of-the form
 

(C-4)
t= 0 a 

Inside the cylinder, we expect standing waves which are finite at the
 

origin. Thus, we seek solutions of the form
 

= ~ ~ eD4r 6, Jt (Rp CS (C-5) 

At the cylinder boundary, the condition that ,tangentialE is con­

tinuous must be met. Since we equate'each coefficient of cos mq
 

this implies that
 

44b~)+ =k (C -6) 

To obtain a second equation between an'and bn) we will enforce 

continuity of tangential H, that is H . We have from Maxwell's first 

equation that 

'N ~ -2( ~a E % (C-7)-

Thus, from equations (C-2), (CW4) and (0-5), we have that
 

14^ e a L) (-8b) 
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In equations (C-8), differentiation is with respect to Continuity
 

of tangential H implies that
 

where we have equated each coefficient of cosnq, and now differentiation
 

is with respect to the argument (kR) of equation (C-9).
 

Solving equations (C-6) and (C-9) for an, we find that
 

- , ."iR)kC)­

where cL 4 , ) 

jM,' C.kP,) -- ,,0, . ,,,(, > 
-JI n~kR4194)K 

and
 

i-O'd) 4) 

If we set
 

"(C-ll) 
eo z,p0o 
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then the scattered electric field intensity is given from equation (C-4)
 

as
 

1C()~t!14~zbt 0) cb~y~ ~(C-12) 

where a is given by equation (G-10).

n 

From equations (C-7) and (C-12), the transverse magnetic field inten­

sity is given as
 

-CIf) A (C-13) 

and
 

, = 0 - t ( C -.14) 

where a is given by equation (C-10).

n 

The equivalent electric and magnetic current densities on the
 

surface of the cylinder, assuming E-p6larization, are given from equations
 

(2-38a) and-(2-34b) as
 

Kj 5 95t g t (C -15) 

Thus , from equations (C-8a) and (C-8b), the equivalent electric current
 

density is
 

'-"9 +, u 'k oJ 1'- ' ' " 
1 Co (C-1 7) 

and from equations. (0-2) and (C-12), the equivalent magnetic current density
 

is
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(II))cosnq- ?I1ZZ -& , (+j(k,.)+qo C 
0- (C-18) 

where a is given by equation (C-10).
 
n 

The derivatives in equation (C-17) are with respect to the argument 

(kR), and are given in equation (C-10). 

A useful approximation and check on our solution is to study the 

asymptotic results as T.-oo . In this case 

CA; h (C-19) 

Since
 

F127 2" (C-20) 

(Watson, 1966, p. 195),
 

then
 

- CosAA ir
 

(C-21) 

and
 

J, (kLA) coTh/R-' -("qi~ 

(C-22)
 

Thus,
 

S (C-23)
 

kr-,<,­ , < (kg - , - , , , 
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and hence the reflection coefficient reduces to
 

a, k, R) 

Except for a different time dependency, this is the same reflection
 

coefficient as obtained by Harrington (1961,p.
233) for scattering from
 

perfectly conducting cylinders.
 

Introducing equation (0-24) into equations (C-12), (C-13), and
 

(C-14), the scattered field quantities become
 

Z1-2 Hat 00CZ- (e r)JsA (0-25) 

and
 

and
 

- CA PS (C-27) 

Theequvalnt lecricandmagnetic current densities reduce to
 

K4y() -ko. k OSAq4 (C-28)ut).4LR 
and 42k1R 

MS (C-29) 

If we introduce the Wronskian relationship (modified from Watson,
 

1966, p. 77)
 



4,(kJ0nZ, (kRl)-4.~ L,I H"C NO) 2zwt R (C-30) 

then
 

- - (C-31) 

Thus, equation (C-28) reduces to 

f3a 0o _______ - (C-32) 

tk, u:1LkR) 
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APPENDIX D
 

SOLUTION FOR POINTS OF OBSERVATION CLOSE TO THE SCATTERER CONTOUR
 

When investigating the scattered fields close to the scatterer
 

contour (Iktjr-r'I 44 | ), we found that a parabolic approximation to the 

integrand of each integral was inaccurate across those intervals near
 

the point of observation. This was due to the pseudo-singular behaviour
 

of the Hankel function, and we stated that this problem could be overcome
 

by making a small argument approximation to the Hankel function in this
 

region of the contour integration and integrating the resulting expression
 

analytically.
 

To integrate analytically, it is convenient to translate the
 

(x - x', z - z') coordinate system to one which has its '' axis parallel
 
' A 

to the contour interval and its g axis normal to the interval and through 

the point of observation. Thus, it is evident from Fig. 104 that
 

this yields
 

V ­1~~(D-1)
 
Since
 

. + ( 416o) Z S +Losoc-o ^ 

S ~~sr-cL.-'A) + + 0 nCwenAdh afi LS(a4 7- cut I J (D-2) 

we find that 

) (D-3a) 

- L (~a) oSSi ot] -(D-3b)~Lrz" 
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Similarly 

(A~.j-') = SOfto - S tO~d (D-4a) 

= 'cs(+ S fld (D-4b) 

D-1 Perfectly Conducting Scatterers: EY-Polarization
 

The problem of the pseudo-singular behavior of the Hankel function
 

first arises when estimating the surface current density on a perfectly
 

conducting scatterer assuming Ey-polarization. Thus, we must evaluate
 

e ­r(D-5)
 

for " <1 The surface current density Ky(pX ) over this 

interval is given from equations (3-19) and -(3-21) as 

kj S')-Lk)('C; - _ _ 

~1 '~+_____- ______(D-6) 

w( +w4_ 
A , . ­- - ('j+-

When equation (D-6) is introduced fnto equation (D-5). we find the
 

following solution to our problem:
 



191 

Et f [H'c~-_) (IIKO- I HkIcnjkbojks(~ (I-Ao)-

- _ _ _L. A 3 _ _ _ 

(D-Cb)
I j i I ,H) K J 

where HXo& 14G 4-l (D-8a) 

a 

f3 
Q) (D-8b) 

+T~b))S' (fl-Sc) 

Equations (D-8) can be evaluated analytically after H( 27 

has been approximated by equation, (3-26). However, the following inte­

grals will be required to carry out this integration:
 

fin k (b c'*') / - Kit s 4 tz+)- (c'_ S t., t ) c (D-9a) 

2.
f 

12 S 3t ij C ( ­

7 ­

- '-C)Dd " 'ds7~2 jt4 ( t ,d 
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+ 	 +C D-e 

AL ±(3 	 - C (D-9f) 

where we have used the facts that
 

' (D- 10)

J 	 w s')r)1 s 
A sP 

fs') 

A/, (D-12)d F sings'-,ljF(S)'q(SI)b 
f (S') 

with Fs') JJ(s')I," 

and g(s') and f(s') are assumed to be rational functions. 

Introducirg equation (3-26) into equation (D-8a) and carrying out 

the integration, we find that 

b-	 (D-13)+ 	 ktL~) I.~s)IL~ 
8iT. 
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Similarly, introducing equation (3-26) into equation (D-8b), we find that
 

2
 

Z) Y- --
+4) (D-14) 

J-41oi (i- h (7 t i)"s t6 9+ Lk'(aT lJ(D-1)] 
Finally, introducing equation (3-26) into equation (D-8c), we find that 

( - Y 
I =li) b3 3 

+ O+b -

Having estimated the current density on a perfectly conducting
 

scatterer, we now wish to calculate the magnetic field intensity close
 

to the scatterer. Thus,
 

mus t be evaluated f or 1 Translating our coordinate system 

via equations (D-4), then 

5- - S)Cs" (D-17a) 

)F-ell (st+s'L 1/2 
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and 

- £.C' 

( -i t) Iz 

Thus, after approximating the current density by equation (D-6), 

following form of equation (D-16)is obtained: 

14= -1! [(ncoa. (Aswt -4--Bco )J 

(fl-jib)L 

(D-l7b) 

the 

(D-18) 

where 

"- (1:I-A-( 

& 

J)- ,,aI - 1-c - k 

+ \ 
I+A L 

A3a -
I___ 

j T2-

-z 

(I 

4-

- 1 ) 

TI- 1 ­ 3 I+ 

4: 

T 

S t C' 

-tu1 (D-ia) 

-~~~~~ 2cT+&l LiA.It-I 

T4- -X,1 

t 

TJ 

5341+77- 7 2 1) 

+ Ti (D-ac. 

(D-20b)
u' u(kl 74 -sz.TI 
) V 

2. j' 
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S3s' (kl s' s', (-0) 

-14 S 
3 

U7Ut L (D-20d) 

Introducing equation (3-27) into equation (D-20a) and carrying out
 

the integration, we find that
 

-
•' Ci- Vst)( }-s)( } 

+ V Vi(- - s(D~--21)-

Equation (f-20b) can be integrated analytically for all values of the
 

argument, and is given by
 

-7JA 'ES(t.(/,-22)(J2-): bx _ 

Equations (D-20c) and (D-20d) can be rewritten in terms of equations
 

(D-Sa) and (D-8b) through integration by parts. Thus,
 

a ,"' k /; -4 t­
)(D-23)
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and 

f& /I, Rie s 
(D-24) 

The remaining integrals in equations (D-23) and (D-24) have been estimated
 

previously by equations (D-13) and (D-14).
 

D-2 Perfectly Conducting Scatterers: H -Polarization
 
y 

In estimating the surface current density on a perfectly conducting
 

scatterer assuming Hy-polarization, the expression
 

yb
 

~ " ~ ~ s Ps c- "- 4l'hp -~iJ (D-25)p)'b~ s 
--

must be evaluated for S
Since 

- s" (D-26) 

and Ks(T) is given by equation (D-6), equation (D-25) can be rewritten
 

as
 

(D-27)
 

where B is given by (D-19b).
 

The magnetic field intensity scattered by perfectly conducting cylinders
 

assuming Hy-polarization is given by an expression similar to equation (D-25):
 



197 

tp_-rkC U Fi) IS (Dl-28) 

As a result, it is evident that the integration across the jth interval
 

for points of observation close to, the contour can be written as
 

•A '( D-29) 

D-3 Scatters with Low Surface Impedance: E -Polarization
 
y 

The integrals that are necessary to evaluate the electric field
 

intensity for points of observation near the surface of a highly con­

ducting scatterer assuming EY-polarization have been estimated also.
 

The expression
 

I9 $~(0'1cJ If~) cosIp'C 2(y.tI s 

(D-30)
 

must be evaluated for 14 -The first integral has been
 

estimated by equation (D-7) and the second integral is just Z (')
 

times the integral of equation (D-28) across the jth interval.
 

However, a rather complex expression results when we wish to estimate
 

the scattered magnetic field intensity close to the contour of highly
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conducting scatterers. The expression
 

C4 

6
 

+ J Z)t 

=
tli-~-Ti IT -I< 1 

-[ -0 Lo UYAgz-PLf.-rLpK~ cS (D-31) 

must be evaluated for III-f'LZ I Since the first integral has been 

estimated by equation (D-18), we will consider only the second integral
 

of equation (D-31). Once the trigonometric functions are expressed in
 

the (s"9) coordinate system as
 

(D-17a)
S4- CS'Cs4 +s 

(D-17b)
 

g (D-26)c Y(t -c ) = o jo L++S'- S - ­+& t 

fps 's" (D-32a) 

(h(D"32b) 

cbs~A-4 as~.~Q-a)- Ls2s~iLbsci (D-32c)s~s~np-4 ~s'S~ct 
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the second integral of equation (D-31) can be written in the form
 

+SeZZ3(ris's)QW kfT7 gPSC4 e A 

(D-33)
 

Thus, introducing equation (D-6) into equation (D-33), our solution is
 

V2j-?"q)~[S( CC'Soa A JE)~+ G~cos c AzQ 

+ sta S C + L~rts2 a- (D-34) 

where
 

c . 0V 1 (-T7 CjI4)- g.2CI4cIJj 

A- t 

J J + xj ul +J~j 

14> .6 

72Cit 1 5 
_ _ I (D-35b) 
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- -k- A( -%1 1 

J 
- ,- To.+ 

J7 
J (D-35c) 

+ .1%_F ,-

-AI
_.,,,[ 

T-­
~I~-2 Z c 

4-. 4 

1 - ' -TIjo 
_"j'o+ '--"<= 

(O-35d) 

C, 

L . 

V 

A 

j i 

C 

)r(,T, 

JIO -Ti + 

s2-A. 

2 

+ 

t,+c'- 4 

(D-36a) 

and 

-I ,z 

A 

-. 

) (fl-35e) 

0 ~'~ (h a~sjcL(D-36t') 

Ja 
;7 

h Y _<a t s )fs 

(D-36c), 

(D-36d)Y 

:,. 

lit ;b 

MeV*~t$ 

lb (52~?I2(D-

s2.t c')31z 

1:l1(~K7I((D-37d) 

(Dr37a) 

37b) 
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(D-3 7e) 
_ _ _.-5 I 

Before equations (D-36) and (D-37) can be evaluated, the following
 

integrals will be required:
 

r2~ (?4slt't ~ 4-___C 

Si-s S(D-38) 

and
 

S-X sl %I (D-39) 

where equation (D-39) has been obtained through integration 
by parts.
 

We can show that the remaining integral in equation 
(D-38) does not
 

possess a closed form solution by transforming variables according 
to
 

s ' =9x. Thus, 

W - his 4 

uL ~ 1 (D-40)4M 

The last term of equation (D-40) is given by Griber and Hofreiter
 

(1961,p. 112) as
 

6/S L6 

14-A 2.~4(+A tM ( +LSL~)4 K j 'D-41) 
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1'.tId___Jt
whreJ&~) (D-42) 

Since the evaluatioh of (D-41) would inv6lve the numerical calculation
 

of fourintegrals, the quickest numerical solution would be to evaluate
 

equation (D-38) as it is written. However, by rewriting the integral
 

of (D-38) as
 

where we have assumed that a~cS<b,
 

is performed over smallest width necessary.
the numerical integration the

8 S8 

Introducing equation (3-26) into equation (D-36a) and carrying
f 0 L +
4- ( - a) + 

out the integration, we find that
 

II ­

where
 

Intoduinequati i )-
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Similarly, introducing equation (3-26) into equation (D-36b), we find that
 

r -2 

__L~-(45) 

By rewriting equations (D-36c) and (D-36d) in terms of proper
 

fractions, we obtain integrals that have been estimated already. Thus,
 

I7 = I_____ ( (D-46) 

where the first integral has been estimated by equation (D-13) and the
 

second integral has been estimated by equation (D-43).
 

Similarly, equation (D-36d) becomes
 

e, (D_,,
IgWf ; , +) + 
t
0 )( ffstkii-s Z 1 47t' D-47)4J 14 ,-+,,, 

where the integrals have been estimated by equations '(D-14) and (D-45)
 

respectively.
 

Introducing equation (3-27) into equation (D-37a) and carrying out
 

the integration, we find that
 

#M,[ ±+. t' Pk(t" +) 
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+ ' (...+ 0' _ 

(D-48) 

where I(a,b) is given by equation (D-44).
 

Equation (D-37b) can be rewritten in terms of integrals already
 

estimated if it is integrated by parts. Thus
 

T " b W Lk5Ft .fnQ IVSt~c 

- jI kIo It sz- ItsL (ALstD i/UJ l 

.L. 1-L 3S - .Lt~~/L)J 
or
 

____ ____ - _ ____ ____(D-~49) 

where the remaining integral has been estimated by equation (D-45).
 

The remaining three integrals, equations (D-37c), (D-37d) and
 

(D-37e) can be written in terms of estimated integrals by expressing them
 

as proper fractions. Thus, equation (D-37c) becomes
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'/ Vs ­iS'+ 9 .Je LsZ+7(S + C, ) 4 )b (D-50) 

where the integrals have been estimated by equations (D-21) and (D-48)
 

respectively.
 

Similarly, equation (D-37d) becomes
 

+7)ds - IIt ,,S,IjIk, ,, - ,Io.
 

where the integrals have been estimated by equations (D-2-2) and (D-49)
 

respectively.
 

Finally, equation (D-37e)becomes
 

13 f 1 _,__+ Z)IL (D-52) 

where !the integrals have been estimated by equations (D-23) and (D-50) 

respectively.
 



206 

APPENDIX E
 

EVALUATION OF AN INTEGRAL OF THE SONINE-GEGENBAUER TYPE 

To obtain the desired integral, we will evaluate
 

first. (E-1) can be rewritten in terms of the modified Bessel function 

K since we have from Watson (1966, p.,78) that0 

(E-2)
IT ­

or
 

(E-3) 

Consequently, (E-l) becomes
 

t(E-4) 

However, since (E-4) can be considered to be a Hankel transform, we find 

from formula (35) of Erdelyi et al (1954, p. 72, Vol. 2) that 

J 6-s,) KL-k, fT5 ) k . ­

.4fZ1U-k~Y" ~ ' ($~7)(E-5) 
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provided b>-, Im(k)> 0, Re(S)>O, and Re g)>-l. 

On rewriting (E-5) in terms of Hankel functions, we find that 

(4bN (hb%t~D IY (E-6) 

provided b> 0, Im(k)> 0, Re(9 )0 0, and Re(/g )> -1. 

Although it is not obvious, it would seem that equation (E-6) is
 

valid in the limit as Im(k) approaches zero and Re(k) is greater than
 

zero. This is easy to demonstrate for the special case when all the para­

meters in (E-6) are real.
 

Watson (1966, p. 179) gives an integral representation for H0 )(z) as
 

I___. . )(E-7) 

4/ 4,,,provided -W.e&A.clY JCS..,i,/' 
Setting LD equal to zero in (E-7), then (2-1) can be rewritten as 

,/- .JAbs). (E-8) 

On interchanging the order of integration and setting U= <
Lst.'-) V.- ) 

(E-8) becomes
 

I ,.,, l X
fo _i 

A_ -- f 1 &(E -9) 

The Inner integral of (E-9) can be evaluated from equation (4) of Watson
 

(1966, p. 394), so that (E-9) becomes
 

-k rc 
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provided Re p.)>-1, Re(k)>O.
 

- b2
Setting x = /k and assuming for convenience that k> b, then

(Sa
 

(E-10) reduces to an integral representation of the form (E-7). Thus, we
 

find that
J 4 '-(V k2~~~'J 

provided k>b>-O, S> 0 and ReW>-1. 

By assuming that k>b and that all parameters are real, we have avoided
 

the problem of considering the validity of deformed contours for the
 

integral representation of I0 (z) which otherwise would have arisen.
 

Consequently, it would seem that (E-6) is valid at least in the
 

special case Re(k)>b> 0, Im(k) = 0, and Re($>O0.
 

If we take the-limit of equation (E-6) as b-a0, we obtain the formula
 

of interest to our scattering problem. Noting that
 

(Brl2) 

then equation (E-6) reduces to
 

(E-13)f ______Ls +S ' "' 

provided Re(k)>O, Im(k)? 0, Re()O;, and Re%/)> -I. 

It may seem difficult to justify using (E-12) for all s' since
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at some point during the integration the product bs' will violate this
 

small argument assumption, However, it can be shown by using a stationary
 

phase argument (see Papoulis, 1962, p. 139) that if b is small enough so
 

that (E-12) is accurate up to that value of s' where the large argument
 

approximation
 

I /(E- 14)(Jz) dt . t) IA 
4 

is valid, then that part of the integral for which (E-12) is inappropriate 

contributes a negligible amount to the integral. 

It should be noted that (E-13) could have been established by rewriting
 

(E-13) in terms of the modified Bessel function K as was done-for equation
 

(E-I).. Then, considering (-tk) to be a complex constant and setting
 

x = (S'2 +82)/2. the resulting integral can be treated as a K-transform
 

and evaluated using formula (13) of Erdeiyi et al (1954, p. 129, Vol. 2).
 

However, since it would have been difficult to confirm the validity of
 

(g-13) for Im(k) equal to zero using this approach, (E:I3) was established
 

through (E-i).
 


