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Slot cooling is analyzed theoretically for the case where the approaching boundary layer is thin, relative to the slot height, and the coolant flow rate is small. The analysis treats the turbulent mixing layer, the recompression region, and the turbulent boundary layer downstream of the slot. The analysis shows that coolant injection reduces total heating downstream of the slot whereas local heating in the jet-mixing and recompression regions may increase.
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SUMMARY

This paper presents an approximate analysis of heat transfer downstream of a two-dimensional rearward-facing step followed by an infinite flat plate placed in a uniform supersonic stream. It is assumed that the thickness of the oncoming boundary layer is small compared with the step height and, that the coolant mass is injected into the dead-air region through the step face at a small flow rate. The whole flow field is divided into three regions: a jet mixing region, a recompression region, and a fully developed turbulent boundary layer.

It is shown that if there is no coolant flow, the flow separation accompanying a rearward-facing step and the associated recompression provide rather high heating rates in these regions when compared with the corresponding flat-plate flow. In the range of a very low coolant flow rate, although local heating rate in these high heating regions decreases, net heat transfer to the wall in these regions increases slightly because of their elongation.

On the other hand, a large amount of mass transport due to turbulent mixing is shown to result in considerable heat-transfer reduction because of growth of the boundary-layer thickness in the region downstream of recompression; thus, a favorable compensation for the increased heating encountered upstream is indicated.

It is shown that the overall effectiveness of coolant injection becomes a maximum at a very low coolant flow rate, and higher effectiveness can be obtained for smaller thicknesses of oncoming boundary layer; thus, an upstream location of the coolant slot is preferable. Moreover, examination of effect of coolant slot height reveals that if thickness of the oncoming boundary layer is fixed, there exists an optimum coolant slot height for which overall effectiveness of film cooling is a maximum.

---
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INTRODUCTION

Film cooling is used to alleviate severe aerodynamic heating which is encountered in many types of engineering problems with high-enthalpy gas flow. It is used, for instance, to cool walls of combustion chambers and nozzles in jet engines and rocket motors, blades in gas-turbine engines, and nozzle walls of high-enthalpy wind tunnels. For entry from earth orbit, film cooling may have the capability of replacing conventional ablative heat shields.

A number of studies have been conducted on the film-cooling problem, mainly by experimental methods, over a long period of time; therefore, considerable information is available about the correlation between film cooling effectiveness and coolant flow rate. (See refs. 1 to 5.) The effect of coolant flow rate on adiabatic wall temperature has been established empirically for the case of incompressible boundary-layer flow over a heated surface, and analyses for this case are presented in references 6 and 7, for example.

The present approach to the problem is to treat the case of the heat transfer rate downstream of a rearward-facing slot where coolant is injected tangential to the surface. The wall is maintained at an isothermal condition, for example, by first vaporizing the fluid on the inside of the vehicle wall, a condition of interest for some entry vehicles. No theoretical approach has been developed for solving this problem. The problem is complex, because the concentrated injection at a given location produces an abrupt change of boundary layer characteristics, and this in turn causes a complicated interaction between the internal dissipative flow and the external isentropic supersonic flow. Moreover, if the internal dissipative flow is turbulent, even theoretical knowledge of the effect of compressibility on the flow is meager.

The purpose of the present paper is to demonstrate the importance of turbulent mixing in determining the characteristics of dissipative flow downstream of the point of coolant mass injection and to formulate this concept in quantitative terms to clarify the effect of various aerodynamic parameters. The resulting equations are solved numerically for the isothermal wall condition, and the solutions are examined in terms of the gross heat transfer characteristics downstream of the slot.

To formulate and solve the problem, several assumptions are introduced which limit the applicability of the results. First, based on the experimental results of reference 4, the problem is related to that associated with the base pressure behind a two-dimensional rearward-facing step through which mass is injected into the dead-air region, so that the configuration analyzed is a rearward facing two-dimensional step.
followed by an infinite flat plate. Further, the oncoming boundary layer thickness is assumed to be small compared with the step height. Also, the coolant flow rate is assumed to be small, so that the velocity in the dead-air region can be neglected. Other assumptions, which do not reduce the scope of the problem being solved, are introduced in the theoretical development as required.

SYMBOLS

a \quad \text{speed of sound}

C \quad \text{length of plate lip}

C_f \quad \text{skin-friction coefficient}

C_{H,\infty} \quad \text{energy transfer coefficient defined by equation (87)}

C_n \quad \text{constant of integration}

C_q \quad \text{heat-transfer coefficient}

c_1 \quad \text{constant of proportionality}

c_p \quad \text{specific heat at constant pressure}

D \quad \text{height of step}

e \quad \text{internal energy}

F,G \quad \text{functions defined by equations (16b) and (16c)}

F_1,F_2 \quad \text{functions of } \kappa \text{ defined by equations (68)}

f \quad \text{function}

H \quad \text{stagnation enthalpy}

h \quad \text{static enthalpy}
I  momentum flux defined by equation (47)
J  energy flux
K  mixing coefficient
K_{D,M}  constants of proportionality with respect to boundary-layer thickness
L  length of separated region
l  width of recompression region
M  Mach number
\dot{M}  coolant flow rate defined by equation (33)
m  reduced mass flux defined by equations (58)
\dot{m}  mass flux defined by equation (46)
\bar{m}  nondimensional mass flux defined by equations (74)
N_{Pr,t}  turbulent Prandtl number
N_{Re}  Reynolds number, \frac{u_\infty C}{\nu_\infty}
N_{Re,D}  Reynolds number, \frac{u_\infty D}{\nu_\infty}
N_{Re,L}  Reynolds number, \frac{u_1 L}{\nu_1}
N_{Re,\infty}  Reynolds number, \frac{u_\infty x}{\nu_\infty}
P  function of \kappa and \w_{e} defined by equation (62)
p  pressure
Q  heat input defined by equations (35)
q  heat-transfer rate
\(\ddot{q}\) mean heat-transfer rate

\(\ddot{q}_w\) heat-transfer rate on a flat plate (Van Driest's solution)

\(R\) gas constant

\(S\) surface of control volume

\(T\) temperature

\(\ddot{T}\) mean temperature across viscous layer in recompression region

\(u,v\) velocity components

\(\ddot{u}\) mean velocity defined by equation (49)

\(V\) resultant velocity

\(W_p\) work done on gas by pressure, defined by equations (35)

\(W_s\) work done on gas by shear, defined by equations (35)

\(w\) reduced velocity defined by equations (58)

\(X\) constant of proportionality pertinent to scale factor

\(x,y\) coordinates

\(\ddot{x}\) nondimensional distance defined by equations (74)

\(y_m\) mean thickness of mixing layer

\(Z\) parameter defined by \(\frac{C}{D^{n}R_e}\)

\(\alpha,\beta\) constants defined by equations (90)

\(\gamma\) ratio of specific heats
δ thickness of boundary layer
δ* displacement thickness
\bar{δ} nondimensional thickness of boundary layer defined by equations (74)
ε angle between external flow direction and X-axis in jet mixing region
ζ similarity variable defined by equation (8)
η_f local effectiveness of coolant injection in region of fully developed turbulent boundary layer
η_T overall effectiveness of coolant injection
θ flow deflection angle of external stream
θ* momentum thickness
κ parameter defined by equation (50)
λ wall enthalpy ratio defined by \frac{H_w}{H_\infty}
μ viscosity
ν kinematic viscosity
ξ,η coordinates in corresponding incompressible flow
ρ density
\bar{ρ} mean density across viscous layer in recompression region
σ scale factor
τ shearing stress
φ parameter defined by equation (64)
ψ  stream function

ω  power index for viscosity-temperature law

Subscripts:

o  stagnation condition of oncoming flow or conditions without coolant flow

1  external flow conditions in jet mixing region

2  flow conditions at point of injection

b  conditions at base of step without coolant flow

c  conditions of coolant flow at slot exit

d  conditions on dividing stream line

e  external stream conditions in recompression region

i  conditions in corresponding incompressible flow or conditions at exit of jet mixing region

j  conditions in jet mixing region

m  conditions in mixing region

p  flat plate

R  conditions in recompression region

r  conditions at entrance of recompression region

s  stagnation conditions

u  conditions at upper jet boundary

w  conditions at wall
free stream approaching the step

Superscript:

n integer

A bar over a symbol denotes a nondimensional value; a tilde denotes a mean value. An asterisk denotes that the value has been normalized by the reference values. Primes denote differentiation with respect to $\zeta$.

**PHYSICAL MODEL**

As a flow model to be analyzed, consider a two-dimensional rearward-facing slot followed with an infinite flat plate placed in a uniform supersonic stream. To simplify the analysis, the coolant flow is assumed to consist of the same species as the main stream and to be injected at mean subsonic velocity $u_c$ and density $\rho_c$ at the slot exit.

A schematic illustration of the characteristic flow pattern is shown in figure 1. Since the oncoming flow is supersonic, a Prandtl-Meyer fan emanates from the plate lip to deflect streamlines inward, and a separated boundary layer spreads itself downstream like a free jet. Inasmuch as the flow must become parallel to the flat plate far downstream, a recompression shock wave will make an appearance at some distance downstream of the slot, to deflect streamlines outward, and the viscous layer again attaches to the plate. When this simplified flow model is specified, the whole flow field can be divided into three regions. The first is a jet mixing region behind the point of

![Figure 1. Illustration of overall flow pattern.](image-url)
separation, in which mixing between the external isentropic stream and internal dissipative flow determines the flow characteristics. The second is a recompression region next to the jet mixing region, in which an interaction between a shock wave and the viscous layer is the essential physical feature. Finally, there is an attached boundary layer along the flat plate downstream of the recompression region.

It is of primary interest to specify whether the separated viscous flow in the jet mixing region is laminar or turbulent. From the experimental point of view, it has already been reported in references 8 and 9 that the flow separation associated with an abrupt change of wall contour such as a rearward-facing step tends to induce transition a short distance downstream of the separation point even if the oncoming boundary layer is laminar. Of course, if the Reynolds number is sufficiently small, the separated viscous layer may be laminar. However, for practical applications, it seems realistic to assume that the separated viscous layer in the jet mixing region is turbulent except in the vicinity of the separation point, even with a laminar approaching boundary layer. Consequently, the viscous layer downstream is expected to remain turbulent throughout, although there is neither a rigorous theoretical proof nor an empirical criterion for this statement. If the oncoming boundary layer is turbulent, there is no doubt about this assumption.

TURBULENT JET MIXING REGION

The essential feature of the flow in this region is viscous mixing following flow separation at the edge of the plate lip. Therefore, mass, momentum, and energy transport through mixing between the external isentropic stream and internal dissipative flow play an important role in determining the flow field. This statement means that in contrast to the usual Prandtl boundary-layer theory, the external flow cannot be regarded as a known datum for calculating internal dissipative flow; rather, the development of dissipative flow itself helps to determine the external flow. In fact, the experimental results presented in reference 4 show that the strength of the Prandtl-Meyer fan decreases fairly rapidly with increase of the coolant flow rate. Consequently, the Mach number of the external flow changes with the coolant flow rate. This condition, in turn, changes the strength of the associated recompression shock wave which is again felt by the jet mixing layer through the dead-air region. Thus, the injection of coolant flow through a rearward-facing step-like slot involves a complicated flow mechanism of interaction in the jet mixing region.

Analogous to the usual base pressure problem, the pressure behind a coolant slot may be expressed as a function of oncoming flow Mach number, thickness of oncoming boundary layer at the separation point, height of coolant slot and coolant mass flow rate, and so forth, such as
Although much effort has been devoted to this problem, there does not exist any general analytical approach suitable for estimating the pressure rigorously. The main reason is the difficulty of treating the viscous interaction mentioned in the previous paragraph, since, both in theory and in experiment, information on detailed flow structure in the dead-air region is meager. Besides, if the flow in the jet mixing region is specified as turbulent, another difficulty is that no fundamental equation is available. This problem, in turn, makes it necessary to introduce some empirical information or assumptions in any theoretical approach to the jet mixing region in general. Thus, it seems hopeless to develop an exact approach to the problem under consideration.

In spite of these difficulties, however, there is some empirical information pertinent to flow phenomena in the jet mixing region. Chapman et al. (ref. 9) pointed out from their experiments that an isentropic supersonic flow outside the dissipative region associated with flow separation behind a rearward-facing step can be considered to be approximately uniform. Exactly speaking, there must be some pressure gradient in the mixing region. However, intuitively, this pressure gradient is very small compared with that in the recompression region; therefore, an assumption of constant pressure at the edge of mixing layer is reasonable.

Moreover, if the thickness of the mixing layer is small, the usual boundary-layer approximations may be applicable to the jet mixing region. Based on this approximation, reference 10 presents a momentum equation for incompressible turbulent mixing by use of Prandtl's mixing length hypothesis and obtains a similar solution for the velocity distribution across the mixing layer. This solution, if the value of a scale factor is chosen properly, is shown to be in good agreement with experimental results presented in reference 11. Furthermore, the experimental results of reference 8 for compressible turbulent jet mixing indicate that the theoretical velocity profile presented in reference 12 agrees well with the experiment, but the value of the scale factor is seriously influenced by the Mach number of the external flow. In reference 8, it is further commented, in spite of the similar solution being derived on the basis of a concept of zero thickness of the oncoming boundary layer, that the similar velocity profile agrees well with experimental data, even in the case of nonzero thickness of the oncoming boundary layer.

It must be noted that although the experimental evidence may justify the applicability of the assumption of a similar flow field even in the case of nonzero thickness of the oncoming boundary layer, this assumption does not imply that the oncoming boundary layer has no influence on the flow characteristics in the jet mixing region. In fact, as will be shown later, the basic equations governing this region involve the Mach number of the external flow explicitly. Since the Mach number and, consequently, the associated

\[ p_1 = f\left(M_\infty, \delta_\infty, D, \frac{\rho_c u_c}{\rho_\infty u_\infty}, \ldots \right) \]
pressure in the jet mixing region are influenced by the thickness of the oncoming boundary layer and, in particular, this trend is strongest for the laminar approaching boundary layer, the flow characteristics in the jet mixing region depend clearly upon the oncoming boundary-layer thickness.

This empirical evidence suggests the possibility of developing an approximate analytical approach to compressible turbulent jet mixing by using a concept of similar solutions, even in the case of nonzero thickness of the oncoming boundary layer. However, it must be noted that from a mathematical viewpoint, this similar solution is an asymptotic form of an exact solution far downstream of the separation point and, therefore, it is not expected that it can predict the flow field accurately just downstream of the separation point.

The following section brings out the importance of the transport of mass, momentum, and energy from the outer stream to internal dissipative flow in determining the flow pattern in the jet mixing region and formulates this concept in quantitative terms on the basis of a simplified flow model. The basic assumptions are summarized as follows:

1. Oncoming boundary layer is either laminar or turbulent and is thin compared with the step height, whereas the flow in the jet mixing region is turbulent except in the vicinity of the separation point where the oncoming boundary layer is laminar

2. The pressure gradient in the jet mixing region is negligible

3. The turbulent Prandtl number is constant

Analysis

Before proceeding with the analytical development, a coordinate system related to the mixing region and a condition inside the dead-air region must be specified. Unfortunately, there cannot be found, a priori, any definite intrinsic boundary within the mixing layer to which a physical coordinate system is referred. However, if the assumption of a similar flow field is introduced, it provides a characteristic streamline in the mixing layer along which physical properties are kept constant. Therefore, in the present approach, the x-axis of the coordinate system (x,y) is taken along this characteristic streamline with its origin at the point of separation, the y-axis being normal to the x-axis. However, it must be noted that the location of the characteristic streamline relative to the wall is not known a priori.

A condition inside the dead-air region is another point of interest. If coolant mass is injected into the dead-air region through a rearward-facing slot, the coolant flow must have, on the average, a finite nonzero velocity at the slot exit. As it flows downstream, mixing occurs between separated boundary-layer flow and the coolant flow by the "scavenging" effect. However, since the wall exists, growth of the mixing layer is
restricted and the coolant flow near the wall will be decelerated by viscous forces far downstream of the injection point. Thus, when the end of the jet-mixing region is approached, it can be expected that the mixing has almost finished and the separated boundary layer is ready for reattachment.

Therefore, near the end of the jet mixing region, the mixing layer has grown to the extent of almost the entire cross section of the dissipative flow, and the velocity profile must be nearly similar to that at the separation point.

On the other hand, since detailed flow structure in the dead-air region is ignored, it is intended in the present approach to estimate overall aerodynamic characteristics pertinent to the jet mixing region by considering a mass, momentum, and energy balance within a control volume bounded by the cross section at the entrance and exit of this region. For this purpose, it is more important to evaluate velocity and enthalpy profiles across the dissipative layer in a realistic form at the exit of the jet mixing region rather than at the intermediate points. For this reason, $u = 0$ is assumed as a boundary condition inside the dead-air region to obtain a velocity profile of the separation type.

By Prandtl's mixing length hypothesis, local shearing stress and heat-transfer rate may be expressed as

$$\tau = \epsilon(x) \rho \frac{\partial u}{\partial y}$$

$$q = -\frac{\epsilon(x)}{N_{Pr,t}} \rho \frac{\partial h}{\partial y}$$

where $\epsilon(x)$ is the eddy kinematic viscosity which is defined as

$$\epsilon(x) = c_1 u_1^x$$

and where $c_1$ indicates a constant of proportionality. Thus, the differential equations for mass, momentum, and energy conservation may be written within the accuracy of the boundary-layer approximation as

$$\frac{\partial \rho u}{\partial x} + \frac{\partial \rho v}{\partial y} = 0$$

$$\rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} = \epsilon(x) \frac{\partial}{\partial y} \left( \rho \frac{\partial u}{\partial y} \right)$$

$$\rho u \frac{\partial h}{\partial x} + \rho v \frac{\partial h}{\partial y} = \frac{\epsilon(x)}{N_{Pr,t}} \frac{\partial}{\partial y} \left( \rho \frac{\partial h}{\partial y} \right) + \epsilon(x) \left( \rho \frac{\partial u}{\partial y} \right)^2$$

where all physical quantities indicate time-mean values.
The continuity equation may be accounted for by introducing a stream function

\[ \frac{\partial \psi}{\partial x} = -\rho v \]

\[ \frac{\partial \psi}{\partial y} = \rho u \]

Introducing the nondimensional expressions

\[ x^* = \frac{x}{L} \]

\[ u^* = \frac{u}{u_1} \]

\[ h^* = \frac{h}{h_1} \]

\[ \rho^* = \frac{\rho}{\rho_1} \]

\[ \psi^* = \frac{\psi}{\sqrt{\rho_1 \mu_1 u_1 L}} \]

\[ N_{Re,L} = \frac{u_1 L}{\nu_1} \]

and rewriting equations (3) and (4) then yields

\[ \frac{\partial u^*}{\partial x^*} = \epsilon^* x^* \frac{\partial}{\partial \psi^*} \left( \frac{u^*}{h^*} \frac{\partial x^*}{\partial x^*} \right) \]

\[ \frac{\partial h^*}{\partial x^*} = \frac{\epsilon^*}{N_{Pr,t}} \frac{x^*}{h^*} \frac{\partial}{\partial \psi^*} \left( \frac{u^*}{h^*} \frac{\partial h^*}{\partial \psi^*} \right) + \epsilon^* x^* \frac{u^*}{h^*} \frac{\partial}{\partial \psi^*} \left( \frac{u^*}{h^*} \frac{\partial h^*}{\partial \psi^*} \right) \frac{u_1^2}{h_1} \]

where

\[ \epsilon^* = c_1 N_{Re,L} \]

and where a relation \( \rho^* = 1/h^* \) has been employed.

To obtain similar solutions to equations (5) and (6), a similarity parameter based on the streamline coordinate is introduced as an independent variable and is given by

\[ \zeta = \sigma_1 \frac{\psi^*}{x^*} \]

where \( \sigma_1 \) denotes a scale factor. Thus, the momentum and energy equations may be reduced to
The boundary conditions are given by

\[ u^* = h^* = 1 \quad (\zeta = \infty) \]
\[ u^* = 0 \quad (\zeta = -\infty) \]
\[ h^* = h^*_w \quad (\zeta = -\infty) \]  

If the wall enthalpy is denoted by \( H_w \), then,

\[ h^*_w = \frac{H_w}{h^*_1} = \frac{H_w}{H_\infty} \left( 1 + \frac{\gamma - 1}{2} M_1^2 \right) \]  

In the case where the turbulent Prandtl number equals unity, the energy equation can be readily integrated analytically with the assumption that local static enthalpy is a function of \( u^* \) only. The result is \( (N_{Pr,t} = 1.0) \)

\[ h^* = -\frac{\gamma - 1}{2} M_1^2 u^* + \left( 1 + \frac{\gamma - 1}{2} M_1^2 \right) \left[ \frac{H_w}{H_\infty} + \left( 1 - \frac{H_w}{H_\infty} \right) u^* \right] \]  

It remains to discuss the value of the scale factor \( \sigma \) which must be determined empirically. In the case of incompressible jet mixing, it is shown that if a similarity parameter \( \xi \) is defined by the use of an intrinsic coordinate system \( x,y \) such as

\[ \xi = \sigma \frac{y}{x} \]

then good correlation between the theoretical velocity profile presented in reference 10 and the experimental data of reference 11 can be obtained for \( \sigma = 13.5 \) (ref. 12). In the case of compressible jet mixing, it is further shown (ref. 8) that the experimental velocity profile across the mixing layer at \( M_1 = 1.6 \) can be well correlated with the theoretical profile proposed in reference 13 for incompressible jet mixing, if the value of \( \sigma \) is chosen to be 18. On the other hand, a formula for \( \sigma \) for compressible jet mixing which accounts for Mach number effects can be derived by fitting an equation to the data of reference 11 at \( M_1 = 0 \) and reference 8 at \( M_1 = 1.6 \). This scale factor is given by the equation
\[ \sigma = 13.5 + 6.16M_1 \sqrt{\frac{\gamma - 1}{2}} \]

On the other hand, since the similarity parameter \( \zeta \) used in the present approach is based on a streamline coordinate, the associated scale factor \( \sigma_1 \) becomes different from that for the intrinsic coordinate system. However, it can be shown from reference 8 that the constant of proportionality involved in the eddy kinematic viscosity is inversely proportional to \( \sigma^2 \); that is,

\[ c_1 \propto \frac{1}{\sigma^2} \]

From this relation together with equation (11) it is found that

\[ \sigma_1 \sqrt{N_{Re,L}} = \frac{1}{\sqrt{c_1}} \propto \sigma \]

Therefore, the scale factor \( \sigma_1 \) is given by the equation

\[ \sigma_1 \sqrt{N_{Re,L}} = X \left( 13.5 + 6.16M_1 \sqrt{\frac{\gamma - 1}{2}} \right) \]  \hspace{1cm} (15)

where \( X \) denotes a constant of proportionality. Unfortunately, the value of \( X \) is not known rigorously. As will be shown in the subsequent section, the value of \( X \) depends strongly upon the value of a mixing coefficient which seems to play the most important role in determining the aerodynamic characteristics in the jet mixing region. Since there exists neither theoretical nor empirical information on rigorous evaluation of the mixing coefficient, it is assumed for the present that \( X \) is unity. To demonstrate the effect of \( X \) on flow characteristics, an example of the heat-transfer rate is calculated later for \( X = 2 \) and the results are compared with those for \( X = 1 \).

Equations (9) and (10) can be integrated by using an iteration scheme. Let

\[ \frac{u^*}{h^*} = f(\zeta) \]  \hspace{1cm} (16a)

\[ \frac{u^*}{h^*} \frac{d}{d\zeta} = F(\zeta) \]  \hspace{1cm} (16b)

\[ \frac{u^*}{h^*} \frac{d}{d\zeta} = G(\zeta) \]  \hspace{1cm} (16c)

Then solutions for \( u^* \) and \( h^* \) satisfying the given boundary conditions may be obtained, respectively, as (see appendix)

\[ u^*(\zeta) = \beta \int_{-\infty}^{\zeta} \frac{F}{I} d\zeta \]  \hspace{1cm} (16d)
Numerical calculation is carried out by evaluating \( f(\xi) \), first, from assumed profiles for velocity and static enthalpy as a first-order approximation. Then, by use of the \( f(\xi) \) value thus obtained, the first-order velocity and enthalpy profiles are calculated from equations (16) and (17), respectively. With these values, the second-order approximation of \( f(\xi) \) is obtained and the same calculation procedure is repeated until solutions for \( u^* \) and \( h^* \) converge sufficiently.

Mass and Momentum Balance at Exit of Jet Mixing Region

Although the rate of spread of the mixing layer itself is known from the value of the scale factor, the location of the characteristic streamline \( (\zeta = 0) \) relative to the wall is not known a priori. However, it may be determined by considering the transport of mass and momentum from the external stream to the internal dissipative flow.

It is clear that in the jet mixing region, there are two physically important boundaries other than the characteristic streamline. One is the upper jet boundary which separates the region of internal dissipative flow from the external isentropic supersonic stream. Another is the so-called "dividing streamline" which separates the mass of fluid originally in the oncoming flow from the coolant flow. However, at a free boundary such as jet boundary, any physical quantity in the dissipative region must approach asymptotically the value of the outer flow; thus, there is no intrinsically distinct boundary between the dissipative region and the external flow. Because of this, the upper jet boundary is defined in the present approach as the loci of points where \( u^* = 0.99 \).
Simple sketches of the characteristic flow pattern shown in figure 2 may be helpful for subsequent development. From conservation of mass it is easily shown that the mass of fluid entering across segment $AB$ (fig. 2) must be equal to that leaving across segment $CF$ at the exit of mixing region ($x = L$ or $x^* = 1$); that is,

$$\left(\int_{y_d}^{y_u} \rho u \, dy\right)_{x=L} = \rho_1 u_1 (y_u - y_m - \delta_1) + \rho_1 u_1 (\delta_1 - \delta_1^*)$$

The first term on the right-hand side of the preceding equation indicates the mass of fluid entrained in the control volume $ABCF$ from outer inviscid flow through mixing, and

---

**Figure 2.-** Characteristic flow field near exit of jet mixing region.
the second term denotes the mass of fluid originally existing in the oncoming boundary layer. Thus, the preceding equation may be reduced by use of nondimensional expressions to

$$\int_{\xi_i}^{\xi_u} u^* \frac{h^*}{h_{\infty}} \, d\xi = \xi_u - \xi_d + \sigma_1 \sqrt{N_{Re,L}} \frac{\delta_1^*}{L}$$

From the definition of the dividing streamline, the mass of coolant flow entrained in the mixing region must exist in a region between the dividing streamline and the wall (fig. 2); that is,

$$\rho_c u_c D = \left( \int_{y_1}^{y_d} \rho u \, dy \right)_{x=L}$$

which can be reduced to

$$\rho_c^* u_c^* \frac{D}{L} = \frac{\xi_d - \xi_i}{\sigma_1 \sqrt{N_{Re,L}}} \quad (19)$$

On the other hand, the momentum of fluid involved in the viscous layer at $x = L$ may be expressed as the sum of the momentum entrained in the viscous region from external flow by mixing, and the work done on the gas due to shearing stress at the wall; that is,

$$\int_{y_1}^{y_u} \rho u^2 \, dy = \rho_1 u_1^2 \left( \delta_1 - \delta_1^* - \theta_1^* \right) + u_1 \left[ \int_{y_1}^{y_d} \rho u \, dy - \rho_1 u_1 \left( \delta_1 - \delta_1^* \right) \right]$$

$$+ u_c \int_{y_1}^{y_d} \rho u \, dy - \tau_{W,j} L$$

where $\tau_{W,j}$ denotes mean shearing stress on the wall. The first term on the right-hand side of the preceding equation indicates the contribution from the oncoming boundary layer and the second and third terms denote momentum entrained from external isentropic flow and coolant flow, respectively. The last term is the work done by gas on the wall. By use of nondimensional expressions, the equation may be reduced to

$$\int_{\xi_i}^{\xi_u} u^* \, d\xi = \xi_u - u_c^* \xi_i - (1 - u_c^*) \xi_d - \sigma_1 \sqrt{N_{Re,L}} \left( \frac{\theta_1^*}{L} + \frac{1}{2} \tilde{C}_{f,j} \right) \quad (20)$$

where

$$\tilde{C}_{f,j} = \frac{\tau_{W,j}}{2 \rho_1 u_1^2}$$
Moreover, from the geometry, one can obtain an approximate expression such as
(see fig. 2)
\[ D \approx L \sin(\theta + \epsilon) + |y_1| = L(\theta + \epsilon) + |y_1| \]
where
\[
\tan \epsilon \approx \frac{y_m}{x} = \frac{1}{\sigma_1 \sqrt{N_{Re,L}}} \int_0^{\zeta_m} h^* \frac{u^*}{u^*} d\zeta
\]
\[ |y_1| = \frac{L}{\sigma_1 \sqrt{N_{Re,L}}} \int_{\zeta_1}^{0} h^* \frac{u^*}{u^*} d\zeta \]
and hence
\[
\frac{D}{L} = \theta + \frac{1}{\sigma_1 \sqrt{N_{Re,L}}} \left[ J(\zeta_m) - J(\zeta_i) \right]
\]
where
\[
J(\zeta) = \int_{0}^{\zeta} h^* \frac{u^*}{u^*} d\zeta
\]
Thus, elimination of \( \zeta_d \) and \( L \) from equations (18), (20), and (21) gives
\[
- \left[ (1 - u_{c^*}) \left( 1 + \frac{\delta_1^*}{D} \right) + \frac{\delta_1^*}{D} \right] J(\zeta_m)
\]
\[ = \int_{\zeta_1}^{\zeta_u} u^* d\zeta - (1 - u_{c^*}) J(\zeta_u) - u_{c^*} (\zeta_u - \zeta_i)
\]
\[ + \left[ (1 - u_{c^*}) \frac{\delta_1^*}{D} + \frac{\delta_1^*}{D} \right] \left[ \frac{\sigma_1}{\sqrt{N_{Re,L}}} \theta - J(\zeta_i) \right] + \frac{1}{2} \frac{\sigma_1}{\sqrt{N_{Re,L}}} \tilde{C}_{f,ij}
\]
In the case of no coolant flow, where \( u_{c^*} = 0 \) and \( \zeta_d = \zeta_i \), equation (20) is further reduced with the aid of the mass balance equation (eq. (18)) to
\[
\int_{\zeta_1}^{\zeta_u} u^* d\zeta = \zeta_u - \zeta_d - \frac{\delta_1^*}{D} \left[ \frac{\sigma_1}{\sqrt{N_{Re,L}}} \theta + J(\zeta_m) - J(\zeta_d) \right] - \frac{1}{2} \frac{\sigma_1}{\sqrt{N_{Re,L}}} \tilde{C}_{f,ij}
\]
and the mass balance equation may be reexpressed by use of equation (22) as
\[
\zeta_d = \zeta_u - J(\zeta_u) + \left( 1 + \frac{\delta_1^*}{D} \right) J(\zeta_m) + \frac{\delta_1^*}{D} \left[ \frac{\sigma_1}{\sqrt{N_{Re,L}}} \theta - J(\zeta_i) \right]
\]
In the preceding equations, \( \delta_1^* \) and \( \theta_1^* \) indicate displacement thickness and momentum thickness of the entrained boundary layer just downstream of Prandtl-Meyer fan and can be connected with those of the oncoming boundary layer when mass and momentum conservation of boundary-layer flow through the Prandtl-Meyer expansion is assumed; that is,

\[
\rho_1 u_1 (\delta_1 - \delta_1^*) = \rho_\infty u_\infty (\delta_\infty - \delta_\infty^*)
\]

\[
\rho_1 u_1^2 (\delta_1 - \delta_1^* - \theta_1^*) = \rho_\infty u_\infty^2 (\delta_\infty - \delta_\infty^* - \theta_\infty^*)
\]

Since the state of the boundary layer will not change through a Prandtl-Meyer fan irrespective of whether the oncoming boundary layer is laminar or turbulent, \( \delta_1^*/\delta_1 \) and \( \theta_1^*/\delta_1 \) will not change much from \( \delta_\infty^*/\delta_\infty \) and \( \theta_\infty^*/\delta_\infty \), respectively. Thus, rather simple conservation equations such as

\[
\rho_1 u_1 \delta_1^* = \rho_\infty u_\infty \delta_\infty^*
\]

\[
\rho_1 u_1^2 \theta_1^* = \rho_\infty u_\infty^2 \theta_\infty^*
\]

can be applied. Therefore,

\[
\frac{\delta_1^*}{D} = \frac{\rho_\infty u_\infty}{\rho_1 u_1} \frac{\delta_\infty^*}{D} = \frac{M_\infty}{M_1} \left[ \frac{2 + (\gamma - 1)M_1^2}{2 + (\gamma - 1)M_\infty^2} \right] \frac{\gamma+1}{\delta_\infty^*} \frac{\gamma'}{D}
\]

\[
\frac{\theta_1^*}{D} = \frac{\rho_\infty u_\infty^2}{\rho_1 u_1^2} \frac{\delta_\infty^*}{D} = \frac{M_\infty^2}{M_1^2} \left[ \frac{2 + (\gamma - 1)M_1^2}{2 + (\gamma - 1)M_\infty^2} \right] \frac{\gamma'}{\theta_\infty^*} \frac{\gamma'}{D}
\]

Now \( \delta_\infty^* \) and \( \theta_\infty^* \) can be expressed in terms of Reynolds number referred to the oncoming flow conditions for either laminar or turbulent approaching boundary layers by equations such as

\[
\frac{\delta_\infty^*}{D} = K_D \frac{C}{D \sqrt{N_{Re}}} = K_D Z
\]

\[
\frac{\theta_\infty^*}{D} = K_M \frac{C}{D \sqrt{N_{Re}}} = K_M Z
\]

(Equations continued on next page)
Equations (24) and (25) can be considered as simultaneous equations with respect to $Z$ and $J(\zeta_m)$, where $n = 2$ for the laminar oncoming boundary layer and $n = 5$ for the turbulent oncoming boundary layer. In the preceding equation $K_D$ and $K_M$ are constants of proportionality associated with displacement thickness and momentum thickness, respectively. Their values are, of course, changed depending upon whether the oncoming boundary layer is laminar or turbulent.

Thus, in the case of no coolant flow ($u_c^* = 0$), $Z$ is known for given conditions if $\xi_d (= \xi_i)$ is known. Since the oncoming boundary layer is not influenced by coolant mass injection, the value of $Z$ must be kept constant for the coolant flow case. Therefore, $\delta_1^*/D$ and $\theta_1^*/D$ are known for each coolant flow case and with these values $J(\zeta_m)$ and $\xi_d$ are determined by using equations (23) and (25) if $\xi_i$ is known. The procedure for this calculation is described in detail in a later section. In any case, it seems necessary, first of all, to know the value of $\xi_i$. Unfortunately, solutions appropriate to the jet mixing region do not give any information on $\xi_i$; therefore, it must be determined from recompression conditions. As is well-known, since a complicated interaction between a shock wave and a turbulent boundary layer is the essential physical feature in the recompression region, it seems hopeless to develop any rigorous approach to this interaction phenomenon. To avoid this difficulty, reference 14 proposes an intuitive criterion for penetration of fluid particles through the recompression region. This criterion may be expressed in the statement that at the entrance of recompression region, the fluid must, at least, have a level of mechanical energy equal to the static pressure behind the shock; as a result, the recompression to that static pressure is possible by complete conversion of the kinetic energy isentropically. Although there is no rigorous proof for this statement, this criterion could be used. However, this method underestimates the value of $\xi_i$, since the effect of viscous dissipation in the recompression region is neglected. Because of this underestimation, $\xi_i$ in the present approach will be evaluated from a condition of mass flow conservation between the jet mixing region and the recompression region, and will be discussed briefly in a later section. For this purpose, it may be helpful to present a mass-flow relation at the exit of the jet mixing region,

$$
\left( \int_{y_1}^{y_u} \rho u \, dy \right)_{x=L} = \rho_1 u_1 L \frac{\xi_u - \xi_i}{\sigma_1 N \text{Re}_L}
$$

(28)
The fact that equations (23) and (25) involve $\delta_1^*/D$ and $\theta_1^*/D$ clearly indicates that physical properties in the jet mixing region, such as pressure and the length of the separated region, depend upon the ratio of oncoming boundary-layer thickness to coolant slot height. This dependence, in turn, means that such properties can be correlated to the parameter $Z$ as in the case of the usual base pressure problem, and thus the correlation found in reference 15 is confirmed.

The value of mean skin-friction coefficient $\bar{C}_{f,j}$ will now be considered. Since detailed flow structure near the wall is ignored, $\bar{C}_{f,j}$ cannot be estimated in the conventional way; therefore, in the present approach, it is evaluated by use of an approximate semiempirical method. For this purpose it is convenient to introduce a concept of a mixing coefficient originally proposed in reference 16 which is defined as

$$\frac{d\tilde{m}_j}{dx} = K_j\rho_1 u_1$$

where $K_j$ is the mixing coefficient and $\tilde{m}_j$ denotes mass of fluid entrained in the mixing layer from external isentropic flow. The left-hand side of the preceding equation may be expressed by

$$\frac{d\tilde{m}_j}{dx} = \frac{d}{dx} \int_0^{\gamma_u} \rho u \ dy = \frac{\rho_1 u_1 \xi_u}{\sigma_1 \sqrt{N_{Re,L}}}$$

Therefore,

$$K_j = \frac{\xi_u}{\sigma_1 \sqrt{N_{Re,L}}}$$

If the parameter $\phi$ is defined for a general state of the viscous layer as

$$\phi = \frac{C_f}{2K(1 - \kappa)}$$

where $C_f$ and $K$ denote local skin-friction coefficient and mixing coefficient, respectively, and $\kappa$ is a parameter defined by

$$\kappa = \frac{\delta - \delta^* - \theta^*}{\delta - \delta^*}$$

then, $\bar{C}_{f,j}$ may be given in a form

$$\bar{C}_{f,j} = 2K_j(1 - \kappa)\phi_j = \frac{2\xi_u (1 - \kappa) j}{\sigma_1 \sqrt{N_{Re,L}}} \phi_j$$
where \( \tilde{\kappa}_j \) and \( \tilde{\phi}_j \) denote their mean values in the jet mixing region. In the case of an incompressible turbulent boundary layer on a flat plate, it is easily shown that \( \phi = 1 \). In general, for any other boundary-layer state, there exists no useful method to estimate \( \phi \). The same difficulty is found in the evaluation of \( \tilde{\kappa}_j \). For this reason, \( \tilde{\kappa}_j \) is assumed to be replaceable by the value obtained at the entrance of the recompression region; that is,

\[
\tilde{\kappa}_j \approx \tilde{\kappa}_r
\]

On the other hand, the value of \( \tilde{\phi}_j \) seems to depend mainly upon local dynamic pressure and wall enthalpy. However, since it seems almost impossible to obtain a functional dependency of \( \tilde{\phi}_j \) on dynamic pressure and wall enthalpy analytically, the base pressure behind a two-dimensional rearward-facing step \( (u_c^* = 0) \) was calculated for \( M_1 = 1.5 \) and \( 2.0 \) under the assumption that the base pressure is rather insensitive to wall enthalpy. Several sets of parameters \( \left(M_\infty, M_1, \tilde{\phi}_j\right) \), which can be correlated to the experimental data shown in reference 15, were found by use of a trial-and-error method. The values of these parameters thus obtained correlate through an equation

\[
\tilde{\phi}_j = 9.68 \frac{S(M_\infty)}{S(M_1)} \exp\left(-M_\infty^{3/2}\right) \left[ 1 + 15.93 \left(1 - \frac{H_w}{H_\infty}\right) \right]
\]

where

\[
S(M) = \frac{1}{2} \gamma M^2 \left(1 + \frac{\gamma - 1}{2} M^2\right)^{-\frac{\gamma}{\gamma-1}}
\]

Thus, the final term on the right-hand side of equation (23) or equation (24) is given as

\[
\frac{1}{2} \sigma_1 \sqrt{NRe,L} \tilde{C}_{f,j} \tilde{\kappa}_j \phi \left(1 - \tilde{\kappa}_j\right) \tilde{\phi}_j
\]

It must be noted that equation (31) is an approximate empirical formula for \( \tilde{\phi}_j \); any future rigorous evaluation of the mean-skin friction coefficient in the jet mixing region will improve the present approach.

From the foregoing analysis, physical properties in the jet mixing region such as, for example, the pressure, can be expressed as a function of oncoming flow Mach number, ratio of oncoming boundary-layer thickness to slot height, and coolant flow rate; that is

\[
p_1 = f(M_\infty, \frac{C}{D}, \frac{\rho_c u_c}{\rho_\infty u_\infty}, \frac{H_w}{H_\infty})
\]

and this equation is an alternate form of equation (1).
However, it should be noted that the present approach involves the value of $\zeta_u$ explicitly and obviously depends upon the definition of the upper jet boundary. This condition clearly indicates that the solution to the jet mixing region depends, to a certain extent, upon the definition of $\zeta_u$. Unfortunately, there is no rigorous way to avoid this uncertainty. The present approach could be improved with a rigorous definition of $\zeta_u$ as well as $\bar{C}_{f,j}$.

It is convenient for subsequent development to introduce a coolant flow rate, normalized by the oncoming flow conditions, which is defined as

$$\dot{M} = \frac{\rho_c u_c}{\rho_\infty u_\infty}$$

This equation can be reexpressed by use of local flow conditions in the jet mixing region in a form

$$\dot{M} = \rho_c u_c \frac{M_\infty}{M_1} \left[ \frac{2 + (\gamma - 1)M_1^2}{2 + (\gamma - 1)M_\infty^2} \right]^{\frac{\gamma + 1}{2(\gamma - 1)}}$$

(33)

Energy Balance and Heat-Transfer Rate

Estimation of heat-transfer rate in the jet mixing region is another important problem. As has already been mentioned, the detailed flow structure near the wall is ignored in this region; therefore, conventional methods cannot be applied to calculate the local heat-transfer rate to the wall. However, it is possible to evaluate a mean heat-transfer rate by considering an energy balance within a control volume in the mixing region.

Consider a control volume enclosed by a surface $S$ which consists of the characteristic streamline $AB$, the entrance $DA$, and the exit $BC$ of the mixing region, and the wall $CD$. (See fig. 3.) Since flow is assumed to be steady, the sum of heat input $Q$

![Figure 3. Control surface for energy balance.](image-url)
across $S$, the increase in internal energy and kinetic energy within $S$, the work $W_p$ done on the gas through pressure normal to $S$, and the work $W_s$ done on the gas through shearing stress on $S$ must be zero; that is,

$$Q + E + W_p + W_s = 0 \tag{34}$$

Each term is given as follows:

$$Q = \iint_S q \, dS$$

$$E = \iint_S \left( e + \frac{V^2}{2} \right) \rho V_n \, dS = \iint_S \left( h + \frac{V^2}{2} \right) \rho V_n \, dS + \iint_S p V_n \, dS$$

$$W_p = \iint_S p(-V_n) \, dS$$

$$W_s = \iint_S \tau V_t \, dS$$

where the subscripts $n$ and $t$ denote the outward directed normal component and the tangential component to $S$, respectively. Before the estimation of each integral term, it is helpful to clarify conditions and assumptions imposed on $S$, which may be summarized as follows:

1. $V_n = 0$ along $AB$ and $CD$
2. $V_t = 0$ along $CD$
3. $V_t$ is negligible along $BC$ and $DA$
4. $\frac{\partial T}{\partial \eta}$ is negligible along $BC$ and $DA$

With these conditions the first integral can be expressed as

$$Q = \int_0^L \frac{\epsilon(x)}{N_{Pr,t}} \left[ \frac{\partial h}{\partial \eta} \right]_{y=0} \, dx - \tilde{q}_{w,j} L$$

where $\tilde{q}_{w,j}$ denotes mean heat-transfer rate to the wall. This equation is further reduced to

$$Q = \frac{\rho_1 u_1 h_1 L}{N_{Pr,t} \sigma_{11} \sqrt{N_{Re,L}}} \left[ \frac{u^*}{h^*} \frac{dh^*}{d\xi} \right]_{\xi=0} - \tilde{q}_{w,j} L$$
where the first term on the right-hand side of the equation indicates heat input into the control volume across $AB$ due to conduction. The sum of the second and the third integrals in equations (35) may be expressed as

$$E + W_p = \rho_c u_c H c D + \int_{y_d}^0 (\rho u H)_{x=0} \, dy - \int_{y_1}^0 (\rho u H)_{x=L} \, dy$$

The first and the second terms on the right-hand side of the preceding equation indicate energy inputs into the control volume due to coolant flow and oncoming boundary-layer flow, respectively, and the last term denotes the energy going out of the control volume across $BC$. The last integral in equations (35), which indicates heat generation due to viscous effects, may be written in a form

$$W_s = \int_0^L \left[ \varepsilon (x) \rho u \frac{\partial u}{\partial y} \right]_{y=0} \, dx = \frac{\rho_1 u_1 h_1 L}{\sigma_1 \sqrt{N Re, L}} (\gamma - 1) M_1^2 \left( \frac{u^*}{h^*} \frac{d u^*}{d \xi} \right)_{\xi=0}$$

Therefore, equation (34) can be expressed as

$$\int_0^L \left[ \frac{\varepsilon (x)}{N Pr, t} \rho \frac{\partial h}{\partial y} \right]_{y=0} \, dx - \tilde{q}_{w,j} L + \rho_c u_c H c D + \int_{y_d}^0 (\rho u H)_{x=0} \, dy - \int_{y_1}^0 (\rho u H)_{x=L} \, dy = 0$$

(36)

On the other hand, mass continuity within the control volume gives a relation

$$\rho_c u_c D + \int_{y_d}^0 (\rho u)_{x=0} \, dy - \int_{y_1}^0 (\rho u)_{x=L} \, dy = 0$$

(37)

where the first and the second terms on the left-hand side of equation (37) indicate mass fluxes entrained in the control volume from coolant flow and oncoming boundary-layer flow, respectively, and the last term denotes mass flux going out of the control volume and across $BC$. Multiplying equation (37) by $\frac{H}{H_\infty}$ and subtracting the result from equation (36), $(H)_{x=0} = H_\infty$ being assumed and the nondimensional expressions being introduced, then yields the mean heat-transfer rate in the jet mixing region as

$$\frac{\tilde{q}_{w,j}}{\rho_1 u_1 h_1} = \frac{1}{\sigma_1 \sqrt{N Re, L}} \left[ \frac{1}{N Pr, t} \left( \frac{u^*}{h^*} \frac{d h^*}{d \xi} \right)_{\xi=0} + (\gamma - 1) M_1^2 \left( \frac{u^*}{h^*} \frac{d u^*}{d \xi} \right)_{\xi=0} \right]$$

$$- \frac{H_\infty}{h_1} \left( 1 - \frac{H_c}{H_\infty} \right) (\xi_d - \xi_1) - \frac{H_\infty}{h_1} \xi_1 - \int_{\xi_1}^0 \left( h^* + \frac{\gamma - 1}{2} M_1^2 u^* \right) d \xi$$

(38)
In the case of \( N_{Pr,t} = 1.0 \), this equation can be further simplified with the aid of equation (14) to

\[
\frac{\tilde{q}_{w,j}}{\rho_1 u_1 H_\infty} = \frac{1}{\sigma_1 \sqrt{NRe_s L}} \left( 1 - \frac{H_W}{H_\infty} \right) \left[ \left( \frac{u^*}{h^*} \right) \sigma_1 \sqrt{NRe_s L} \right] \frac{d_0}{d_1} - \zeta_1 - \int_{\zeta_1}^{\zeta_0} u^* d \zeta
\]

(39)

where the final term in the bracket of equation (39) indicates that the coolant mass reduces the heat-transfer rate as a heat sink.

If the mean heat-transfer coefficient \( \tilde{C}_{q,j} \) in the jet mixing region is defined as

\[
\tilde{C}_{q,j} = \frac{\tilde{q}_{w,j}}{\rho_\infty u_\infty H_\infty}
\]

(40)

then

\[
\tilde{C}_{q,j} = \frac{\rho_1 u_1}{\rho_\infty u_\infty} \frac{\tilde{q}_{w,j}}{\rho_1 u_1 H_\infty} = \frac{M_1}{M_\infty} \left[ \frac{2 + (\gamma - 1)M_\infty^2}{2 + (\gamma - 1)M_1^2} \right]^{\gamma+1} \frac{\gamma+1}{2(\gamma-1)} \tilde{q}_{w,j} \]

(41)

In contrast to conventional boundary-layer transpiration cooling, in which the Mach number of the external flow is rather insensitive to coolant flow rate, with coolant injection the external flow Mach number in the jet mixing region is fairly sensitive to the coolant mass injection. Furthermore, this characteristic is an unfavorable factor in the reduction of heating rate in the jet mixing region, since \( M_1 \) decreases with an increase in the coolant flow rate. This decrease, in turn, tends to increase \( \tilde{C}_{q,j} \), as is seen in equation (41), and this fact may be largely responsible for the marked difference in heat-transfer rate between separated flow and attached boundary-layer flow.

Despite the unfavorable factor just mentioned, the film cooling of the present type is still effective in reducing heat transfer in the region farther downstream of the separation point because a large amount of mass transport, induced by the strong action of jet mixing, can certainly be expected from the external flow to the internal dissipative flow. This process increases the thickness of the boundary layer downstream and reduces the heating rate to some extent.

**RECOMPRESSION REGION**

One of the most interesting phenomena in fluid mechanics, which is, in an exact sense, still unsolved, is the interaction between a shock wave and a viscous layer. This
interaction can be observed in many practical problems of supersonic flow, such as base pressure behind blunt-based bodies and the flow separation associated with recompression in an overexpanded supersonic nozzle.

Although many attempts have been made to clarify the aerodynamic mechanism of this phenomenon by both theoretical and experimental methods, there does not seem to exist any analytical approach pertinent to internal and external flow characteristics from which appreciable information is available. The main reason for this deficiency is the fact that application of the conventional boundary-layer approximations has been recognized to be doubtful for this kind of interaction phenomenon.

Since it seems hopeless to attempt to solve the complete Navier-Stokes equations in detail, reference 16 presents an approximate analytical theory of shock-wave—boundary-layer interaction without heat transfer derived by modifying the von Kármán momentum integral method with emphasis being laid on the importance of mass transport from the outer nearly isentropic stream to the internal dissipative flow through mixing.

In this interaction, it is well-known that the external flow cannot be given a priori as a known datum for calculation of the internal dissipative flow. The development of dissipative flow itself must be fed back to determine the external flow. This interplay, which is now generally recognized as the basis of any valid theoretical treatment, seems to have been formulated successfully in reference 16 with the assumption that any state of the boundary layer might be predicted by a single parameter.

For the case of a compressible laminar boundary layer involving separation, the validity of this assumption is reasonably verified from the correlation of incompressible data through the Illingworth-Stewartson transformation. (See ref. 12.) However, if the boundary layer is specified as turbulent, nothing of this kind can be done rigorously because of the almost complete lack of theoretical knowledge on the effect of compressibility, and also because even the empirical information in the incompressible case is meager. Despite much discussion on the possibility of considering physical properties associated with an incompressible turbulent boundary layer as a one-parameter family, it is not yet clear whether this assumption in general is even approximately correct. However, if the physical properties do not change too fast, the assumption may be adequate.

Moreover, if heat transfer is involved in the problem, the real physical feature of the compressible turbulent boundary layer with a pressure gradient will become much more complicated because the energy equation should couple with the momentum equation. Since there is neither theoretical nor empirical information available for predicting the enthalpy profile across turbulent boundary layers, except for the flat-plate
case presented in reference 17, it seems impossible to solve the present problem without making some assumption concerning the enthalpy profile.

Introduction of the assumption of a one-parameter family of turbulent boundary layers provides a mean temperature within the layer from mass and momentum relations, as pointed out in reference 16. However, there is not any rigorous method available to examine whether this mean temperature is even approximately consistent with the energy equation.

The purpose of this section is to present an approximate approach to the shock-wave-turbulent-boundary-layer interaction with heat transfer so as to emphasize the importance of the transport of mass, momentum, and energy in determining the flow pattern. The present approach is essentially based on the one presented in reference 16 for shock-wave-boundary-layer interaction without heat transfer. The basic assumptions made in the present approach may be summarized as follows:

1. Any state of the turbulent boundary layer with a pressure gradient may be predicted as a single-parameter family
2. The static pressure across the internal viscous layer is constant and equal to the local pressure in the adjacent external flow
3. The wall temperature is constant
4. The turbulent Prandtl number is constant and equal to unity
5. The total enthalpy profile across the boundary layer is assumed to be a function of local velocity $u$ only and is given in the form
   \[ H = c_p T + \frac{1}{2} u^2 = (H_e - H_w)\frac{u}{u_e} + H_w \]  
   (42)

The final assumption has already been proved to be correct by Van Driest (ref. 17) for compressible turbulent boundary layer without pressure gradient if the turbulent Prandtl number is unity. In the general case, there is no rigorous proof for equation (42). However, it is expected to be approximately valid if the temperature profile within the boundary layer does not change too fast.

Analysis

To simplify the analysis, a shock wave is assumed to be replaceable by a family of isentropic compression waves. This assumption seems to be reasonable because the shock wave tends to be diffused and becomes a family of compression waves near the boundary layer. A simple sketch of the characteristic flow pattern in the recompression region is shown in figure 4. The flow field is assumed to consist of two regions, an
internal viscous layer of local thickness $\delta$ and an external nearly isentropic flow in which the local streamline makes the angle $\theta$ with the x-axis at $y = \delta$.

The basic equations governing the viscous layer are:

\[
\frac{\partial \rho u}{\partial x} + \frac{\partial \rho v}{\partial y} = 0
\]

\[
\rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} = -\frac{\partial p}{\partial x} + \frac{\partial \tau}{\partial y}
\]

\[
\rho u \frac{\partial h}{\partial x} + \rho v \frac{\partial h}{\partial y} = -\frac{\partial q}{\partial y} + u \frac{\partial p}{\partial x} + \frac{\partial \tau}{\partial y}
\]

Although equation (45) is an energy equation, the solution of this equation has already been assumed to be given by equation (42). Therefore, it is not necessary to couple equation (45) with equation (44) in the present approach. Thus, equation (45) should be considered as an expression for obtaining the heat-transfer rate to the wall.

Before proceeding to a detailed analytical development, it may be helpful to define several physical quantities which will be used in the subsequent argument. Fluxes of mass, momentum, and energy across the viscous layer are expressed, respectively, as

\[
\tilde{m} = \int_{0}^{\delta} \rho u \, dy = \rho_e u_e (\delta - \delta^*)
\]

\[
I = \int_{0}^{\delta} \rho u^2 \, dy = \rho_e u_e^2 (\delta - \delta^* - \theta^*)
\]

\[
\tilde{J} = \int_{0}^{\delta} \rho u H \, dy = \frac{H_e - H_w}{u_e} I + H_w \tilde{m}
\]
where equation (42) has been employed in equation (48). From the mass and momentum fluxes, mean velocity \( \tilde{u} \) within the viscous layer may be defined as

\[
\tilde{u} = \frac{I}{\tilde{m}} = \frac{u_e (\delta - \delta^* - \theta^*)}{\delta - \delta^*}
\]

(49)

which provides an important parameter

\[
\kappa = \frac{\tilde{u}}{u_e} = \frac{\delta - \delta^* - \theta}{\delta - \delta^*}
\]

(50)

Crocco and Lees (ref. 16) proposed this parameter as the characteristic one with which any state of the viscous layer can be predicted as a single-parameter family. In the present approach, the same physical concept as that of Crocco and Lees is to be given to this parameter on the basis of the assumption mentioned in the preceding section. A mean density \( \bar{\rho} \) and a mean temperature \( \bar{T} \) within the boundary layer can be defined by use of \( \delta \) and \( \tilde{u} \) together with the equation of state; that is,

\[
\tilde{m} = \bar{\rho} \tilde{u} \delta = \frac{\bar{\rho} \tilde{u} \delta}{RT}
\]

Thus, integration of momentum and energy equations across the boundary layer leads to

\[
\frac{d\tilde{T}}{dx} = u_e \frac{d\tilde{m}}{dx} - \frac{d\rho}{dx} - \tau_w
\]

(51)

\[
\frac{d\tilde{T}}{dx} = H_e \frac{d\tilde{m}}{dx} - q_w
\]

(52)

By use of equation (48), local heat-transfer rate from equation (52) may be expressed as

\[
q_w = (H_e - H_w) \left[ (1 - \kappa) \frac{d\tilde{m}}{dx} - \tilde{m} \frac{d\kappa}{dx} \right]
\]

(53)

On the other hand, geometrical definition of \( \delta \) and \( \theta \) gives a mass flux relation (see fig. 4)

\[
\frac{d\tilde{m}}{dx} = \rho_e u_e \left( \frac{d\delta}{dx} - \theta \right)
\]

(54)

which may be reexpressed by introducing the concept of a mixing coefficient, originally proposed by Crocco and Lees, as

\[
\frac{d\tilde{m}}{dx} = K \rho_e u_e
\]

(55)
Therefore,
\[ \frac{d\delta}{dx} = K + \theta \]  \hfill (56)

Since the shock wave is assumed to be replaceable by a family of isentropic waves, the pressure in the external flow is given by the Prandtl-Meyer relation:
\[ \frac{dp}{\rho} = \frac{\gamma \dot{M} e^2 d\theta}{\sqrt{\dot{M}^2 e^2 - 1}} \]  \hfill (57)

Moreover, it is convenient to introduce several reduced quantities which are defined as
\[
\begin{align*}
  w &= \frac{u}{a_0} \\
  m &= \tilde{m}a_0 \\
  \phi_e &= \frac{1 - \frac{\gamma - 1}{2} \dot{w} e^2}{\gamma \dot{w} e}
\end{align*}
\]  \hfill (58)

By use of these values, equation (57) can be reexpressed as
\[ \frac{dp}{\rho} = -\frac{d\dot{w} e}{\phi_e} \]

To evaluate several physical properties of compressible turbulent boundary layers by use of the incompressible data, the Illingworth-Stewartson transformation (ref. 12) is introduced as
\[
\begin{align*}
  \rho_0 a_0 \, d\eta &= \rho a_e \, dy \\
  p_0 a_0 \, d\xi &= p_e a_e \, dx \\
  \rho \frac{\rho}{\rho_0} \, u &= \psi_y \\
  \rho \frac{\rho}{\rho_0} \, v &= -\psi_x \\
  u_i &= \psi \eta \\
  v_i &= -\psi \xi
\end{align*}
\]

and provide a useful correlation between compressible and incompressible flows. The results of the transformation may be summarized as follows:
\[\rho_0 u_i \, d\eta = \rho u \, dy\]

\begin{align*}
\frac{u_i}{a_o} &= \frac{u}{a_e} \\
\frac{u_i}{u_{ie}} &= \frac{u}{u_e} \\
\tau &= \frac{p_e T_e}{p_o T_o} \tau_i
\end{align*}

where the subscript \( o \) denotes stagnation conditions of the compressible external flow, to which the corresponding incompressible external flow should be referred.

However, it must be noted that there is no rigorous proof for the validity of the Illingworth-Stewartson transformation in the case of a compressible turbulent boundary layer. Because of the almost complete lack of knowledge of compressibility effects on turbulent boundary layers with a pressure gradient, and also because no other method is available for correlating the compressible turbulent boundary-layer flow with incompressible flow, the Illingworth-Stewartson transformation is used.

Several important relations which result from this transformation are summarized as follows:

\[\delta_i - \delta_i^* = \frac{\rho e^a e}{\rho_o^a_o} (\delta - \delta^*)\]

\[\delta_i - \delta_i^* - \delta_{i1}^* = \frac{\rho e^a e}{\rho_o^a_o} (\delta - \delta^* - \delta^*)\]

\[\kappa = \frac{\delta - \delta^* - \theta^*}{\delta - \delta^*} = \frac{\delta_i - \delta_i^* - \delta_{i1}^*}{\delta_i - \delta_i^*} = \kappa_i\]

\[\tilde{m} = \rho e u_e (\delta - \delta^*) = \rho_o u_{ie} (\delta_i - \delta_i^*) = \tilde{m}_i\]

where the subscript \( i \) denotes corresponding incompressible conditions. The thickness of the boundary layer \( \delta \) is obtained by

\[\delta = \int_0^\delta dy = \frac{\rho_o a_o}{\rho e a_e} \frac{T_o}{T_e} \int_0^{\delta_i} \frac{T}{T_o} \, d\eta\]

If local stagnation temperature in the viscous layer is denoted by \( T_s \), then

\[
\frac{T_s}{T} = 1 + \frac{\gamma - 1}{2} M^2 = 1 + \frac{\gamma - 1}{2} \frac{u^2}{a_o^2} \frac{a_0^2}{a_s^2} \frac{T_s}{T} = 1 + \frac{\gamma - 1}{2} \frac{w^2 H e}{H} \frac{T_s}{T}
\]
and therefore,
\[ \frac{T}{T_0} = \frac{T}{T_s} \frac{T_s}{T_0} = \frac{H}{H_e} - \frac{\gamma - 1}{2} w^2 \]
which can be reexpressed by use of equation (42) as
\[ \frac{T}{T_0} = \lambda + (1 - \lambda) \frac{u}{u_e} - \frac{\gamma - 1}{2} w_e \left( \frac{u}{u_e} \right)^2 \]

With the aid of equation (59), the local thickness of the compressible boundary layer is written as
\[ \delta = \frac{\rho_0}{\rho_e} \frac{T_0}{T_e} \left[ \delta_i - (1 - \lambda) \delta_1^* - \frac{\gamma - 1}{2} w_e 2(\delta_1 - \delta_1^* - \theta_1^*) \right] \]
where
\[ \lambda = \frac{H_w}{H_e} \]

With this value, the mean temperature may be obtained in a form
\[ \frac{T}{T_0} = \frac{T_e}{T_e} = \kappa^2 \left[ F_1 - (1 - \lambda) F_2 + 1 - \frac{\gamma - 1}{2} w_e^2 \right] \]
where
\[ F_1 = \frac{\delta_1^* + \theta_1^*}{\delta_1 - \delta_1^* - \theta_1^*} \]
\[ F_2 = \frac{\delta_1^*}{\delta_1 - \delta_1^* - \theta_1^*} \]

Thus, the mass flux relation (eqs. (58)) is reduced to
\[ m_K \left[ F_1 - (1 - \lambda) F_2 + 1 - \frac{\gamma - 1}{2} w_e^2 \right] = \gamma w_e \delta \] (60)

Differentiation of equation (60) with respect to \( x \) and elimination of \( d\delta/dx \) by use of equation (56) leads to
\[ \left\{ \kappa \frac{dF_1}{d\kappa} - \kappa(1 - \lambda) \frac{dF_2}{d\kappa} + \frac{P}{w_e} \frac{d\kappa}{d\kappa} - \gamma e - 1 \right\} w_e^2 - \frac{\kappa P}{w_e} \]
\[ + \frac{\kappa P}{\phi_e} \frac{d\phi}{d \log m} = \gamma w_e \phi_e \left( 1 + \frac{\theta}{K} \right) - \kappa P \] (61)
where
\[
P = F_1 - (1 - \lambda) F_2 + 1 - \frac{\gamma - 1}{2} w_e^2\tag{62}
\]

On the other hand, with the aid of equation (49), the momentum equation (eq. (51)) may be reduced to
\[
\left( w_e \frac{d\kappa}{dw_e} + \kappa - \frac{\kappa p}{\gamma w_e \phi_e} \right) \frac{dw_e}{d \log m} = w_e(1 - \kappa)(1 - \phi)\tag{63}
\]
where
\[
\phi = \frac{C_f}{2K(1 - \kappa)}\tag{64}
\]
\[
C_f = \frac{\tau w}{\frac{1}{2} \rho_e u_e^2}
\]

Elimination of \( \frac{dw_e}{d \log m} \) from equations (61) and (63) yields for \( \phi \neq 1 \)
\[
\frac{d\kappa}{dw_e} = \frac{B}{A}\tag{65}
\]
where
\[
A = w_e \left( 1 - \frac{\gamma - 1}{2} w_e^2 \right) \left( 1 - \frac{\gamma - 1}{2} w_e^2 \right) \frac{\theta}{K} + \phi(1 - \kappa) \left( 1 - \frac{\gamma - 1}{2} w_e^2 \right)
- \left[ F_1 - (1 - \lambda) F_2 \right] (1 - \phi + \kappa \phi) - \kappa (1 - \kappa) (1 - \phi) \left[ \frac{dF_1}{d\kappa} - (1 - \lambda) \frac{dF_2}{d\kappa} \right]
\]
\[
B = \kappa(1 - \kappa)(1 - \phi) \left( 1 - \frac{\gamma - 1}{2} w_e^2 \right) \left( \frac{\gamma + 1}{2} w_e^2 - 1 \right) + \kappa \left[ F_1 - (1 - \lambda) F_2 \right]
\times \left\{ \gamma w_e^2(1 - \kappa)(1 - \phi) + \phi(1 - \kappa) \left( 1 - \frac{\gamma - 1}{2} w_e^2 \right) + \left( 1 - \frac{\gamma - 1}{2} w_e^2 \right) \frac{\theta}{K} - \kappa \left[ F_1 - (1 - \lambda) F_2 \right] \right\}
\]

Equation (65) is a fundamental equation associated with the rate of change in the state of the internal viscous layer with external conditions. As is seen in the equation, the essential characteristic of the interaction phenomenon is nonlinear. If \( \phi \) is equal to unity, the equation can be reduced to a simple form,
\[ \frac{d\kappa}{dw_e} = \frac{\kappa \left[ F_1 - (1 - \lambda)F_2 \right]}{w_e \left( 1 - \frac{\gamma - 1}{2} \frac{1}{w_e^2} \right)} \]  \hspace{1cm} (66)

which is independent of mixing coefficient.

Crocco and Lees (ref. 16) gave a detailed discussion on the solution of equation (65) in the case where \( \lambda = 1.0 \) and \( \phi = 0 \) and pointed out the existence of a singular point which is a saddle point of the solution from a mathematical viewpoint. Physically speaking, this singular point corresponds to the sonic point of a convergent-divergent nozzle. However, if \( \phi \) is equal to unity, the singular point vanishes, as is seen in equation (66).

Evaluation of \( F_1 \) and \( F_2 \) is of interest. Crocco and Lees used an empirical relation for \( F_1 \), obtained from the data given by reference 18. However, in the present approach, \( F_1 \) and \( F_2 \) are estimated from approximate analytical results obtained for the fully developed turbulent boundary layer on a flat plate. If a velocity profile for an incompressible turbulent boundary layer with zero pressure gradient is assumed to be given by a power-law distribution such as

\[ \frac{u_i}{u_{ie}} = \left( \frac{y}{\delta_i} \right)^{1/n} \]

then, the displacement thickness and the momentum thickness are obtained, respectively, as

\[ \frac{\delta_i^*}{\delta_i} = \frac{1}{1 + n} \]

\[ \frac{\theta_i^*}{\delta_i} = \frac{n}{(1 + n)(2 + n)} \]

where \( n \) indicates a positive constant. For the flat plate, it is usually assumed that \( n = 7 \). With these expressions, \( \kappa \), \( F_1 \), and \( F_2 \) are given in forms:

\[
\begin{align*}
\kappa &= \frac{n + 1}{n + 2} \\
F_1 &= \frac{2}{n} \\
F_2 &= \frac{2 + n}{n(1 + n)}
\end{align*}
\]  \hspace{1cm} (67)

Therefore, elimination of \( n \) from these equations leads to
\[
\begin{align*}
F_1 &= \frac{2(1 - \kappa)}{2\kappa - 1} \\
F_2 &= \frac{1 - \kappa}{\kappa(2\kappa - 1)}
\end{align*}
\] (68)

Although equations (68) were derived from a relation available for a flat plate, it is capable of representing a universal relation associated with the general state of the incompressible turbulent boundary layer, as long as the assumption of a one-parameter family of boundary-layer state is valid. The reason for this statement is as follows: From the assumption of a one-parameter family for the boundary-layer state, it is recognized that there should exist a unique relation between \( F_1 \) and \( \kappa \) which can predict any state of the boundary layer. In other words, \( F_1 \) should be a function of \( \kappa \) only. Since flat-plate flow having \( \kappa = \kappa_p \) and \( F_1 = F_{1p} \) for a specified value of \( n \) must be one of the general states, these values have to coincide with those of the unique solution. This condition, in turn, means that the parameter \( n \) in equations (67) may be regarded as a parametric variable indicating various states of the boundary-layer flow. Therefore, equations (68) which are obtained by eliminating the parametric variable can be regarded as a representative form of the unique relation between \( F_1 \) and \( \kappa \). The same reasoning is true for \( F_2 \).

Evaluation of \( \phi \) in equation (64) is another point of interest. From equations (59) it is easily shown that

\[
C_f = \frac{p_e \rho_o}{p_o \rho_e} \frac{a_e}{a_o} \left( \frac{u_{ie}}{u_e} \right)^2 C_{f,i} = \frac{p_e \rho_o}{p_o \rho_e} C_{f,i}
\]

On the other hand, from the definition of the mixing coefficient

\[
\frac{dm}{dx} = K \rho_e u_e = \frac{dm_i}{d\xi} \frac{d\xi}{dx} = K_i \rho_o u_{ie} \frac{p_e a_e}{p_o a_o}
\]

Therefore,

\[
K = \frac{p_e \rho_o}{p_o \rho_e} K_i
\] (69)

and

\[
\phi = \frac{C_f}{2K(1 - \kappa)} = \frac{C_{f,i}}{2K_i(1 - \kappa_i)} = \phi_i
\] (70)

Equation (70) clearly indicates that \( \phi \) does not change through the Illingworth-Stewartson transformation. For the flat-plate flow, the incompressible mass flux is given by
\[
\tilde{m}_i = \rho_0 u_{ie} (\delta_i' - \delta_i^*) = \rho_0 u_{ie} \frac{n}{1 + n} \delta_i
\]

Differentiation of \( \tilde{m}_i \) with respect to \( \xi \) leads to

\[
K_i = \frac{n}{1 + n} \frac{d\delta_i}{d\xi}
\]

(71)

On the other hand, the skin-friction coefficient is given by

\[
C_{f,i} = 2 \frac{d\theta_1}{d\xi} = \frac{2n}{(1 + n)(2 + n)} \frac{d\delta_i}{d\xi}
\]

Hence,

\[
\frac{C_{f,i}}{2K_i} = \frac{1}{2 + n} = 1 - \kappa_i
\]

and

\[
\phi_{i,p} = 1
\]

for a flat plate. Unfortunately, for general states of boundary-layer flow other than the flat plate, there does not exist any rigorous theory for evaluating \( \phi \). Moreover, even the empirical information is meager. For this reason, it is assumed in the present analysis that \( \phi \) is equal to unity everywhere in the recompression region.

The value of the mixing coefficient remains to be discussed. The mixing coefficient of a compressible family is correlated with that of the incompressible one through equation (69). It is easily deduced from equation (71) that the local mixing coefficient for attached boundary-layer flow is, in general, a function of the local Reynolds number. However, even if such a formulation had been made, it is still doubtful whether it could give a correct answer that would include the effects of compressibility. When it is considered that the mass-flow variation has only a little effect on the turbulent values and that insufficient empirical data are available on the spread of turbulence, it seems justifiable to introduce the approximation that the mixing coefficient is constant throughout the recompression region.

From the data presented in reference 19, Crocco and Lees estimated that \( K = 0.03 \) near the separation point of the attached turbulent boundary layer. A rough evaluation of the mixing coefficient by use of equation (29) indicates that \( K \approx \frac{0.139}{X} \) in the jet mixing region. Of course, this value may vary depending upon the definition of the upper jet boundary. Nevertheless, it is more than four times the Crocco and Lees' value for \( X = 1.0 \). On the other hand, the flat-plate value for a Reynolds number of \( 10^5 \) indicates that \( K \approx 6 \times 10^{-3} \), which is only one-fifth of Crocco and Lees' value. When the fact that the actual value of the mixing coefficient in the recompression region should
vary from $K = 0.139$ at the entrance to $K = 6 \times 10^{-3}$ at the exit of this region is considered, the value proposed by Crocco and Lees is realistic as a mean value. Therefore, the mixing coefficient is, for the present, taken as $K = 0.03$, where this value should be regarded as a realistic mean value in the recompression region. However, it should be noted that the value of the mixing coefficient has a strong influence on the thickness of the boundary layer and the associated local heat-transfer rate in the recompression region.

Since the viscous layer downstream of the recompression region has been assumed to be a fully developed turbulent boundary layer on a flat plate, integration of equation (65) is made upstream starting from the exit point of the recompression region with the known value of $w_e$ and $\kappa$ appropriate to the flat-plate flow conditions. From the assumption of isentropic recompression, the Mach number of the external flow downstream of the recompression region must equal the oncoming value. Therefore the starting values are given by

$$
(w_e)_{\text{Start}} = w_{e,p} = \frac{M_\infty}{\sqrt{1 + \frac{\gamma - 1}{2} M_\infty^2}}
$$

(72)

$$
(\kappa)_{\text{Start}} = \kappa_p = \frac{8}{9}
$$

For the case of $\phi = 1$, equation (66) can be integrated analytically in a form

$$
(1 - \kappa)^{1+\lambda}(2\kappa - 1 + \lambda) = \bar{C} \frac{1}{w_e^2} \left( \frac{1 - \frac{w_e^2}{1 + \frac{\gamma - 1}{2} w_e^2}}{w_e^2} \right)
$$

(73)

where $\bar{C}$ is an integral constant to be determined from equations (72).

Other Relations Associated With Recompression Region

Since the solution of the fundamental equation (eq. (65) or eq. (66)) has been obtained, other quantities concerning the recompression region can be estimated. For this purpose it will be convenient to introduce nondimensional quantities defined as

$$
\bar{m} = \frac{m}{m_p}
$$

$$
\bar{\delta} = \frac{\delta}{\delta_p}
$$

$$
\bar{x} = \frac{x}{\delta_p}
$$

(74)
where the subscript \( p \) denotes conditions at the exit of the recompression region and the origin of the \( x \)-axis has been taken at the exit point.

The equation for mass flux is given from equation (63) for \( \phi \neq 1 \) as

\[
\frac{dm}{dwe} = \frac{m}{we(1 - k)(1 - \phi)} \left\{ w_e \frac{dk}{dwe} - \frac{k[F_1 - (1 - \lambda)F_2]}{\gamma w_e \phi_e} \right\}
\]

(75)

In the case \( \phi = 1 \), this equation may be reduced to

\[
\frac{dm}{dwe} = \frac{mE_2}{E_1}
\]

(76)

where

\[
E_1 = \left(1 + \frac{\theta}{K}\right)(1 - \frac{1}{2} w_e^2) - \kappa P
\]

\[
E_2 = \left[ \kappa \frac{dF_1}{dk} - \kappa(1 - \lambda) \frac{dF_2}{dk} + P \right] \frac{dk}{dwe} + \kappa P \left( \frac{1}{\phi_e} - \frac{1}{w_e} \right) - (\gamma - 1)k w_e
\]

and where \( P \) has been given by equation (62). The boundary condition is given by

\[
\bar{m} = 1 \quad \left( w_e = w_e, p \right)
\]

(77)

By use of the mass flux \( \bar{m}_r \) thus obtained at the entrance of recompression region, the value of \( \zeta_i \), which was unknown in the earlier development, can be determined through continuity of mass flux between the jet mixing region and the recompression region. From equation (60), there results

\[
(\delta m_r) = \frac{\kappa_r P_r}{\gamma P_1 w_e 1}
\]

(78)

where the subscript \( r \) denotes conditions at the entrance of the recompression region (or exit of the jet mixing region). On the other hand, the mass flux at the exit of the jet mixing region has been given by equation (28), and the thickness of the mixing layer at the same station is given by the equation

\[
\delta_r = \int_{\gamma_i}^{\gamma_u} dy = \frac{L}{\sigma_1 \sqrt{NRe_e L}} \int_{\zeta_i}^{\zeta_u} \frac{h^*}{u^*} d\zeta
\]

Therefore,

\[
(\delta m_r) = \frac{\delta}{m_{1a0} \phi_r} = \frac{J(\zeta_u) - J(\zeta_i)}{\rho_{1u1a0}(\gamma_u - \zeta_i)}
\]

(79)
Thus, from equations (78) and (79), the following relation which determines $\xi_1$ uniquely is obtained:

$$\frac{J(\xi_u) - J(\xi_1)}{\xi_u - \xi_1} = \frac{\kappa_F [F_{1,r} - (1 - \lambda)F_{2,r} + 1 - \frac{\gamma - 1}{2} w_{e,1}^2]}{1 - \frac{\gamma - 1}{2} w_{e,1}^2}$$

Thickenes of the boundary layer is estimated from equation (60); that is,

$$\bar{\delta} = \frac{\delta}{\delta_p} = \frac{P}{P_p} \frac{w_{e,p}}{w_e} \frac{\kappa}{\kappa_p} \frac{P}{P_p} \frac{m}{m_e}$$

which is further rewritten by use of isentropic relations in a form

$$\bar{\delta} = \frac{w_{e,p}}{w_e} \left( \frac{1 - \frac{\gamma - 1}{2} w_{e,p}^2}{1 - \frac{\gamma - 1}{2} w_e^2} \right)^{\frac{\gamma}{\gamma - 1}} \frac{\kappa}{\kappa_p} \frac{P}{P_p} \frac{m}{m_e}$$

The equation for the width of the recompression region can be obtained from the definition of the mixing coefficient. Rewriting equation (55) yields

$$\frac{d\bar{m}}{d\bar{x}} = -\frac{\delta_p}{m_p} \rho_e u_e a_0 K$$

which can be reexpressed, with the aid of equation (60), as

$$\frac{d\bar{x}}{dw_e} = -\frac{w_{e,p}}{K\kappa_p P_p} \frac{1 - \frac{\gamma - 1}{2} w_e^2}{w_e} \left( \frac{1 - \frac{\gamma - 1}{2} w_{e,p}^2}{1 - \frac{\gamma - 1}{2} w_e^2} \right)^{\frac{\gamma}{\gamma - 1}} \frac{d\bar{m}}{d\bar{x}}$$

where the boundary condition is given as

$$\bar{x} = 0 \quad (w_e = w_{e,p})$$

The local heat-transfer rate can be obtained from equation (53) as

$$\frac{q_w}{\rho_o u_o (H_e - H_w)} = \frac{1 - \frac{\gamma - 1}{2} w_{e,p}^2}{\kappa_p P_p} \left[ \frac{m}{m} \frac{d\kappa}{dw_e} - (1 - \kappa) \frac{d\bar{m}}{d\bar{x}} \right] \frac{d\bar{x}}{d\bar{x}}$$

The mean heat-transfer rate $\tilde{q}_R$ in the recompression region is defined by the equation

$$\tilde{q}_R = \frac{1}{x_r} \int_0^{x_r} q_w \, dx$$
where the negative sign of $x_r$ is due to the coordinates system used for the recompression region. (See fig. 4.) By use of nondimensional expressions, the preceding equation can be reduced to

$$\frac{\tilde{q}_R}{\rho_\infty u_\infty (H_e - H_w)} = \frac{1}{\tilde{x}_r} \int_{w_e, p}^{w_e, l} C_{q, R} \frac{d\tilde{x}}{dw_e} \, dw_e$$

(85)

where

$$C_{q, R} = \frac{q_w}{\rho_\infty u_\infty (H_e - H_w)}$$

which has already been given by equation (84). The mean heat-transfer coefficient in the recompression region $\bar{C}_{q, R}$ is defined by the equation

$$\bar{C}_{q, R} = \frac{\tilde{q}_R}{\rho_\infty u_\infty H_\infty}$$

HEAT-TRANSFER REDUCTION IN THE REGION DOWNSTREAM OF RECOMPRESSION

Since the coolant flow is assumed to be injected into the dead-air region at a low flow rate through a rearward-facing slot, complete mixing occurs between the coolant and the oncoming viscous flow before the exit of the recompression region is approached so that the viscous layer downstream of the recompression region is an ordinary turbulent boundary layer on a flat plate (fig. 5). Therefore, the predominant factor in reducing the heat-transfer rate in this region will be the growth of boundary-layer thickness.

Since the recompression has been assumed to be made through a family of isentropic compression waves, the Mach number of the external flow must be the oncoming value. In contrast to the jet mixing region upstream, this characteristic makes the subsequent analysis fairly simple because the external flow Mach number remains unchanged with coolant flow rate.
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For fully developed compressible turbulent boundary-layer flows without pressure gradient (flat plate), Van Driest (ref. 17) presented an analytical approach whose results are shown to be in good agreement with existing experimental data. Therefore, subsequent development will use the analytical results presented by Van Driest. It must be noted that although coolant flow rate does not appear explicitly in the subsequent analysis, its effect is implicitly involved in the development because the behavior of the attached boundary layer is seriously influenced by the upstream conditions.

The local skin-friction coefficient \( C_{f,\infty} \) and the energy transfer coefficient \( C_{H,\infty} \) obtained by Van Driest for a fully developed turbulent boundary layer on a flat plate may be summarized as follows:

\[
\frac{0.242}{N_1C_{f,\infty}^{1/2}} \left( \frac{T_\infty}{T_W} \right)^{1/2} (\sin^{-1} \alpha + \sin^{-1} \beta) = \log_{10} N_{Re,\infty} C_{f,\infty} - \frac{1 + 2\omega}{2} \log_{10} \frac{T_W}{T_\infty} + 0.41 \quad (86)
\]

and

\[
C_{H,\infty} = \frac{\bar{q}_w}{\rho_\infty u_\infty (H_\infty - H_W)} = \frac{1}{2} C_{f,\infty} \quad (87)
\]

where

\[
C_{f,\infty} = \frac{\tau_w}{\frac{1}{2} \rho_\infty u_\infty^2} \quad (88)
\]

\[
N_{Re,\infty} = \frac{u_\infty x}{\nu_\infty} \quad (89)
\]

\[
N_1 = \sqrt{\frac{\gamma - 1}{2} M_\infty^2 \frac{T_\infty}{T_W}}
\]

\[
N_2 = \left( 1 + \frac{\gamma - 1}{2} M_\infty^2 \right) \frac{T_\infty}{T_W} - 1
\]

\[
\alpha = \frac{2N_1^2 - N_2}{\sqrt{N_2^2 + 4N_1^2}}
\]

\[
\beta = \frac{N_2}{\sqrt{N_2^2 + 4N_1^2}}
\]
and where \( x \) denotes a distance measured from leading edge of the flat plate where the thickness of the boundary layer is zero. It should be noted that these relations are obtained under the assumption of a turbulent Prandtl number equal to unity. Thus, the local thickness of the boundary layer is given by

\[
\delta = \frac{\tilde{K}(1 + N_2 - N_1^2)^{1/2}}{\sqrt{2}} \left( \frac{T_w}{T_\infty} \right)^{1/2} C_{f,\infty}^{1/2} x
\]  

(91)

where

\[
\tilde{K} = \frac{1}{4.15 \sqrt{2} \log_{10} e}
\]  

(92)

Therefore, equation (91) can be simplified, by use of equation (90), to a form

\[
\delta = \frac{1}{3.6} x C_{f,\infty}^{1/2}
\]  

(93)

On the other hand, from equations (86) and (89), a relation between the local skin-friction coefficient and \( x \) can be obtained as

\[
N_{Re,\infty} = \frac{u_\infty x}{\nu_\infty} = \left( \frac{T_w}{T_\infty} \right)^{2} \frac{1}{C_{f,\infty}} \exp \left[ \frac{0.557 \left( \frac{T_\infty}{T_w} \right)^{1/2} \left( \sin^{-1} \alpha + \sin^{-1} \beta \right) - 0.944}{N_1 C_{f,\infty}^{1/2} \left( \frac{T_w}{T_\infty} \right)^{1/2}} \right]
\]  

(94)

Substitution of equation (93) into equation (94) and elimination of \( x \) then leads to

\[
\left( \frac{T_w}{T_\infty} \right)^{1/2} \frac{1}{\sqrt{C_{f,\infty}}} \exp \left[ \frac{0.557 \left( \frac{T_\infty}{T_w} \right)^{1/2} \left( \sin^{-1} \alpha + \sin^{-1} \beta \right) - 0.944}{N_1 C_{f,\infty}^{1/2} \left( \frac{T_w}{T_\infty} \right)^{1/2}} \right] = 3.6 N_{Re,D} \frac{L}{D} \frac{\delta}{L}
\]  

(95)

where

\[
N_{Re,D} = \frac{u_\infty D}{\nu_\infty}
\]  

(96)

Thus, if the Mach number of the external flow \( M_\infty \) and the temperature ratio \( T_w/T_\infty \) are given, solutions for the basic turbulent boundary-layer flow (Van Driest's solution) become known in detail.

For the present problem, a fully developed turbulent boundary layer has been assumed to develop downstream starting from the exit of the recompression region with a finite thickness \( \delta_p \). Based on the discussion in the previous paragraphs, it seems
reasonable to assume that characteristics of the actual boundary layer are the same as those of the basic boundary-layer flow, in the region downstream of a point where the thickness of the basic boundary layer is equal to \( \delta_p \). Furthermore, \( \delta_p/L \) is known from the solutions of the jet mixing region and recompression region to be

\[
\frac{\delta_p}{L} = \frac{1}{\delta_r} \frac{\delta_r}{L}
\]

Therefore, the corresponding station \( x_p \) and the skin-friction coefficient \( C_{f,\infty,p} \) in the basic boundary layer are found from equations (93) and (95) to be

\[
\left( \frac{T_W}{T_\infty} \right)^{1+2\omega} \frac{1}{\sqrt{C_{f,\infty,p}}} \exp \left[ \frac{0.557}{N_1 \sqrt{C_{f,\infty,p}}} \left( \frac{T_\infty}{T_W} \right)^{1/2} \left( \sin^{-1} \alpha + \sin^{-1} \beta \right) - 0.944 \right] = 3.6 \frac{N_{Re,D} L}{\delta_r} \frac{\delta_r}{D} L
\]

(97)

\[
x_p^* = \frac{x_p}{L} = \frac{3.6}{\sqrt{C_{f,\infty,p}}} \frac{\delta_r}{L}
\]

(98)

where

\[
\frac{T_W}{T_\infty} = \left( 1 + \frac{\gamma - 1}{2} M_\infty^2 \right) \frac{H_w}{H_\infty}
\]

(99)

If the coolant flow rate increases, the other oncoming flow conditions remaining unchanged, \( \delta_p \) will increase because of the increase of mass flux across the boundary layer. This increase, in turn, tends to shift the starting point of the actual boundary layer downstream when it is transferred to the basic boundary-layer contour. (See fig. 5.) This statement follows, since, as is seen in equations (97) and (98), the increase in \( \delta_r \) results in a decrease in \( C_{f,\infty,p} \) and, consequently, an increase in \( x_p^* \). Moreover, since the skin-friction coefficient decreases, the surface heat input will to a certain extent decrease.

In order to examine this effect more quantitatively, the local effectiveness of coolant injection \( \eta_f \) associated with the fully developed turbulent boundary-layer region is defined as

\[
\eta_f = \frac{\int_{x_p,o}^{\infty} q_{w,o} dx - \int_{x_p}^{\infty} q_w dx}{\rho_c u_c H_\infty D}
\]

(100)
Since the local heat-transfer rate \( \tilde{q}_w(x) \) associated with the basic boundary-layer flow is kept unchanged irrespective of the coolant flow rate, the numerator on the right-hand side of equation (100) may be evaluated as

\[
\int_{x_p,0}^{\infty} q_w,0 \, dx - \int_{x_p}^{\infty} q_w \, dx = \int_{x_p,0}^{x_p} \tilde{q}_w(x) \, dx
\]

where \( \tilde{q}_w(x) \) has been given by equation (87) and the subscript \( o \) denotes the no-coolant-flow condition. Thus, by introducing nondimensional expressions and replacing \( x \) by \( C_{f,\infty} \) as an integral variable, equation (100) may be reduced to

\[
\eta_f = \frac{1}{2} \left( 1 - \frac{H_w}{H_{\infty}} \right) \frac{1}{N_{Re,D,M}} \int_{C_{f,\infty},P_{0}}^{C_{f,\infty},D} C_{f,\infty} \frac{dN_{Re,\infty}}{dC_{f,\infty}} \, dC_{f,\infty}
\]

where

\[
\frac{dN_{Re,\infty}}{dC_{f,\infty}} = -\left( \frac{T_w}{T_{\infty}} \right)^{1+2\omega} - \frac{1}{C_{f,\infty}^2} \left[ \frac{1}{1 + \frac{0.557}{2N_1/C_{f,\infty}} \left( \frac{T_{\infty}}{T_w} \right)^{1/2} \left( \sin^{-1} \alpha + \sin^{-1} \beta \right)} \right]
\]

\[
\times \exp \left[ \frac{0.557}{N_1/C_{f,\infty}} \left( \frac{T_{\infty}}{T_w} \right)^{1/2} \left( \sin^{-1} \alpha + \sin^{-1} \beta \right) - 0.944 \right]
\]

The overall effectiveness of coolant injection \( \eta_T \) may be defined by an equation

\[
\eta_T = \frac{\int_{0}^{\infty} (q_{w,0} - q_w) \, dx}{\rho_c u_c H_{\infty} D}
\]

where the origin of the \( x \)-axis is taken at the slot exit and \( q_w \) denotes local heat-transfer rate to the wall. Equation (103) can be reexpressed as

\[
\eta_T = \left( \frac{\tilde{C}_{q,j,0} - \tilde{C}_{q,j}}{M_D} \right)_L + \left( \frac{\tilde{C}_{q,R,0} - \tilde{C}_{q,R}}{M_D} \right)_L + \eta_f - \tilde{C}_{q,j,0} \frac{L - L_0}{M_D} + \tilde{C}_{q,R,0} \frac{L_0 - \ell}{M_D}
\]

where \( L \) and \( \ell \) denote the length of the jet-mixing and recompression regions, respectively, and the subscript \( o \) indicates the no-coolant-flow condition, and where subscripts \( j, R, \) and \( f \) denote conditions in regions of jet mixing, recompression, and fully developed turbulent boundary layer, respectively.
RESULTS AND DISCUSSION

Jet Mixing Region

Numerical calculations for determination of the flow field in the jet mixing region can be carried out by the following procedure. First, the Mach number of the oncoming flow $M_\infty$, the ratio of wall enthalpy to stagnation enthalpy of oncoming flow $H_w/H_\infty$, and the ratio of stagnation enthalpy of coolant flow to wall enthalpy $H_c/H_w$ are specified, and a flow deflection angle $\theta$ of the external isentropic flow through a Prandtl-Meyer fan is assumed. These values permit calculation of the Mach number of the external flow $M_1$ in the jet mixing region, and also determination of the shock-wave strength in the recompression region. It must be noted that the assumption of $\theta$ specifies the pressure $p_1$ in the jet mixing region. Since the strength of the shock wave is known, any solution associated with the recompression region can be considered to have already been determined at this stage of calculation.

Since $M_1$ is known, velocity and enthalpy profiles are calculated from equations (16) and (17), respectively. These profiles, in turn, permit determination of $\zeta_1$ by use of equation (80). If $u_c^*$ is assumed to be zero (no coolant flow) at this flow deflection angle, then the parameter $Z$ becomes known from equations (24) and (25), because $\zeta_d = \zeta_i$. Thus, by changing the value of $\theta$ (or $M_1$) but keeping $u_c^* = 0$, a relation between $p_1$ and $Z = \left(\frac{C}{D^{NRe}}\right)$ can be obtained. This relation indicates the usual base pressure associated with a rearward-facing step, which should be the minimum value of pressure in the jet mixing region for the case of film cooling. Since oncoming flow conditions and slot geometry have been given or are known a priori, the value of $Z$ is known and, consequently, $\theta$ or $p_1$ is known from the relation just obtained. The data ($M_O$, $p_O$, $Z$) thus obtained for the no-coolant-flow case are considered to be starting conditions for the coolant-flow case.

In the case of coolant mass injection, essentially the same procedure as used for the no-coolant-flow case is applied to obtain $\zeta_d$, except that $Z$ is kept constant irrespective of coolant flow rate, since the oncoming flow is not influenced by the coolant mass injection. For this purpose, a new flow deflection angle $\theta$, smaller than $\theta_O$, is specified and the coolant flow velocity is assumed. However, at this stage of calculation, it is not yet known whether the assumed value of $u_c^*$ is compatible with the specified value of $\theta$ or $M_1$.

Since $H_c/H_\infty$ has been specified, it is easily shown from isentropic relations that the static enthalpy of coolant at the slot exit is given by the equation
Therefore, an assumed local coolant flow rate can be obtained from the assumed value of $u_c^*$ through the equation

$$h_c^* = \left(1 + \frac{\gamma - 1}{2} \frac{M_1^2}{M_{\infty}} \right)^{\frac{H_c}{H_{\infty}}} - \frac{\gamma - 1}{2} M_1^2 u_c^*$$  \hspace{1cm} (104)$$

Moreover, $\delta_1^*/D$ and $\theta_1^*/D$ are obtained from equations (26) so that $\zeta_d$ and $J(\zeta_m)$ are known from equations (23) and (25).

Once $\zeta_d$ and $J(\zeta_m)$ have been determined in this way, the length of the mixing region $L/D$ is known from equation (21) and, consequently, $\rho_c^* u_c^*$ can be evaluated again from equation (19). However, this resultant coolant flow rate does not always coincide with the value initially assumed because, physically speaking, the solution to $u_c^*$ must be unique for a specified value of $\theta$. Therefore, it is necessary to repeat the calculation, the assumed value of $u_c^*$ being adjusted, until the resultant coolant flow rate coincides with the assumed one. The coolant flow velocity and coolant flow rate obtained in this way are unique for the specified values of $\theta$ and $Z$.

Figure 6 shows a typical example of velocity and enthalpy profiles across the mixing layer for $M_{\infty} = 3.0$, $\theta = 90^\circ$ ($M_1 = 3.514$), and $H_w/H_{\infty} = 0.3571$. Figure 7 presents the variation of pressure in the jet mixing region with $Z$ for $M_{\infty} = 2.0$, $H_w/H_{\infty} = 1.0$ and $u_c^* = 0$, where the oncoming boundary layer is assumed to be laminar ($n = 2$). In the figure are also plotted the experimental results obtained by Chapman, Wimbrow, and Kester (ref. 15) for $M_{\infty} = 2$. However, since the value of $\bar{\phi_j}$ expressed by equation (31) has been determined to obtain good agreement of base pressure between the present approach and the data of reference 15 at $M_{\infty} = 2$, the good agreement indicated in figure 7 should have been a natural result. Because of this circumstance, base pressure has been calculated for $M_{\infty} = 3$ to confirm the present approach, and the results are shown in figure 8, together with the data of reference 15 for comparison. As is seen in figure 8, agreement between theory and experiment is fairly good; thus, the present approach is confirmed.

Figure 9 shows several examples of pressure variation in the jet mixing region with coolant flow rate, where $Z$ is used as a parameter. The pressure increases with the increase of the coolant flow rate. This characteristic may be understood by the following consideration. If parametric conditions are fixed, it is easily shown that the minimum pressure attainable in the dead-air region is the base pressure corresponding to $u_c^* = 0$, below which fluid in the dead-air region will be sucked into the coolant slot. Therefore, in order that the coolant mass be injected, the pressure of coolant flow at the slot exit must be higher than the base pressure without coolant flow. This condition, in turn, increases the pressure in the dead-air region, since coolant flow is subsonic at the slot.
Figure 6. - Velocity and enthalpy profiles across jet mixing layer. $M_1 = 3.514$; $H_{j}/H_{\infty} = 0.3571$; $N_{Pr,t} = 1.0$. 
Figure 7. Base pressure. $M_\infty = 2.0$; $H_w/H_\infty = 1.0$; $N_{Pr,t} = 1.0$; $\dot{M} = 0$.

Figure 8. Base pressure. $M_\infty = 3.0$; $H_w/H_\infty = 1.0$; $N_{Pr,t} = 1.0$; $\dot{M} = 0$. 
exit. The increase of dead-air pressure decreases the strength of the Prandtl-Meyer fan. More intuitively, it might be deduced that the separated boundary layer, which acts as though it were an impermeable membrane, is so pushed upward, through a higher pressure inside which is supported by the coolant flow, as to reach a new equilibrium position and, therefore, the flow deflection angle of the external stream decreases to increase the pressure downstream of the Prandtl-Meyer fan.

Figure 10 presents a variation of the length of the separated region (length of mixing region) with coolant flow rate for \( M_\infty = 3.0 \), \( H_w/H_\infty = 1.0 \), and \( Z = 2.8 \times 10^{-2} \). As is seen in the figure, the length increases with an increase of coolant flow and this characteristic supports the intuitive deduction of a pressure increase, due to the coolant flow, mentioned in the last paragraph.

In order to confirm further the validity of the present approach, an experimental curve for effective length of film cooling obtained by Goldstein, Eckert, Tsou, and Haji-Sheikh (ref. 4) is shown in figure 10 for comparison. However, it must be remarked that there is a difference in the physical meaning of \( L/D \) between theory and experiment indicated in figure 10. In the experiment \( L \) is defined as the length measured from the slot exit for which the effectiveness of film cooling \( \eta_{\text{eff}} \) defined by the equation

\[
\eta_{\text{eff}} = \frac{T_w - T_r'}{T_{w,2} - T_{r,2}}
\]

is assumed to be kept as unity, where \( T_w \) is the adiabatic wall temperature and \( T_{w,2} \), its value at the point of injection. Here, \( T_r' \) is the wall temperature for isoenergetic
injection \( (H_C = H_\infty) \) at the same blowing rate, and \( T'_r,2 \) indicates the value at the point of injection. Thus, the experimental length \( L/D \) in figure 10 has the physical meaning that the wall temperature \( T_W \) changes abruptly to approach \( T'_r \) downstream of the point where \( x = L \). However, in spite of the physical meaning of \( L/D \) being different between the present theory and the experiment, the comparison shown in figure 10 seems to be reasonable because the change of wall temperature clearly indicates an abrupt change of surface heating rate which will take place at the end of the jet mixing region, because the mixing between oncoming flow and coolant flow has almost finished before the recompression region is approached. This reasoning can be confirmed by observation of schlieren photographs of the shock-wave location presented in reference 4. Thus, the experimental length \( L/D \) might be interpreted as the length of separated region.

Goldstein, Eckert, Tsou, and Haji-Sheikh plotted the value of \( \eta_{\text{eff}} \) against a parameter \( \tilde{\xi} \) defined by the equation
\[
\tilde{\xi} = \frac{L}{D} \left( \frac{1}{M} \right)^{0.4}
\]
and obtained \( \tilde{\xi} = 23.5 \) for \( \eta_{\text{eff}} = 1 \) by means of extrapolation of the mean data curve in the case of small coolant injection (\( \dot{M} \leq 0.12 \)). However, detailed examination of the experimental data (fig. 4 of ref. 4) clearly reveals that \( \tilde{\xi} = 23.5 \) is too high; the correct value should be near \( \tilde{\xi} = 20 \). Since a choice of \( \tilde{\xi} = 20 \) seems to be more realistic from the experimental viewpoint, an empirical curve defined by the equation
\[
\frac{L}{D} = 20\dot{M}^{0.4}
\]  

(106)
is also shown in figure 10 for comparison. As is seen in the figure, agreement between present theory and the empirical data given by equation (106) seems to be fairly good.

Figures 11 and 12 show the effects of $Z$ and wall enthalpy on the length of the separated region. In general, the length of the separated region primarily depends upon the flow deflection angle which the external stream makes with the wall, and this condition leads to the intuitive deduction that the weaker the Prandtl-Meyer expansion at the

![Figure 11](image1.png)

*Figure 11.* Length of separated region. $M_\infty = 3.0$; $H_w/H_\infty = 0.3571$; $H_c/H_w = 1.0$; $X = 1.0$; $N_{pr,t} = 1.0$.
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*Figure 12.* Length of separated region. $M_\infty = 3.0$; $H_c/H_w = 1.0$; $Z = 0.042$; $X = 1.0$; $N_{pr,t} = 1.0$. 
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edge of the plate lip, the longer the separated region becomes. Since the strength of the Prandtl-Meyer fan decreases with the increase of either $Z$ or $\dot{M}$ as is seen in figure 9, the results shown in figure 11 seem to be quite reasonable.

It is generally recognized that the thickness of an attached boundary layer becomes smaller for a lower wall enthalpy. Detailed examination of velocity and enthalpy profiles across the jet mixing region reveals that the same is true for turbulent jet mixing. In fact, the value of the second term on the right-hand side of equation (21) decreases as the wall enthalpy decreases and, consequently, the length of the separated region increases. However, it is easily shown from a comparison of figure 12 with figure 11 that the length of the separated region is less sensitive to wall enthalpy than to the parameter $Z$. The same trend has already been pointed out experimentally in reference 4 for the case of coolant injection through a rearward-facing slot; thus, further experimental evidence is given of the validity of the present approach.

Figure 13 presents the variation of the mean heat-transfer rate with $Z$ for no coolant flow. It is well-known that the heat-transfer rate for an attached boundary layer depends primarily upon the rate of energy transport into the boundary layer from the external stream, the difference between adiabatic wall temperature and actual wall temperature, and the boundary-layer thickness. Therefore, if the wall temperature and the stagnation enthalpy of the external isentropic stream are assumed to be fixed, then the local heat-transfer rate depends mainly upon the local Mach number of the external stream. This condition follows because the local thickness of the boundary layer and the mixing coefficient in general do not change so abruptly even under the influence of pressure gradient, except for some particular cases such as flow separation. Inasmuch as the local rate of energy transport is proportional to the local mass flow rate of the external flow, which decreases with an increase of local Mach number if the flow is supersonic,
the local heat-transfer rate is expected to decrease considerably as the local Mach number increases. This fact will be recognized more readily by considering the physical evidence that the maximum heating rate is encountered in the region of a sonic throat of a convergent-divergent supersonic nozzle.

In the case of an attached turbulent boundary layer, the local rate of energy transport increases considerably when compared with that of an attached laminar boundary layer, because the local mixing coefficient becomes of the order of ten times the laminar value for the same Reynolds numbers. Moreover, the growth of boundary-layer thickness has less effect on the local heating rate than the case with laminar flow, because \( q_w \propto \delta^{-1/4} \) for turbulent flow whereas \( q_w \propto \delta^{-1} \) for laminar flow. These unfavorable characteristics seem, therefore, to be largely responsible for the marked difference in heating rate between turbulent and laminar boundary-layer flows.

In the case of turbulent jet mixing which follows flow separation at a rearward-facing step, there seems to exist at least two favorable factors, where heat transfer is concerned. The one is that the external flow Mach number increases to a certain extent from its oncoming value through the Prandtl-Meyer expansion. Another is that the effective thickness of the viscous layer increases abruptly to the extent of the step height, although this effect may not be so efficient for turbulent boundary layers. In spite of these favorable factors, however, the turbulent jet mixing region has a marked unfavorable factor in that the local mixing coefficient increases considerably when compared with its value for attached boundary layer. This unfavorable factor seems to overcome the favorable factors and results in a net increase of heating rate in this region.

Figure 13 indicates that the mean heat-transfer rate in the jet mixing region increases with an increase in \( Z \). This increase can be interpreted to mean that the heating rate increases with either an increase of oncoming boundary-layer thickness or a decrease of coolant slot height. The effect of coolant slot height can be understood rather easily. However, the effect of oncoming boundary-layer thickness given by the present approach may seem to be inconsistent with the general characteristics of the heat-transfer rate.

As has already been mentioned, strength of the Prandtl-Meyer expansion fan depends upon the value of \( Z \) if the oncoming flow Mach number is fixed and the coolant flow does not exist. Since the external flow Mach number \( M_1 \) decreases with an increase in \( Z \), the rate of energy transport and the static temperature at the edge of the mixing layer also increase. The favorable factor of increasing thickness of the oncoming boundary layer is not very effective and the unfavorable factors predominate and result in a net increase of heating rate in the jet mixing region. Thus, the qualitative trend of the result shown in figure 13 is reasonable.
However, it is necessary to determine whether the quantitative magnitude of the mean heating rate is reasonable. Unfortunately, there exist neither theoretical results nor empirical data to compare with the present result. For this reason, the mean heat-transfer rate is approximated by use of a simple analogy, based on the result for an attached turbulent boundary layer. Detailed examination of turbulent boundary-layer characteristics on a flat plate reveals that the local heat-transfer rate is primarily proportional to the local mixing coefficient and the thickness of boundary layer in a form

\[
\frac{q_w}{\rho_e u_e H_e} \alpha \frac{K}{\delta^{1/4}}
\]

Although the aerodynamic mechanism of separated flow may be essentially different from that of the attached flow, it is assumed for convenience that the heat-transfer rate associated with the separated flow can be expressed by this relation. Since the external-flow Mach number in the jet mixing region is different from its oncoming value, the effect of mass flow rate must be taken into consideration. Thus, the ratio of heat-transfer rate between the separated flow and the associated attached oncoming flow at the point of separation is given by the equation:

\[
\frac{q_{w,s}}{q_{w,a}} = \frac{K_s / \delta_a^{1/4} \rho_1 u_1}{\delta_s^{1/4} \rho_{\infty} u_{\infty}}
\]

where the subscripts \(s\) and \(a\) denote conditions appropriate to separated and attached flows, respectively, and the subscripts \(1\) and \(\infty\) indicate conditions of external flow pertinent to jet mixing and oncoming regions. For simplicity, \(\delta_a\) is assumed to be given by the thickness of the oncoming boundary layer \(\delta_\infty\), and \(\delta_s\) is assumed to be given by the sum of \(\delta_\infty\) and the coolant slot height. Therefore,

\[
\frac{\delta_a}{D} = \frac{\delta_\infty}{D} \approx 5Z
\]

\[
\delta_s = \delta_\infty + D
\]

Under the conditions

\[
M_\infty = 3.0
\]

\[
\frac{H_w}{H_\infty} = 0.3571
\]

\[
Z = 0.042
\]

\[
N_{Re,D} = 10^4
\]
the oncoming boundary-layer thickness is estimated as
\[ \frac{\delta_\infty}{D} = 0.21 \]

The present approach gives as the value of mixing coefficient for separated flow
\[ K_S = \frac{0.139}{X} \]

which seems to be nearly constant irrespective of the given conditions.

On the other hand, the mixing coefficient and the associated heat-transfer rate for attached oncoming flow are evaluated at \( \delta_\infty/D = 0.21 \) by use of flat-plate solutions given by Van Driest (ref. 17), which are obtained, respectively, as
\[ K_a = 0.017 \]
\[ \frac{q_{w,a}}{\rho_\infty u_\infty H_\infty} = 1.49 \times 10^{-3} \]

Therefore, the estimated heat-transfer rate for the associated separated flow can be obtained for \( X = 1 \) as
\[ \frac{q_{w,s}}{\rho_\infty u_\infty H_\infty} = 5.54 \times 10^{-3} \]

Similarly, the estimated heat-transfer rate can be obtained for other values of \( Z \) and the results are given in table I together with the present results of mean heating rate within the mixing region for comparison. As can be seen in the table, the order of magnitude of the present results is comparable with the estimated values, except that the present results are slightly larger than the estimated ones. However, in view of the fact that the estimated value corresponds to the local heating rate just downstream of

**TABLE I.- COMPARISON OF THE PRESENT RESULTS WITH ESTIMATED HEAT-TRANSFER RATE**

<table>
<thead>
<tr>
<th>( Z )</th>
<th>( Xq_{w,s}/\rho_\infty u_\infty H_\infty )</th>
<th>( Xq_{w,s}/q_{w,a} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.042</td>
<td>( 5.99 \times 10^3 )</td>
<td>3.72</td>
</tr>
<tr>
<td>.082</td>
<td>( 7.78 )</td>
<td>5.40</td>
</tr>
<tr>
<td>.101</td>
<td>( 8.38 )</td>
<td>6.00</td>
</tr>
</tbody>
</table>
separation point whereas the present result indicates a mean heating rate with the mixing region, small quantitative differences between these results are not important because the estimated value itself is only an approximate result. In any event, it seems that the present results will not differ much from the exact heat-transfer rate in the jet mixing region, if $X$ is reasonable.

It is seen that the heating rate increases considerably in the separated region, when compared with that of the attached flow. This fact has already been pointed out by Chapman (ref. 20). According to his estimate, the heating rate for separated turbulent flow becomes nearly six times the attached flow value at $M_{\infty} = 0$ and this ratio decreases to 2.8 times that in the corresponding attached boundary layer at $M_{\infty} = 1.6$; thus the effect of Mach number is strong for turbulent flow. Chapman (ref. 21) further deduced that although this characteristic may be in sharp contradiction to the analogous comparison for the laminar case, the ratio will decrease considerably as the Mach number increases sufficiently. Since Chapman's evaluation is pertinent to the case of zero thickness of the oncoming boundary layer ($Z = 0$), a direct comparison between the present result and Chapman's data cannot be made. However, when it is considered that the ratio decreases with a decrease of $Z$, the present value of this ratio for $Z = 0.042$ seems to support Chapman's deduction.

However, it must be noted that there still remains a slight uncertainty in the quantitative value of the mean heat-transfer rate obtained in the present approach. Since the mean heating rate in the jet mixing region depends strongly upon the value of $\sigma_1 \sqrt{N' \text{Re}_L}$ as is seen in equation (38), the choice of this value will modify the quantitative value of the mean heat-transfer rate. Although it has been evaluated by use of equation (15), there does not seem to exist in the present approach any rigorous proof that $X = 1.0$. In this sense, the present approach could be improved with better information on the flow properties of compressible turbulent jet mixing.

Figure 14 shows the effect of wall temperature on heating rate. As can be seen in figure 14, the mean heat-transfer rate without coolant flow decreases with an increase of wall enthalpy, and this trend is quite reasonable.

Figure 15 presents the variation of the mean heat-transfer rate in the jet mixing region with the coolant flow rate, and the effect of wall enthalpy is examined. Figure 15 clearly indicates that the coolant mass injection is effective in reducing the heating rate in this region, but the effectiveness itself seems to be small compared with the laminar case at the same blowing rate. This condition occurs because the energy input entrained from the external flow is much larger for turbulent mixing than for the laminar case. It can be seen that coolant mass injection becomes increasingly ineffective as the wall enthalpy decreases. This condition may result because the mixing layer becomes thin.
Figure 14.- Mean heat-transfer rate in jet mixing region.
$M_\infty = 3.0; M = 0; Z = 0.042; \text{N}_\text{Pr,t} = 1.0.$

Figure 15.- Variation of mean heat-transfer rate in jet mixing region with coolant flow rate. $M_\infty = 3.0; \text{H}_\text{c}/\text{H}_\infty = 1.0; Z = 0.042; X = 1.0; \text{N}_\text{Pr,t} = 1.0.$
Figure 16 shows the effect of the parameter $Z$ on the reduction of the mean heat-transfer rate. In figure 16, it can be seen that $\frac{\tilde{q}_{w,j}}{\tilde{q}_{w,j,0}}$ is rather insensitive to $Z$. Since the external flow Mach number varies less with coolant flow rate as $Z$ grows, the rate of energy input from the external stream to the internal viscous layer becomes small for large values of $Z$. This characteristic seems to increase the effectiveness of coolant mass as a heat sink and, consequently, $\frac{\tilde{q}_{w,j}}{\tilde{q}_{w,j,0}}$ becomes insensitive to $Z$ even if $\tilde{q}_{w,j,0}$ itself is large for a large value of $Z$.

Figure 16.- Variation of mean heat-transfer rate in jet mixing region with coolant flow rate. $M_\infty = 3.0; \ H_w/H_\infty = 0.3571; \ H_c/H_w = 1.0; \ X = 1.0; \ N_{Pr,t} = 1.0.$

In order to demonstrate the effect of mixing coefficient on flow characteristics in the jet mixing region, the length of the separated region and the reduction of the mean heat-transfer rate with coolant flow rate were calculated for $X = 2$ and the results are shown, as examples, in figures 17 and 18, respectively; the results for $X = 1$ are also shown for comparison. As is seen in figure 17, the length of the separated region increases as the mixing coefficient decreases (large value of $X$). This condition is clearly due to the fact that the small mixing coefficient gives a small mixing-layer thickness and, consequently, elongates the separated region. However, as has been mentioned previously, the length of the separated region depends primarily upon the flow deflection angle which the external isentropic stream makes with the wall; as a result, the magnitude of the mixing coefficient has a relatively small influence on the length of the separated region.

On the other hand, the heat-transfer rate in this region is strongly influenced by the magnitude of the mixing coefficient. For instance, figure 13 shows that the mean heating rate for no coolant flow is inversely proportional to $X$ and, hence, directly proportional
Figure 17. - Effect of mixing coefficient on length of separated region in jet mixing region.  
\[ M_\infty = 3.0; \quad H_w/H_\infty = 0.3571; \quad H_C/H_w = 1.0; \]
\[ Z = 0.042; \quad N_{Pr,t} = 1.0. \]

Figure 18. - Effect of mixing coefficient on mean heat-transfer rate in jet mixing region.  
\[ M_\infty = 3.0; \quad H_w/H_\infty = 0.3571; \quad H_C/H_w = 1.0; \quad Z = 0.042; \quad N_{Pr,t} = 1.0. \]
to the mixing coefficient. In the case of coolant flow, the mixing coefficient strongly influences the reduction of the heating rate. (See fig. 18.) However, this result is quite natural because energy entrained in the mixing layer from the external stream decreases in proportion to the decrease of the mixing coefficient, whereas the effect of coolant mass as a heat sink remains the same for the same blowing rate and, consequently, \( \frac{\tilde{q}_{w,j}}{q_{w,j,0}} \) decreases considerably with a small mixing coefficient.

From the viewpoint of practical application, small coolant slot height seems to be preferable. The results of the present approach suggest that to reduce the increase of heating rate in the jet mixing region compared with that in the corresponding attached boundary-layer flow, a smaller value of \( Z \) is obviously preferable. Therefore, if the height of the coolant slot is fixed for the intended blowing rate, the streamwise location of the slot should be near the leading edge, where the thickness of the oncoming boundary layer is small. The reasons for this location can be summarized as follows:

1. The increase of mean heat-transfer rate for no coolant flow is decreased for smaller values of \( Z \) (fig. 13)
2. The coolant flow efficiency increases (fig. 16)
3. The length of the high heating region (length of separated region) decreases (fig. 11).

Recompression Region

The main difficulty which is encountered in numerical calculation for this region is evaluation of two parameters involved in the fundamental equations. These parameters are \( \phi \) and \( K \), which in principle should be functions of \( \kappa \) on the basis of the assumption of a one-parameter family for the boundary-layer state. Since there is neither analytical nor empirical information available for estimating these parameters at present, it is assumed that \( \kappa = 0.03 \) (Crocco and Lees' value) and \( \phi = 1.0 \) (flat-plate value).

Figure 19 shows a typical example of the variation of local pressure, heat-transfer rate, and boundary-layer thickness in the recompression region without coolant mass injection. For this case the origin of the x-axis is taken at the exit of this region and \( \delta_p \) denotes the boundary-layer thickness at the exit. The subscript \( \infty \) indicates conditions of the external flow in the region of the fully developed turbulent boundary layer downstream of recompression, which are assumed to be the same as the oncoming flow conditions. As can be seen in figure 19, the region of interaction spreads in a width more than eight times the boundary-layer thickness in this region. In the case of shock-wave—turbulent-boundary-layer interaction, it is generally recognized that the shock wave diffuses to a width of the order of 10 times the boundary-layer thickness, and this fact seems to support the present result.
Figure 19.- Local pressure, thickness of boundary layer, and heating rate in recompression region. \( M_0 = 3.0; \ H_w/H_\infty = 0.3571; \ \tilde{M} = 0; \ \tilde{N}_{Pr,t} = 1.0. \)

Thickness of the boundary layer becomes a minimum at a distance downstream of the entrance of this region and most of the recompression takes place before the minimum thickness is approached. Moreover, it is interesting to see in the figure that the maximum heating rate occurs approximately at a point where the local pressure gradient becomes maximum. Furthermore, it should be remarked that this point does not coincide with the minimum boundary-layer thickness. These characteristics clearly indicate the physical fact that the local heat-transfer rate is more seriously influenced by pressure gradient (rate of change of external flow Mach number) than by local boundary-layer thickness. The decrease in local heating rate near the exit of the recompression region results from the combined effect of decrease in local pressure gradient and increase in boundary-layer thickness.

The boundary-layer thicknesses at the entrance and exit of the recompression region are points of interest. Figure 20 shows the effect of coolant flow rate on the boundary-layer thickness at both edges of the recompression region. As can be seen in figure 20, boundary-layer thickness at the exit is rather small compared with that at the entrance for a very small coolant flow rate. This result is quite reasonable because recompression is strong enough for a low coolant flow rate to contract the boundary-layer thickness, even if a certain amount of mass may be transported into the viscous layer from the external stream, as has been already shown in figure 19.
The boundary-layer thickness at the entrance of the recompression region increases almost linearly with the blowing rate and is rather insensitive to wall enthalpy. Although a lower wall enthalpy decreases the thickness of the viscous layer, it also elongates the separated region, which, in turn, increases the mass input into the viscous layer and increases its thickness at the exit of the jet mixing region. These two effects seem to cancel one another, and thus result in the insensitivity to the wall enthalpy of the boundary-layer thickness at the entrance of the recompression region.

The difference between $\delta_p$ and $\delta_r$ shown in figure 20 indicates an increment of boundary-layer thickness through the recompression region, but it is fairly small in spite of the mass transport through mixing. This condition may be due to a contraction effect through recompression. Figure 21 presents the effect of $Z$ on boundary-layer thickness at both edges of the recompression region. Since $Z$ increases either with an increase of oncoming boundary-layer thickness or with a decrease of slot height, the results shown in this figure are reasonable.
The width of shock-wave diffusion (width of recompression region) is another point of interest. Figure 22 shows the variation of width in shock-wave diffusion with the coolant flow rate, where the effect of wall enthalpy and the parameter $Z$ are examined separately. In the case of shock-wave—laminar-boundary-layer interaction, it is generally recognized that a lower wall enthalpy decreases the width of the shock-wave diffusion. The reason for this effect is that the extent of the subsonic region of the boundary layer near the wall, through which shock-wave disturbance may be felt upstream, decreases with decreasing wall temperature. The present results seem, at a glance, to be inconsistent with the general characteristic just mentioned, since, as seen in figure 22, the width of the shock-wave diffusion increases with a decrease of the wall enthalpy even in the case of no-coolant flow. However, detailed examination of the velocity profile across the jet mixing layer reveals that the low velocity region of the velocity profile tends to diffuse far inside the dead-air region as the wall enthalpy decreases, and thus indicates
an increase in the subsonic region. The same might be true for the attached turbulent boundary layer although there is no rigorous proof for this statement. Thus, this characteristic seems to overcome the decrease of the subsonic region due to decreased wall enthalpy and results in a net increase of the subsonic region through which the shock-wave disturbance may propagate upstream.

As the blowing rate increases, the effect of wall enthalpy on the width of the shock-wave diffusion seems, at a glance, to be pronounced. However, this condition is not due to the direct effect of wall enthalpy but mainly is due to differences in shock-wave strength for the same blowing rate. Since an increase in \( Z \) results in an increase of the boundary-layer thickness in the recompression region, the effect of \( Z \) on the width of the shock-wave diffusion is quite reasonable. (See fig. 22(b).)

Figures 23 and 24 where the effects of wall enthalpy and \( Z \) are examined separately present the mean heat-transfer rate without coolant mass injection in the recompression region. In contrast to the result shown in figure 13, the mean heat-transfer
rate in the recompression region decreases slightly with increased $Z$, as can be seen in figure 24. Clearly, the shock-wave strength decreases with increased $Z$, whereas the width of the shock-wave diffusion increases. This characteristic obviously indicates that the local pressure gradient decreases considerably with an increase in $Z$ and, consequently, the maximum value of the local heating rate within the recompression region decreases to yield a net decrease of mean heating rate.

Figure 25 in which the effect of wall enthalpy is examined shows the variation of the mean heat-transfer rate with the coolant flow rate. The mean heating rate decreases with an increase in coolant flow rate. However, since the mixing between the coolant flow and the oncoming flow has almost finished before the recompression region is approached, it seems that the coolant mass no longer acts as a heat sink in this region, but only contributes to increased boundary-layer thickness; therefore, the effectiveness of coolant flow, expressed as $\frac{\bar{q}_{w,R}}{\bar{q}_{w,R,0}}$ becomes higher compared with its value in the jet.
Figure 25. - Variation of mean heat-transfer rate in recompression region with coolant flow rate for various enthalpy ratios. 
$M_{\infty} = 3.0$; $H_C/H_w = 1.0$; $Z = 0.042$; $N_{Pr,t} = 1.0$.

Figure 26. - Variation of mean heat-transfer rate in recompression region with coolant flow rate. $M_{\infty} = 3.0$; $H_C/H_w = 0.3571$; $H_C/H_w = 1.0$; $N_{Pr,t} = 1.0$.

mixing region. Figure 26 shows the effect of $Z$ on heating rate in the recompression region and indicates that the mean heat-transfer-rate ratio seems to be insensitive to $Z$ in this region as well as in the jet mixing region.

As has been mentioned previously, the local heat-transfer rate depends strongly upon the local rate of energy transport into the internal viscous layer from the external isentropic stream. This dependence can be interpreted to mean that the local heating rate is seriously influenced by the order of magnitude of the local mixing coefficient. In order to demonstrate this effect, the mean heat-transfer rate in the recompression region is plotted against the mixing coefficient in figure 27, where the shock-wave strength and wall enthalpy are fixed and no coolant mass injection is assumed. Figure 27 shows that the mean heat-transfer rate decreases considerably as the mixing coefficient decreases.
In the preceding section, a qualitative discussion on heating rate of turbulent boundary layer has shown that

\[ \tilde{q}_w \propto K^{3/4} \]

The thickness of the boundary layer is proportional to the mass flux across the boundary layer, and the mass flux, in turn, is proportional to the mixing coefficient. Therefore, the relation may be reexpressed as

\[ \tilde{q}_w \propto K^{3/4} \]

Hence,

\[ \frac{\tilde{q}_{w,2}}{\tilde{q}_{w,1}} = \left( \frac{K_2}{K_1} \right)^{3/4} \]

(107)

where \( \tilde{q}_{w,1} \) and \( \tilde{q}_{w,2} \) denote the mean heating rates corresponding to \( K_1 \) and \( K_2 \), respectively. Examination of the result shown in figure 27 clearly reveals that equation (107) is a fair approximation. This result supports the validity of the discussion made in the preceding section on the characteristic behavior of the mean heat-transfer rate in the jet mixing region.

Figure 28, where the effects of wall enthalpy and the parameter \( Z \) are examined, shows the variation of coolant flow Mach number at the slot exit at which the recompression shock waves disappear. The critical coolant flow Mach number \( M_{c^*} \), defined by the disappearance of the recompression shock wave, increases with either an increase in wall enthalpy or a decrease in \( Z \). Reference 4 found experimentally that for isoenergetic...
injection ($H_C = H_\infty$) and $Z = 0.02$, the disappearance of the recompression shock wave occurs before the choking condition of coolant flow is approached at the slot exit. This condition means that the critical Mach number remains subsonic. A rough evaluation shows that the critical coolant flow Mach number is about 0.65. This value is supported at least qualitatively by the experiment.

**Region of Fully Developed Turbulent Boundary Layer and Overall Results**

Reduced heat transfer in the region of a fully developed turbulent boundary layer results from the growth of boundary-layer thickness associated with the coolant mass injection upstream. Since the Mach number of the external stream is assumed to be kept constant at its oncoming value, a complicated flow phenomenon due to change in the external flow Mach number does not appear in this region. Moreover, a large amount of mass transport from the external stream to the internal dissipative flow in the upstream regions, which has been shown to have rather unfavorable effects on heating rate in the upstream regions, becomes a favorable factor in this region and results in reduction of local heat-transfer rate. This net reduction of overall heat transfer seems to be a characteristic of film cooling through a rearward-facing slot.
Figures 29 and 30, where the effects of wall enthalpy and slot height are examined, respectively, show local effectiveness of film cooling in the region of the fully developed turbulent boundary layer. The local effectiveness of film cooling in this region decreases monotonically with increasing coolant flow rate. The reason may be understood through the subsequent argument.

Since the local heat-transfer rate is approximately proportional to $\delta^{-1/4}$, it is easily shown that

$$\frac{q_w}{q_{w,0}} \propto \left( \frac{\delta_0}{\delta} \right)^{1/4}$$

where the subscript $0$ denotes conditions of no coolant flow. As can be seen in figures 20 and 21, the boundary-layer thickness $\delta_p$ at the entrance of this region increases with increase of coolant flow, but the rate of increase becomes smaller as the blowing rate grows. These characteristics clearly indicate that the rate of increase of the
numerator in equation (100) is less than $\dot{M}$ except in the vicinity of zero coolant flow rate, where it is of the order of $\dot{M}$, whereas the denominator is always of the order of $\dot{M}$. Therefore, $\eta_f$ is finite at $\dot{M} = 0$ and decreases monotonically as $\dot{M}$ grows.

The effect of wall enthalpy on $\eta_f$ shown in figure 29 seems to be physically reasonable because the heat-transfer reduction is proportional to $H_\infty - H_W$. It is interesting to see in figure 30 that a smaller coolant slot height may be more effective. However, attention must be paid to the fact that the results shown in figure 30 do not indicate a pure effect of slot height, since the change of $N_{Re,D}$, the value of $Z$ being kept unchanged, means a change in thickness of the oncoming boundary layer at the same time. It is clear that a decrease of $N_{Re,D}$, $Z$ being kept unchanged, means a decrease of $\delta_\infty$, and indicates an upstream movement of the coolant slot location. This condition means a thin boundary layer at the entrance of the region of the fully developed turbulent boundary layer. In any event, the local heating rate decreases rather slowly, as is seen in the relation (108), with an increase of boundary-layer thickness due to coolant flow rate.

It must be noted that in the region of the fully developed turbulent boundary layer, the magnitude of the local heat-transfer-rate reduction due to an increase of
boundary-layer thickness is not so large because \( q_w \propto \delta^{-1/4} \). However, since the region of integration used for obtaining \( \eta_f \) extends to infinity, the local effectiveness of film cooling in this region seems to become rather large. In fact, if an observation point for the local effectiveness of film cooling is taken at a finite distance downstream of the entrance of this region, then \( \eta_f \) will decrease considerably depending upon the location of the observation point.

Figures 31(a) to 31(c) present the overall effectiveness of film cooling for wall enthalpy ratios of 0.5, 0.3571, and 0.1, respectively. The overall effectiveness of film cooling \( \eta_T \) has an explicit physical meaning of total heat-transfer reduction pertinent to whole flow field downstream of the injection point. Therefore, it can be considered as a useful quantitative measure to indicate efficiency of the injected coolant mass.

\[ \eta_T = \frac{N_{Re,D}^4}{10^4}, \quad 2 \times 10^4, \quad 4 \times 10^4 \]

(a) \( M_\infty = 3.0; \quad H_w/H_\infty = 0.5; \quad H_c/H_w = 1.0; \quad Z = 0.042; \quad X = 1.0; \quad N_{Pr,t} = 1.0. \)

(b) \( M_\infty = 3.0; \quad H_w/H_\infty = 0.3571; \quad H_c/H_w = 1.0; \quad Z = 0.042; \quad X = 1.0; \quad N_{Pr,t} = 1.0. \)

Figure 31. Overall effectiveness of film cooling.
It is interesting to see in figure 31 that the magnitude of the overall effectiveness of film cooling becomes small compared with \( \eta_f \) for low coolant flow rates, whereas it becomes larger than \( \eta_f \) as the blowing rate grows. This result clearly indicates the effect of the jet mixing and recompression regions. The mean heating rate in these high heating regions decreases monotonically with an increase in the coolant flow rate, but their length increases with blowing rate, for small blowing rates. These characteristics increase the net heat transfer to the wall within the high heating regions in the case of small coolant flow rate, and thus decrease \( \eta_T \). On the other hand, as the blowing rate goes beyond a certain value, the mean heat-transfer rate within the high heating regions is still decreasing, whereas the total length of these regions becomes insensitive to coolant flow rate, so that the overall heating decreases. As a result, \( \eta_T \) reaches its maximum at a certain blowing rate which is dependent on wall enthalpy and \( N_{Re,D} \).

In order to confirm this point, the effect of wall enthalpy on \( \eta_T \) is examined by keeping other conditions constant and the result is shown in figure 32. The lower wall enthalpy seems to increase slightly the coolant flow rate at which \( \eta_T \) reaches a maximum. Figure 33 presents an examination of the effect of the oncoming boundary-layer thickness on \( \eta_T \). Since \( N_{Re,D} \) is kept constant, the increase of \( Z \) indicates an increase of \( \delta_s \). As is seen in figure 33, a small thickness of the oncoming boundary layer is favorable for increasing the overall effectiveness of film cooling, but the coolant flow rate for a maximum \( \eta_T \) is less sensitive to the oncoming boundary-layer thickness.

Figure 34 shows the effect of the coolant slot height on the overall effectiveness of film cooling. The figure clearly indicates that a larger slot height results in a larger coolant flow rate at which \( \eta_T \) becomes a maximum. Therefore, it may be concluded
Figure 32. - Overall effectiveness of film cooling for various enthalpy ratios. $M_\infty = 3.0$; $H_c/H_\infty = 1.0$; $Z = 0.042$; $N_{Re}D = 10^4$; $X = 1.0$; $N_{Pr,t} = 1.0$.

Figure 33. - Overall effectiveness of film cooling for various values of $Z$. $M_\infty = 3.0$; $H_c/H_\infty = 0.3571$; $H_0/H_\infty = 1.0$; $N_{Re}D = 10^4$; $X = 1.0$; $N_{Pr,t} = 1.0$. 
that the blowing rate for maximum overall effectiveness of film cooling increases with increased slot height, and this trend becomes increasingly pronounced as the wall enthalpy decreases.

It should be noted that there exists an optimum value of the coolant slot height for which the overall effectiveness becomes a maximum if the other conditions are fixed. In the regions of jet mixing and recompression, the coolant slot height determines the flow characteristics, mainly in a form of \( \frac{C}{D^{\nu}N_{Re}} \), whereas in the region of fully developed turbulent boundary layer, it determines the flow characteristics in forms of \( Z \) and \( D \) itself. Since a complicated nonlinear coupling of these factors is an essential physical feature of the overall effectiveness of film cooling, it is not easy to give a comprehensive argument on the physical reason for the existence of an optimum coolant slot height. For this reason, a simple discussion is given to assist in understanding the present result.

Insofar as the present problem is concerned, the overall effectiveness of film cooling can be considered to be a function of \( Z, D, \) and \( \dot{M} \):

\[
\eta_T = f_n(Z,D,\dot{M})
\]

Differentiation of \( \eta_T \) with respect to \( D \) leads to

\[
\frac{d\eta_T}{dD} = \left( \frac{\partial f_n}{\partial D} \right)_Z + \left( \frac{\partial f_n}{\partial Z} \right)_D \frac{dZ}{dD}
\]

(109)
It is obvious from figure 31(b) that the first derivative on the right-hand side of equation (109) is always negative. In the same way, the second derivative is always negative from the results shown in figure 33, whereas the third derivative is also negative. These characteristics suggest implicitly that \( \frac{d\eta_T}{dD} \) might vanish at a certain finite value of \( D \), and thus indicate that \( \eta_T \) has an extremum, which will be found to be a maximum from a rough examination.

CONCLUDING REMARKS

Heat transfer downstream of a two-dimensional rearward-facing step with coolant injection has been analyzed under the assumption that the oncoming boundary-layer thickness is small compared with the step height, and the coolant flow rate is so small that the velocity in the dead-air region is negligible. The whole flow field is divided into three regions: a jet mixing region, a recompression region, and a fully developed turbulent boundary layer far downstream.

The flow field in the jet mixing region is shown to be determined uniquely for given conditions, and the pressure in this region increases with increased coolant flow. The length of the separated region also increases with increased blowing rate, is fairly sensitive to the oncoming flow conditions, and is rather insensitive to wall enthalpy. With no coolant flow, the mean heat-transfer rate within this region increases considerably compared with that in the corresponding attached boundary-layer flow. However, the mean heating rate decreases with the increased coolant flow.

The increase in local heating rate compared with that in the corresponding flat-plate flow is shown to be inevitable in the recompression region, because of a strong adverse pressure gradient, and the local heating rate reaches a maximum at the point within this region where the local pressure gradient also is highest. The mean heat-transfer rate within this region decreases with increased blowing rate. However, in contrast to the jet mixing region, the decrease in mean heat-transfer rate is not large in this region. Thus, the jet mixing and recompression regions have a rather high heating rate compared with the corresponding flat-plate flow.

The increased heating in these upstream regions is shown to be compensated sufficiently in the region of a fully developed turbulent boundary layer; as a result, the film cooling is fairly effective in reducing the overall heat transfer to the wall. It is shown that a smaller thickness of the oncoming boundary layer gives higher effectiveness of film cooling, and indicates that the upstream location of coolant slot is preferable.

The overall effectiveness of film cooling, which increases with increased slot height, reaches a maximum at a very small coolant flow rate; this optimum blowing rate
depends slightly upon the wall enthalpy. The present approach further indicates that if the thickness of the oncoming boundary layer is fixed, there exists an optimum height of the coolant slot for which the overall cooling effectiveness is a maximum.

Langley Research Center,
National Aeronautics and Space Administration,
APPENDIX

SOLUTION OF FUNDAMENTAL EQUATIONS IN JET MIXING REGION

If \( u^*/h^* = f(\zeta) \) is assumed to be known, equation (9) can be written in a form

\[
\frac{d^2 u^*}{d\zeta^2} + (\zeta + f') \frac{d u^*}{d\zeta} = 0
\]

(A1)

where the prime indicates differentiation with respect to \( \zeta \). Equation (A1) is an ordinary differential equation of the second order; thus, a general solution can be easily obtained as

\[
u^* = C_1 \int_0^\zeta \frac{F}{f} d\zeta + C_2
\]

(A2)

where

\[
F(\zeta) = \exp\left(-\int_0^\zeta \frac{\zeta}{f} d\zeta\right)
\]

(A3)

and where \( C_1 \) and \( C_2 \) are integration constants to be determined by the given boundary conditions. From equations (12)

\[
\begin{aligned}
1 &= C_1 \int_0^\infty \frac{F}{f} d\zeta + C_2 \\
0 &= C_1 \int_0^{-\infty} \frac{F}{f} d\zeta + C_2
\end{aligned}
\]

(A4)

which yields

\[
C_1 = \frac{1}{\int_{-\infty}^{\infty} \frac{F}{f} d\zeta} = \hat{\beta} \left\{ \begin{array}{c}
C_2 = 1 - \hat{\beta} \int_0^{\infty} \frac{F}{f} d\zeta
\end{array} \right\}
\]

(A5)

Therefore, the solution for \( u^*(\zeta) \) satisfying the given boundary conditions can be obtained as

\[
u^*(\zeta) = \hat{\beta} \int_{-\infty}^{\zeta} \frac{F}{f} d\zeta
\]

(A6)
APPENDIX

The solution for \( h^*(\xi) \) can be obtained similarly. Rewriting equation (10) yields the following ordinary differential equation of the second order, since \( u^*(\xi) \) has been known from equation (A6),

\[
\frac{f}{d_{\xi}^2 h^*} + \left( N_{Pr,t} \xi + f' \right) \frac{dh^*}{d_\xi} = -N_{Pr,t}(\gamma - 1)M_1^2 f \left( \frac{du^*}{d_\xi} \right)^2
\]  

(A7)

Since

\[
\frac{du^*}{d_\xi} = \frac{\beta}{f}
\]

a general solution to equation (A7) may be obtained as

\[
h^* = C_3 \int_{-\infty}^{\xi} \frac{F_{Pr,t}}{f} d_\xi - \beta^2 N_{Pr,t}(\gamma - 1)M_1^2 \int_{-\infty}^{\xi} \frac{F_{Pr,t}}{f} \left( \frac{F_{2-Pr,t}}{f} \right) d_\eta d_\xi + C_4
\]  

(A8)

where \( C_3 \) and \( C_4 \) are integration constants. From equations (12)

\[
1 = C_3 \left\{ \int_{-\infty}^{\xi} \frac{F_{Pr,t}}{f} d_\xi - \beta^2 N_{Pr,t}(\gamma - 1)M_1^2 \int_{-\infty}^{\xi} \frac{F_{Pr,t}}{f} \left( \frac{F_{2-Pr,t}}{f} \right) d_\eta d_\xi + C_4 \right\}
\]  

(A9)

which leads to

\[
C_3 = \frac{1}{\int_{-\infty}^{\xi} \frac{F_{Pr,t}}{f} d_\xi} \left[ 1 - h^*_c + \beta^2 N_{Pr,t}(\gamma - 1)M_1^2 \int_{-\infty}^{\xi} \frac{F_{Pr,t}}{f} \left( \frac{F_{2-Pr,t}}{f} \right) d_\eta d_\xi \right]
\]  

(A10)

Thus, the solution for \( h^*(\xi) \) satisfying the given boundary conditions can be expressed as

\[
h^*(\xi) = h^*_c - \beta^2 N_{Pr,t}(\gamma - 1)M_1^2 \int_{-\infty}^{\xi} \frac{F_{Pr,t}}{f} \left( \frac{F_{2-Pr,t}}{f} \right) d_\eta d_\xi + C_3 \int_{-\infty}^{\xi} \frac{F_{Pr,t}}{f} d_\xi
\]  

(A11)

where \( C_3 \) has been given by equation (A10).
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