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SUMMARY

The objective of this investigation is to study the feasibility of
using holographic techniques for a 10'° to 10*2 bit read/write optical
memory, having no moving parts. Although the main cbjective is to
evaluate various holographic techniques and to determine a suitable
storage material, other components of the system such as the block data
composer, the photodetector array, the deflection and scanning devices,

and the coherent light source are also investigated.

Techniques for holographically recording and retrieving informa-
tion with adequate signal-to-noise ratio and error rates are investigated.
It is shown that 10® bits of information can be retrieved from each 1 mm?
hologram with a 20 dB signal-to-noise ratio and a 10-7 error rate. By
recording 20 holograms at each storage location in a 10% array, it is
possible to achieve a total capacity of 101! bits. Each storage location
can be addressed with an acousto-optic deflector and each hologram can
be independently retrieved by using the properties of a thick recording
material and a multiwavelength laser. Following a general classification
of holograms and their properties, we discuss the noise characteristics,
the exposure sensitivities, the diffraction efficiencies, and the angular
orientation and the wavelength discrimination of different types of record-
ing materials. The results are used to develop a model of thin absorptive
recording maserials used to simulate nonlinear and film-grain noise effects.

We use a computer to assist in analyzing the imaging properties of holograms.

Several approaches and designs for implementing the major elements
of the system are suggested. After selecting promising approaches, two
specific holographic memory designs of 10° and 10'° bits total capacities
and 10® bits/second data rates are described. The major differences be-
tween the two designs are that one uses a thin storage material such as

photoplastic or MnBi whereas the other uses a thick phase storage material

xii
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and a multiwaveiength laser. Both designs use input block data composers
and photodetector arrays containing 256 x 256 elements and acousto-optic

beam deflectors.

Finally, a list of requirements for a suitable storage material and
recommendations for future development of the holographic memory system

are given.
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SECTION I

INTRODUCTION

Some techniques for implementing medium to large scaie bulk data
storage systems are highly developed (for example, discs, cores, etc.) and
are in commercial use, while others (ferrites, integrated circuits, thin
films, etc.) are under development and hold promise for future use in
applications where small, high-speed memories are necessary. However,
if the storage requirement exceeds 10” bits, the limited storage density and
the interconnection problem of these memories become limiting factors so

that memories using optical techniques then seem feasible.

Optical storage techniques using photosensitive materials can store
vast quantities of data. For example, it is conceivable that 10°® bits of
information could be stored on a square centimeter of high-resolution film.
However, conventional optical techniques, at these storage densities,
require (among other things) great precision in the readout optics, a storage
material with virtually no surface defects, and great care in handling the
stored data since dust and scratches could easily obscure large portions
of the recorded data. Conventional optical storage techniques have therefore

found little use in practice.

Holographic storage techniques, on the other hand, can have the
high storage capabilities associated with conventional optical techniques
without the problems stated above. A brief review of the advantages of the
use of holography in optical memories is useful as a background for the
more detailed discussions given inthe text. The advantages to be gained
from the use of holography are:

1. Each hologram if properly illuminated, projects a real irmage

which can be detected without the use of imaging optics; each
hologram stores both an array of data and the optical imaging

properties of a lens.
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2. Several holograms can be stored so that the real image from
each hologram will appear in a fixed position; if each hologram
is read out separately, only one detector array is required and

the need for a mechanical transport of the stored data is eliminated.

3. Image resolution can be as good as the diffraction limit imposed
by the size of the hologram; aberrations, which occur with

imaging lenses, can be avoided in hologram imaging.

4. Since information stored in the hologram is not localized but can
be unfocused, diffused and distributed, the hologram record is
relatively insensitive to dust or scratches. Because a distribution
of the stored data implies redundancy, a greater tolerance in
registering the hologram with respect to the readout beam is

obtained.

5. The data can be stored at high density on the hologram while the
readout can have a relatively low density; this alleviates the

readin/readout registration problems.

6. The hologram may be formed on nonabsorbing materials (phase
materials); Schlieren imaging techniques are not needed to

reconstruct an image from the stored data.

7. Holograms may be superimposed unambiguously by forming
them in a thick medium, thus increasing the capacity of the

memory,

These are compelling reasons to study the use of holographic tech-
niques for an optical memory. However, to gain the full use of these advan-
tages.requires careful system design, since various holographic parameters

must be carefully controlled to realize optimum performance.

The purpose of this study is to investigate the feasibility of using
holographic techniques for a read/write optical memory, having no moving

parts, which is capable of storing 10*° to 10*® bits. The main objective is

o
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to evaluate various hkolographic techniques and to determine what storage
material is most suitable. Other components of the system such as the block
data composer, output detector array, beam deflection and scanning devices,

coherent light sources, etc. are also investigated.

In Section II we discuss some fundamental holographic techniques
and we summarize our investigations of using Fresnel and Fourier transform
holograms for recording digital arrays. We then discuss our experiments
on the incoherent addition of signals and our experimental results which
demonstrate the effectiveness of storing a multiplicity of images in a thick

material by means of wavelength variation.

In Section III we hegin with a review of the fundamental properties
of recording materials as they relate to holographic storage systems, and we
consider the problems of measuring and evaluating these properties for a
general class of recording materials. The characteristics of a representative
set of holographic recording materials are described along with the procedures
for testing these materials and our experimental results, We then discuss
the noise characteristics of recording materials and determine their effect
on the behavior of the holographic storage system. The analytical results
of the noise characteristics study are extended to show the effects of the signal-
to-noise ratio on the achievable error rates and on the capacity of a holographic

memory systeri.

In Section IV we describe the results of a computer assisted study
in which we simulate the response of recording materials to a given signal
and analyze the effects of the intermodulation noise and the grain noise of the
recording material on the reconstructed image of this signal. We also show

how the computer can be used to analyze the imaging properties of holograms.

In Section V we consider each of the major components of the system
and suggest promising approaches for implementing them in practice. In-
cluded are considerations of the following elements: (1) a read/write storage

material, (2) the block data composer, (3) the laser, (4) the beam deflection
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device, (5) the readout detector array, and (6) the associated drive,

synchronization and data conditioning electronics.

A set of general relations to guide the overall system design are
developed in %ection VI; these relations are then used to synthesize two
holographic n';emories. For each memory we select a hologram format
and specific techniques for the major components; we then design the
memory and establish performance criteria for the storage material and

each major component.

Finally, in Section VII we give recommendations for further work
for the development of holographic mass memory systems. These re-
commendations are based partly on the results of our studies during the
past year and partly on our assessment of state-of-the-art technology in
several key areas. We also include a list of requirements to aid in develop-

ing a suitable storage material for the final system.
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SECTION II

BASIC HOLOGRAPHIC TECHNIQUES

2.1 INTRODUCTION

In this section we discuss some fundamental holographic storage
techniques. Since the basic theory of holography is well known (Refs. 1 and
2), we will deal with the techniques that are pertinent to the design of a

holographic memory system.

The use of holograms as high density information storage and re-
trieval devices is one of the more promising applications of holography.
A holographic storage and retrieval system stores a large block of data
in each hologram location. Since the access to each hologram is achieved
by deflecting a laser beam, the holographic system can achieve both a large

total capacity and fast access times.

Information is introduced iato a holographic memory in an array
format; each element in the array corresponds to a binary unit of the input
data block. A light wave, modulated by such an array, interferes with a
coherent reference bzam and the resulting pattern is recorded to form a
hologram which stores the block of data. This hologram, generally of
small physical dimensions, is part of a larger array of separate holograms
forming the memory; each hologram in the array stores a unique block of
data. The information is retrieved by addressing any particular hologram
with a light beam which is a replica of the reference beam used in the re-
cording. A reconstructed image is then projected onto a photodetector
array which, in turn, produces an electrical output signal. Thus, by
illuminating any one hologram storage location, we transfer a large block

of information from the storage location to the readout matrix.

Both the recording and the readout of the information must be
accomplished so that there is little or no interaction between the recon-

structed images from any two holograms. This condition is satisfied if
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each hologram in the array is recorded with sufficient separation so that
each can be independently addressed, or by using thick storage materials
so that each hologram can be independently addressed by angular or wave-

length variations in the readout beam.

Several holographic memory systems have been reported in recent
years (Ref. 3). The essential features of all holographic storage systems
can be described with the aid of Fig., 2-1. Figure 2-1(a) shows the record-
ing arrangement in which the reference beam, derived from a laser, passes
through an x-y deflector to address a specific hologram storage location.
Simultaneously, another beam, derived from the same laser passes through
a data composer which spatially modulates the beam in accordance with a
binary bit pattern derived from an electrical input signal. Since the data
composer receives the input in time sequence and since the block of data
must fill the array before the hologram is recorded, the data composer
must act as a buffer store as well as a spatial modulator. The modulated
signal beam produces a diffraction pattern at the storage location which
interferes with the reference beam; this interference pattern is recorded
to form a hologram. The remaining holograms in the array are formed in

the same fashion.

The readout arrangement is shown in Fig. 2-1(b). Random access
to any hologram in the array is achieved by passing the readout beam through
a suitable x-y deflector. FEach addressed hologram generates a light pattern,
which is the real image of the input data array at the readout plane where a
photodetector array is located. The photodetector array connects the light
pattern to an electrical signal. S5ince information about each bit in the input
array is spread over the entire area of the hologram, the sensitivity of the
system to dust particles and scratches is significantly reduced. Dust and
scratches will reduce the signal-to-noise ratio for each bit slightly but none
of the information will be completely destroyed. Furthermore, the exact
positioning and the uniformity of illumination of the hologram are not very

critical,




INPUT ARRAY LENS SYSTEM

SIGNAL e
BEAM SR

ORI Y I T Il

Y r I T2zl
/

HOLOGRAM ARRAY

REFERENCE x-Y DEFLECTION
BEAM SYSTEM

(a) Recording Arrangement

READOUT .
BEAM *
N .
X-Y DEFLECTION ‘.
SYSTEM
OUTPUT
PHCTODETECTOR
HOLOGRAM sy b

ARRAY

(b) Readout Arrangement

FIGURE 2-1. HOLOGRA i’HIC MEMORY




Of the many types of holograms that can be used for storing and
retrieving information, the Fresnel and Fourier transform holograms
appear to be the most suitable for the holographic memory. The Fresnel
type of hologram is the most straightforward; an illustrative arrangement
for recording and retrieving information of Fresnel holograms is shown in
Fig. 2-2. In the recording step, the signal is usually diffusely illuminated
so that the information about each input bit is distributed over a large area
in the hologram plane. The reference beam is directed onto the hologram
plane at some angle relative to the signal beam. It is possibie to form
holograms with a reference beam having an arbitrary wavefront; the only
requirement is that it be coherent with the signal beam. For the readout
step we use a reconstructing beam that is conjugate to the reference beam.
An undistorted aerial image of the input signal appears behind the hologram
as shown in Fig. 2-2. Although the Fresnel transform hologram is the
simplest type, it is wasteful of laser power because only a small fraction
of the total light at the hologram plane is used to form each hologram in
the array. For this reason the Fourier transform hologram (or near Fourier
transform hologram) approach is potentially very promising. Both the infor-
mation packing density and the light intensity is highest in the Fourier trans-
form plane so that the space-bandwidth product of the recording medium can
be used most efficiently and the laser power is conserved. An illustrative
arrangement for recording and retrieving information of Fourier transform
holograms is shown in Fig. 2-3. The input signal is placed in the front focal
plane of a lens s¢ that each signal point produces a parallel beam of light
incident on a small region of the photographic plate. The reference beam is
a plane wave which impinges on the hologram piane at some angle relalive to
the signal beam. If the hologram is located at the back focal plane of the lens,
it will record an exact Fourier transform hologram of the data. As we will
show in subsequent sections, it is sometimes advantageous to locate the
hclogram at some plane which is displaced from the Fourier transform plane

of the lens. We refer to holograms formed with such an arrangement as near
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Fourier transform holograms.

In the remainder of this section we present our investigations on
recording holograms of digital arrays and discuss tiie merits of Fresnel
and Fourier transform in more detail. We then discuss our experiments
of incoherent additions of signals and our experimental results whick demon-
strate that thick storage materials can be used to independently retrieve only

one image from a composite hologram having a muitiplicity of stored images.

2.2 HOLOGRAPHIC STORAGE OF DIGITAL DATA

We performed a series of experiments in which we holographically
recorded digital information from an N by N array. Both Fresnel holograms
and Fourier transform holograms were investigated; the recording materials
were conveitional photographic emulsions and dichromated gelatin., The
emphasis in these experiments is on determining the best format for the
digital data and the effects of the nonlinearities of the recording medium on

the reconstructed image.

2.2.1 Input Data Format

The basic data mask is 2 100 x 100 element array in which the pres-
ence or absence of an element corresponds to a value of 1 or 0 at a given
position. The digital information contained in the data mask is generated by
a computer and plotted on a Calcomp plotter. The data mask is then photo-
graphically reduced to a 25 ram x 25 mm transparency. The pattern of dots

can bg described by a function f(x, y):

£(x, y) = z 2 a(n, m) 8x-nd-4_ - y-md-4 ) * g(x,7) (2-1)
n m

1 1
1 for |x | <>b |yl s 3bhib<d,

where g(x,vy) =
0 otherwise
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* denotes convolution, a(n,m}) = 0 or 1, and 6(x,vy) is a two-dimensional
Dirac delta function. The constant d is the basic period of the elements of
the array and b is a parameter that is related to the duty cycle of the dots.
The constants An and Anl are shifting parameters which move a dot from its
nominal position by a small amount. We used three types of data masks:

1

Type 1 br:zd; An-‘-Am:O.
Type 2 b = L d;A =A =0
yp 3 °"n “m
Type 3 b = % d; The values of An and A are chosen at random
from the set { - %—d, 0, + % dji.

The array in Type 3 is called a jittered array because each element in the

array is positioned randomly about its nominal position in the array. The

other two arrays are called regular arrays and have duty cycles of% and

-13—. Small sections of the three different types of data format are shown in

Fig. 2-4, where Fig. 2-4(a), 2-4(b), and 2-4(c) shows the 1/2 duty cycle,

the 1/3 duty cycle and the jittered array, respectively; Fig. 2-4(d) shows

the complete array of 10% points.

2.2.2 Fourier Transform Holograms

The major difficulty encountered in recording a Fourier transform
hologram is the large difference between the intensity of the signal at zero
spatial frequency and at higher spatial frequencies. This, together with the
finite dynamic range of the recording material, pravents a linear recording
of the Fourier transform hologram with high efficiency. In studying the
effects of film nonlinearities on Fourier transform holograms, we find that
the image reconstructed from a ''jittered array' is often better than the
regular array. We cannot detect any false images due to film nonlinearities
when we use a properly chosen small area of the hologram that is very close

to zero spatial frequency (d. c.) of the Fourier transform.

-t
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Usually the region in the Fourier transform close to the d.c.
produces the greatest film nonlinearity noise. The advantage of the jittered
array is that it has a more uniform spectrum than a regular array, We shall

briefly analyze the spectrum of a one-dimensional jittered array of f(x):

f(x) = { ) am) 8(x-nd-8_) } xg(x), (2-2)
11
1 |x| s34

where g(x) =
0 otherwise
1

and An = - 7 d, 0, or + ',:-;- d., We can decompose the function f(x) into

three components:

f(x) = £, (x) + f5(x) + f3(x),

where
f(x) =| ) (n) 8(x-nd -%—d)] s 8(x)
| 1
fa(x) = Z ag.(n) 6(x-nd) ] % g(x), (2-3)
o
£, (x) :[Z az(n) 6(x-nd + -,17— d)] 5 g(x) .
n

Because An is chosen at random from the set of three2 numbers,
the energy of each component is about -:1,,- of the total energy of the function
f(x). The Fourier transform of f(x) is equal to

20, 217

-y du +j=7=— du
F(u) = Fy (u)e + Fy(u) + Fa(u)e , (2-4)

where Fi (u) is the Fourier transform of fi(x). The linear phase factors
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associated with F'y (u) and F5(u) are generated by the shift parameters. In

a region close to zero spatial frequency the effect of the linear phase factor

is small. The Fourier spectrum of the jittered array in that region; there-
fore, is similar to that of a regular array. However, at higher spatial {re-
quencies the phase factor generated by the shifting of the dots will prevent
the Fourier transforms Fi(u) from adding coherently to form high intensity

in the spectrum. Because the shifting parameter is chosen to be % d, the
spectrum of the jittered array is a period function with period -(77 Fig. 2-5(a)
and 2-5(b) show scans of the spesctrum of the regular array and the

jittered array. Note that, in the region enclosed by the circle, the spectrum

of the jittered array has a relatively smaller dynamic range.

We purposely recorded the Fourier transform holograms of the data
mask so that the zero spatial frequency and most of the low spatial frequen-
cies were recorded nonlinearly. Because the intensity of the spectrum
decreases at high spatial frequencies, some of the spectrum will be re-
corded linearly. The results of these expériments are shown in Figs, 2-6
and 2-7. The image shown in Fig. 2-6(a) is reconstructed from the Fourier
transform hologram of a regular array, using a 2 mm diameter reconstruction
beam. The main effect of the nonlinearity of the film is the suppression of
the low spatial frequency content of the image and the generation of spurious
images. As a result, we only observe the edges of the dots seen in the
original data mask. If we use a smaller beam (1 mm or 3 diameter), the
dots in the data mask cannot be reconstructed from a region near the optical
axis because the hologram is completely saturated in that region. However,
as we move the small beam away from zero spatial frequency, we start to
see both distorted and spurious images as shown in Fig. 2-6(b). If we move
the beam sufficiently far away from zero spatial frequency, the effect of film
nonlinearity disappears completely; the ratio of the reference beam to the
signal intensity becomes larger at higher spatial frequencies and the record-
ing is therefore linear. The reconstructed image shown in Fig. 2-6(c) is

obtained from a region of the hologram which is linearly recorded.




(o)

(b)

FIGURE 2.5. SPECTRUM OF INPUT SIGNALS
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To demonstrate the differences between the jittered array and the
regular array, we show in Fig, 2-7 the images reconstructed from a holo-
gram of the jittered array under the same conditions used to obtain the
images from the hologram of a regular array. Note that linear recording
in the Fourier transform of the jittered array near the zero spatial frequency
is more uniform than that of the regular array. Fig. 2-8 illustrates the
regions of the spectrum from which the images shown in Figs. 2-6 and 2-7 are

obtained.

Figure 2-9 shows the dependence of the reconstructed image on the
size of the hologram aperture. The images were obtained in a region of the
hologram sufficiently far from the zero spatial frequency to avoid the film
nonlinearity effect. Note that the size of each dot increases as the aperture
of the hologram decreases. An aperture greater than or equal to 2)\ F/d
should fully resolve the dots, where F is the focal length of the lens, )\ is
the wavelength of light, and d is the distance between the adjacent dots in the
data mask. We used He-Ne laser (A= 63281?&), a 50 mm focal length lens, and
a value of d = 0.25 mm to make the Fourier transform hologram. Therefore,
the theoretical minimum aperture of the hologram is about 0.25 mm which is

in close agreement with the experimental results shown in Fig. 2-9.

When we used a 1 mm diameter reconstruction beam, displaced from
the optical axis, to illuminate the Fourier transform, we noted that the recon-
structed image is an array of smaller dots which contained the same digital
information as the original array. All elements in this array are shifted by
a distance equal to L d and this property, as explained below, is possessed

2
by both the regular array and the jittered array.

-

For a data mask of type 1, the Fourier transform of f(x,y) is equal

to

F(u, v) =Z z Fy(u - %, v - g—) G(u, v), (2-5)
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FIGURE 2-9 EFFECTS OF HOLOGRAM APERTURES ON
IMAGE RESOLUTION FOR FOURIER TRANS-
FORM HOLOGRAM (a) 1.5 mm, (b) 1 mm,

(¢) .5 mm, (d).2 mm.,

r
|

—
-

BSAT7) A
220 / o]




where G(u,v) = sinc (ndu) sinc (rrdv)
-j -zaﬂ (nu + mv)

for|u|sl |v|s-1—

and F(u,v) =Z z a(n,m)e >d” 5q

The function G(u, v) is an euvelope function produced by the square
dots. For sidelobes sufficiently far from the main lobe the sidelobes of
G(u, v) vary almost sinusoidally. For simplicity we shall perform the
analysis in one-dimensional notation. The function F(u) can then be

approximated by

Na

Flw =) (-1 Fu-3). (2-6)

n=N1

When we perform the inverse Fourier transform on F'(u), we obtain

Naoo e E -3
£1(x) = £(x) z e (2-7)
n=N1
Therefore,
l£x) [ = | £ P (), (2-8)
where
sinlm (N, - Ng) (% - 397
k(x) = . - 1 e (2-9)
sin (‘a— - é—)

The function k(x) is a series of pulses separated by a distance d. The width

of each pulse depends on (N, - N;) and the center of the pulse is shifted by a
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cistance %—d from the origin. Depending upon which area of the hologram is
illuminated, the pulse is shifted to the right or left, up or down. Fig. 2-10
shows the images of the digital array obtained from two different regions in
the sidelobes. In Fig. 2-10(a), the reconstructing beam is shifted along the
x-axis while in Fig. 2-10(b) the beam is shifted along the y-axis. This same
property of the digital array can be observed when an off-axis aperture is

used at the Fourier transform plane in an ordinary coherent imaging system

so that it is not uniquely caused by the holographic process.

2.2.3 Fresnel Holograms

We performed experiments to determine how the noise is related to
the number of active elements in the array, the duty cycle, and the degree of
nonlinearity. We give experimental results for Fresnel transform holograms
recorded on either absorptive or phase materials. The representative
absorptive material is high resolution 649F photographic emulsions, while

the representative phase material is dichromated gelatin.

The input signals were the diffusely illuminated data masks shown
in Fig. 2-4. The data mask was located a distance Z = 50 mm from the
hologram plate. We made a series of holograms for each signal with a
different reference-to-signal heam intensity ratio, and the holograms were
sufficiently large so that we could show the effect of variations in aperture
size on the signal-to-noise ratio of the reconstruction. The effect of the
aperture size on the signal-to-noise ratio for Fresnel holograms is shown
in Fig. 2-11. The minimum hologram aperture required to resolve the bits

is given by A = 2\ Zv; for A = 632.8 nm, Z =50 mm, and v = 4 lines/mm,

the minimum aperture for a 10% bits array is 0.25 mm. Note, however,
that an aperture of about twice the theoretical minimum is necessary to

reduce the variance of the signal to an acceptable level.

We performed experiments to determine the dependence of spurious

images (or noise) on the number of elements contained in the array and the
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(a)

FIGURE 2-10

(b)

SIDEBAND RECONSTRUCTION
OF A FOURIER TRANSFORM HOLOGRAM,
(a) Along x-axis, (b) Along y-axis.
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duty cycle of the array. Some holograms were made from arrays having
a fixed duty cycle but different numbers of total elements. Others were
made from arrays where the duty cycle was _varﬁ_ec} while the number of
poi'nts remained constant. All holograms were purposely recorded non-
linearly so that the intermodulation terms should appear in the recon-
structed image. Fig. 2-12 shows reconstructed images of arrays having
duty cycles of 1/2, 1/3, and 1/4; the total number of elements in each
array, however, was the same. Note that the spurious images become
more distinct as the duty cycle becomes smaller. Fig. 2-13 shows re-
constructed images of arrays having different numbers of bits. The
spurious images are less distinct when there are more dots in the data
mask. These results are expected because, if the input array contains
enough resolvable points, the noise due to spurious images is generally

negligible in comparison to the film grain noise.

We also recorded holograms on dichromated gelatin, varying
the exposure and the reference-to-signal beam intensity ratio., The holo-
grams were sufficiently large so that we could show the effect of a varia-
tion in the aperture size of the holograms on the signal-to-noise ratio of
the reconstructed image. The holograms were recorded with 488 nm

light and an exposure of about 30 mJ/c¢m?=,

We determined the relative signal-to-noise ratio as a function of
the hologram aperture and the signal-to-reference beam intensity ratio.
Fig. 2-14 shows the relative intensities of the diffracted, transmitted, and
reflected light of a dichromated gelatin hologram, measured for a 1 mm
diameter hologram; the intensity of the absorbed and scattered light is
about equal to the diffracted light. Fig. 2-15 shows the relative signal-to-
average noise intensity ratio I/In as a function of the exposure; this ratio
was measured by using a photo multiplier scanner. In comparing Fig. 2-14
with Fig. 2-15 we see that at high exposures, where the diffraction efficiency

is increasing, the signal-to-noise ratio is decreasing.
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FIGURE 2-13 EFFECTS OF FILM NONLINEARITIES FOR DIFFERENT ARRA YS.
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Fig. 2-16 shows the effect of the reference-to-signal beam intensity
ratio on the diffraction efficiency. The diffraction efficiency of dichron:dated
gelatin does not decrease as rapidly with increasing reference-to-signal
beam ratios as it does for 649F film. Fig. 2-17 shows the signal-to-average
noise intensity ratio as a function of reference-to-signal beam ratio; these
curves suggest that there may be a trade-off in exposure and reference-to-
signal beam to obtain the optimum performance of the dichromated gelatin

in terms of signal-to-noise ratio.

2.2.4 Comments

From the results of these experiments we determined that the
signal-to-average noise intensity ratio is maximized when the number of
bits per unit area on the hologram is selected to balance the efiects of film
grain noise against the effects of the film nonlinearity noise. We also found
that, for a given hologram aperture, the quality of the image reconstructed
from a Fourier transform hologram is better than that from a Fresnel holo-
gram. Furthermore, we demonstrated that the quality of the Fourier trans-
form hologram can be improved if the input data mask is made of a jittered

array.

2.3 EXPERIMENTS WITH INCOHERENT ADDITIONS OF SIGNALS

As part of our investigation of holographic techniques, we experi-
mentally investigated the degradation of signal-to-noise ratio (SNR) due to
the incoherent addition of holograms. The output SNR is a parameter of
major importance since it determines both the usable storage capacity and
error rate of an optical memory. The study of holographic data storage
technique using the incoherent addition of holograms is motivated by a desire
to achieve the highest packing densities possible for a given error rate. For
example, suppose a prescribed error rate permits some fraction of the
maximum storage capacity of a recording material to be used. Then, if the

optical system can achieve the maximum available capacity, a single hologram
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recording suffices. However, if the optical system (or limitations on its
major components) limits the capacity to a value less than the maximum,
incoherent addition of holograms becomes an attractive technique for mak-
ing use of the available storage capacity. Bragg storage by either angular

or wavelength discrimination or both is an example of this technique.

Data storage techniques using incoherent addition are generally
considered inferior to coherent addition techniques. It is generally believed
that an incoherent addition technique causes the SNR per hologram to de-
crease inversely as the square of the number of signals incoherently added.
By way of comparison, the SNR for the coherent addition case falls off only
inversely as the number of signals added. This factor is significant even
when the number of signals becomes modestly large. For example, for ten
additions, the SNR for the incoherent addition case is already 10 dB less
than for the corresponding coherent addition case. In the remainder of this
section we present the experimental results showing that Bragg storage may

under certain conditions, improve the SNR of incoherently added signals.

2.3.1 Experimental Geometry

Figure 2-18 shows the geometry used in our experimental work. An

argon laser operating in a single longitudinal and transverse mode at 488 nm
is used as a coherent light source. The output beam of the laser is split into
two parts, the signal and the reference beam. The signal beam is used to
illuminate an input data mask which is a square piece of ground glass having
a small opaque square in the center, positioned parallel to the hologram
recording plane and at a distance of 100 mm. The clear area of the data
mask is 350 mm®. The reference beam is a plarne wave and the average
offset angle between the reference and the reference and the input signal
beam is 40°. The reference-to-signal beam intensity ratio K is maintained
at 10. A 1 cm diameter aperture, placed in the hologram recording plane,

shields stray light; this aperture also determines the area of the hologram.
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There are 107 resolution elements in the signal using this experimental

arrangement.

2.3.2 Experimental Procedure

To determine the SNR for each hologram individually we spatial-
frequency multiplexed the holograms so that the reconstructed images are
spatially separated. We implemented the frequency multiplexing by rotating
the platcholder about an axis normal to the hologram plane; this is illustrated
in Fig. 2-19, togesther with a spatial frequency domain representation of the

recorded information.

A series of holograms having 1, 2, 4, 8, 16 and 32 incoherent
additions was recorded on Kodak HR emulsions, Agfa Lippmann emulsions,
and on dichromated gelatin. After each exposure the recording material
was rotated. When the prescribed number of incoherent additions was
completed, the recording material was translated and the process repe?,ted;
the total exposure was fixed. Hence, the exposure per hologram was the

total exposure divided by the number of incoherent additions.

After appropriate development, we illuminated each composite
hologram with a readout beam and separately measured the amplitude trans-
mittance Ta’ the diffraction efficiency n, the signal-to-noise ratio SNR and
the standard deviation of the noise g... The experimental arrangement and.

N
procedure for measuring these parameters are described in Section 3.

2.3.3. Experimental Results

The data obtained from our measurements is given in both tabular
and graphic form. In Tables 2-1, 2-2, and 2-3 we list the measured quantities
for each material and for each hologram. Figs. 2-20(a), 20(b), 20(c) are
plots of SNR tor the first hologram recorded in each sequence versus the
number of incoherent additions for each of the three recording materials

used. In the reconstruction, the hologram aperture was reduced so that
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No. of
ch;:c(i)il;ii;: t Ilfrzfogram <T,> Percent S(?S) o n'4B)
1 1 . 242 .32 15. 5.
2 1 . 247 .16 15.2 3.5
2 .075 12.4 3.2
4 1 .288 .011 14. 2.8
2 . 0425 10. 4 2.8
3 . 0355 9. 3.2
4 .0210 6.2 3.2
8 1 .316 . 045 10. 8 3.3
5 .010 3.4 3.
8 .0150 6.5 3.2
16 1 .336 . 020 5.9 3.1
9 . 0155 4.3 3.2
16 .013 3.7 3.2
32 I .419 . 015 3.1 . 1...3:.2
17 .0125 -- -
32 .01 -- -

TABLE 2-1 KORAK HR EMULSION
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No. of
Incoherent Hologram <T > SNR
Additions No. a Percent (dB)
1 1 .335 .115 14.6
2 1 . 335 . 130 17.5
2 .038 13.8
4 1 .335 . 065 15,
2 . 045 14. 7
3 043 14. 4
4 . 043 14.
8 1 .338 . 0230 12.8
5 .010 8.2
8 .010 9.5
16 1 .316 . 0075 8.4
9 . 005 6.5
16 . 006 6.5
32 1 . 264 . 0036 3.7
- 17 o - . 0030 3.1
32 . 0026 2.2 2.

TABLE 2-2 AGFA LIPPMANN EMULSION

—



No. of

Incoherent Hologram SNR

Additions No. Percent (dB) g (4B)

1 T 1 .05 9.0 3.2

2 1 .1 11.5 4.0

2 .15 13.6 4.5

4 1 . 05 15.0 4.5

2 . 046 9.5 4.2

3 . 046 10.6 4.6

4 . 045 8.8 4.9

8 1 . 021 11.0 4,7

5 . 008 8.4 4.8

8 .012 8.7 4.4

16 1 .012 11.6 4.6

9 . 01 4.4 4.4

16 .013 8.1 4.5

32 1 . 005 9.0 4.8

17 - 004 2.2 4.2

e . 004 6.2 4.5

TABLE 2-3 DICHROMATED GELATIN
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the image contained 1,6 x 10° resolution elements.

The peak SNR for the recording materials used in this investigation
are 15 dB, 17.5 dB, and 15 dB for the HR emulsion, the Lippmann emulsion,
and the dichromated gelatin, respectively. For more than about four in-
coherent additions, the SNR decreases at a rate somewhere between 10 dB
per decade and -20 dB per decade. In this region, the main source of noise
is the fine structure within the volume of the recording material. In the
case of photographic emulsions the noise is caused by the silver halide grains,
while for dichromated gelatin a probable source is precipitated gelatin re-
sulting from rapid dehydration by alcohol during processing. The SNR reaches
a maximum value at approximately four incoherent additions and then decreases
This behavior is due to the fact that two sources of noise are present: scattering
noise as discussed above and nonlinear noise. The nonlinear noise is associated
with the hologram recording process and arises because the response of the

recording medium is not strictly linear.

2.3.4 Discussion

The data presented in the preceeding section merits some discussion
because incoherent addition of holograms should cause the SNR per hologram
to decrease inversely as the square of the number of incoherent additions
(at -20 dB per decade). However, our results show that this functional
relationship is not always satisfied. This suggests that the Bragg effect in-

fluences the SNR when incoherent addition recording techniques are used.

An analysis of the situation reveals the following:

1. the total modulation of the hologram MT is




and

2. the modulation per hologram, M_ is

H
by
2 2
N = 2 R ] +__E___ M
'H ™ (K+l)n 2K<I_>° TR
IR
where K =21 > is the reference to signal beam intensity ratio, n is the

number of inioherent additions, <IS> is the average signal beam intensity,
and osa is the variance of the signal beam intensity. We have assumed that
the reference beam intensities are constant and that the various signal beam
intensities are statistically independent random variables having equal means
and variances. Since the diffraction efficiency (and therefore the intensity)
of the reconstructed signal beams is a function of the modulation, we expect
from theoretical considerations that the SNR per hologram will decrease as

1/n®? for thin holograms.

We have experimentally verified that for a thin hologram the signal
intensity per hologram decreases as 1/n® while the total signal intensity falls
as 1/n. We did this by measuring the diffraction efficiency of two Fourier
transform holograms of a diffusely-illuminated transparency. The first
hologram was made with a single exposure. The second was recorded by

partitioning the transparency and then making 18 incoherent additions.

For thick holograms, the problem is somewhat more complicated.
To further investigate the anomalous results of our experiments we did the
following:

1. We reconstructed each hologram with a normally incident plane
wave, taking advantage of the symmetry of the frequency multip.lexing format
used for the recording process. This permitted n images at a time to be
reconstructed. We measured diffrz-tion efficiency as before and found that

the signal intensity still decreased at a rate less than 1/n®. Moreover, the
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diffracted intensity in this mode of readout was of the same order of magni-
tude as that obtained for the original measurements.
2. Using the same experimental geometry as before we repeated
the initial experiment. However, this time, we did not rotate the plateholder,
but instead introduced a random phase to each input signal by translating a
piece of ground glass between exposures. We measured the intensity of
each output signal as before. The results of these measurements are shown
in Fig. 2-21. The 1/n dependence for the total signal intensity is clearly
exhibited. This implies that each component hologram contributes 1/n® of
the diffracted intensity and taking them n at a tiine yields a net 1/n dependence.
3. We repeated the original experiment using both spatial frequency
multiplexing and randomization of the input signal. The intensity of the

diffracted signal beams again decreased at a rate less than 1/n®,

In every experiment we have performed where the Bragg effect was
present and the incoherently superimposed holograms could be separated for
individual measurement, we have found that the SNR per hologram falls off

at a rate between 1/n and 1/n=.

We do not fully understand yet the reason why the decrease should
not be exactly 1/n® for incoherent additions of signals. It appears that the
Bragg effect plays an essential role. The situation is extremely complicated
since we must take into account the interactions between the reconstructing
light field and the varicus allowed Bragg diffraction modes associated with
each of the stored signals. Further analysis and experimentation are re-

quired before any conclusion can bg reached.

2.4 MULTIPLE SIGNAL STORAGE BY VARYING THE WAVELENGTH
OF THE RECORDING BEAMS

Cne of the distinctive properties of holograms recorded in three-
dimensional media, when compared with conventional p!anar holograms, is

that their inherent high angular and wavelength sensitivities provide high
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data storage capabilities, Both of these parameters can be effectively used
to construct holograms which store a multiplicity of images, each separately
stored uniformly throughout the recording medium. In the past we demon-
strated (Ref. 5) the angular sensitivities of thick materials by holographically
recording and subsequently retrieving 100 separate images with little or no
interaction in between them. Here we report on recent experiments in which
we used the wavelength sensitivity property of thick materials to holographi-

cally record a multiplicity of signals,

2.4.1 Experimental Procedure and Results

The experimental setup for recording and for readout of the holograms
is similar to that shown in Fig. 2-18. The illumination source was an argon
laser with a wavelength selector that gives a convenient adjustment for getting
five discrete wavelengths from the laser (), = 457.9 nm, )\, = 476.5 nm
d =488 nm, )\, =496.5 nm and \g = 514.5 nm). Five different 35 mm photo-

graphic transparencies served as the input signals. Each of the signals was

"

diffusely illuminated with a different wavelength and holographically recorded
in a silver-halide photochromic glass (1.6 mm thick). Figure 2-22 shows the
five input signals, with their corresponding recording wavelengths, used in

making the holograms.

We made five superimposed recordings sequentiall.y and arranged
them so that upon reconstruction, each image is formed in the same location.
After each recording the laser wavelength was changed and the corresponding
input signal was inserted into the signal path. We then illuminated the
composite hologram successively with five collinear reconstructing beams,
each of a different wavelength (as in recording). Two examples of the re-
constructed imagery are shown in Fig. 2-23. These images are of high
quality and, if the recording and readout arrangements are identical, each

can be observed only when it is illurninated by the same wavelength that was

used in the recording. The ghost images and attendant detrimental effects, ]
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normally associated with thin materials, are completely suppressed by the
effect of the thick recording medium. For comparison, we used the same
experimental setup to construct a similar composite hologram with relatively
thin photographic piates (6 microns thick). As shown in the tw» photographs
of Fig. 2-24, each reconstructed image contains four spurious images;

these images overlap the desired image, producing a relatively poor re-

construction.

These results show that thick emulsions are needed if this type of

data storage is to be useful.
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SECTION III

HOLOGRAPHIC STORAGE MATERIALS

3.1 INTRODUCTION

In this sectinn we review the fundamental prope rties of recording
materials as they relate to a holographic storage syste;'n and we consider
the problems of measuring and evaluating these prpperties for a general
class of recording materials. These include both i)hase and absorptive
materials which cun be either thiﬁ or thick. We discuss the differences
between the various types of materials and the merits of each one in an

effort to find the most suitable material for our application. .

- The characteristics of « representative set of iiolographic recording
materials are described in paragraph 3. 3; we also present the procedures
for testing these materials and our experimental results. Although we do
not expect to use any of these materials in the final system, some of them
have properties that make them useful as interim devices to check the other

components of the optical memory.

‘In paragraph 3.4 the noise characteristics and their effects on %il'e be-
havior of the holographic storage system are discussed in greater detail.
In order to make the noise characteristics amenable to analysis, we develop
a model for analytically determining the signal-to-noise ratio (SNR) of the
recording material. By way of an example we use thin photographic emul-
sions as the recording materials and support the analysis with extensive

cxperimental results.

The analytical results of the noise characteristics of photographic
emulsions are then extended to show the effects of the SNR on the achiev-
able errer rates and capacity in a holographic memory system. The theo-

retical development, which is presented in paragraph 3.4, assumes that the
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hologram produces additive noise which can be represented by a complex
Gaussian process with independent real and imaginary parts. The error
rates and storage capacity are calculated as functions of the SNR and input

data formats.

3.2 GENERAL DISCUSSION

We consider some fundamental properties of recording materials as
they relate to holographic storage. These properties are (1) exposure
sensitiﬁvity and spectral response, (2) diffraction efficiency, (3) resolution,
(4) noiselél;ié.facter'istics, and (5) angular orientation and wavelength dis-
criminations.i All of these must be measured and evaluated to dete rmine
the suita‘bilii:& of any recording material for use in a holographic storage
systein, In the following sections weidés"éri'be the nature of these proper-
ties, théi;r impact on the holograph:i_c féprocess and methods for quantita-
tively measuring them; the results of the measurement programs are

reported in the foll.owing”section.

3.2.1 Exposure Sensitivity and Spectral Response

A basic property of recording materials 1s that éxéoéure ?‘to suitable
radiation produces a physical change. A photochromic crystal, | for example,
which is normally transparent, darkens when exposed to uitraviolet light;
the darkening, or absorption, is a function of the exposure. Information is
stored holographically as a spatial variation of absorption in the volume of
the photochromic crystal. A more subtle change occiurs for a phase material
such as lithium niobate; in these materials exposuré to light does not 14::3-
duce an effect that is vi'sib’yle by ordinary“me‘é.ns; | Changeé in the index of
" refraction occur instead of darkening so that the information stored holo-
graphically is due to a spatial variation of refractive index in the volume of
the crystal. It is important, therefore, to be able to specify the be.haviokr}

of the recording material in terms of the resultant variation of either
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absorption or index of refraction as a function of exposure.

The exposure sensitivity of the recording materials depends on factors
such as (1) the type ‘of material, (2) the wavelength of the exposing light,
(3) the temperatull'e,. and (4) the intensity of the exposing light. The latter
factor is important beéausé sofne recording materials exhibit re ciprocity
failure. The exposure s‘ensitivity of a recording material can be determined
by direct experimkntal measurements. For an absorption material, such
as a photochroxﬁic crystal, the procedure is (1) to expose the material with
laser light of constant intensity for uniformly increasing time intervals,
and (2) to measure the absorptance with low intensity laser light having the
same wavelength as that used for the exposure. The same procedure is
followed for diffe rent laser wavelengths to determine the specti-al response
of the material. These data, displayed graphically as absorptance ife‘rsus
exposure with wavelength as a parameter, are sufficient ‘t’b specify the expo-

sure sensitivity and spectral response of the recording material.

Reciprocity failure is investigated by exposing the recording mater-
ials with laser lijht at various intensity levels; the exposure time is varied
sc that the total exposure is constant. The variation of absorptance with

intensity provides the required data for specifying reciprocity failure effects.

For phase materials, an indirect approach is requiﬁlryéd.‘ We follow
exactly the same procedures as outlined for the absorption materials but
we use diffraction efficiency as the dependent variable instead of absorp-
tance. To do this, simple grating holograms made by recording the inter-
fcrence pattern of two plane waves are recorded in the 'ph_a.se materials
with fixed offset angles between the beams and a fixed reféréﬁ?ce»to-signal
beam ratio. Each hologram is recorded with a different exposure and the
corresponding diffraction efficiency is measured. With this modification
in procedure, eprsure sensitivity, spectrial response, and vreciproc‘ity

effects can be evaluated.




For this holographic storage application, we require that the recording

material be sensitive to light of a relatively large number of discrete

wavelengths. It might seem desirable that the sensitivity of the recording

material should be the same for all wavelengths. Under actual operating

conditions, however, it is preferable to match the response of the record-

ing medium to the wavelengths and the intensity levels of available lasers

so that better balance can be achieved.

3.2.2 Diffraction Efficiency

Diffraction efficiency is defined as the ratio of the reconstruction beam
power that is diffracted by the hologram to the effective incident beam power.
The effective beam power is obtainéd from the total incident beam power by
subtracting light losses caused by reflectlon, by absorption, or by other
factors extraneous to the essential nature of the hologram itself. The
diffraction eff1c1ency is a basic hologram parameter wh1ch is particularly
important in the optical memory apphcatlon,‘ since it directly influences the

power of the light source needed to obtain adequate output brightness.

To describe the diffraction process in thin recording materials we
first characterize these materials in térms of their cbmplex amplitude |
transmittance Ta versus eprsure E. For a thin hologram amplitude grat-
ing the values of T,are limited to the range of 0 < Ta < 1. A sinusoidal grat-
ing is defined by the transmittance function

.1 . m N .
T, x)=5 +3 cos(a x ) (3-1)

where m represents the peak to peak change of amplitude transmittance and

a is the grating period.

If the grating represented by Eq. (3~1) is illuminated by a monochromatic

plane wave normal to the grating, it will diffract equa.lli into two orders.
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The amplitude of each diffracted order is one fourth of the incident wave

times the modulation factor, m. The corresponding efficiency is

I.. 2
D.E. = diffracted - ( %1_ )

I, .
incident

Since the range of m is confined to 0 < m < 1, the maximum diffraction

efficiency for a sinusoidal amplitude grating is 1/16 or 6.25 percent.

A sinusoidal thin phase grating is mathematically described by the

transmittance function

T_(x) = exp{-j Ecpo -4 cos( L x \] } (3-2)

N\ 7

where ¢, represents the average phase délay through the grating and ¢
represents the amplitude of the fluctuating phase delay.

If the grating represented by Eq. (3-2) is illmninateﬁ by a monochromatic
plane wave normal to the grating, it will diffract into many orders. How-
ever, only the wave diffracted into order one (or minus one) is of primary
interest in holography, since only this wave contributes to the reconstruc-

tion of the original wavefront.

The analysis can be simplified by use of the identity

e 27 > n moy X ,
exp (\]¢‘1 cos —&— x ) = 23] Jn(¢1 )e (3-3)

n-‘--a_

‘where I is the Bessel function of order n. From Eq. (3-3) we find that the
amplitude of either of the first diffracted orders is given by J, (¢; ). The
maximum of J, (¢; ) occurs at ¢, = 1.9 and is given by J, (1.9) =.582. The




maximum diffraction efficiency of a thin sinusoidal phase grating is then

given by (.582F =.339 or 33.9 percent.

The diffra.ction process of holograms recorded in thick media is more
compléxathan for conventional holograms recorded in thin media. Thick ‘
hologran;s ‘reconstruct w1th maximum efficiency only if the reconstructing
wave is incident from a direction satisfying theBi:a,gg condition which, for
fringes normial to the hologram surface, gives the required angle of inci-

dence 0 as
sin 6 =) /2d

where )\ is the illumination wavelength and d is the period of the fringe sur-
faces. For light incident at this angle, we can d‘teﬁivé the diffraction

efficiency relations for both thick absorption and phase recording media.

For the casé of simple grating holograms recorded as a fluctuation of
the absorption coefficient (such as thick photographic emulsions and photo-

chromic crystals) the diffraction ¢fficiency can be given as (Ref. 6)
n = exp (u,t, /cos®) sinbk® (y, t, /2 cosb) | ' (3-4)

where ; /2 is the average absorption, y, is thé; amplitude of the sinusoidal
absorption fluctuations, and t; is the thickness of the recording medlum

The maximum diffraction efficiency is obtained when e /2 = Uy o i, e., when
the hologrém is completely transparent at the absorption minima. Using .
this condition in Eq. {(3-4), we can show that thej maximu:m theorefic);aly dif—w '
fraction efficiency is 1/27 (3.7 percent). We have experimentally achieved

this maximum diffraction efficiency with thick photograph:‘z.‘c' emulsions
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For the case of simple grating holograms recorded as fluctuations
of the index of refraction in phase materials such as dichromated gelutin

and lithium niobate cryséals, the diffraction efficiency is given as (Réf. 7)

n- Sinak)\ cosO ) , , o (3-5)

where n, is the ﬂuctuaf:ion of the index of refraction. Eq. (3-5) shows that
thick phase hologran:ls can achieve a theoretical maximum diffraction
efﬁciéncy of 100 percent ‘when nt, = %‘-)\ cos6. We have aéhieved experi-
mentally measured efficiencies of-95 percent in holograms recorded in a

thick phase mate rialisuch as dichromated gelatin.

Besides allowing high diffraction efficiencies, the low absorption of |
phase materials is advantageous because they can be illuminated non-
destructively withhigh intensity readout beams. This is particularly
important in recording formats where each hologram is small and a high:‘
output initensity is required;f For example, an illumination energy of 200
millijoules on 2 1 mm hologram may destroy the information if the recording

media is highly absorptive.

The diffraction efficienéi’és discussed abové are for simple holograms
in which both the reference and signal beams are plane:f-wav;'Ves. The situa-
tion is more complicated when the signal is made up of many plane waves,
as would be the case for 'aucc‘Jherently illuminated digital afragy. The situa- -
tion is even more conelplex when We incqherently‘ record a number of such
signals in one hologram. The diffraction efficiency is reduced and the high
values noted earlier can no longer be achieved. .

To experimentally evaluate the _diffractior@ efficiency of the recording

media for this application we record simple interfererice gratings using

plane waves for both i‘eference and signal béams, and vary the following




recording parameters: (1) the illumination waveléngth, (2) the ratio of

the reference beam intensity to object beam intensitéy, and (3) the exposure
levels. We then measure the diffraction efficiency as a function of these
recording parameters. Using the results of these prelimina":y experiments,
we can determine the diffraction efficiency, for different wavelengths, using
transparencies of digital arrays as the input objects while maintaining an
oprtimurn ratio of reference beam to signal beam intensjties and the best

exposure level.

3.2.3 Resolution

Two aspects of resolution merit discussion: recording material reso-
lution and holographic image resolution. We will discuss their meanings

separately.

_The resolution of the recording material is a partial measure of the

ultimate storage capacity of the recording material. In a physical sense,

it is a measure of the finest spatial variation of'i'n’ten'sity to which the record-

ing material responds with an unambiguous change in either absorptance or
index of refraction. Finally, the resolution of a recording material is
determined solely by the physical characteristics of the material, it is not

a functicn of external system configurations.

. Recording material resolution is usually evaluated by imaging sine
wave gratings Having different spatial frequencies ahd contrast ratios onto
the material. This appi'oa,ch c;ari be used for 'spa.tial freéiuencies up to é.bout
1000 lines/mni to determine the modulation transfer function (MTFl) of the
material. However, holography often requires a recording material whose
frequency response extends to 3,000 lincs/mm or more. Obviously, the
usual methods for measuring the MTF are inadequate. Hence, we evaluate
the resolution of recording material by using plane wave gratings because

(1) the spatial frequency of the grating can be varied by cyhanging the offset
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angle between the beams or by changing the wavelength, (2) very high
spatial frequencies can be generated, and (3) the variations of the measured
diffraction efficiency with spatial frequency gives a direct measure of re-
solution. The relationship between the spatial frequency and the angle be-
tween the two beams is y = 2 si‘n(B’IZ)/)\ where y is the spatial frequency,

0 is the offset angle, and ) is the recording wavelength. If, for example,

8 is 60° and A is 500 nm, then v is 2, 000 lines /mm. The diffraction
efficiency depends on the effective modulation level which, in turn, depends
upon the resolution of the recording material; thus, diffraction efficiency

is a direct measure of the resolution of the material.

In the expéfimental procedure we (1) construct an experimental con-
figuration for producing two uniform plaxie waves, (2) record grating holo-
grams with increasing spatial f'r“eqvue_ncies by varying the offset angle
between the beams, and (3) measure the diffraction efficiency of each of
the holograms. Care is taken to provide a constant exp{::s.ure for each
hologram and the input modulation level is held constant. A plot of diffrac-
tion efficiency as a function spatial frequency is generated to specify the o

recording material resolution.

The resolution of the reconstructea image (as distinguished from
the resolution of the recording material) is a function of recoyrding geometry
and the resolution and size (ape rture) of the holographic recording material.
By image resolution we mean the finest detail which can be observed in a
projected holographic image. Noise generated by the recdrding and recon-
struction processes and by the recording >materia1\also affects image
resolution. We evaluate image resolution by holographically storing an
Air Force resolution target in the recording materials. The real imagej
~of the resolution target is pr‘ajected onto a viewing screen. Image resolu-

tion is studied as a function of (1) type of material, (2) wavelength,




(3) ambient light level, (4) image brightness level, (5) type of viewing screen,

and (6) hologram recording geometry.

3,2.4 Noise Characteristics

The quality of the image reconstructed from a hologram is dependent
on the characteristics of the noise generated by the recording material,
Noise from two sources is commonly observed in the i“rnage. One type of
noise, which is random in nature, is the scattered ligﬂt caused by the re-
cording material. For photographic emulsion, the scattering of light is
due to the granular structure of the siklver halide )particles in the emulsion
(Ref, 8). Similar scattering noise is produced by photochromic materials
as well as by dichromated gelatins and other phase materials. The second
type of noise is produced by the nonlinearities of the fecording materials
(Ref. 9); this noise depends on tlie exposure characteristics of the recording
matefial, the reference-to-signal beam ratio and the specific objects
recorded in the recording material. These two types of noises are present
in all reéonstructed images; however, their severity can usually be controlled

by an appropriate selection of the recording parameters.

A mecasure of the severity of the noise in the reconstructed image is
given by the signal-to-noise ratio, defined as the ratio of the average energy
of the image to the variance of the fluctuation of the noise processes. In
using coherent optical systems, we find that a better measure is given by
the ratio of the signal intensity to the average noise intehsity, because this

ratio can be conveniently measured experimentally.

To experimentally 1neasure: the signal-to-average aoise intensity ratio,
wekhologrfaphical]_,y record a test signal which is located approximately
50 mm from the hologfam. A series of holograms ‘is recorded at various
cxposure levels, different reference-to-signal beam intensity ratioé, and

different angles between the reference and signal beams.
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Two kinds of test signals are generally used in these experiments. One
is a point object, obtained by focusing a collimated beam onto a pinhole.
In using this test signal, the cnly noise\;process affecting the reconstructed
image is the scattering of the light by the recording material. Thus, we
can determine the ratio of the signal intensity to the average intensity of
scattered noise. To study the combined effects of the two noise processes,
we use a diffusely illuminated aperture with an opaque area in the center as
the test signal. In the readout process, a scanner-photomultipl.ier assembly
is used to detect the real image of the test signal; the output from the photo-
multiplier is then recorded on a chart recorder. From these experimental
data we can obtain the signal-to-average noise intensity ratio as a function
of exposure, of reference-to-signal beam ratio, and of the angle subtended

by the reference and signal beams.,

We have successfuliy used this procedure to measure the noise
characteristics of photographic emulsions and dichromated gelatins. From
the experimental results we found that we could predict not orly the severity
of the noise in the reconstructed image, but also the storage capacity of |

the photographic emulsion due to the limitation of the noise.

3.2.5 Angular Orientation and Wavelength Discrimination

For holograms recorded in thin media, a change in the readout beam
wavelength or angle of incidence generally results in aberrations, distor-
tions, and a displacement of the reconstructed image. The intensity of the
diffracted image is relatively constant over a wide range of wavelengths
and angular orientations. Thus, when a multiplicity of images are holo-
graphically stored in one location, we cannot selectively readout one holo-
gram without interacting with the others., Such interaction causes degrada-

tion of the SNR of any one reconstructed image.




For holograms recorded in thick media, however, a change in the
wavelength or the direction of the readout beam produces a change in the
diffraction intensity from a hologram. These parameters can therefore
be used to construct a hologram which stores a multiplicity of images,

each image stored uniformly throughout the recording medium,

The angular discrimination available from thick holograms imposes
a limitation on the number of holographically stored signals, A measure
of the angular orientation sensitivity is the angular width between the half
power points of the curve of diffracted intensity versus readout beam angle.
An expression for this angular width, derived by adapting existing X-ray

diffraction theory, is given by (Ref. 6)

1
2

— n® - sinaer)% (n® - sin®0g)
o, < ¢

in2 2z) — el E 2 oo &a (3-6)
t, cos® [sin® (n® - sin®0_ )° + sinb (v - sin®0_)=]
r s r r s

o=

ki

where n is the index of refraction, t. is the thickness, ) is the wavelength

0
of the illumination, and the incidence angles of the reference and signal
beams relative to the hologram are denoted by Gr and GS, re spectively.
This equation car be used to calculate the angular orientation sensitiVity as
a function of hologram thickness and as a function of reference beam and

signal beam orientations.

We have expé rimentally tested the angular discrimination of photo-
graphic emulsions, photochromics and ferroelectric materials, and have
found that the results are in agreement with calculated values derived from
Eq. (3-6). Photographic plates having an emulsion thickness of 15 require
an average change of orientation of 10° between each successive image to
prevent significant interaction between images. The angular orientation

sensitivity is quite low for small offset anglés but increases with larger
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offset angles. Since the available angular orientation for recording a
conventional hologram is 180°, we cannot store more than 18 images with-

out interference.

The number of stored images can be increased by two or three orders
of magnitude with existing photochromic and ferroelectric materials
because of their greater thicknesses. We have demonstrated the feasibility
of this technique by holographically recording a multiplicity of diffusely
illuminated transparencies on a photochromic sample and reconstructing
them with essentially no interference. Typical results indicate that separate
images can be holographically recorded in a 4 mm thick crystal merely b

rotating the plate two minutes of arc between each recording.

A measure of wavelength discrimination is the wavelength bandwidth
between the half-power points on the curve of diffracted intensity versus
rcadout wavelength., An expression for this bandwidth was derived by

adapting existing X-ray diffraction theory and is given by (Ref. 6).

1
1 -
AN, = (3-7)

1 1 Es
2 to[ n® - (n®-sin®6 )2 (n® - sin®6 )% + sin® sind
S r S r

where the various parameters were defined earlier, Eq. (3-7) can be used
to calculate the wavelength sensitivity as a function of hologram'thickness

~and as a function of reference beam and signal beam orientations.

The wavelength sensitivity of thick holograms was used successfully to

. reconstruct multicolor signals with 7io degrading ghost images. Although we

used only five primary wavelengths'in the experimental demonstration, we
have calculated that independent images can be recorded by varying the

wavelength for each exposure by only a few angstrofns. The development of

frequency-tunable lasers has progressed sufficiently so that the wavelength
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sensitive property of thick holograms is very attractive for dense holo-

graphic storage.

A problem related to the angular and wavelength discrimination
properties is the shrinkage of the three-dimensional recording media.
Shrinkage generally causes a change in both the orientation and the spacing
of the fringe surfaces in the hologram so that either the orientation or the
wavelength of the reconstructing beam must be altered to maximize the
diffracted intensity. In both instances, the location of the reconstructed
image also changes. In photographic materials, shrinkage is caused by
chemical processing. In photochromic crystals shrinkage occurs when

the read-in and read-out operations are performed at different temperatures.

In earlier investigations we found that the required reorientation is
not a function of crystal thickness; however, the thickness parameter does
play an important role. When complex gratings containing many fringe
systems are recorded, the shrinkage effects vary the fringe spacings so
that the Bfagg relation cannot be simultaneously satisfied for all fringe
systems, resulting in a nonuniform image intensity. As the thickness of
the crystal is increased, this problem is more severe because the angular

orientation sensitivity increases.

3.3 EXPERIMENTAL INVESTIGATIONS OF HOLOGRAPHIC
RECORDING MATERIALS

In this section we give a summary of the properties of several holo-
graphical materials which we have considered in the course of this contract.
These materials include thick photographic emulsions, thick dichromated
gelatins, photochromics, ferroelectric crystals; manganese bismuth,
photopolymers, photoresist and photoplastics. Although none of these
materials possess the necessary characteristics to be useful in the final
system, most can be used as interim devices or as aids in testing other
components of the system.
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In the following paragraphs we list the advantages and current dis-
advantages of each of these materials, with particular emphasis on those
properties that have been discussed in paragraph 3.2. Along with these
lists we also present the results of our experiments which were primarily
dcsigned to test the exposure characteristics, diffraction efficiency and

angular discrimination of these materials.

We start by describing the general procedures of our experiments and
then separately discuss the merits and the experimental results for each
recording material. In general, the experiments were not exhaustive but
were designed to give accurate indications of the behavior of the materials

for holographic applications.

3.3.1 Experimental Procedures

We have performed experiments to test the basic properties of some
recording materials such as the exposure characteristics, diffraction
efficiency and angular discrimination. The procedures for obtaining these

measurements are described in the following paragraphs.

3.3.1.1 Experimental Procedure for Determining Exposure Sensitivity

To determine exposure characteristics of absorptive recording materials,
we begin by uniformly exposing fhe materials through a 1 cm diameter
aperture. A series of exposures, with different exposure levels or wave-
lengths or both was made for each material. After appropriate development,
each cxposed area was again illuminated with a uniform beam and we
measured the incident beam Ii" the transmitted beam It’ and the extraneous
beam Ie. The extraneous beam is reflected and absorbed light. We then
determined the optical density and the amplitude transmittance of the

materials by using the following relations




A
Optical Density = D = ~log,

and

Amplitude Transmittance = T A (—-I——_—I—)

By plotting either of these parameters as a function of exposure we

obtain a characterization of the exposure sensitivities.

3.3.1.2 Experimental Procedure for Determining Diffraction Efficiency

To obtain the desired quantitative datz, we recorded simple interference
gratings by using monochromatic plane waves for both the reference and
the signal beam. Depending on the recorc’iing material, we used the 363.8 nm
and 488 nm lines of the argon laser of 'ché 632.8 nm line of the He-Ne laser

for both recording and readout.

The basic experimental setup is shown in Fig. 3-1. Light from the
laser is divided by the beam splitter; cne path is the reference beam having
intensity Ir and the other path is the signal beam having intensity IS. The ’
pinhole assemblies and the collimating lenses are used to expand and
collimate‘ the laser beam. The interference pattern of the plane waves is
recorded on the photographic plate. The normal of the plate bisects the
angle O between the two pla;rle waves. The spatial frequency of the fringes,
determined by the angle G,v is called the ofiset frequency of the recorded
grating. We controlled the ratio of reference-i:b-signal beam intensity by

inserting neutral density filters in either beam.

We also used this setup for measuring the relevant readout parameters,
except that only one beam was used in the reconstruction process. To per-
form the measurements, we first used a readout beam from the direction of

Ir and then used a beam from the direction I;s_ to check the measurements.
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In most instances, the measured results agreed within 10 percent.

The diffraction efficiency was determined by using the following

relation

4

Diffraction Efficiency = [ -1 =
i e -

We measured the diffraction efficiencies of different recording
materials as a function of exposure levels and reference beam to signal
beam intensity ratios. The results of these measurements will be described

separately for the different materials.

3.3.1.3 Experimental Procedure for Determining the Angular
Discrimination

The experimental set-up for recording and subsequently for measuring
the angular orientation sensitivity of simple holograms is shown in Fig. 3-2.
Light from the laser is split into two paths by the beam splitter, and diverted
by the mirrors to the recording material. The interference pattern is
recorded for various values of the angle 6 between the two beams and for
various angular orientations of the recording rnaterial with respect to the 4
light beams. The orientation is adjusted by means of a motor driven plat-

form, and the angle 6 is changed by relocating the optical components.

During readout only Ir is incident on the recording material. The out-
put of a photomultiplier, used to measure the intensity of the diffracted
beam, is fed into a chart recorder through a logarithmic amplifier. By
rotating the hologram at a constant rate, we can plot the relative intensity
of the diffracted light as a function of the incidence angle of the readout

wave,

We have experimentally listed the angular discrimination of photochromic

and lithium niobate materials and the results are given paragraphs 3.3.4 and 3.3.5. —
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3.3.2 Photographic Emulsions

Photographic emulsions are the most common recording materials used
in holography. In dense data storage applications only a small number of
the available emulsions are suitable. These are referred to as high resolu-
tion or Lippmann emulsions. These emulsions are characterized as having
high resolving power, extremely small grain size, and low exposure
sensitivity. A brief summary of the advantages and disadvantages of fine-

grain photographic emulsion is given 1n the following. The advantages are:

(1) very high resolution; many commercially available photographic
emulsions have a resolving power in excess of 3, 000 lines/mm.
The latest Lippmann emulsions have an extremely small grain
size and a resolving power which approaches that of phof:ochromic
crystals,

(2) relatively high speed; even very fine grain émulgions, considered
to be slow by ordinary standards, require exposures that are orders
of magnitude less than most of the other materials tested for use
in optical memories,

(3) a large dynamic rahge;' it is not uncommon for high resolution
emulsions to have an 80 dB dynamic range, !

(4) broadband spectral sencitivity; mty high resolution photographic

emulsions are available with mufc ~ 'spectral sensitivity extending
from 400 to 700 nm, and |
(5) stability; these materials are;;"éiithival if kept under suitable

environmental conditions.
The disé.dvantages of photographic ‘emulsions are:

(1) low diffraction efficiency; as with all absorption type materials,

the maximum diffraction efficiency is only a few percent (chemical

bleaching processes exist which can increase the practical diffrac-

tion efficiency to about twenty percent),
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(2) chemical development; most photographic emulsions require a
lengthy and sometimes complex developing process to make the
stored information permanent, and _

(3) limited thickness; the thickness is generally limited to 100 microns
because of the dimensional stability of photographic emulsions and
the difficulty associated with chemically developing through the
entire thickness of emulsions; this impqses a limitation on the

available storage capacity.

3.3.2.1  Experimental Results

The main emphasis in our investigations is to determine whether photo-
graphic emulsions are suitable for holographic recording in the UV light.
The reason for using UV illumination is that the shorter wavelengths allow
higher packing densities. We measured the exposure sensitivities and
diffraction efficiencies for Kodak HR and 649 emulsions and Agfa Lippmann

emulsions.

The UV illumination is derived from an argon laser by using specially
coated reflecting mirrors and high plasma tube currents. Two spectral
lines are emitted simultaneously, 351. 1’ nm and 363.8 nm. These lines
were separated by means of an external 66 spectroscope prism. Because
the 363.8 nm line has approximately three times more power than the

351.1 nm line we used it exclusively in cur experiments.

We used the experimental procedure described in Section 3.3.1.1 to
measure the exposure characteri.stics of the pho‘togra’phic emulsions; the
results are shown in Figs. 3-3 and 3-4. The curves shown in Fig. 3-3 are
the optical density variations as a function of exposure, whereas the curves
in Fig. 3-4 are given as amplitude transmittance variations as a function
of exposure. The trend for the exposure charécteristics curves is similar

to the conventional curves obtained with visible light. However, the
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exposure sensitivity has increased by a factor of five. We also note that
the exposure sensitivity of the Agfa Lippmann emulsions is lower than -
that for the Kodak HR and 649F emulsions; this is due to the smaller grain

size of the Agfa emulsions. e

We also measured the diffraction efficiencies for the three emulsions
by using the experimental arrangement and procedure described in para-
graph 3.3.1.2. Fig. 3-5 shows the diffraction efficiencies as a function
of exposure. In all cases the diffraction efficiency is lower than the effi-
ciency of the same emulsions at visible light, This decrease in efficiency
is primarily due to increased scattering in the emulsions at the lower

wavelengths.

3.3.3 Thick Dichromated Gelatin

Recent work has shown that high quality holograms can be recorded in
hardened gelatin films sensitized with dichromate solutions. Since the
holograms are recorded as dielectric phase gratings, high diffraction
efficiencies can be attained. Furthermore, light scattering from such
materials is so low that relatively high signal-to-noise ratics can be achieved
in the reconstructed image. The preparations of such materials for holo-
graphic recording is fairly straightforward; all that is necessary is to treat
gelatin with a dichromate solution (either arimonium dichromate or pntassium
dichromate are suitable) for several minutes prior to exposure. The
development process is also relatively simpie. The advantages of

dichromated gelatin are.:.

(1) it is pure phase material; losses due to absorption and scattering

are tyﬁically only a few percent,

(2) high diffraction efficiency; hologram gratings have been recorded

with diffraction efficiencies exceeding 85 percent.
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(3)

(4)

very high resolution; the resolution of dichromated gelatin has
been experimentally shown to be in excess of 5,000 lines/mm,
ease of preparation and processing; for preparation, a gelatin
plate is soaked in a dilute solution of a dichromate salt and dried;
development requires only a treatment with water and alcohol, and
stability; the hologram recording is archival if the gelatin is kept

in a low humidity atmosphere.

The disadvantages of dichromated gelatin are:

(1)

(3)

limited spectral response; aithough dichromated gelatin is not
sensitive to light whose wavelength is greater than about 520 nm,

it may be possible to use dye sensitizers to extend the sensitivity

to about 650 nm,

short shelf life; after sensitization with the dichromate salt the
gelatin undergoes a dark reaction so that the exposure must be

made within one ortwo days (cold storage, however, may increase
shelf life to many months),

relatively poor exposure sensitivity; between two and three orders

of magnitude less sensitive than photographic emulsions (exposure ’
range is between 30 to 100 mJj/cm? ); however, it appears possible
that with other development procedures the sensitivity can be
increased by a factor of ten,

environment sensitivity; if holograms recorded in dichromated
gelatin materials are exposed to a high humidity atmosphere, a
significant reduction in diffraction efficiency results and the imagery

will suffer a loss of quality, and

limited thickness; the thickness is generally limited to 100 microns
because of the dimensional stability of the gelatin, thus imposing

a limitation on the available storage capacity.
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3:3:3.1 Experimental Results

We performed a series of experiments for investigating the merits of
different gelatins; three types of gelatins of differing "hardness' were
dichromated and the diffracting capabilities of each type were determined.
Using the experimental arrangement and procedure described in paragraph
3.3.1.2, we measured the diffraction efficiencies of these materials as a
function of exposure and reference-to-signal bearn intensity ratios. The
results are shown in Figs. 3-6 through 3-8, The results for the ''soft"
gelatin are shown in Fig. 3-6, the results for the "moderately hard' gelatin
are shown in Fig. 3-7 and the results for the "hard' gelatin are shown in
Fig. 3-8. Each curve in the figures is for a different reference beam to
signal beam intensity ratio K; the offset angle is 30 degrees and the illumi-
nation wavelength is 488 nm. Note that the diffraction efficiencies are
relatively high and that, in some instances, they approach the theoretical
limit of 100 percent. Also note that we can achieve high diffraction efficiencies
with a K value of 7 w" 2re the nonlinearities are not as severe as with K
equal to 1; this yields high diffraction efficiencies with relatively higher S/N
ratios. The high efficiencies which can be achieved with dichromated gelatin

materials make them attractive for read-only holographic memories.

3.4 Photochromic Materials

Photochromic materials such as alkali halides glasses, potassium
bromide (KBr) and potassium chloride (KCL) crystals, strontium titanate
(SrTi10, ) crystals doped with Fe-Mo and Ni-Mo, calcium fluoride, and a
variety of photochromic plastics have been successfully used to record
holograms. These photochromics are absorptive materials that change
color when illuminated with light of a suitable wavelength: this color change
may be a permanent coloration (photocolor) cr a permanent discoloration
(photo-bleach), but in general the color changes are reversible either with

light or heat. The advantages of photochromics are:
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(1) high resolution; resolution greater than 3000 lines/mm have been
achieved and, because of its molecular structure, the attained
resolution can be much higher than with conventional films whose
silver grains are much greater than the size of photochromic
molecules,

(2) reversability; some photochromics such as silver halide glasses
can be recycled indefinitely,

(3) 1easonable stability; exposure to light causes degradation of the
recording but this is a relatively slow process at low ambient
temperatures,

(4) high angular and wavelength sensitivities; the great thickness,
e.g., | mm or greater, results in high angular and wavelength
sensitivities on readout, thus allowing a large number of holo-
grams to be recorded in the same volume but read out selectively,
and

(5) no processing 1s required.
The disadvantages of photochromics are:

(1) very slow sensitivity; most inorganic photochromic materials are
several orders of magnitude less sensitive than conventional

photographic emulsions,

oY

low diffraction efficiency; generally less than one percent,

_—
(&3 )
~—

poor thermal stability; the information is rapidly erased at temper-
atures ranging from 50° to 100°> C, and
(4) poor spectral response; most photochromics are sensitive to only

one or twe of the primary colors,

Se3stald Experimental Results

Our main motivation for investigating pliotochromic materials was to
verify our theoretical angular discrimination predictions and dete rmine

what diffraction efficiencies are possible.
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Using the experimental arrangement and procedure described in
paragraph 3.3.1.3, we measured the angular orientation sensitivity of a
1.6 mm thick silver halide photochromic glass. The offset angle was 30
degrees with Gr = Os, and the illumination wavelength was 488 nm. Fig. 3-9
shows the relative diffracted intensity as a function of incidence anyle of the
readout beam. The expected sinc function behavior is clearly evident in this
expe rimental curve. The half power width of the angular orientation
sensitivity curves was determined from the experimental data and compared
with results calculated by using Eq. (3-6). In all cases good agreement
between calculated and experimental results was observed. For the example
of Fig. 3-9 the experimental half power width of the angular orientation

is 2.9 minutes of arc whereas the calculated value is 2. 91 minutes of arc.

We also measured the diffraction efficiency as a function of exposure
levels and offset angles. The diffraction efficiency was relatively low and

under no conditions did it exceced 0.3 percent.

3.3.5 Ferroelectric Materials

The ferroelectric materials, which include lithium niobate, barium
titanate, and strontium barium niobate, offer several attractive features
as a holographic storage medium. The ferroelectric material undergoes a
change in refractive index upon exposure to relatively intense light and
behaves as a pure phase, volume holographic recording. No processing
is required and the recording can be thermally erased. High diffraction
efficiency can be obtained but the material is relatively insensitive. The

advantages of ferroelectric materials are:

(1) high resolution; recordings of up to 4000 lines/mm have been made;
(2) reversability; heating the material to about 170° C causes the
recording to disappear and the material can be recycled (extensive

data on fatigue effects, if any, is not yet available),
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(3)

(6)

(7)

erasability; light can also be used for erasing selected volumes

in a crystal,

reasonable stability; exposure to light causes a degradation of the
recording but this is a relatively slow process at moderate-to-low
light levels,

high efficiency; since this is a phase recording material very high
efficiency of reconstruction can be¢ obtained (up to 40 percent has
been reported with lithium niobate),

high angular sensitivity of read-out; the great thickness (e.g., 1 cm)
results in very high angular sensitivity on read-out thus allowing
a large number of holograms to ke recorded in the same volume
but read out selectively, and

no processing is required.

The disadvantages of ferroelectric materials are:

(1)

very low sensitivity; exposures of 100 J/cm?® are required to

record holograms in lithium niobate, and

(2) although the ferroelectric materials appear to respond to all
wavelengths in the visible spectrum, their spectral sensitivity is
not uniform, requiring compensation of the intensity levels of the
various colors of the recording beams.

e Js sl Experimental Results

We have tested two samples of lithium niobate crystals , with thicknesses

of 2 mm and 5 mm, to determine their angular orientation sensitivity and

a_]so their diffraction efficiencies.

Using the experimental arrangement and procedure described in paragraph

3.3.1.3, we measurc the angular orientation sensitivity of the two samples

as a function of offset angle. Fig. 3-10 shows two representativ. results

of the relative diffracted intensity as a function of incidence angle of the

3-34




Y R B o N

2 O

o,

- 2 p—

%

w4

»

E -6 —

a

®

= -8 -

3

R “mpe

b

o =12 p—-

)

»>< -4 P

<

g e

= 1
-20 -16

-2 -8 -4 0 4 8 112

16 20

~CHANGE IN INCIDENT ANGLE OF READOUT BEAM (minutes)

(a) Thickness = 2

RELATIVE DIFFRACTED INTENSITY (dB)

mm, Offset Angle = 31.5°

ljlllllllJlL
-4 0 4

CHANGE IN INCIDENT ANGLE OF READOUT BEAM (minutes)

(b) Thickness =

FIGURE 3-10.

5 mm, Offset Angle = 40°.

ANGULAR ORIENTATION SENSITIVITY
MEASUREMENTS FOR LITHIUM NIOBATE

3-35




relative diffracted intensity as a function of incidence angle of the readout
beam. The curve shown in Fig, 3-10(a) was for a hologram recorded in

the 2 mm thick sample, with an offset angle of 31.5 degrees (Gr = GS) and

an illumination wavelength of 488 nm. The curve saown in Fig. 3-10(b)

was for a hologram recorded in the 5 mm thick sample, with an offset

angle of 40 degrees ((3r = Os) and an illumination wavelength of 488 nm.

The half power width of the angular orientation sensitivity curves was deter-
mined from these experimental curves and the results were in good agree-

ment with the values calculated by using Eq. (3-6).

We also measured the diffraction efficiency for these materials as a
function of exposure levels and offset angles. As for photochromics the
maximum diffraction efficiency was less than 1 percent which is significantly
lower than the 40 percent efficiency reported in the literature (Ref. 10).

This discrepancy may be due to improper ''poling'' of the crystals.

3: 3.0 Manganese Bismuth Materials

Manganese bismuth (MnBi) is an erasable hologram recording material.
It is a ferromagnetic compound having a strong uniaxial magnetic anisotropy
which can be e ‘axially oriented normal to a thin film of the material.
Thin films of Mnb. are typically coated on mica substrates to produce epit-
axial crystal growth. Formation of a MnBi film is accomplished by vacuum
deposition of separate layers cf manganese and bismuth followed by pro-
longed annealing. The MnBi films are typically from 500-1000 jc\) thick and
have a polish>d, metallic appearance similar to aluminum. A MnBi film
deteriorates in a few weeks time if left exposed to the atmosphere; a silicon
monoxide overcoating is sometimes applied to reduce this deterioration

to a minimum,

Hologram recording {and also bit or spot recording) on MnBi is

accomplished by means of Curie-point writing. MnBi has a saturation
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magnetization (Ms) of about 500 Causs and a saturation field of roughly
5,000 Oersteds at room temperature for a typical coating thickness. If
completely magnetized MnBi is heated to 360° C (the Curie temperature)

the magnetization of the material goes to zero. If the temperature is
increased to about 450° C (the peritectic temperature) the compound decom-
poses into liquid bismuth and solid o -manganese. The useful magnetic
properties of MnBi are therefore lost at temperatures greater than or equal
to the peritectic temperature. The useful writing temperature range of
MnBi therefore lies between 360° C and 450° C. MnBi cooled trom this range
regains its ferromagnetic properties slightly below the Curie temperature.
If cooled in the presence of a strong magnetic field, the MnBi can be

magnetized to its original saturation level Ms.

MnBi1 has a number of advantages and disadvantages for data storage

applications. The advantages are:

(1) high resolution; the theoretical resolution limit is determined by
the size of the magnetic domains which is about 0.5 micron for
MnBi; recording of gratings finer than 1000 4 /mm has been
demonstrated,

(2) reversability; the recording can be erased by temporarily impres-
sing a magnetic field on the film of 400 Oersteds; the material is
free of fatigue and can be recycled indefinitely,

(3) stability; the recording is stable if the Curie point is not exceeded
or a magnetic field capable of erasure is not applied; readout is
nondestructive if the intensity of the read beam is not sufficient to
heat the film above the Curie point,

(4) readout can be made by reflection or transmission; the recon-
structed image can be formed by either reflected light ( the Kerr

effect) or transmitted light(Faraday effect),
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(5) fast response; exposure times as short as 1 nsec can be used, and
(6) no processing; once the film has been prepared by saturating
it magnetically no further processing is required and no chemical

reactions are involved.
The disadvantages are:

(1) low sensitivity; the energy density required for exposure is on the
order of 10 mJ/cm® as compared to 0.1 mJ/cm?® for 649F emulsion,

(2) sensitivity to thermal damage; the film will decompose if heated
beyond a certain point (450° C), and

(3) low diffraction efficiency; the most serious drawback of MnBi
may be the low diffraction efficiency demonstrated to date;
efficiencies on the order of 0.01 percent and 0,001 percent have

been measured for Kerr and Faraday readout modes, respectively,

3.3.6:1 Experimental Procedure

Because the experimental procedure and geometry used for our investi-
gation of MnBi differ from that paragraph 3.3.1.2, we describe them
separately here. We performed our experimental work on MnBi films using
a pulsed ruby laser. The laser was operated in a single transverse mode
(TEM,, ) and a single longitudinal mode. Output of the laser is variable from
from 0-30 mJ at 694. 3 nm with a nominal pulse duration of 30 nsec. The
experimental geometry is shown in Fig. 3-11. Due to the high peak powers
from the pulsed laser (on ti.e order of 1 megawatt) special precautions were
used to avoid damage to the optical components. Some important features
of this system are the use of a prism for directing the beams, a coated
beamsplitter to provide both the signal and reference beam, and an uncoated
lens to expand the laser beam. Prior to exposure, a CW He-Ne laser and
glass beamsplitter were used to align the pulsed laser and the hologram

recording system. The output of the pulsed laser was monitored with a
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photodetector and a storage-type oscilloscope to obtain data about pulse
bandwidth, number of pulses, and energy output during each exposure.
An offset angle of 30 degrees and a reference-to-signal beam intensity

ratio of 2 was throughout the experiments.

The main objective of our experimental investigation of MnBi was to
determine basic recording parameters such as exposure sensitivity and
diffraction efficiency. A more extensive investigation was precluded by
the limited availability of MnBi films., Experimental data was obtained

mainly by recording plane wave gratings.

L $5- 58 5 Experimental Results

We tested a number of samples of MnBi materials which we obtained
from the Honeywell Company and the Jet Propulsion Laboratories (JPL).
A representative sample of our results with hologram gratings recorded
on one of the MnBi samples is shown in Table 3-1. In the table, ) refers
to the readout wavelength while n,, Mg » Ma» and n, are the first, second,
third, and fourth order diffraction efficiencies, respectively. In Table
3-2, we list the transmittance (T)\), reflectance (R)\), and absorptance (A)\)

as a function of wavelength for this particular sample.

We also noticed that sometimes the intensity of the diffracted wavefront
from a hologram grating can be varied by the application of an external
magnetic field. The reason for this is that when the MnBi is optically
damaged, a partially etched grating structure is formed. The external
magnetic field effects only the undamaged MnBi and causes the effective
modulation of the grating structure to change. A hologram recorded in

this manner cannot be fully erased.

Our experience with a number of MnBi samples prompted the following

comments:
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(1) MnBi films require carefully controlled exposures to prevent
pe rmanent optical damage,

(2) erasable holograms can be recorded on MnBi with a maximum
diffraction efficiencies of at least 10-* percent,

(3) it is possible to record holograms in a partially erasable mode
with diffraction efficiencies on the order of 3 x 10-2 percent; the
diffraction efficiency of a hologram recorded in this manner can
be varied by an external magnetic field, and thus has the properties
of a magneto-optical modulator,

(4) permanently damaged, nonerasable holograms can be recorded
with diffraction efficiencies on the order of 10-! percent,

(5) the resolving power of MnBi is at least 800 lines/mm,

(6) the exposure range for erisable MnBi holograms is in the range
of 5-30 mJ/cm?, and

(7) the properties of MnBi vary significantly over the area of the

samples tested, probably due to nonuniform coating of the thin films,

3.3.7 Photopolymer Materials

Photosensitive materials based on photo-induced polymerization have
been successfully used to record holograms. The major effect appears to
be a change in the index of refraction of the material; correspondingly
high diffraction efficiencies have been reported (up to 45 percent) for films
10 to 20y in thickness. The material is '"'developed'' by brief exposure to
ultraviolet radiation; no chemical processing is required. FExposures of

1 to 30 mJ/ecm? are required and the resolution exceeds 1000 lines/mm.

The components of the materials we used are quite stable separately,
but have a useful life of only a few hours when mixed to form a photosensitive
film. The optically processed hologram is quite stable. The presence of

light scattering polymer particles causes a significant amount of noise in
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the reconstruction. The materials cannot be recycled. The advantages

of photopolymer materials arc:

(1) high resolution; over 1000 lines/mm,

(2) stability; recordings appear to last indefinitely and can be non-
destructively read out,

(3) rapid processing; limited by the rate of the photochemical reactions
to a few milliseconds (exact requirements are not known),

(4) low cost material; and

(5) high efficiency; since this is a phase material, high diffracting
efficiencies can be obtained (up to 45 percent efficiency under

suitable conditions have been reported).
The advantages of photopolymer materials are:

(1) low sensitivity; 1 to 30 mJ/cm?® required fcr exposure,

(2) high noise level due to scattering particles,

(3) lifetime; limited lifetime of prepared photosensitive material,

(4) read-only; the materials tested cannot be recycled,

(5) nonlinearity; the linear range of the amplitude transmission versus
exposure curve is quite limited and linear amplitude recording would
be difficult; however, since the most important phenomena appears
to be a phase effect, this nonlinearity may not be of particular
impertance, and

(6) although the photopolymer material can be made as a thick
volume material, multiple hologram storage is complicated by

the surface effects and self-developing nature of the material.

3.3. 1. 1 Experimental Results

Using the experimental arrangement and procedure described in para-
graph 3.3.1.2 we measured the diffraction efficiency of photopolymer
samples as a function of exposure and reference-to-signal beam intensity

ratios. The results of these measurements are shown in Fig. 3-12.
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Throughout the experiments the offset angle was held constant at 40 degrees
(9r = 63) and the illumination wavelength was 488 nm; the recorded spatial
frequency was therefore 1400 lines/mm. We note, in all the experimental
curves, a peculiar ''dipping'' phenomena. That is, diffraction efficiencies
as a function of exposure monotonically increase to a maximum value, then
decrease, and then increase again to a saturation level., This phenomenon,
which is not clearly understood, is probably associated with the chemistry
of the materials. Although the "iiffraction efficiencies that were measured
are not high, they are adequate for the holographic storage application;
this, in conjunction with dry processing, make photopolymer materials

attractive for holographic memories.

3.3.8 Photo-Resist Materials

Photo-resist materials such c&.s Kodak ortho resist have been used to
record holograms. The index of refiraction of the resist changes upon
exposure and no processing is required to make this index change permanent.
The material is inherently insensitive and cannout be recycied. The

aavantages of photo-resists are:

(1) high resolution; the resolution of resists typically approach
1000 lines/mm, and

(2) no processing, at least for the phenomena described here.
The advantages of photo-resists are:

(1) they are very insensitive,
(2) unstable; read-out should cause degradation,
(3) cannot be recycled, and

(4, they have poor signal-to-noise ratio.

3.3.8.1 Experimental Results

Using the experimental arrangement and procedure described in
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naragraph 3.3.1.2 we measured the diff-ac' o cfficiency of several samples
of Kodak Orthoresist (KOR) ind Kodak Metal Etch Resist (KMER). The
offset angle was 30 degrees and the illumiration wavelength was 363.8 nm.
The reference-to-signal beam intensity ratio K was unity in all the experi-
ments. Fig. 3-13(a2) shows the diffraction efficiency as a function of
exposure for KOR materials. I'ig. 3-13(b) shows the diffraction efficiency
as a function of exposure for KMER materials, The diffraction efficiency

of both KOR and KMER is relatively poor, and both have low exposure »
sensitivity., Furthermore, although not evident from results shown in

Fig. 3-13, we noted that the scatter noise from these materials is relatively
high. We conclude that if the efficiencies and noise characteristics do

not improve, these materials are not suitable for dense holographic

storage applications.

3:3:9 Photoplastics

Photoplastic recording materials consist of a conducting substrate
and layers of photoconductive and thermoplastic materials., A corona
discharge is used to place a charge on the thermoplastic materials, and a
subsequent illumination with light causes the material to discharge locally,
Upon recharging and heating, the thermoplastic layer deforms as a function
of the distribution of the surface charge deasity. These surface deformations
are stable until reheating the thermoplastic erases the recorded image.

The advantages of photoplastics are:

(1) high resolution; resolution of over 1000 lines/mm is possible,

(2) reversibility; presently available materials have been successfully
recycled up to 10 times without significant deterioration,

(3) diffraction efficiency; should be relatively high since this is a
phase material,

(4) stability; the uncharged material is stable if not heated to

plastic.iy, and
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(5) sensitivity; some red sensitive photoplastic films have been used
to make recordings with exposures comparable to conventional

photographic emulsions.
The disadvantages of photoplastics are:

(1) complexity; equipment is required to provide a corona discharge
and heating,

(2) limited reusability; at present, there appears to be a limit to
the number of recycles possible, and

(3) limited bandwidth; these materials only respond to a band of

spatial frequencies which is centered at some fixed frequency.

3:¢3:9%:1 Experiments

During the last part of the contract period we began to construct
photoplastic devices. The photoplastics are coated on a glass substrate
onto which a thin film of transparent conductor (generally tin oxide) has
been deposited. Although the photoplastic may be a mixture of photocon-
ductors and thermoplastics, we found that separate layers of a photocon-
ductive material and a thermoplastic is more effective for holographic
recording. The photoconductor layer is coated onto the tin oxide and the
the rmoplastic material is then coated onto the photoconductor layer. The
recording process requires that the photoplastics be corona charged;
after exposure to a light image, it is recharged so that the potential on the
surface is constant but the charge density, in the areas exposed to light,
becomes relatively high., When the thermoplastic is heated to its softening
point (typically 80° C) and then quickly cooled, surface deformations are
produced which correspond to the light image. These delormations pro-
duce a phase hologram which is stable at roomn temgerature until erased by
applying a higher temperature. Erasure usually causes a complete

neutralization of the electrostatic charges, after whi-h the recording
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process can be repeated.

We began by electrolytically etching commerically available tin oxide
coated glass to leave a number of isolated squares, and then fixing elec-
trodes along opposite edges of each square. A pulsed a-c voltage applied
between each set of electrodes generates resistive heating to heat the
the rmoplastic during recording and erasure. Using dip coating techniques,
we coated layers (ly to 3y thick) of photoconductive and th=rmoplastic

materials on the glass substrates.

We tested some of these photoplastic devices to determine their
exposure sensitivities and‘diffracting capabilities using the experimental
arrangement and procedure described in paragraph 3.3.1.2. The offset
angles were 30 and 40 degrees and the illumination, derived from a He-Ne
laser, was 632.8 nm. Preliminary results indicate that the exposure
sensitivities and diffraction efficiencies are comparable to Kodak high

resolut on photographic emulsions.

3.3.10 Comments

The investigations of the materials described above were sufficient
to show that none of the tested materials possess all the characteristics
necessary for a read/write storage material that can be used in the final
system. A list of these desired characteristics will be given in Section
VII. Some of the tested materials could serve as interim devices for check-
ing the remaining components of the holographic memory and verifying
some of the concepts proposed in this study. In particular, either the thick
photographic emulsions or thick dichromated gelatin materials could be used
to test the angular and wavelength discrimination of read-only memories,
and the photoplastics could serve as interim thin read/write'storage

materials.
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3.4 NOISE CHARACTERISTICS OF HOLOGRAPHIC RECORDING
MATERIALS

3.4.1 Introduction

In this part we characterize recording materials so that we can deter-
mine the effects of noise produced by the material in a holographic memory.
The methods used to determine the noisc characteristics are general in
nature and can be applied to nay recording material. In this study, photo-
graphic emulsions are used for our analysis and experimental work by way
of an example. Besides being dependent on various recording parameters,
the quality of a reconstructed signal from a hologram is dependent on two
kinds of noise produced by the photographic emulsion. One source of noise
is the intermodulation noise which arises from the nonlinearity of the
characteristic curve of the recording material. For photographic emulsions,
this type of noise is determined by the shape of the Ta-E curve, the ratio

of the reference-to-signal beam intensity K, the bias transmittance t , and

b
the nature of the signal itself. The second source of noise is random noise
causcd by scattering centers within the recording material. For photo-
graphic emulsion, the noise arises from the granular structure of the emul-
sion. A measure of the degradations in the reconstruction caused by the
two noise sources is given by the ratio of the signal intensity to the average
noisec intensity (T/rn) in the recorotricted image. This ratio can be obtained

experimentally by using simple input objects such as a point source or a

diffusely illuminated transparent aperture.

We use a model for the photographic emulsion to determine analytically
the I_/I—n ratio in the reconstruction and compare experimental results with
the theoretical results. An example is given ‘0 show how the experimental
results can be used for evaluating the performance of the recording material

in a holographic memory.




3.4.2 Signal and Noise in the Reconstructed Image

To derive the I/?n ratio in the reconstructed image, we assume
that the Ta-E curve (about a bias exposure EO) can be adequately repre-
sented by a second order polynomial. The amplitude transmittance of the

film, developed to a given bias exposure is then
T(E)—tb = s, AE + s; AE®, (3-8)

where tb is the transmittance due to E , AE is the variation in the
o

exposure and s, and s, are coefficients determed from the Ta—E curve.

3.4, 2.1 Intermodulation Noise

In recording a thin amplitude hologram, the intensity of the

light distribution at the hologram plane is
I(x,y) = |a(x,y) exp [j6(x,y)]+ a_ exp (G2max)|® (3-9)

The functions a(x,y) exp [j6(x,y)]and a exp (jmax) are the wavefronts

caused by the object and the reference soarce, respectively. If we define

b2 = Xl’ J"aa(x, y)dx dy : (310)
t v
a 2
r
R==3 (3-11)
and 10 = arz + b? = b® (K+1) = arz(K+l)/K, (3-12)

the function I(x, y) may be written as
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I(x,y) = Io + AI(x, y),

I =
[s} 2 ix. ¥} 1
Allx,y) = (K+1) {-l t _B-B—_Y—_J
+2 /K La_(xb;X_) 1 cos L2mmax - u(x, y)] } ‘ (3-13)

The constant At in Eq. (3-10) is the area of the hologram, the constant b®
is the average signal intensity at the hologram plane, and K is the ratio
of the reference-to-signal beam intensity. The amplitude transmittance
of the developed hologram is

T {x,y) -t

g = s;tal(x,y) + spt°al%(x,y) (3-14)

where t is the time of exposure. If we substitute Eq. (3-13) into Eq. (3-14),

the amplitude transmittance becomes

Ta(x,y) - tb - To(x, y) + T, (x,y) + T (x,y), (3-15)
where
z < E -1)E
T (x,y) = o + i + o iyl 1 <8+ el
Mo / (K+1) (K+1)*  (K+l) | »* i (K+1)
EO Sg ag(x, X)-] (3_16)
iK+) L & } ;
: 5 ZEOSB Ca®(x, y) 2 J_REOS1 [ alx,y) > :
1(x, y) - 11 t (Kt1)s (\ b2 -l>} K+1) - cos[2max-0(x,y)],
: -

(3-17)
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} cos 2[2max - 0(x,y)] (3-18)

and

The degradation due to the film nonlinearity is given by the term

_4E%s /K ralx,y) 7 [r_a®(x,y) |
T (v} = =S [ b _'s{!_ ¥ }-l}cos[Zwax-G(x,y)]. (3-19)

Using a statistical approach, Goodman and Knight (Ref. 10) have shown that,
if the signal is diffusely illuminated, the average intensity of the spurious
images in the reconstruction, due to the film nonlinearity, is proportional
to a triple convolution of the intensity of the signal. Similar results were

also obtained by Kozma, et.al. (Ref. 11).

In general it is difficult to define a unique Tffn ratic for the inte rmodu-
lation noise because of its object dependent characteristics. However, from
Eq. (3-19) we note that the intensity of the spurious images reconstructed
from Tn(x, y) depends on the coefficient 4E_? sa/K/(K+lP as well as the
structure of the object. A ratio r/In for the intermodulation noise can be

given by

1 2E_s -»
= - Priiteann » B TS 20
S % (K+l)s:L ] (3 )
where the parameter y is the signal dependent factor. The ratio S, is

proportional to the square of the ratio of the coefficient of the signal to the

coefficient of the nonlinear degradation. For a given object, the parameter
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vy can be determined from Tn(x, y) at any desired location in the recon-
structed image. From Eq. (3-20) we note that the -I-/Tn ratio due
to film nonlinearity can be improved by using a larger reference-to-signal

beam intensity ratio K or by re-ducing the bias exposure E,.

S:8: 2.8 Film Grain Noise

We shall now derive the T/Tn ratio for the film grain noise. Suppose
that the signal recorded on the hologram consists of N point sources. The

wavefront of the signal at the hologram plane is

N :
. e A j2w
a(x,y) exp[jf(x,y)] = 3 a, exp [-Jem e {(x-umP + (y-vm)?} ] , (3=-21)
m=1
and
N-1 N 2 :
2 (s & 2 2 a — = 3 e
a? (x,vy) Na,2? + 2a, > cos‘: Gn Bm +)‘d { (x un) (x um)“ +
m=1 n=m+l
y-v P - ty=v, P} 1. -22)
where a,? is the intensity of each of N equal point sources, d is the distance

between the hologram and the object planes, and um, vm are the positions
of the point sources in the object plane. If each point source has a random

phase, the average of the second term in Eq. (3-22) is zero and we have that

P = Na?,. (3-23)

Suppose that the hologram is linearly recorded. When the hologram is
illuminated by the original reference beam, the complex amplitude of the

real image reconstructed from the hologram is
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JK(E,s, )h
h(u, v) S
A

)\d(K+1)a S alx,y) e""L 0(x,y) 'J {(" Sy V?} ]d dy,

t

(3-24)
which is the Fresnel approximation to the Kirchhoff diffraction integral.
The constant hp is the complex amplitude of the reconstruction beam and
d is the distance between the hologram and the real image of the signal.
Upon substituting Eq. (3-21) into h(u, v), we find that the complex ampli-
tude of any one of the point sources reconstructed is approximately equal to

JK(E,s, ) FA

h(um' vm) s \d(K+1) /N (3=88)

The parameter F is a spatial frequency dependent factor which is deter-
mined by the modulation transfer function (MTF) of the photographic emul-
sion (Ref., 8). Although the detailed effects of the modulation transfer
function upon the complex amplitude of the reconstructed image cannot be
predicted by our simple analysis, these details of the effects of MTF on
wavefront reconstruction can be found in a recent paper by Kozma and
Zelenka (Ref. 3). Using h(um,vm), we find that the intensity of any one of
the point sources is equal to

FeK(E,s, RAZ I

= P
5" (K+1P (A dP N ’ (3-26)

where

—
il

h 2.
||

Kozma (Ref. 8) showed that the average intensity produced by the film

grain noise is equal to




1 = (3-27)

where QT n (Py»9,) 1s the Wiener spectrum of the film grain roise at a
suitably chosen spatial frequency within the bandwidth of interest. There-
fore, the ratio of the signal intensity to the average intensity due tc the
film grain noise iz given by

I FPKA (s, Eo F

k-~ (3-28)
1 1 5 N
g (KHP & (p.0)

If the N point sources are replaced by a diffusely illuminated object,

the parameter N must be replaced by AoAt/(xd)?, where A_ is the area

0
occupied by the signal, [n such a case, the parameter N represents the

total number of resolution elements in the signal.

3.4.2.3 Combined Ratio of Signal Intensity to Average Noise Intensity

Because the processes in the photographic emulsion that produce the
film grain noise and the intermodulation noise are nearly independent, the

total I—/—In ratio can be written as

0 : . (3-29)
n

i
(K+1)s, FPKA (s, E, P

To illustrate the dependence of -I—/-in on the recording parameters, we
now find tho_l-/I—n ratio for a specific example. We assume that the granular
structure in the photographic emulsion is represented by the checkerboard

model; the Wiener spectrum of this film grain is equal to (Ref. 13)

3-56




@T,T,(p.q) = tb(l-tb) G(p,q),
where
G(p,q) = r®sinc® (pr/)rd) sinc® (qr/)rd). (3-20)

The parameter tb in Eq. (3-29) is the bias transmittance of the film and
r® is the area of a film grain. In this example we also assume that the

Ta - E curve of the film is given by

2
T(E) = E’-’%EE : (3-31)

where B is a parameter used to fit T(E) to the experimentally derived
data. Fig. 3-14 shows the function T(E) as well as the Ta -E curve
measured experimentally for Kodak 649F film. It can be seen that T(E) is
in close agreement with the experimental Ta-E curve over the range shown.

Using the theoretical Ta-E curve, we find that the coeffecients s, and s, are

given by
= 3
e K e (3-32)
1 "~ dE .5 g2 =
E,
and
AT S
g = %dEa Z - 23 i’4tb- 3. (3-33)
E,
where
r e

b g2 + 5T
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Substituting s, and s, into Eq. (3-28) we obtain

- 1 ; )
vy, = [(4tb-3)=y (KFLP G(po,qo)'N] ' (3-34)
—_— 4+
(K+1 P Fet (1-t ) KA,
If we define
F‘ZAt
3-35
Glog ) N (3-35)
then -I-/-I.n becomes
-= ‘ R
I/In _[Ry(4tb-3)3 (K+1 ) : (3-36)
| (K+1) * t, (1-t, K

If Ry is very small, the ratio I/I_will be dominated by S,. In this case
the I/In ratio will be mostly due to film grain noise. In general R can be
made small by increasing the number of resolution elements per unit area
of the hologram, as it is evident from Eq (3-35). The refore, we deduce
that the fundamental restriction on the per’fdrmance of the photographic
emulsion in an optical memury is the film grain noise because we generally

want to store large amounts of data in a small area of the recording

material.

The geometry for recording and reconstruction holograms is illastrated
in Fig. 3-15, The dependence of the ratio.I‘s /Tn on the reference-to-signal

beam ratio K and the bias transmittance t}, is shown in Fig. 3-16 and
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Fig. 3-17. In obtaining these curves, we assumed that the area of a typical
film grain is about .25 x 10”8 mm?® which is the average size of a siiver
halide particle in the Kodak high resolution photographic emulsion (Ref. 14).
The value of y is chosen to be 0.1 to fit the experimental data shown later.
From Eq. (3-36) we expect that for small values of K both the grain noise
and the intermodulation will play a role in determining the r.atio-I/Tn in the
reconstructed image. But when there are fewer resolvable points per unit
area of the hologram, the intermodulation noise will predominate because
the factor R is increased by the reduction of the N/At ratio. From Eq. (3-36)
we also observe that when the value of K increases, the recording will be-
come more nearly linear and the intermodulation noise will start to diminish,
With K=10 the hologram is almost linearly recorded. Therefore, the ratio

Tlfn plotted in Fig. 3-16 as a function of t, for K=10 displays the characteris-

b
tics of the ratio of signal intensity to the average noise intensity due to the
film grain noise alone. For K less than 10 the curves show a combination

of the intermodulation noise and the tilm grain noise.

In Fig. 3-16 the ratio T/fn is plotted as a function of K for different
numbers of resolvable points in the signal. From our analysis we expect
that the film grain noise will dominate the noise process when K is large or
when there is a large number of reslovable points recorded in the hologram.
For large K, the ra.tio?/—fn is inversely proportional to K. However, for
large N the ratio ?[-/f;1 isp;oportional‘ to K/(K+1)P for all values of K. This
property of the ratio I/In is illustrated in Fig. 3-17. The curves are nor-
malized so that the ratio is ‘eq,ual to 1 at K=1000., As can be seen, the curve
for N=4 x 107 closely approximates the curve of the function K/(K+l1F, the
dominate source of noise 1s therefore due to film grains. However, as we
reduce the value of N, the shape of the curve starts to deviate from the curvé
which shows predominantly grain noise since the nonlinearity effects are not

negligible. This phenomenon occurs only When‘K is less than 20, because for
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greater values of K the recording is linear for all values of N. In the

following section we shall compare these results to experimental data.

3.4.3 Experimental Results

We performed a series of experiments, using the configuration shown
in Fig. 3-15, in which we determined the noise characteristics of the
holographic recording process. We recorded holograms on Kodak 649F
plates which were developed in D-19 for five minutes. The object of the
experiments is to (1) determine the best recording parameters for recording
digital data with the best signal-to-noise ratio and (2) compare the
experimental results with the theoretical results based on the above

analysis.

We measured the ratioE/fn as a function of reference-to-signal beam
ratio K, amplitude transmittance and aperture size to determine the
optimum operating parameters. The average scattered noise of a series
of holograms at different transmittances was compared to the scattered

light of a uniformly exposed plate.

The ratio_I/-Imn of the reconstruction from a hologram of a point object
was measured as a function of the reference-to-signal beam intensity
ratio K. A single point object was chosen so that the intermodulation noise
would not be present; the grain noise caused by the photographic emulsion
is therefore the only noise source. The point object was located 50 mm
from the hologram recording plane and a plane wave was used as a reference
beam. We made a series of holograms for which K was varied over a 70 dB
range, the exposure being held fixed. Fig. 3-18 shows the signal-to-average
noise?/f;1 as a function of K for Ta=0; 5. Note that, in the absence of inter-
modulation noise, the logarithm of the ratio I/In is a linear function of the

logarithm of the reference-to-signal beam irradiance ratio. This curve

can also be used to estimate the ratio_f/fn for N points linearly recorded
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by changing the abscissa to read 10 log, , (NK), where N is the number of
resolution elements in the object. We sec that to achieve a--I-/--I-n ratio of
10 for a given recording area, we can record 10® resolution elements with

K=10, or we can record 107 resolution elements with K=1,

The above experiment was repeated using the two differ'ent objects
shown in Fig. 3-19 a ''dark square'' object containing approximately
2 x 107 resolvable points and a digital array containing approximately
4 x 108 resolvable points in the reconstructed image. The ratio —I/.I—n, as a
function of K, is shown in Fig. 3-20. The experimental data clearly shows
that the raf:io-i/i—n is inversely proportional to K for large K and the form
of the data is independent of the number of resolvable points in the signal.
However, for small K, the form cf the relationship is dependent on the

number of resolvable points as predicted by Eq. (3-36).

We calculated these curves from the analysis by substituting the holo-
gram aperture size, the number of points, the bias transmittance and other
pertinent data into Eq. (3-36). The experimental data and the calculated
curves are in close agreement. These curves suggest that small K values
should be used when a large number of data points are recorded ccherently
to optimize the -]Z—/I:1 ratio. However, as the number of points is reduced,

the value of K must be increased to obtain the maximunn?/‘I—n ratio.

The measured?/i;l ratio as a function of amplitude transmittance for
the dark square object and the digital array is shown in Fig. 3-21. The
reference-to-signa‘l beam ratio K was 1 fox the dark square object and 20
for the 10* array. The effect of linear and nonlinear recording on the ratio
f/—I‘n can be seen here; at the lower K value the intermodulation noise causes
the peak of the-f/-fn curve to occur ’atv higher transmittances, wheréas for
linear recording the ratio -I—/_I::1 reaches a maximum near a bias transmittance

of 0.5, We see that the calculated curves are in agreement with the
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experimental values. These results suggest that, when recording non-
linearly, operating athigher amplitude transmittances will produce the
maximum?/i—n ratio,

The rneasured-}../.l—n ratio as a function of the hologram aperture size
is shown in Fig. 3-22. Both the dark square and the digital array objects
were used; the hologram parameters were Ta. = 0.5 and K=4, We found the
ratio I/I’n to be fairly independent of the hologram aperture (Ref. 8 and 12);
however, the variance of the noise becomes greater as the aperture size is
decreased. The standard deviation of-I-/-I—n is shown for the case of the dark
square. There is marked improvement in the resolution of the image as the
aperture is increased, but little change in -I—/I_; ratio, until the aperture size
of the hologram is large enough to re solvé the highest spatial frequency of
the ground glass diffuser used to back the object (Ref. 12). Beyond this
point, the number of resolvable points in the reconstruction will be indepen-
dent of the area of the hologram. Then the -f/?n ratio, which depends on the

ratio At/N’ should increase as the area At increases further.

The average noise scattered from a uniformly exposed plate was com-
pared to that scattered by a holegram for various amplitude transmittance
values. The normalized average noise intensity from holograms of the
dark square object is shown in Fig. 3-23 along with the average noise from
a uniformly exposed plate. Both the hologram and the uniformly exposed

plate were recorded on Kodak 649F emulsion and similarly processed.

Fig. 3-23 shows that the average noiseintensity of a uniformly exposed
plate was considerably higher than the average noise from a hcologram,
each having an average amplitude transmittance of 0.5. The difference is
attributed to the fringe structure of the holegram; even though the average
amplitude transmittance is 0.5 dark and bright fringes will have amplitude
transmittances that are less than and greater than 0.5. The film grain

noise of a uniformly exposed plate reachcs a maximum at an amplitude
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transmittance of about 0.5 and falls off sharply for higher and lower values
of transmittance., Therefore, the fringe structure of a hologram having
regions of less and greater transmittance than the measured average value
will scatter less light than a uniformly exposed plate of the same average
value. Also shown in Fig. 3-23 are the calculated curves report by Good-
man (Ref. 12), for the checkerboard miodel. We see from this and pre-
vious curves that the checkerboard model is a good approximation to the

film grain noise.

The diffraction efficiency of a recording material can be calculated

from Eq. (3-25) where

IS()\d)z K(E,s, F F=

IpAt (K+1 ) N

D.E. (3-37)

for a linearly recorded hologram. We experimentally determined the
diffraction efficiency of a hologram made of a point object as a function of
the bias transmittance. We compared these data with a curve calculated

from Eq. (3-37) for a value of F2=1, These results are shown in Fig. 3-24.

3.4.4 Discussion

The signal-to-average-noise intensity ratio as a function of the various
recording parameters has been determined analytically and experimentally
in previous sections. Here we want to point out that this ratio can also be
used to estimate the recording capacity of the photographic film. From a
theoretical point of view the recording capacity of the photographic film in a
holographic memory should be determined by the signal-to-noise ratio in
the reconstruction of the hologram. The signal-to-noise ratio is generally

defined as the ratio of the average intensity of the signal to the variance of

the random fluctuation of the noise process. The nature of the intermodula-

tion noise makes it difficult to find the variance of the fluctuation of the noise
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in a generalized reconstructed image. However, there are two approaches
for developing a criterion for determining the recording capacity of the
photographic emulsion. In the first approach, we assume that the hologram
ie linearly recorded and that the noise caused by the granular structure in
the film is a Gaussian random process so that the variance of the noise

is equal to one-half the average noise intensity., In this case a signal-to-
noise ratio can be obtained directly, and it is proportional to_I/i-n ratio
discussed previoasly. In the second approach we simply use the—I/—I--n ratio
as the criterion to determine the storage capacity of the photographic
emulsion. This criterion may be called the level of detectability since its
value is determined by the readout detectors. Once this value is shown,
we can use an experimental curve, similar to the one shown in Fig. 3-18,
to determine the maximum number of points that can be recorded ard read
out correctly for linearly recorded information. This number will then

define the recording capacity of the recording material,

As an example of the recording capacity, suppose that the detecting
system will perform satisfactorily if the I/I; ratio is 10 dB. From Fig. 3-18
the number of resolution elements that can be coherently recorded is given
by 10 log NK, where K is assumed to be large enough to provide a linear
recording. Let us assume that K=10; we therefore see that 10° resolution
elements can be recorded with a _I—/I; ratio of 10 dB. Now suppose that 10
resolution elements constitute one bit of stored data, we see that the storage
capacity is approximately 10° bits if the hologram is mide with the same
geometry as shown in Fig. 3-4. Therefore, 10° bits could be recorded on
a 4.5 mm? hologram with a—I/_I_n ratio, for each resolution element, of about
10 dB. The storage capacity can be increcased by having each bit contain
less than 10 resolution cells; however, the variance of the signal detected
by the photodetector will increase, placing an eventual limitation on the

number of resolution cells per bit.
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3.5 ERROR RATES AND STORAGE CAPACITIES
OF HOLOGRAPHIC MEMORIES .

3.5.1 Introductio;}

When retrieving information from a holographic memory, a beam of
coherent light illuminates the hologram so that a real image of the stored
information appears at the plane of a detector., The information is con-
verted into electronic signals by using, for example, an array of photodiodes
or phototransistors., Because the holograms may be recorded on photo-
graphic materials, the complex amplitude of the image at the plane of the
detector will contain additive noise which may be caused by combinations
of the {ilm grain noise, the surface relief noise, or the nonlinear char-
acteristics of the photographic material. In the present study we use a
model for the random noise to find the error probabilities and the storage
capacities of the holographic memory system. In our model for the random
noise we assume that the noise is primarily caused by the granular structure
cf the photographic material. Noise caused by the surface relief and the non-
linearity of the photographic film is assumed to be suppressed sufficiently
by controlling the holographic recording parameters (Ref 15). In modeling
the behavior of the random noise in the reconstruction, we assume that the
spatial fluctuation of the complex amplitude of the noise is a stationary,
Gaussian random process. Therefore, the joint probability density of the
real part and the imaginary part of the noise at a point in the reconstructed

image is given by

\.exp\:- -(nr2 +n.3)/203] (3-38)

p(nr,ni) N (21\'03 / i

where n_ and n, are the real and imaginary parts of the random noise. The

constant g2 1is the variance of the noise.

Using this model for the random noise in the reconstruction, we can
find the error rate and the storage capacity for holographic memories which
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uses one of two different data formats for storing information on the holo-
grams. In one format the information is a sequence of binary digits
represented by an array of point sources. In the second data format the
binary digits are represented by an array of square apertures. Fig. 3-25
shows examples of these data formats. In this analysis we asuume that
intensity of each element of the data format has one of two possible fixed

values.

3.5.2 Array of Point Sources

We begin by assuming that the photodiodes have infinitesimal areas.
The signal detected by a photodiode at the detector plane (the reconstruction

plane of the hologram) will be proportional to
I, = |s +n|?, (3-39)

where s is the complex amplitude of a point source reconstructed from
the hologram and n is the complex amplitude of the random noise at the
position of the photodiode. Because the data is binary, the signal s is
euqal to either ,/E exp(j0) or 0, where E is the intensity of the point
source. The phase angle 6 of the signal is assumed to be unknown., We
want to determine, from the photodetector output I;, whether a signal has
occurred; this problem is a hypothesis testing problem. In one hypothesis,

which we call H ;> the parameter I, is given by

I, = | JE exp(j6) +n|? (3-40)
In the second hypothesis, which we call H,, the parameterI; is simply

I, = ln‘a (3-41)
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We can determine whether I, comes from hypothesis H; or hypothesis H,

with minimum error by using the likelihood ratio,

L(Il) = Pl(Il)/Po(Il) . (3-42)

The functions p,(I,) and pdI,) are the probability density functions of I,
under the two hypotheses. From the received value of I,, we compute

the likelihood ratio L(I,) and compare it to a predetermined threshold y.

If L(Il) exceeds the threshold, we say that I, comes from the hypothesis H,
and s= ﬁ exp (jg); otherwise we assume that hypothesis H is true and

s=0. The threshold is determined by the costs that we assign to the possible

outcomes of each test, but if we assign equal costs for making incorrect
decisions, the threshold is equal to 1. This problem as formulated is
similar to the problem of target detection by pulse radar studied by
Marcum (Ref. 16).

The probability density functions p,(I,) and p (I,) can be found
frorn the probability density of the noise as given in Eq. (3-38). Moreover,
the probability density po(I ,) can be obtained as a special case of p,(I,) by
setting E=0. If we let

b=,/E exp (jg) +n (3-43)

and if we substitute Eq. (3-43) into Eq. (3-40), the parameter I, equals
| b ‘3. Because n is a Gaussian random variable, b is also a Gaussian

random variable and its probability density function is given by

pb,, b)) = (2

1 1 ~ .
Tr0'2> exp {~E;?- [(br -,\/_E_' cos g)2 + (bi_"/E sin 9)2]} , (3-44)

where br and bi are the real and imaginary parts of b. We can express

the probability density function of b in terms of its amplitude | b I and

s

-




phase ¢ by using a simple transformation; the probability density function

of b then hecomes

12 [|b]|2+E - Zlbl,,/_E— cos(g-6)] for |b|=0;

S“bllznoz) eXp - 7

p(|b}, ¢)=

0 for !b‘ <0, (3-45)

Finally, we obtain the probability density function of lbl by integrating

over the variable ¢.
(|b]/0?) exp [-({b|® + E)/ 202 ]I, (|b|/E/d®) for |b|=20;
p(|b|) =

0 for ib] <0, (3-46)

where the I (x) is a modified Bessel function. Because I, is equal to |b|2

under hypothesis H,, the probability density function p, (I,) is
1 e

((——an>exp [-(1, + E)/20°]1, (,/T; B/ 0?) for I, 20;

P, (I 1) = )

0 for I, <O. (3-47)

and we note that the probability density function p,(I,) does not depend
upon the phase angle g. If we set E=0 in Eq. (3-47), we obtain

1 et R NPIEY
(202>exP<202> 1= %

Pofl) =
0forI, <0. - (3-48)

If we substitute Eq. (3-47) and Eq. (3-48) into Eq. (3-42), the likelihood

ratio becomes




L(I,) = exp (—11-‘3-> I, (ﬂ) : (3-49)

The output from the photodiode is used to calculate the likelihood ratio
L(I,) which is then compared with a threshold y. Because the likelihood
ratio is a monotonically increasing function of I,, the detection can also
be performed using I, directly. The new detection threshold y' is the

solution of the equation
Lily") =y (3-50)

In Fig. 3-26 we have plotted p,(I,) for three values of E/0?, As
we have indicated previously, the function p,(I,) is equal to py(I,) when
E/o° = 0. Therefore, the curve corresponding to E_/02 = 0 in Fig. 3-26
shows the functional forms of py(I;). The intersection of the curve p,(I,)

with the curve pyo(I,) gives us the threshold y'.

In using the likelihood ratio to determine the binary data stored
in the hologram, we may make two kinds of errors. One error is to decide
that the binary digit is 1 when, in fact, its value is 0. The probability

of making such an error is

P,(F) = [ py (I,) dI,
Y'
T ;o1
B f 202 ¥P 2012 > a6
-Yl
_ Xt
R 202) (3-51)




AQ

O8I
06}
P|(1|)

.04

02

o] 20 40 60 80 100

FIGURE 3-26. PROBABILITY DENSITY FUNCTION
¥OR DIFFERENT SNR




We also make an error if we decide that the binary digit is 0 when the

actual binary digit is 1. The probability of making this error is

Y|
P,M) = [ pofiy) dI,
0
Yl
1 +
= 35 exp (-E/207) J‘IO(,\/IllEo‘z)exp (-I,/20%) dI, (3-52)
0
I
If 2;3 is replaced by y°, Eq. (3-52) may be written
Yl
1 ~ 2
PiM) = 53 exp (-E/20%) [ yIo by /E/0) exp [- 255 | ay
0

1
o
g
|
N

LY
E \ /o7 [ E Y2
202) | ve(v JE ) e (T )
0

/ [E /Y
1-Q0 /% /3 ) (3-53)

where Q(qg, B) is defined as

i

@

Qe p) = [ vep (- LEE) 1, (0, v) av (3-54)

P

Using the Gaussian model for the film grain noise, we can show

that the average noise intensity is equal to 202. The signal-to-noise
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ratio E/g? is, therefore, equal to one-half the ratio of the signal intensity
to the average film grain noise intensity. Given some needed error
probability for the holographic memory we can use Fig. 3-27 or Table 3-3
to determine the E/g® ratio to achieve such performance. From the
dependence of E/g? ratio on the hologram parameters we can find the
storage capacity of the holographic memory. The dependence of the
signal-to-noise ratio on the hologram parameters has heen found by
Goodman {Ref, 12) and also by Kozma (Ref. 8). Using Eq. (3-46) from
Ref. 8, we find that the signal-to-noise ratio E/g?2, in terms of the holo-

gram parameters, is giver by

2F2n°KA,
SNR, = E/g? = , 3-55
1= Bl G he, a0 (KN (3-59)

where F is a spatial frequency dependent factor, K is the reference-to-
signal beam ration, QT,T,(po, qo) is the Wiener spectrum of the film grain
noise, N is the total number of point sources recorded on the hologram,

and 1 is the normalized slope of the Ta versus E curve.

The storage capacity per unit area of the recording material can

be defined as

N/A

t

C,

2F® n®K
(Po, o) (K+1)*SNR ,

: bits/mm?= (3-56)
T'o‘-l

As an example, suppose that an error rate of 3 x 10 "€ is adequate for a

holographic memory. The corresponding SNR,is found from Table 3-3 to
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SNR P, (E) B (E)M =10
10 U.106 0.255
20 0.269 X 10-1 : 0.120
30 0.709 X 10-3 0.53 x 10-1
40 0.191 X 1073 0.224 X 10-1
50 0.522 % 10-3 0.913 X 10-3
60 0.144 X 10-3 0.361 X 10-3
70 0.398 X 10-% 0.139 X 10-2
80 0.111 X 10-4 0.525 X 10~3
90 0.308 X 10-6 0.195 X 10-3
100 0.862 x 107® 0.711 X 10-4
110 0.242 X 107¢ 0.256 X 1074
120 0.678 X 10~7 0.909 X 1078
130 0.191 X 10-7 0.319 X 10786

TABLE 3-3: ERROR RATES vs S/N RATIO

The parameters p, (&) and P, (E) are the minimuin error
prohabilities for point source array and aperture array
respectively.
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be 90. If the hologram parameters are chosen so that F = .81, K = 4,

n= 0.55 and QT'T' = 1,38 x 10 °, the storage capacity, calculated using

Eq. (3-56), is equal to 3.9 x 107 bits/cm?®. The values of the hologram
parameters used in calculating the storage capacity are those typically
used for holographic recording on a Kodak 649F plate. This value of the
storage capacity is close to the value commonly predicted for photo-

graphic materials using less exact analyses,

3.5.3 Array of Apertures

We shall now remove the restriction concerning the area of the

photodiodes. With this restriction removed, the output from the photodiode
under hypotheses H, is

M
L= 2 (/I e T4n_|2, (3-57)
m=1

where IS = E/Ad’ M is the number of resolution elements within the light
sensitive area of the detector, and Ad is the area of both the detector and
the aperture. In Eq. (3-57) we have normalized the intensity of the light

within the aperture so that the total energy entering the detector is equal

to E. Under hypothesis H, we have

I,=2 |n_J%. (3-58)

Here we shall assume that the noise samples in Eqs, (3-57) and (3-58)

are statistically independent Gaussian random variables. Each term in
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Eq. (3-57) will then have a probability density function similar to Eq. (3-47)
and each term in Eq. (3-59) will have a probability function similar to

Eq. (3-48). The probability density functions py(I;) are found in para-
graph 3. 5.4 to be '

I -
(1/20°) exp (-1, + MIS)/202] ( M; )M 1 IM_I(,,/MIslzlc;") for I, >0,

s

p,{I;) =

0, I,<0. (3-59)
and

M-1
2 M 2 2

(1/2g°%) m exp [-12/20 ] for I;20;

Pollz) =

for I,<0 . (3-60)

The likelihood ratio is, therefore,

L (1 . Bla) M-1)1 (=2 \M-! -iu—s L. (4/MI1,/0%
ola) = o) © ’(JW;I;) e"P[zca]M-l A

(3-61)

Since the likelihood ratio L 4(I;) is also a monotonically increasing function
of I,, the photodetector output I; can again be used for detection. The
probability densities p,(I,) are shown in Figure 3-28 for three different
ratios of MI_/o® and M = 10.

The error probatilities obtainable are given‘by
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pa(F)zj poll,) dI, (3-62)
Y
and
po(M) = 1- [ py1p)dl, (3-63)
Yz

where Y'a is solution of the equation
L(I;))=1 . (3-64)

In Section 3.5.5 we find that

-Y'e M-1 y!' k

= F_ =27 .__1_ —2 -
pE(F) = exp LZOB _i 2 k! (202 > (3 65)
k=0
and
, *i\'/ﬁ; v
—_— 2 -
paiM) = 1-Q ( /=, - > (3-66)

where QM(OL, B ) is the generalization of the Q-function (Ref, 18). The error
probability p,(M) as a function of the signal-to-noise ratio MIS/CJ2 and for
various values of py(F) is shown in Fig. 3-29. The minimum error prob-

ability for this case is listed in the third column in Table 3-3,

We can also find the storage capacity of this holographic memory.
Using again Eq. (3-46) from Ref, 8, we find that the signal-to-noise ratio

l\/iIS/U'2 becomes
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2F?Kn?A,

SNR = 2, (B, do) (KFD(N/M)

(3-67)

where N is the total number of resolution elements in the reconstructed
image and M is the number of resolution elements per bit. . The storage

capacity is then

2F2n®*K
§ 1 1(Pos o) (K+1)2SNR,

bits/mm?= . (3-68)

On comparing the storage capacities C; and C,, we find that the
storage capacity of a recording material is dependent on the signal-to-
noise ratio SNR but independent of the data format. However, the error
probability is dependent both on the signal-to-noise ratio and the data
format. Following the numerical example given previously, we find that

for the same minimum error prcobability, the storage capacity of the

holographic memory using large detectors and apertures is 2.7 x 107 bits/cm?®.

The reduction in performance of the present system is mainly due to the

collection of more noise by the larger photodetectors.

3.5.4 Derivatidns of the Probability Density Functions p,{I;) and p,{I2)
The probability density functions p,(I,; and py(I,) of the variable I,

given in Eq. (3-58) and Eq. (3-59) are equal to the mth power of the

characteristic function associated with p,(I;) and po(I,) with E being sub-

stituted by MIS. The characteristic function associated with p,(I,) is
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M, (W) = j(—z-c-l;g) exp [, +1))/20% ] 1o(JT3I /0% exp [-jwl; Jdl;.  (3-69)
0

When the series form of I ( ,,/Ills/oz) is used in Eq. (3-69), we obtain

I m m

/1 S 1 s ¢ S |
M, (w) = (——Zoa)exp [-(Is/ZU )] 2 ' (404 ) J. 7 SXP ll-__(‘]w+2102
m=0 0
(3-70)
We can solve Eq. (3-70) by using the relationship (Ref, 19)
© m ]
[t e baxlax= o (-71)
0 1
We then find that
- ' I m -m
1 \T. 1 472 | s : 1 7
= - 2 —_— (5 —
Myw) (202 )[Jw e } exp(-1,/20 )1§=0 m ! (4o‘> @w *20° |
(3-72)

The summation in Eq. (3-72) is the series form of the exponential function

1
S

exp Gw + 1/20%)4g% ° Therefore,

M, (w) = (1/203)(w + 1/2¢2)"! exp [- cha + 2 ] . (3-73)

1
4 - /
404(jw +—'—202 )
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By letting I = 0, we obtain the characteristic function of pgl(l,):
Mg (w) = (1/20%)(jw + 1/20°%) * (3-74)

The characteristic function of pI,), which is the mth power of M ,(w) is

- . ML MI_ )
v = b 3-75;
1 (w) (\202/ [JW+202] exp[ 2 +44(.W+ 1 ) ~! ( }
IRV 202
Similarly, the characteristic function of py(I;) is
M -M
Vo(w) = (1/26%) " (jw + 1/207) (3-76)

The probability density function p,(I;) can be found from the inverse

Fourier transform of V,(w):

(1/2m) f V, (w) exp (jwl,) dw

-

p;(I5)

1

(1/26°)™ exp [-MI_/20?]

[ o]

) -1 s dw
+1/20%)  exp ' ] == -77)
‘L(Jw [20°) e [404 Gwtl/20%) + jwl, > (3-77)

Before carrying out the integration in Eq. (3-77) we substitute the series
form of the exponential function into the integrand. The integral p,(I;)

can now be written as
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vl

L4

:;“i‘“
i}n *® 1 MIS m @ exp DWIB] dw
Pu{lz) = (1/20%) exp [-MI /26°] 2 —= 4> f n .
(3-78)
l B The integral in Eq. (3-78) can be found by using contour integration.
ForI,>0
C Wi, ] I m+iM-1
exp jw
PITs — ‘;“’ = (:/Hm-l) exp (-I,/202).  (3-79)
P o 21 (jwt1/20%) m
Substituting this result into Eq. (3-78) we find that
. | MISI2 Zm+m-1
: (Iz) = (1/26%) (MI_+I,)/ 26" B \le ( 2g° )
Piltal = ") expl- s @ Ci]( MI ) Z m!(m+M-1)!
s m=0
. 1, \,M-l , .
= (1 /26° —_— /MI 1,/
(1/20%) exp (- (LML )/ 20%] ( v ) Lyp (VML L/c?)
for I, 2 0, (3-80)
- and
pi{lg) = 0 for I, < O .
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The probability density py(I;) can be found similarly from

i

i

o

v expljwl,)
poly= ———— | 122 dw . (3-81)

21 (zoz)M :L, (jw+1/202)M

Using the identity given in Eq. (3-79) once again, we find that

L M-1

M ‘2
(M-2)!

(1/20%) exp [-I/20%] for I, 20;
Pollp) =

0 for I, < O. (3-82)

3.5.5 Derivations of Error Probabilities P,(F) and P (M)

The error probability P, (F) can be written as

Yz
Po(F) = 1 - [ pq(ly) dI

0
: M-1
e -

M I I, -
= -(1/20%) _(ﬁt-i—)—'— exp Zcze_i di, . (3-83)

0

In Ref. 19, p. 317, we find the following identity:

o M-1 @ kM ,
[ damr e Lxldx = exp [u] 1:-20 (tM) 1 (3-B4)
. -

Upon using this identity in Eq. (3-83) we obtain
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y! kM
Y2 (z7)
o
Py(F)=1-exp|-53 ] Z (k+M) !
k=0 ‘
Yy k
2
ASRE)
— — N2g©/ (2_
= exp (- 202) E:o = . (3-85)

The error probability P, (M) is given by

y

1- JF p,(I;)dI,
-Y'

2

P; (M)

1 ] I M-1 N
1-25% J. ( MI_ ) exp L-{Ig+tMI_)/207]
Y: |

IM-]. («/ MISIQ/O’E) dIz (3-86)

Replacing I,/c® by y* and MIS/cJ"a by a®, we obtain

© M-1
- b4 '
P =1- [ y(T)  expl-G2+a)2l1y, @y dy

Fm—

/lé_
J o .

Y, |
=1-0Q, (,/.MIS/O‘?, A/%) (3-87)

g o
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where QM (o, B) which is the generalization of the Q-function is defined by

1

Qyla, B) J y [l] exp [(y® +a®)/2]L,, | (ay) dy

M-1 k .

Qo,B) +exp [-(22+89/2] = (£) L («p)
Z (o) &

I

(3-88)

it
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SECTION IV

COMPUTER SIMULATION OF HOLOGRAPHIC MEMORY

4.1 INTRODUCTION

The purpose of the computer simulation is to analyze the achievable
performance of a memory system based on presently available storage
materials, and to determine the needed performance of the recording
material when other system components have been specified. The major
components in the holographic memory that we shall consider in the com-
puter simulation are (1) the laser, (2) the beam deflector, (3) the block
data composer, (4) the recording material and (5) the detector array.
The operating parameters of each of the components interact so that the
selection of these parameters cannot be made individually. For example,
if we know the diffraction efficiency of the recording material, the effi-
ciency of the beam deflector, and the spectral response of the output
detector, we can determine the power and wavelength requirements of the
laser. Simila+'v, knowing the size of the detectors, their separation, and
the geometry of ti.e system, we can determine the accuracy required of the
beam deflectors. These considerations, in turn, influence the require-
ments on the recording material. The computer can be used for balancing
the requirements of the five major system components in terms of the

requirements on the optical design itself.

We have investigated a number of holographic materials and storage
formats; these investigations have léd to the formulation of a model which
adequately characterizes the behavior of thin absorptive materials. This
model has been used to determine the diffraction efficiency and the signal-
to-noise ratio (SNR) of holograms recorded on photographic emulsions. As

demonstrated in Paragraph 3.4, the predicted values of these parameters




are in good agreement with experimental measurements. Using the same
model, we can also simulate the response of the material to any given
signal and analyze the individual effects of the intermodulation noise caused
by the nonlinearity and the grain noise of the recording material on the
reconstructed image from this signal. The procedure and results of such

simulation will be presented in Paragraph 4. 2.

We also used the computer to analyze the imaging properties of holo-
grams. Questions such as the tolerance on the repeatability of the beam
deflector, and bounds on the accuracies of components, such as input
block data composer, output detector array and laser wavelength, can be
answered by studying the holographic imaging properties. We wrote a
computer program in Fortran IV using the time sharing computer facility
in our laboratory. The details relating to the analysis carried out by the
computer program are presented in Paragraph 4. 3. A listing of the

computer program is given in Paragraph 4. 4.

4.2 COMPUTER SIMULATION OF HOLOGRAPHIC RECORDING MEDIA
During the past year we initiated a computer simulation program for
characterizing holographic storage materials. In this section, we shall
describe our preliminary investigations in simulating the holographic re-
cording material and present some representative results. Although these
basic methods can be used to treat a broad class of recording materials, we

use photographic emulsions in this study by way of an example.

In this study we assumed that the amplitude transmittance versus
exposure characteristics of a thin absorptive recording medium can be

represented by

T(E) = 8 | | (4-1)




In earlier investigations we found that this function provided a good fit to
the experimental data obtained for Kodak 649F photographic emulsion. To
carry out the simulation of film nonlinearity, we first expand the amplitude
transmittance function T(E) in a Taylor series expansion about a bias

exposure E_;

- -]
N m
T(B) -t = ) s_(E-E,)”, (4-2)
m=1
where
1 dT
*m m! dE

In calculating the amplitude transmittance of the developed hologram, we

use an exposing intensity

> o 2
Ix) = | kel 2T3* 4 a(x)ed 8 (4-3)

’

jerrax ig(x)

where the functions ke and a(x)e are the wavefronts coming
from the reference source and the object, respectively., For convenience,
a one-dimensional signal was used; this simplification should have little
bearing on the outcome of the simulation. We used a Fourier transform

jeix) is the Fourier transform of the

heclogram for simulation so that a(x)e
signal. Upon substituting Eq. (4-3) into Eq. (4-1), we can show that the

amplitude transmittance of the hologram is

Zleo a(x)
Ta(x) = Po(x) + Pl(x) ®eD) ( b ) cos (Znax - e(x))
) | (4-4)

+P2(x) (K-?;l)o ,<a£)x‘)> : CO_S. {2 <2n-ax - e(x)>} + ... ,
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where b2 = <az(x)> .

The functions Pm(x) are polynomials in EB(—}E-) whose coefficients are
determined by the parameters {sm} of Eq. (4-2), the bias exposure E,,
and the reference-to-signal beam ratio K. The function P(x) is the low
spatial frequency term recorded in the hologram, so that the light distri-
bution due to P (x), in the reconstruction, is close to the optical axis. The
second term in Eq. (4-4) is associated with the reconstructed signal.
Because the carrier frequencies of the various terms in Eq. (4-4) are
different, there will be no interference among the signals reconstructed

from these terms, Therefore, the only term which is important for our

simulation experiment is the second term of Eq. (4-4). We find P (x) in

1
terms of the recording signal and recording parameters:
} 5, 3KE 2 Sg 10K2E04
P, (x) = l_( 1+ — + o T+ )
1 (K+1) 1 (K+1)
2 s 2E s 3KE 2

+< az(x) ) 1) ( SZ K+<1) . S3 o2 (4-5)

b 1 1 (K+l1)
s 12KE 3 s ZOKZE 4

4 (o) 5 o

+ S 3 + . 2 $ . > + -]
1 (K+1) 1 (K+1) -

- 4-4

som

S




In the simulation, Eq. (4-2) is approximated by a fifth order polynomial.
We also assume that Pl(x) can be approximated by its first two terms.

With such an approximation the second term in Eq. (4-4) becomes

ZleOJK Calx)

Ts(x)= ——_(-i-(_-ﬁ-)—- Gl L b -icos[;Zﬂ-ax— e(x)-]

ZSEA/——

+ T GZ v ' afx) ) -1]( >cos [2rrax-0(x) ]

(4-6)
where G1 and Cv‘2 are the first two coefficients of Pl(x). The first term in
Eq. (4-6) contains the information of the original signal. The second
term, which we call a noise term, represents an additive degradation of

the signal in the reconstruction.

The procedure for simulating the film nonlinearity is schematically
illustrated in Fig. 4-1. Figure 4-2 shows the intensity distribution of the
test signal. KEach pulse in this signal contained 44 resolution elements.
The complex amplitude of the test signal was first multiplied by a random
phase function generated by a random number generator in the computer,
The signal was then normalized so that its total energy is equal to unity.
The Fourier transform of the signal was computed using a fast-Fourier
transform program. A nonlinear operation was performed on the Fourier
transform of the signal to simulate the nonlinear noise characteristics of
the film. An inverse Fourier transform operation then transfers this noise
into the image plane. The noise was combined with the linearly recorded
signal. At point A we introduced into the computer the different system
parameters such as the reference-to-signal beam ratio K, the bias expos-
ure EO, and the aperture size of the detector. For each set of system
parameters, the intensity of the simulated output signal was plotted on a

Calcomp plotter.




jo(x) 3 j8(x)
a(x) e [a (x)-l] a(x)e
signal s(u) Fourier Nonlinear I;‘w:r.se;'
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FIGURE 4-1. COMPUTER SIMULATION OF FILM NONLINEARITY

FIGURE 4-2, INPUT SIGNAL FOR SIMULATION EXPERIMENTS
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Representative samples of the simulated results are given in Fig. 4-3
where we show the intensity distribution of the output signal for various
reference-to-signal beam ratios and detector apertures. The relative sizes
of the detector apertures were 1, 3 and 5, respectively; the beam ratio K
was 2, 4, 8, and 16. For each plot the intensity of the linear signal with-
out noise added was normalized to a fixed value. Note that the randomness
of the output signal can be reduced by using a large detector aperture. We
also note that the film nonlinearities introduce large fluctuations into the
output signals. These fluctuations are reduced for larger beam ratios K.
The inter-modulation noise is generally dependent on the structure of the
signal. To investigate this aspect of the inter-modulation noise, we
carried out a simulation using the signal in Fig. 4-2, adding a constant

bias to the signal. The result of the simulation is shown in Fig. 4-4. No

significant differences can be noted in the random fluctuation in the detector

output because the constant bias does not significantly change the structure

of the signal.

We also simulated the effect of film grain noise on the reconstructed
image. The film grain noise in the output plane is assumed to be Gaussian
noise with independent real and imaginary parts. The simulated film grain
noise was generated by a subroutine and the procedure for obtaining the
detector output is schematically illustrated in Fig. 4-5. The signal, at the
plane of detector, is given simply by the sum of the original signal and the
simulated {ilm grain noise. The SNR, determined by the ratio of the
intensity of the signal to the variance of the noise, ranged from 5 to 30 in
the simulation experiment. Representative samples of the simulated
results are shown in Figs. 4-6 to 4-8. Figure 4-6 shows the intensity

distribution of the output signal as a function of the SNR for a detector
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FIGURE 4-4, OUTPUT SIGNALS: ORIGINAL INPUT
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aperture of 1. The SNR in Figs. 4-6(a) to 4-6(f) are 30, 25, 20, 15, 10
and 5, respectively. Figure 4-7 and 4-8 again show the intensity distribu-
tion of the output signal but the relative sizes of the apertures were 3 and
5, respectively. Because the Gaussian noise can assume large values,
occasional large fluctuations are observed in the detector output shown in
Fig. 4-6; this fluctuation is greatly reduced when the SNR is 15 or larger.
The smoothing effect of the aperture can be observed in the simulated

results shown in Figs. 4-7 and 4-8.

4,3 COMPUTER ANALYSIS OF HOLOGRAPHIC IMAGING

The operating parameters of the major components of the holographic
memory are determined by the imaging properties of.the hologram. For
example, if the deflection of the readout beam does not accurately duplicate

the deflection of the reference beam, the reconstructed image will be dis-

rlaced and aberrated, and will be misaligned in relation to the photo‘detector‘ o

array. Similarly, a displacement of the input block data composer will
result in output misalignments. These geometrical errors increase the

detection errors in the readout process.

A number of investigations dealing with the properties of holographic
imaging have been reported (Ref. 21-27); the analysis"of Champagne is
most applicable to our situation. We have adapted his results and used a
high speed digital computer to establish tolerances on the stability of the

major components of the holographic memory.

Figure 4-9 shows the geometry used for the analysis of the imaging
properties of holograms. The hologram is positioned at the x-y plane and

the object point source O is located to the left of the -y plane. The dis-

tance from the point O to the center of the helegram is R

4-13
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FIGURE 4-7.
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of the line RO onto the y-z plane forms an angle [30 with respect to
the x-z plane; and likewise the projection of the line RO forms an
angle ¢o with respect to the Y-z plane., As can be seen, the location
of the point can be defined with respect to the hologram surface by the
parameters RO, oo’ and BO' In terms of the recording and recon-
struction geometries, the reference, reconstruction, and image points
can be defined similarly, However the subscript O in the parameters
RO, a o and Bo will be replaced by R, C, and I to denote reference,
reconstruction, and image points respectively; this notation is the same
as the notation used in Champagne's work. The Gaussian imaging

properties of the hologram are

1 1 L 1 1
—=— - =y K 1 1 (4-7
2
R1 RC m RO RR
sin o, = sin o , + £ (sin o __ - sin ) (4-8)
I C m (@) CR '

cos g, sin By = cos e sin aa + ;H (cos Co sin Bo~ cos oR sin BR)

(4-9)
where
A
u= < (4-10)
}‘O :
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and m is the scaling factor of the hologram. The plus sign is used with
the virtual image and the negative sign with the real image. Since the
object which represents the signal to be recorded in a holographic memory
is usually planar, we find that it is more convenient to express the location
of a point in Cartesian cocrdinates. From Eq. (4-7) to (4-9), we can
obtain the position of the image in terms of its x, y, z coordinates which

are given by

R
= 1 S ﬁ_, _l_ -
X RI(31n ag t 7 sin oR) + m(RQ> X5 (4-11)

. M ] M I
= - —— i -
¥y RI(cos o sin BC + cos ap sin BC) + (R )YO (4-12)
and

(4-13)

2
If RI is less than (xI

reconstructed with the conditions provided in the reconstruction geometry.

2
+ yIZ), Eq. (4-13) implies that images cannot be

When the reconstruction duplicates the recording geometry, it is obvious

from previous equations that the following conditions must be satisfied:

1~ "o
17 %0 , (4-14)
17 %0

1

Generally the parameters used in recording and reconstructing the holo-

gram cannot be exactly controlied. As a result, errors in the positioning
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of the image will inevitably occur. As an example, let us holographically
record two points located in the same plane, one at (0, O, zo) and the other

at (x In reading out this hologram we shall use a reconstruc-

o Yo “o”
tion geometry whicl;z is slightly different from the recording geometry and
determine the resulting shift and distortions of the images. Using Egs.
(4-7) to (4-13), we can find that the position of the image of the point

located at (0, O, zo) is given by

- + - (4-15)

(4-16)

(M)

2 2
— ! - - -
z. = R I Axl Ayl (4-17)

The position of the image of the object point located at (xo, Yo zo) can be

written as

91
xp = = xo+ Ax1.+ sz (4-18)
- 2L " 4-1
Zp = 2,0+ Az (4-20)
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u 21 Ro u
= [ - R! i + — gi -
/_\X2 t m( Ro ) xo+ (RI RI) (sin es T sin aR) (4-21)
M RI- @) M
- AR [ .— A - i : Bl .
Ayz-—t xn( Ro )yO+(RI RI) cos @ s1nﬁc:tmcos ag stR
(4-22)
- (R.C 2 2\z (4-23)
Az"( 1 "*1 Y ) "%

In the equations above, the parameters A%y and Ayl represents a uniform
shifting of all the image points lying on the same plane., The parameters
sz, Ayz and Az, which are dependent on the position of the object,

represent the geometric distortion in the image.

Using Champagne's analytical results we can also calculate the maxi-
mum aberrations associated with any reconstruction geometry. The aber-
rations are given in terms of the wavefront deviations from a Gaussian

sphere. The respective phase errors due to spherical, comatic and astig-

matic aberrations are given as:

2

1 2 2
1 2 2 g

AC ZAC (x +vy )(xCx+ ycy) ( )
1 2 2 :

AA—Z}\C {x Ax+yAy+xyAxy)

4-21




where x, y are the hologram coordinates and 3, Cx’ Cy’ Ax, Ay and

Ax are the aberration coefficients, The akerration coefficients are

1 1 9 1 1
S = - + o e
3 37 4 ( 3 3 )
RC RI m RO RR
sin ¢, _ sin ¢ sin ¢ sin ¢,
szch‘ Rzl * u3 (Rzo' Rf')
ol I m o) R
c - cos G‘C sin BC cos aI sin BI LU cos aO sin BO cOSs UR sin B__R v
y . 2 B 2 -3 2 - 2 )
RC RI m RO RR
sinz Q sin2 sin2 sin2
C °‘ %o a
4% TR " TR - s = ("R "R R'> (4-23)
C I m O R
o 2 - .
a” L cos 0 8in QC ) cos 04 sin BI
Y Re Ry
cos sin oz-z2 8i 2
. ( o) Bo  ©o8 op sin BR)
2 RO RR
A - sin aC cos e sin Bc ) ?111 oy cos ar sin BI
xy RC RI
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_sin Gy SO ag sin BO sin ag oS ap sin Br

+ { -
2
m \ RO | RR )

In discussing the maximum aberration of the hologram one additional

parameter of interest is the F# of the hologram which is defined as

F#= =- (4-26)
‘«5

where

and ¢ is the radius of the hologram. The parameter f is essentially
the hologram focal length. The maximum phase errors due to the three

types of aberrations can be shown to be

| 1 £ \*
b g (max) = 128) (F# ) S |
NN P SR I N
ac(max) = 16>\C (F# ) (sz + <y ) (4-27)
g (A - A )2
' IR SR S | | / x ¥y
satmen =+ g (T da oA ls /T e T

The sign 1n A AA(max) depends on the sign of Afx+ AY' The -""sign in
A A(max) will be used if the sign of A.X} AY is p&sitive; otherwise the

'+ signin AA(max) Wlll be use‘d. L . o | R o
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A computer program including all the equations described above was
written in Fortran IV and is included in Paragraph 4.4. In using the pro-
gram the user supplies the values of (xo, yo, zo), (RR, G’R" aR), (RC’
o B C)' Ao Aer ™ and F# to the computer. Upon receiving the data
the computer will use the various equations to calculate and subsequently
print out the parameters of interest such as the image position, the uni-
form shifting in position of all image points, the geometric distortion, and
the maximum phase error of the three types of aberrations. In the follow-
ing two examples we will show how to use the cc.riputer program to analyze
the defects in the image introduced by the major components. In the first
example, we assume that the beam deflector causes an error of 5 x '10—4
degrees in the orientation of the reconstructed beam. This error in the
reconstruction beam angle is about one percent of the deflection angle of
the lasei' beam. The other pertinent data needed in the calculation are

© given below

(xo, Yo zo) = (10, 10, 100) mm
Rp=R_ == |
oR ~ 40 Qegrees
BR = 0 degrees
o= (40+5x 10’4) degrees
B = 5 x 10-4 degrees
-1

¥

o ' -3 . = g ) )
and ) c=l - 5x10 mm. The computer supplies us with the following
~ information about the reconstructed image T // . u ,\
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Ax, = 6.7 x 10“4 mm

uniform shift 1 4
Ay, = 6.7x 10 " mm
= 6.4 10'6
geometric { Ax, = 06.4 X mm ]
distortion AYZ - 6.7 x 10-6 mm
As(ma,x) =0 ¢
Ac(max) =0
AA(max) =0

The error in the beam deflector caused the image at the detector plane
to move by a distance of 6.7 x 10-4 mm. This shift in position is signifi-
cantly smaller than the distance between adjacent photodetectors. Further-
more, only a very small amoﬁnt of geometric distortion appears in the

reconstructed image.

In the second example we consider the case where the reconstruction
beam is not a collimating beam. This may‘ be caused by a slight change in

the position of the collimating lens in the holographic memory. To analyze

this situation we supply the computer with the following data:

(xo, YO’ zo) = (10, 10, 100) mm
RR= ®
RC = 10000 mm

4-25




@-=ag = 40 degrees
O~ BR = 0 degrees
F# =50

-3
and )\C= AO= .5x"lQ mm.

The information we obtain from the computer is as follows:
Az = .99 min
Lateral magnification = ., 99

by = - 74 x 107> wavelength

B>
!

= -0. 041 wavelength

The image plane was shifted by a distance of . 99 mm, and there is a

slight demagnification of the image; for this application, however, the
amount of lateral magnific’ation must be reduced to less than 0.999., The
result provided by the computer also indicates that a slight amcunt of

aberration is present. -

With such a computer program we can, in the future, find out the

tolerances of all the major components in the holographic memory.

4.4 COMPUTER PROGRAM FOR HOLOGRAPHIC IMAGE ANALYSIS




00100 DIMENSION X@C3)»XR(3)2,XC(3)s»XI(3)»A(3)5D(3)»S(3),W(2)

00110 200 TYPEI

00120 1 FORMAT(1X,’SUPPLY THE PROPER DATA AFTER EACH 7?5 ANGLE IN DEGREE,
00130&DISTANCE iN MM*)

00140 TYPEZ2 “

00150 2 FORMAT(1X,’X0,Y0»Z20 OF OBJECT P@INT?':/)

00160 ACCEPT»X0O '

0017C TYPE3

00180 3 FORMAT(1X, °RCRADIUS)Y,AR»BR OF REFERENCE:IF PLANE WAVE,SET R=0
00190& ?27,/)

00200 ACCEPT,»XR

00210 TYPEA

00220 4 FGRNAT(IX:'R(RADIUS):AC:BC eF RECQNST-:IF PLANE WAVE,SET R=0
00230& ?7°57)

00240 ACCEPT,»XC

00250 TYPES

00260 5 FORMAT(1X, *WR,RECEZGRDING WAVELENGTH3 WCsRECONSTe. WAVELENGTH=7?‘,/)
00270 ACCEPT.,W B
00280 TYPE6

00290 6 FORMAT(1X,°’°TYPE | IF IMAGE=VIRTUAL: TYPE =1 IF IMAGE=REAL?‘’,»/)
00300 ACCEPTs1 ) -
00310 TYPE7?7

00320 7 F@RVAT(IX;'H@L@GRAM‘VAGNIFICATIQN=? :/)

00330 ACCEPT.AM i

00340 TYPES

00350 & FﬁRMAT(lX:'F NUMBER @€F HZL@GRAM ? o/)

00360 ACCEPT»F

00370 CALL HC@MP(X@:XR:XG:XI:m:D:S:W:F: 1,AMAG! »AMAG2,AM)

00380 TYPE9.X€¢ @

00390 9 FORMATCI1HI :'DQSITIQN eF ﬁBdECTS :2XJ'X 0E10030' MM?%22Xs Y=’
00400&E10 ¢35 MM’s2Xs °Z=’5E103, % MM*) ~ T B -
00410 IFC(XRCI{I<EQ+0) TYPEIQO,XR(2),XR(3)

00420 IF(XR(1)eNEeCe) TYPEl1lsXR

00430 10 FORMAT(1X, ‘REFERENCE BEAM: AR=’,E10+3,* DEGREE’»
00440&6X, BR=“>E1035 * DEGREE’ B R B
00450&3 : -

00460 11 FORMAT(1X, REFERENCE POINT: *sE10e3, ° MM .ax,'Yaz »

00470&E10 ¢35 * MM’,8X»°ZR=“*5>E10+3,° MM')

00480 IFC(XCC1)eEQe0+¢) TYPEIZ2sXC(2)5XC(3)

00490 12 FORMAT(!X, RECENST. BEAM: AC= aElloS:‘ DEGREE :dx:'BC- i
00500&E11 «5, * DEGREE*)

00510 IF(XCC(i{)«NEe«Oe) TYPE13,XC : '

00520 13 FPRMAT(1Xs RECONST. POINT: XC=’sE10. 3.' mm',ax.'yc= »
00530&E10+3, * MM',zx.'zc= *sE1035° MM*) °

00540 TYPE14,V -

00550 14 FORMAT(1X, “RECORDING WAVELENGTH= *sE10e45° MM'.ax.

00560& *RECONST» WAVELENGTH= “sE10e45 % MM®) "

00570 TYPE1S,AM,F,>1 ’ «
00580 15 FORMAT(1X, "HALOGRAM MAGNIFICATI@N= .zxo;a./;lx.'F-Numazaa >
00590&E10+3s/51Xs *IMAGE=*»13,4X,10H0=N0 IMAGE»’ ; 1=VIRTOAL; <~1= REAL®)
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00600 IFCI.EQ.0) GC TO 293

00610 TYPElé6.,XI1

00620 16 FOPRMATC(1H]1 »°’POSITION OF IMAGE2*s2Xs ’X=’5E103,»

00630&* MN':ZXJ'Y"JEIOOSJ' MM':EX:'Z= JE!0030' MM®)

00640 TYPE171,AMAGI»AMAG2 ~ ) }

00650 171 FORMAT(1X»’LATERAL MAGNIFICATICN= 0E1104a/:lX0

00660& °LONGITUDINAL MAGNIFICATION= :Elloa) B

00670 TYPEL17,S

00680 17 FQRMAT(IX:'UNIF@RM SHIFT? :'X= oElO 33‘ MM s °Y=’,E1043»
00690&° MM “‘,° :E1003:' MM ') - - '
00700 TYPE18,D" ) ' :
00710 !8 FZRMAT(1X, GECMETRIC DISTCZRTIUNS :2X:'X= :EIO 3:’ MM’s2X.s
00720&°Y=’,E103,"° MM':QX:'Z' aElO 3,° MM') B -
00730 TYPE19.,A - -

00740 19 FORMAT(1X, *SPHERICAL ABERRATION=’,E103,° WAVELENGTH’»/,1X
00750&, °COMA=*5E1035° WAVELENGTH’»/5,1X» PASTIGMATISM=",E103, "
00760&“* WAVELENGTH?®’) i ) - ’

00770 283 TYPEZ20 ’

00780 20 F@RMAT(IHI:!XJ' TYPE O TO® END PR@OGRAM3 TYPE 1 TO CONTINUE’»/)
00790 ACCEPTLNT -
00800 IF(NT) 100,100,200

00810 100 STOP

00820 END
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00100 SUBRAUTINE HCOMP(X0»XRsXCsX15A5DsSs»WsFas1sAMAG]L »ANAG2,AN)
00110 DIMENSION XP(3),XR(3),XC(3)sXI(3)sAC3),»D(3),5(3),W(2)
00120 U=W(11r/W(2)

00130 P1=3¢1415926536/180+

00140 IF(XRC1)+EQeO+) G& TR 20

00150 RO=XR(!)

00160 XRC1)=RQ*SINCPI®*#XR(2))

00170 XR(2)=RQ*COSC(PI*XR(2)I*SINCPI*XR(3))

00180 XRC(3)=SQRT(RQ##2«XR(])*##2=-XR(2)®#2)

00190 20 IF(XCC(C1)<EQ.0+) GO TO 21

00200 RQ1=XC(1) ,

00210 XCC(1)=RQ1*SINCPI®*XC{2))

00220 XC(2)=RQ1*COSCPI®*XC(2))#SINCPI*XC(3))

00230 XC(33=SQRT(RQ]*##2=XC(]1)8%#2=-XC(2)8#2)

00240 21 CONTINUE

00250C

00260C

00270cC CeMPUTE R AND 1/R

0028&0C

00290C

- 00300 RP=SQRT(XQ(1)##24+XQ(2)#82+XA(3)##2)

00310 RR=SQRT(XR(1)®#2+XR(2)##24+XR(3I**#2)

00320 RC=SQRT(XC(])#*24XC(2)%#24XC(3)#*2)

00330C

00340C

00350 R@1=1/R@

00360 RR!l=1+/RR

00370 RC1=1./RC

00380 IFC(XRC1)eEQeOe) RR1=0.

00390 IFCXCC1)eEQeOo) RC1=0o

00400C

00410C

00420C |

00430C MAGNIFICATI@N

00440C

00450 AMAGL =AM/ (] «+1* (AM*AM*RO#RC]1 /U~-REG*RR1))

00460 AMAG2=1/U*AMAG] ##2

00470C

00480C . ) =S
00490C SET UP PARAMETERS T@ FIND P@SITION GF IMAGE
005090C ’ : . :
00s510C

00520 RI1=RC1+I1%(U/AM*R2)#(RO1 ~RR1)
00530 RI=1e/RIl

00540C

00550C . o
00560 IFC(XR(C1)<EQe0+) GG TO 1|
00570 VR1=XR(1)*RRI] '
00560 VR2=XR(2)*RR1

00590 G@ T@ 2
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7600 1 VRI=SIN(XR(2)*PI)

U610 VR2=COSC(XR(2)*PI1)*SIN(XR(3)*P1)

00620C

00630C

00640 2 JF(XC(1)eEQe0e) GO TO 3

00650 VC1=XC(1)*RC1

00660 VC2=XC(2)*RC1

00670 GP TO 4

00660 3 VC1=SINCXC(2)*PI)

00690 VC2=C@SC(XC(2)*PII#SINCXC(3I*P1)

00700C

00710C

0¢720C IMAGE P@SITI®N

00730C

00740C

00750 4 XIC1)=RI*(UC1+I*CU/AMI*(XQ(1)*R@1~VR1))
00760 XI(2)=RI*(UC2+I#(U/AM)*(XB(2)#RE1~VR2))
00770 XQ=RI®#2-X]I(])##2-X](2)##2

00760 IF(XQeLT¢0) GO TE 10

00790 XI1(3)=SQRT(RI##2-XI1(1)##2-X1(2)##2)
00800 XIC(3)=SIGNCXIC3)»RI)

00810C

00820C - .
00830C  UNIFORM SHIFT IS DETERNMINED BY A POINT X=0,Y=0,20
00840C

00850C )
00860 RII=1:.{RC1+I*(U/AM®*2)%(] /X0 (3)=RR1))
00870 SC1)=RII*{VC1=-I*{U/AM>#UR])

00880 S(2)=RII*(VC2-1%(U/AM)IZVR2)

00890 S(3)=SQRT(RII##2-5(])##2=5(2)##2)= XE(3)
00900 SC3)=SIGN(SC39,RII) ‘

00910C

00920C

00930C GE@METRIC DIST@RTION

00940C . -

00950C

00960 DB 5 J=1,3

00970 YM=AMAGI o :

00980 IF(JeEQe3) YM=SIGN(ie,RI)

00990 D(J)=XIC(J)=YM*XD(JII=5(J)

01000 T=D(J)>/XI1CJ) —

01010 5 IFC(TeLTel+E=7) D(J}=0

01020C ‘

01030C R —

01040C SPHERICAL ABERRATIEN

01050C K |

01060C | e

01070C 2Z=FOCAL LENGTH ®F HOLOGRAM
01080C

01090 ZZ=CAM*AM/U)/(1+/X8(3)-RR1)
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o1100C
[ 01110 SS=RC1#%3+I#(U/AN**#4)*#(RQC] **3-RR1##3)~RI|*##3
' 01120C
01130 ACL1)=Cle/Cl28e%WC2))INCZZ/FI*®Y*SS
" 01140C
{ 01150C
- 0116QC SET UP PARAMETERS T# CALCULATE MAXe. CBMA AND ASTIGMATISM
. 01170C
fi 01180C
i 01190 IFC(XRC1)«EQeQOe¢) GO TC 6
01200 QR1=XR(1)¥#RR]##3
) 01210 QR2=XR(2)¥%RR1#%3
5 01220 GO T® 7
01230 6 QR1=0.
\ 0124C QR2#0+
fg 61250C
- 01260C
01270 7 IF(XCC1)+EQe0.) GO TO 8
01280 QC1=XC(1)®RC]®**3
01290 QC2=XC(2)#RC]*#*3
01300 G@ T2 9
[« 01310 8 QC1=0.

AT TR
[

01320 QC2=0.

01330C

01340C

01350C ceva

01360 9 El=1%#U/AM®##3-(XIC1)/XECI))*(RI1/R0O1)I**3
01370 E2=12U/AM#*#3-(X1(2)/X0(2)I*(RI1/RO1)**3
01380 IFCEleLEel+E=8) E1=0.

01390 IF(E2+LE«1+E=8) E2=0,

01400 CX=QC1=I*U¥QRI1/AM##3+X0 (1 )*RO1##3*E]

- 01410 CY=QC2-I%U*QR2/AM**34X0(2)%RO1 #*#3#E2

; 01420 IF(CXeLEel+E=8) CX=0.

¥ 01430 IF(CY+LEel+E-82) CY=0%

01440 AC2)=(1¢/164+/WC2))#(ZZ/F)I**#I*SQART(CX*CX+CY*CY)

9’ 01450C
8 01460C
01470C ASTIGMATISM
& 01480C
¥ 01490C 4

01S00 E3=1%#U/AM##2=(XI(1)/X0(C)))*#28(R]]1 /RG] )I**]3
01510 E4=1%U/AM*#2-(XI(2)/X0(2))%#2%(R]1]1/R0]1)**3
01520 IF(E3«LEe«l+.E~&) E3=0¢

01530 IF(E4eLEsl «E~8) E4=0. ’

01540 AX=QC1#XC(1)=I*U/AM##2#QR]I#XR (] )+X0 (] IN#2#Rp]| ##3#ET
01550 AY=QC2#XC(2)=~I*U/AMBN2#QR2AXR(2)I+XG(2)##2#RQ]| ##3#EY4
01560 ES=I%#U/AM##2- (XI(I)'XI(Q))/(XU(l)*X@(°))’(Rlllﬁﬂl)"3
01570 IF(ESeLE«¢l<E~E8) ES5=0.

01580 AXY=QCi#XC(2)~ I*U/AV“'2'QRI’XR(2)+X$(I)'XZ(Q)'R@I”S’ES~
01590 IF(AX.LEO!OE'S’ AX’OO
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01660 IF(AYeLEe]lE-8) AY=0»

01610 IF(AB{Y.LEOIOE'B) AXY=0.

01620 ISN=CAX+AY)/ABS (AX+AY)

01630C

01640C

01650 AZ=c25% (AX-AY ) R#2+AXY*#2

01660 A(3)=~]ISN# (1 +/8¢/W(2)IR(ZZ/FIN#2B(,S*(AX+AYI+SQRTC(AZ))
01670 GO T@ 12 ‘

01680 10 TYPE!l .
01690 11 FORMAT(1X» “IMAGE CAN NET BE RECONSTRUCTED WITH CONDITIONS
01700& GIVEN?*) "
01710 I=0 i
01720 12 RETURN
01730 END

2

4
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SECTION V

INVESTIGATION OF SYSTEMS CONCEPTS
AND MAJOR COMPONENTS

5.1 INTRODUCTION

One of the objectives of this study is to investigate system concepts
and approaches useful for implementing a workable coniigurativn of a
1019 to 10'% bit read/write memory. Although the main emphasis is to
study potential read/write materials and various holographié recording
techniques, these studies can be guided by an investigation of the overall
system requirements which affect available trade-off parameters. The
parameters associated with both the input and output interfaces of this
data storage and retrieval system are not yet completely defined. We can,
however, analyze some of the system comporents to see how they influence

the overall system design.

A block diagram of an optical membry system is shown in Fig. 5-1.
The major elements of the system are (1) a read/write storags material,
(2) the block data comiposer which converts an input e«iﬁéétri,gzal signal to an
optical signal, (3) the coherent light sources used for rec‘:ordingt and retriev-
ing the optical signals, (4) the devices used to deflect the ‘réfer:ence, signal
and readout beams, (5) the block data readout de‘tector‘srwhich convert the
optical readout data to an oputput electrical signal, and (6} the associated
elegtronic, syrichronization, and data conditioning drives. In this section -
we shall separately discuss the important conSidgéi‘*’ations for each of these
system elements and suggest approaches for implementing them in the
memory system. The specific designs for including all the elements in an

[

overall system will be presented in Section VI.
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5.2 STORAGE MEDIUM

The most important constraint imposed by the overall system on the
storage material is the capacity requirement of 10° - 102® bits. The
maximum area in which this data can be stored will be constrained by
limitations on the lens system and beam deflector designs. The minimum
area will be determined mainly by thie spatial resolution of the storage
material and the number of incoherent additions of multiple ho;ograms at
each storage location in a thick hologram. Tradeoffs between the high
packing densities and the SNR in the reconstructed imagery must also be
examined for determining the minimum size of the storage material.
Error rates are strongly dependent on the SNR; see Paragraph 3,5, Page 3-73,

for details of these relationships.

The prospect of exploiting the wavelength or angular selectivity of
a thick recording material for incoherent addition of’ many holograms at
each storage location must be considered; the spectral sensitivity of the
storage material will affect the extenf to which wavelength variations can
be employed in the design of a system. A tradeoff between the recording
sensitivity of the storage material and the laser power required for data

storage (at each wavelength) also exists.

The diffraction efficiency of the recorded holograms:pa‘rtly determines
the laser power levels required for adequately retrie‘y’ing},thé stored data.
If many holograms are incoherently added at each stor'age locatién, each
hologram must share the available d1ffract1on eff1c1ency and the laser

power required for readout is affected

The 'changes in storage material parameters as a function of exposure
level and of reference to signal beam ratio can sfrongly affect the signal-
to-noise ratio and therefore the readout error rates. Furthermore,

optimization of the SNR may be inconsistent with optimization of the : A




diffraction efficiency; clearly the tradeoffs must be examined and compro-

mises reached consistent with overall system requirements.

No erasable storage material is known to exist at this time with those

characteristics needed for the 10'° . 10'? bit read/write holographic

memory. Some candidate materials and the more important problems

associated with each are listed here:

(1)

(2)

(3)

(4)

manganese bismuth (or other ferromagnetic materials): useful
only as thin films; very low diffraction efficiency; high exposure
levels required (Ref. 28), ‘

lithium niobate (or other ferroelectric crystals): low diffraction
efficiency; very high exposure levels r.equi‘red,

photochromics: amplitude (rather than phase) vériations are
recorded so that the diffraction efficiency is low; high exposure
levels required, and |

photoplastics: applicable 6n1y for thin (planar) holographic
storage; spatial resolution is somewhat limited; acts as a

bandpass spatial filter,

Based on various overall system constraints, the following storage

material characteristics appear to be essential:

(1)

(2)

(3)

(4)

phase (rather than amplitude) variations must occur és_ a

function of exposure for a 200 nm range of visible wavelengths;

thicknesses up to 3 mm are needed for sufficient wavelength

selectivity; o
spatial frequericy response must extend beyond ZOOO lines/mm:;
and o v

complete ,eraéure Without loss of sensiﬁvity or resolution is

needed to provide a large number of cycles. .
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Other storage material characteristics which are desirable but which
may be relaxed if the performance of other system components improves

include the following:

(1) energy density required to generate an optimum diffraction
efficiency of at least 50 percent, for a single hologram, should
be about 10%*ergs/cm?,

(2) linear incoherent addition of at least 20 holograms in one
location should be possible, and

(3) noise levels should be consistent with the required SNR for

a given error rate at the data packing density used.

Clearly other characteristics must be considered; these include the
stability of the material in the expected environment, the tolerance ofl the
memory readin and readout functions to dimensional variations, and the
techniques required for erasing the material. Although these environmental
characteristics are important for the final system, tl1e oth - characteristics
must be emphasized in the initial material development efforts. The system'
can be modified to accoommodate a broad range of environmental and other

peripheral requirements.

5.3 STORAGE AND RETRIEVAL FORMAT

The physical dimensions and the geometrical arrangement of the various-
system components will be determined by several fac‘toi's. The dominant
factor is the overall memory capacity which is dependent on the number of
bits in each hologram and the number of holograms in each storage
location. Other factors include the spatial resolution of the storage
material, the temporal ani spatial :coherence of the las~or output, the
hologram format (Fresnel or Fourier transform), and the resolvable

angular increments of the beam deflectors. A displacement cf the




reconstructed image and image aberrations can be avoided only if the
readout beam duplicates the recording beam in both orientation and
wavelength. The problem of providing clearance along all possible

optical paths through the system must also be considered.

The basic functions of the storage format are (1) to direct a portion
of the laser output through the block data composer which modulates the
beam, (2) to direct the modulated beam toward any one of the storage
locations, and (3) to direct the reference beam toward the same storage
location. The system must function equally well for all storage locations,
for all laser wavelengths, and for all angular or1entat1ons of the reference
beams. The basic function of the retrieval format is to direct a readout
beam having a particular wavelength and'a.'ngular orientation toward any
one storage location so that an aerial reconstructed image of a particular

hologram is projected onto an array of detectors.

The physical dimensions of the storage ma‘te;rial will be established
by the required memaory capacity, by the spatial resolution of the storage
material, and by the number of incoherent additions of holograms which
are permitted at each storage location. Examples showing how to deter-
mine storage medium dimensions and how to select specific geometries

will be described in Section VI.

5.4 INPUT BLOCK DATA COMPOoER

The block data composer (BDC) provides the holograph1c system with
a spatial array of succe551ve blocks of data taken from the electromc data.
Each block of data must spatially modulate an expanded laser beam so that
its intensity variations represent the b1t pattern d1sp1ayed on the BDC This
spatially modulated beam (the signal beam) is directed to a particular |
storage location where it interferes with theu reference beam to form a

holo gram.
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Two general types of BDC's can be distinguished: those in which the
array of data is established in direct response to an electrical signal,
and those in which the array of data is established by a scanned and
modulated light or electron beam. In either case, an optically detectable
change must result in response to the optical or electrical signal; and
this induced optical change must persist after the driving signal is removed.
The BDC material must be erasable and must be capable of being recycled
many times since each time the 10*° - 1022 bit holographic memory is
filled, the BDC composer must recy(jle 10° to 107 times. The BDC
material should be reasonably sensit,jive so that practical electrical or
optical drive signal power levels can be used to generate each array of
data, and its light modulation efficiency should be maximized so that the
energy requirements on the laser can be minimized. The BDC mat-erikal
must be uniformly effective in spatially modulating laser beams at all
waveélengths used. Since the data c«’mmposed by the BDC has a relatively
low density, the resoiution of the m;aterial need not be high," but the spa,ti:a.l1
array of data on the BDC must have¢ a direct.correspondence with the array
of light detectors used in the outpuf plane. Since 'fajarica.tion technology is
expected to limit the minimum spa{cing between adja.c_entffphotodétectors to
about 50 microns, the spacing bet\;’veen adjacent bits in the BDC will also
be in the 50 micron range. Magnification b’etwéeﬁ the.ingput plane (the BDC;)
and the output plane (the photodetector array) can be used if necessary, but

unity rmagnification appears to be a desirable de.‘sign féatlure.i

The ratio of the energy tray.ynsfmitted at each‘biét location in thé ON stat’e ,
(bit = 1) to that transmitted in the OFF staté (bit = 0) is the contrast ratic :‘
for the BDC. The contrast ratic -:;available. from the BDC affects the |
exposure level and reference-to-signal beanl ratio, and it affect§ th:ei;“ B
threshold conditions established it the photodétectgr arraﬁﬁy; The ‘diffe’réhéei

between the average signal intenjities for a 1" and\‘tfor a “0" ‘at the photo-




detector array during readout will be low for a poor contrast ratio so that

noise and random fluctuations in laser power are more significant.

The rate at which data can be composed in the BDC and the time
required to reset or erase the BDC must be compatible with input data
rates. If the permitted writing speeds are not sufficient, the incoming
data must be buffered, rescaled in time, and split into many channels
which drive parallel inputs to the BDC. The full BDC array could then
be activated at a rate which keeps pace with the incoming data. The time
interval required for the reset or erasing operation can be obtained by
making the BDC data rate during composition faster than the ihcoming
data rate; the lull time between data blocks while fresh data is accumu-

lating in the buffer can then be used for erasure,

At least seven types of materials have been considered for the BDC.
These materials are listed here with notations which describe the switching
techniques required, the type of optical change induced, the typical light

efficiencies expected, and the erasing techniques required:

(1) PLZT (or other ferroelectric ceramics): switched with voltage
pulses through an electrode matrix; polarization rotation or
scattering changes induced; up to k’90 percent light efficiency |
with polarization rotation, up to 20 percent with scattering;
erased by applying a fixed voltage across all matrix inter-
sections (Refs. 29-33), | ) -

(2) Ma{hgane se bismuth (or other ferfomagﬁefié materials): "'swit‘ched‘
with é modulated light beam; polarization rotation changes incuded;
up to 10 percent light'efficiency; erased with-a pulsfed magnetic
field (Ref. 28), | |

(3) Photoplastics: switched with voltage pulses through an electrode
matrix (fixed illumination during scanping 'i;gﬁguired); phase
changes induced; light efficiencies unde'té‘f;iined but over 30

{7
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percent is theoretically possible; erased by heating.

(4) Photochromics: switched with a modulated light beam; amplitude
changes induced; up to 75 percent light efficiency; erased with
relatively strong illumination (different wavelength than that
used for writing),

(5) KD*P (or other electro-optic crystals): switched by a modulated
electron beam; polarization rotation changes induced; up to 10
percent light efficiency; erased by discharging the electron
accumulating layer,

(6) Lithium niobate (or other optically damageable crystals):
switched by a modulated light beam; phase changes induced;
light efficiencies undetermined but over 50 percent is
theoretically pessible; erased by heating, and

(7) Nickel-iron (or other magneto-optic mafefials): s‘witched with
current pulses through a conductor matrix; polarization rotatiion'
changes induced; up to 10 percent efficiency; erased by driving

a fixed current through all pairs of conductors in the matrix.

High sensitivities to the switching pulses are not as irmnportant for the
BDC as for the storage material since all the power available from the
switching mechanism can be sequentially applied to eacil position. The
light efficiencies noted above are not diffraction efficiencies but the per-
centage of the incident light passed in the ON state. The relative thicknesses
of the various materials are impofrfant only in optimizing light efficiency,

switching sensitivity, and contrast.

The physical dimensions of each element within the BDC will be 3
determined by the nature of the optical design. No major difficulties are
expected in constructing a BDC of any reasonable size which may be

established by considering other system constraints.
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The electronics for switching the array of positions will depend largely
on the switching mode required. Switching with modulated light or electron
beams requires a high data-rate beam modulator driven by a signal
directly proportional to the data in the incoming data stream, along with
synchronized beam scanning devices. Switching with electrical signals
requires matrix accessing electronics which sequentially apply zignals
corresponding to bit states in the incoming data stream to each matrix
position. In both cases means to reset or erase the array in preparation

for new data must be ‘ncluded.

5.5 LASER

In this section we examine the important properties of the laser needed
to read data into and out of the holographic memory. Other lasers might
be required in the system (for example, to provide optical switching of
certain block data composer materials or to provide erasing illumination
for certain types of storage materials); these laser requirements are not

considered here.

The data readin and readout functions may require significantly
different laser output characteristics. It is presumed that any particular
hologram will be read in and read out with the same wavelength. The
readin and readout operations may require that the laser have different
power levels or different pulse widths or both. Such controls are relatively
simple to implement and are definitely more desirable than designing and

incorporating two lasers into the system.

o L
To achieve a memory capacity in excess of 101° bits will probably

require the use of more than one Waveleﬁgth; incoherent addition of more
than one hologram at each storé.ge location is one important technique that
may require several wavelengths. In the following paragraphs several

operating constraints and requirements of the laser are discussed; these

Q2
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constraints and requirements apply for each wavelength,

! The energy per pulse =upplied for reading data into the holographic

L memory will depend mainly on the efficiency of the block data composer,

the efficiency of the beam deflectors, the losses through the passive

optical components, and the sensitivity of the recording material. The

% energy per pulse required for reading data out of the memory will depend

- mainly on the efficiency of the beam deflectors, the diffraction efficiency

g of the holograms, the losses through the passive optical components, and

L the sensitivity of the photodetectors.

Three operating conditions establish the primary constraints on the

laser pulse width for readin; the laser pulse width must be compatible

with all three, and the constraints must be compatible with each other.

The first constraint is the time interval between successive compositions

of data blocks; this time interval will depend directly on the input bit rate.
The second constraint is the rate at which energy must be supplied to the
[ storage material to achieve the required exposure level; this rate may be
established either by limitations on the2 peak power available or by the
instantaneous power levels permitted by the storage material. The third

constraint is the requirement that the hologram interference fringes during

each recording interval be stable; if the pulse width is too long, the

temporal frequency difference between the signal and reference beams

{ (such as that caused by an uncompensated acousto-optic beam deflector)

would destroy the interference patterns.

b Three other conditions establish the 1mportant constramts on the
laser pulse width for readout; again, mutual ccmpa.tlblhty is needed. The
first constraint is the time interval permitted for the photodetectors to
accumulate a suff1c1ent number of photons th1s time 1nterva1 will depend
directly on the output bit rate, and on the time response and sen81t1V1ty

of the photodetectors. ‘The second constraint is the rate at which energy
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can be supplied to each photodetector to accumulate the required number
of photons; this rate may be established either by limitations on the peak
power available or by the instantaneous power levels permitted by the
detectors, The third constraint is the time interval before access to the
next storage location to be read out must begin; this tinie interval will

very likely be the least restrictive.

The temporal coherence required of the laser illumination is deter-
mined by the largest optical path length difference between the signal and
reference beams, The average offset angle between the reference and
signal beams, the distance between the block data composer and the
hologram array, and the largest dimensions of the block data composer
and the hologram array affect this difference. In Fig. 5-2 the largest
dimensions of the block data composer and the holographic storage
medium are L and D, respectively; the average offset angle is ¢, and the
separation between the block data composer and the storage medium is
zZs. The geometry can be arranged so that a zero path length difference
exists between the central ray in the signal beam and the central ray in
the refererice beam directed toward the center of the hologram array.
The largest path length difference between extreme rays in the signal and

reference beams is given ..pproximately by
A=[z2 4+ (3L +’\ .h ]% - 2o + % D sin ¢,

assuming the maxim,uﬁi :r.éference beam deflection angle is less than about
15 degrees. For ty‘;bical geometries, zo <D, L ~0.3D, and ¢o =45 degrees.
With these numbv‘zfrvé we get A ~0,9D. The largest holggram dimension is
not likely to be smaller than 110 mm for a 10'° - 10'® bits memory;
therefore, a:ir{li'nimum laser coherence length,of;abo’ut (0. 9)(110) ~ 100 mm
is-required. w'fI.‘he spectral width §\ associated with a géhe:t;énce length A

is given approximately by

F
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® mm (green) and

where A, is the wavelength, Taking Ao = 0.5 x 10~
A= 160 mm, we get 6§\ = 0.0025 mm, Such spectral widths are readily
obtainable with many presently available lasefs, The smallest spectral
width reported to date for tunable liquid dye lasers is about 0.05 nm
(Ref. 34); parametrically tuned gas lasers can have spectral widths
narrower than 0.0025 nm (Ref, 35). Spatial coherence requirements

can be rzadily met by operating the laser optical resonator in a TEMoo

mode.

Variations of the output power or the output wavelength of the laser
with time, temperature, or other environmenfal parameters can adversely
affect overall system operation. Variations in power will affect ekposure
levels during readin and threshold conditions in the photodetectors during
readout. Slight variations in wavelength between readin and readout beams
will introduce errors in the registration and the diffraction efficiency of
the data projected from the storage medium toward the photodetector
array during readout; these errors will be quite sensitive to wavelength
variations if a large number of hoclograms are incoherently added at each
storage location. Tolerances on these power and wavelength Variations
are established by the permitted variations in exposure during réadin,
by the detection threshold conditions imposed by the photodetector array,

and by the thickness selected for the stor’é;ge medium,

The overall electrical to optical energy conversion effic;iency of the
laser is ekpected to be rather low (probably less thah 05 pefcent. :
Techniques for removing (and perhaps pa:tially reélairning) the excess
‘energy consumed by the laser will be an imporfant overall system con-

. sideration,
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Three approaches for implementing a feasible laser scheme can be
identified at present, The most promising approach involves the use of
one or more tunable liquid dye lasers with electronic tuning devices. The
entire visible spectrum and segments of the UV and IR can be covered
with various combinations of dyes and solvents; any single dye-solvent
combination can cover up to a 50 nm range. OQOutput spectral widths
narrowed to 0.05 nm have been obtained with a blazed reflection grating
replacing one of the optical resonator mirrors; tuning is accomplished
by rotatir;g the blazed grating with as much as 70 percent of the original
power being retained (Ref. 34). The energy available per pulse from
current lasers of this type are marginally acceptable; however, signifi-
cant improvements have been made in the past several months and

further improvements are expected.

Another possible scheme involves the use of one or more para-
metrically tunable lasers. The nonlinear interaction of c":oher‘ent laser
light (the pump wavelength) with certain crystals, maintained at a car‘éfﬁlly
controlled temperature, results in the generation of light at different
wavelengths (the pump and idler wavelengths); the new 'Wavelengths are
a function of the angle of arrival of the original light and of the tempéra-
ture of the crystal. Therefore, tuning over a wavelength range can be
accomplished by varying the‘relative orientation or tempe__ra;tu:re (or both)
of the nonlinear crystal. Conversion efficiencies of 50 peg:é‘ent have b"e’en ,
measured. Spectral widths of the tuned output light are typically 1nthe
0.001 to 0.5 nm range. Tuning throughout the visible range, and well
into the IR, can be accomplished by varying the temperature of a single
nonli'neai;' crystal (such as lithium niobate) from 150°C to about 500°C

 (Ref. 35).
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A third approach is to use one or more lasers, each of which is

capable of operating at several discrete wavelengths. A combination

of an argon laser and a krypton laser would provide at least ten discrete

wavelengths in the visible range. Variations in power at each wavelength

=y

would have to be accommodated by designing each laser to provide adequate

power at its weakest output waveiength, The lasers could be designed to

e

operate in a pulse mode with provisions for electronically changing wave-

lengths between successive pulses, This approach could be implemented

=3

with existing technology to meet the requirements of several possible

system configurations; the limitations on the total number of wavelengths

e

and on the distribution (spacing) of these wavelengths are major short-

comings of this approach.

Another approach for implementing this third scheme is to use a

Nd-YAG laser with intracavity frequency doubling, with the Nd- YAG

rod maintained at a temperature of about -40°C. The cooling of the laser

rod permits at least 13 discrete infrared wafrelengths between 946 nm and
1358 nm to be generated (one at a time with intracavity tuning). Intra-
cavity frequency doubling provides 13 discr:et‘e visible waveléngths between
473 nm and 679 nm. A second benefit of cooling is fo narrow the spectral

‘ width of each output wavelength to about 0. 1’ hm (at room temperatuire,
these widths are about 5 nm). The prospect of further spectral narrowing
with an intracavity etalon also exists; coherence lengthsv, of several hundreds
of millimeters appe”ar to be feasible with this approach. In a randomly
pulsed mocde, such a laser appears to be capable of providing about 1000

ergs per pulse at each output wavelength.
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3.6 BEAM DEFLECTORS

The function of a beam deflector is to direct the laser illumination to
each holographic memory storage location during both readin and readout.
The reference beams and the readout beams must either be identical or
exact conjugates, depending on the hologram storage format selected.
The beam deflectors must operate equally well for all laser wayellengths
used in the system. If angle of arrival changes are incorporated to
provide unambiguous separation of incoherently added holograms, the
beam deflectors must simultanecusly provide access to and arrival angle

changes at each storage location.

For flexible application of the holographic memory, the beam
deflectors must operaté in a random access mode. Random reposition
times are dependent on input and output data rates, on the required holo-
gram =xposure time, and on the sensitivity and time response of the
array of readout photodetecf:ors. For example, at a bit rate of 10° bits/
second with 10° bits /hologram, an interval of' 10”2 seconds is available
between storage operations for exposing the recording material, fqr L
repositioning the laser beam, and for prepari.ng a new array of daté on
the BDC. Exposure times must be minimized to relieve the data buffer-
ing and time rescaling which may be required by the BDC. Suppose that
a 10”°® second exposure time is Permitted; the 0.99 x 10-2 sgcon&s | | n
remaining can be used to r'e‘pésitio'n: the laser beam Wifh the beam deﬂe\c":”.}brs.
Such an interval is more than iOO times longer than tirpi’cal reposition
times for either acousto-optic :[or eiectro-j optic deﬁif’céé;“? In fact, séme
mechanical dévices can be opéfated in a random access mode with such
reposition intervals. The access time requirement is, therefore, not a

major problem,
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Beam deflector design complexity depends on the number of positions
to be accessed. For an acousto-optic device, factors such as material
dimensions, acoustic attenuation, and electrical drive bandwidths limit
the design as larger numbers of accessible positions are required. For
an electro-optic device, facters such as material dimensions, material

availability, and drive voltage ievels limit the design.

Acousto-optic beam deflectors are promising candidates for use in
the holographic memory system; recent improvements in electro-acoustic
transducer fabrication technology and the availability of relatively large
and high quality acousto-optic crystals are the major factors which
affect this judgment. Other important advantages of acousto-optic over
electro-optic beam deflectors include the more modest drive power and
voltages needed, the smaller quan‘tifies of high quality polished optical
crystals required, and the simpler techniques needed for accommodating
many laser wavelengths. Developments in electro-optic beam deflection
techniques should be continuously monitored, however. New techniques
should be evaluated and compared to acousto-optic approaches, and up-

dated judgments should be made.

The deﬂéction effici.ency (ratio of the useful ‘to i:hé incident lligl;xt
intensity) must be maximized to relax laser output power requirements.
Repositioning errors resulting from slight change‘.su in elec;tricai drivé
signals, in ambient "temperatubre‘i or in other parémeters‘ must be held
within limits set by the storage and rea;dqut g‘eome'tirie(s. ~Image position
shift érrors of more than aboui; 20 percent of a bit dimension cannot be
tolerated. For thick holographic stoi‘age angular ‘errors also reduce the
output s".\‘,‘gn.al intensity. The amount of 1é19,c.t;rica1 -ahd tzemper'atur’é:’ |
stabilizatidh required for a specific set of beam deﬂvect..or characteristics
and for a :i#ipecific geometrical arféngement can be determined with

relative ease.

“
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All acousto-optic and some electro-optic beam deflectors provide
a change in propagation direction (incremental angle change) to deflect
a laser beam from one position to another. The magnitude of this
incremental angle change is typically quite small (10-* radians or less)
and must be magnified tc match practical holographic memory dimensions.
Also, the diameter of the deflected beam must match the dimensions of
each hologram in the array (i.e., the deflected beam must fully illuminate
any selected hologram but must not overlap onto adjacent holograms).
Standard optical beam-shaping techniques can be used to satisfy these
requirements, but the optical configuration must also be consistent with
the readin/readout geometry. Additional problems arise if the readout
operation calls for beam directions that are conjug‘a;té to those used for
readin. A set of readout beams conjugate to a set of reference beams
can, in principle, be generated with a combination of passive and acﬁive
optical components (lenses, mirrors, electro-optic shufters, etc.) u%sing’
the same beam deflectors that W'erie uséd for readin. Otherwise, a second
combination of beam deflectors and passive optics could be incorporated to

provide the conjugate readout beams.

The electrical drive fequireméﬁ’ts for an a,cousf:o-optic beam deflector
(AOBD) will depend largely on the acousto-optic material ‘used,k the |
efficiency of the electro-acoustic transducer, and tﬁe bandwidth and :
center frequency selected. The material axild the transducer efficiency
will determine the power level at which the AOBD must be driven over
the operating bandwidth tor achieve the highest{ practicail light deflection
efficiency. For water or other liquids, centeLr frequencies will be m the
15 to 40 MHz range. For crystalline acousto-optic materials such as
lead molybdate (PbMoOy), the center frequehcies may'bc% as high as |
500 MHz; more typically they will be between i50 and 200 MHz for single

cfysta]’. transducers, such as lithium niobaie (LiNban)k. The bandwidths
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will typically be about 50 percent of the center frequency, although Ly

fractional bandwidths as high as 67 percent can be used if necessary. 7
Bandwidth may be traded for optical efficiency if smaller bandwidths can L
be tolerated. The practical number of accessible output positions is about S
0. S'rdAfd where Afd is the bandwidth and T4 is the time required for an 3
acoustic beam to propagate across the AOBD. The lowest tolerable band- &7
width can be obtained with the longest 'rd's (longest AOBD's), but acoustic 3
attenuation affects and limitations on acoustic material dimensions place o
bounds on T4 More detailed design relations for a pair of orthogonally &

oriented AOBD's are developed in the following paragraphs.

The acousto-optic approach for the beam deflecting function is more
amenable to compensation for laser wavelength changes than any con- §§
ceivable electro-optic approach. The reason for this can be seen from )
the following brief discussion. Recall that the Bragg condition for an i
AOBD operating in the Bragg mode is (Ref, 36-38),

sin %OB N%OB = %

>|>-*

(5-1)

where BB is the full Bragg angle, )\ is the light wavelength, and A is |
the acoustic wavelength. A finite acoustic aperture of width W generates ; E
an acoustic energy pattern distributed angularly about the normal to the

electro-acoustic transducer face. The range of acoustic wave components,

with intensities within 4dB of the normally directed wave component, is
given by
50 = —— ; 5-2
0= 3-8

where n is the index of refraction of the acousto-optic material.
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Equation (5-1) can be writteén as
!

0_ =

BTt (5-3)

<>

where A = v/f was used; v is the acoustic propagation speed and f is the

electrical drive frequency. A change in 6_ resulting from a change in

B
f is given in a similar faghion by

_A
AeB"v

Af. (5-4)
Equation (5-3) indicates that the optimum (or center) Bragg angle varies
directly with A; Eq. (5-4) indicates a similar variation of AeB with A.
Furthermore, Eq. (5-3) indicates that the center Bragg angle condition

can be met for different A\'s by making a proportiona.l change in GB or

in f. If a different center frequency is established for each A used, with

a fixed GB, the electrical bandwidth of the eIec:tr]o-acoustic transducer
must be correspondingly increased. However, if properly chosen wave-
length dispersive elements (such as prisms) are positioned just before and

after the AOBD, the Bragg angle 6_ can be caused to vary with A so that

B

a fixed center frequency f can be used, as illustrated in Fig. 5-3 (Ref. 39).
It must be emphasized, however, that the simple scheme shown in

Fig. 5-3 can provide exact compensation only for the center drive frequency.

A : indicated by Eq. (5-4), the incremental angle changes A6_ correspond-

ing to incremental frequency changes Af will still be /Scale!d iy A. It may
be possible to compensate over the full électrical bandwidth withproptfarly
chosen combinations of dispersive 0ptic§}1 elements (lenses and prisms).
If such a technique can be implemented, the AOBD could be driven by a
highly stabilized set of drive frequencies given by "fo :tim(A"fo)‘ where |
m=1, 2, 3, ... and where fé is a fixed center frequency and ’Afo is a
fixed frequency increment. A relatively simple and easy to stabilize

frequency synthesizer could then be used instead of a continuously tunable
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oscillator. Also, the logic required to select a specific drive frequency
would be greatly simplified since only M different frequencies would be
required instead of pzM, where M is the number of holograms per

dimension and P, is the number of laser wavelengths used.

An important type of beam directing (not deflecting) may be required
in system configurations where Fourier transf orm hol ograms are formed.
The function of this beam directing array is illustrated in Fig. 5-4. The
beam directing device is a fixed array of holograms. In this array there
is one hologram for each storage location and, therefore, one fixed
hologram for each beam deflector output position. In Fig. 5-4 only the
signal beam path is indicated; the reference beams can be derived from
the same deflected beams by using suitable optics. Along the signal path
deflected beam from the beam deflector illuminates a separate fixed
hologram in the beam directing array. Each fixed hologram projects a
wavefront along the signal path which appears to emanate from a point
source just behind the fixed hologram array in plane P1 ‘These spherical
wavefronts are collimated by Lj and directed through the BDC in plane
P,, where the collimated beam is spatially modulated. Note that the
central ray of this modulated beam propagates in a direction which is
angularly displaced from the optical axis of the sigualgpeith; the amount
of angular displacement is directly proportional to the displacement from

the axis of the corresponding effective point source in plane P;.

Lens L, simultaneously images plane P, into‘iplzan'e P:; é,nd plé.ne P,
into plane P, so that the light distributioﬁ in plane Pj is proportiohal to
the Fourier transform of the data in plane P, (1n the BDC) and an 1”"nage of
the array of data in the BDC is formed at plane Pg. The data is holo-
graphically recorded in plane Pa; each member of the stored array of ,,';1:';
holograms is therefore a Fourier transform hologram of the corresponding » ,{/v

block of data from the BDC. An image of each block of data can be
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projected onto plane P, by illuminating each hologram with the readout
beam. Note that as each hologram in the memory is interrogated with
the proper readout beam, each corresponding image is formed in the
same relative position in plane P, so that a fixed array of readout

photodetectors can be located in plane P,.

The array of beam directing holograms (referred to in the literature
as an array of Fresnel lens segments or a '""hololens'' array) generates an
array of point sources in plane P, which has a one-to-one correspondence
to the array of Fourier transform holograms recorded in plane P, (Ref.
40). This fixed hologram array can be constructed as an array of thick
phase holograms with efficiencies approaching 100 percent. If multiple
wavelength incoherent hologram addition is used in the holographic
memory, multiple beam directing holograms can be formed but withyi
reduced efficiencies. A more detailed analysis of an optical system

similar to the one illustrated in Fig. 5-4 will be given in Section VI.

5.7 BLOCK DATA READOUT DETECTCRS

The function of the readout detectors is to sense the binary data in the
two-dimensional images retrieved from the holographic memory and to
convert the two-dimensional‘ spatial data into time varying electrical
signals. A photosensitive detector array (PDA) and circuitry for
electronically scanning and 1nterrogc.\t1ng the PDA are the major com-
ponents of the block data readout dev1ce The hologram array, addressed
by the deflected laser beam, produces a reconstructed 1mage of the stoxed
data pattern. The presence or absence of light dots is detected by the
PDA with one photodetecting element corresponding to each bit in the

digital data pattern.

5-24

M
8 anaid

&

¢

&
}

at
4
B
Y
3

s

figaditics i ' s




A one-to-one correspondence riust exist between the eleinents in the
BDC and the individual detecting elements in the PDA. Magnification
between the BDC and the PDA inay be necessary (or convenient), but it is
not likely that the absolute value of the magnification will exceed three.
Thus the PDA center spacings may be larger than the BDC center spac-
ings by a factor of three. The optical arrangemsent in F'ig. 5-4 illustrates
a unity magnification situation. It can be seen that magnification can be
achieved by adjusting the positions of the object and image planes (P,

anid P,) relative to lens L.

With present PDA technology, linzar arrays with several hundred
detectors on a line can be constructed with center spacings ranging from
0.05 mm to 0.5 mm. Two-dimensional arrays with upto 16 x 16 elemenfs
with center spacings ranging from 0.2 to 0.5 mm are presently available.
These dimensions are compatible with preliminary requirements for fully
populated two-dimensional PDA's with 300 x 300 to 500 x 500 elements.

A fully populated array with 300 x 300 dete?étors on 0.2 mm centers

would have a total size of about 60 x 60 mm.

If the detecting elements of the PDA are operated in a charge storage
mode, the PDA can be illuminated for a brief interval (1 to 100u sec) and
then electronically interrogated during a 100 to 1000u sec interval. This
mode of operation permits the beam deflectors to be repositioned during
the interrogaticn interval and minimizes the dead time between blocks of
data being read out. Sufficient laser energy must be st_ipplied duriﬁg the
illumination to provide a high probability of correct det;ecgtion ati all PDA
elements. Furthermore, the energized detectors (those ﬁrefce"iving ""ones!'')
must be capable of holding the accumulated charge for at least the full
interrogation interval and must be discharged (set to "iero”) Ly the
interrogating electronics (or a combination of electronics and special

illumination devices) to prepare the PDA for detecting the next block of data.




Tradeoffs exist between SNR and variations in image intensity and in
detector responsitivity. If wide variations occur in either image intensity
(from image to image or from positioi: to position in one image) or detector
responsitivity, the threshold conditions must be broadened thereby con-
suming part of the available SNR. Some electronic compensation for such
effects might be obtained (e. g., by individually biasing each detector in
the PDA), but such schemes would add to the complexity of the PDA drive

circuitry. The alternative is to provide a high SNR and good uniformity

of image intensities,.

The absolute sensitivity and time response of the detectors in the
PDA will determine the readout laser power level and pulse duration.
Pulse durations in the 1 to 100u sec range are feasible and laser power
levels for readout are not expected to exceed those needed for reading.
As noted above, the energy delivered per readout is established by the
SNR and the detector threshold conditions. If nécessary, a feedback loop

can be established to provide continuous control of the laser intensity.

Typical PDA's use silicon pho;odetecting elements which have a
peak spectral response at about 900 nm. Typical relative responses at
various visible wavelengths are 0.62 at 700 nm, 0.42 at 600 nm, 0.32 at
500 nm, and 0.15 at 450nm. To compensate for the change in detector
responsitivity with wavelength, the available laser ehergy must be inversely
related to these relative spectral responses. ‘Approximately three times
as much energy must be delivered to the PDA at 450 nm relative to that

at 600 nm.

-~ .
¢

A solid state PDA is most suitable as a readout device because it
has those advantages attributed to integrated circuit dev’i’ées; i.e., reduced
we'iﬂght, volume, and power consumption, plus greatly increased reliability J

and environmental immunity. Solid state PDA's perform the functions of
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a pickup tube without the necessity for high veltages, magnetic fields,
vacuum envelopes, filament power, and protection against mechanical
shock. The addressing of individual portions of the photosensitive array
can be facilitated by random or sequential digital address of rows and

columns in the array.

The most attractive current approaches to solid state detection use
arrays of diodes, diode-diodes, diode-transistors or hybrid elements
consisting of MOS devices and transistors The advantages of the single
diode approach lie primarily in the ease of fabrication of diode arrays,
high packing densities and relatively good uniformity of response between
elements. ‘Unfortunately, simple diode structures exhibit two problems.
First, unless all unaddressed rows and columh,s-terminate i‘n: zero
impedence, there are multiple photoconductive c;rosstelk paths through
the various rows and columns which preclude use of diodes for rultiple
spot imaging applications. Secondly, a sequentially-read diods array |
cannot be operated in the charge-storage, light-integration m,o(ti'e.k The
output signal level is therefore strictly a function of the lightr incident on
the element during the readout time at the instant of interrogation with a

resultant loss of overall light collection e:‘fficienc:y.

The next simplest configuration is the diode-diode stfucture which |
provides several advantages over the simple diode arra’;r'; If a back«bi‘fa‘séed
photodiode is used as a light sensor, charge-storage (light integration)
can be used. Although the diode-diode structure has a ]\ifight integration’ "
capability, the low output signal a:Vai‘lable from the diodes needed for
large area arrays makes direct readout of such a device difficult. Con- /
ceptually, the diode-diode structure offers the adva,ntape that the commu-
tatlng diodes can be made usmg one materlal technology while the sensmg

d1odes can be matched to the partlcular Spf.ctral response desired. Recent

work us1ng thls approach (Ref 41) consisted of using hpa 4207 d1odes as




the light sensitive elements and hpa 1006 high conductance diodes as the
switching elements. The minimum detectable signal using these diodes
was found to be 0.025 picojoules (pJ) This corresponds to a 0.25uw
signal (at 800 nm) of 100 nsec duration which procudes an error rate

of 10-® at a signal-to-noise ratio 10:1.

A. phototransistor array is a form of the diode-diode configuration
in which the structure is fabricated to produce transistor action through
the two junctions. The structure is nearly identical to a diode-diode
arrangement and the readout approach is similar, In general, the
addressing rows of transistor elements have a common low impedance
collector strip and the emitters are connected in a column by a metal-
ized strip and attached to sense amplifier inputs. With phototransistor
arrays, the variation in current gain of the devices produces the effect
of varying responsitivity between elements of the array; as noted
earlier, individual electrical biasing of each element might be required
to compensate for this effect. The inherent current gain at the amplifying
junction of the transistor is expected to improve the SNR at the output of
the array  Another configuration for the phototransistor array consists
of fabricatirig a dual emitter device with the éollectors of all transistors
attached to a common substrate. One set of emitters is éttached to the
- rows for addressrihg the array while the other set of emitters is attached
to the columns for readout. This approach minimizes the effects of
current gain variations and permits switching times in the ©0 to iOO
nanosecond range. |

Recent work with phdtotransistor area arrays (Ref. 42), operating

" in the charge storage mode, indicates that detection of 0.4 pJ llght

pulses at 600 nm with 2u sec access time is possible. The stored charge

could be held for at least 80u ‘sejc ina 16 x 16 array.‘ The operation of ..
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the system is slightly complicated by the fact that a three-step word-line

interrogation sequence is required to operate in the charge storage mode.

Another array to be considered is the diode light sensor-FET isolation
element array. Two configurations for these devices are possible. The
diode may be connected in series with a voltage source and the gate of an
FET which serves as a high input impedence amplifier. In this case, the
diode operates as a steady state light sensor and the element is addressed
by biasing a particular row of interconnected sources and sampling the
various elements along the row. It is expected that the uniformity and
reproduceability of this light sensing element should be very good and
reasonable compatability exists between the various processes needed to
fabricate the structure. The other configuration consists of the diode or
transistor as a light sensor and its associated FET as a communica\.ting
device (Ref. 43). In this case, the diode or transistor has. one términa.l
in common with the substrate which can be used as the output terminal.

In this miode of operation, the sampling elements can be operatﬁed'iﬁ the
charge-storage, light-integration mode. Using transistor-FET mechani
zation, one source of interraction can be reduced (namely,' emitter bus
cross-talk); however, parasitic coupling of the switch impulses into the
output circuit through the interconnecting bus to substrate cai)aéifances,
and variations in the sampling switch characteristics are new sources of
interaction. Also, increased fabrication comglexity is experience in -the

transistor-FET array.

In addition to the approaches suggested above, which depénd on the.use

of a p-n semiconductor function as the sensing device in an array, a new

semiconductor device concept has been ~'d'evelopé.€i (}Re'fs. 44 and 45) which -

shows promise as an optical detector and could be fabricated as an a'1"ea

array. The device bperates by stbring charge in potential wells created

&
Ht




at the surface of a semiconductor, and moving the charge over the surface
by moving the potential well, The production and motion of charge is

accomplished by forming an array of conductor-insulator-semiconductor

capacitors which are used to transfer charge by the application of appro- £
priate voltages to the conductors. An important feature of this device {
concept is that it does not require the fabrication of p-n junctions thereby % |
offering significant advantages for obtaining high manufacturing yields. g‘
An optical detecting device may be made by imaging light onto the sub- £
strate, thereby creating electron-hole pairs which diffuse to the conducting J
electrode and are stored in potential wells created by the electrodes. 2

After an integration period, the signal is read out by shift register action.

The design of the circuitry for electronically scanning and interro-

gating the PDA will depend largely on the memory organization (word

lengths) and on the desired output bit rates. It is expected that 10 to 20
bit words will be read out at 5 to 10 million words per second so that a
10*° to 10*® bit memory could be completely accessed in 10° to 10*% !W‘g
seconds. Sense amplifiers, NAND gate word transfer elements, buffer ’
registers, timing clocks, and associated AND and OR logic gates are E
‘presently capable of operating at a 107 bit per second rate. For example,
a 256 x 256 element PDA could be connected to 256 row ena‘biling switches

and 256 column level sensing amplifiers. The 256 level sensing amplifiers

e

could be arranged as sixteen 16-bit words driving 16 NAND gates. The"

e

outputs of the 16 NAND gates feed a 16-bit buffer register, connected to

16 AND gates, synchronized to read pulses from a tim‘ing clock. With
such an arrangement, 16-bit words could be read out al;t'6 x LOs words
per second for a 96 x 10° bit per second readout rate. Electroniésg,f:g , :

p'erfo’r;ln these operations are not far from present state-of-the-art. The

major problems to be addressed in implementing such circuitry include
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impedance matching of the PDA elements to the enabling switches and
to the sense amplifiers, minimizing switching transient cross-coupling
effects, minimizing effects of any RFI or other electrical interference,
and maximizing the reliability of the large number of integrated circuit
elements. The problems associated with implementing the PDA itself
are expected to be more serious and to require more engineering

development than the interrogating circuitry.

5.8 SYSTEM ELECTRONICS

The system electronics will include a prime power source, the
specialized drive circuitry for each system component and a special
purpose central processor which controls and synchronizes the ’overall
system operation. We cannot, at this time, be specific about these

electronic assemblies, but some general comments can be made,

It appears that the laser will consume the bulk of the energy
available to the system. The capacity of the prime power source will,
therefore, be strongly affected by laser output power requirements and
by the overall laser efficiency. The operating power levels expected for
the BDC, the beam deflectors, the PDA, and a central prbces sing unit
will probably be in the 10 to 100 watt range; the laser may require

several hundred watts.

Each system component will require specmhzed drlve c1rcu1try For
example, acousto-optic beam deflectors W111 regulre two electronmally |
tunable oscillators and two broadband power amplifiers, each with inter-
face logic for control inputs from the central processér. In contrast, the
PDA will require word oriented d1g1ta1 logic c1rcu1try thh electronlc |
line scanning; techniques for time scahng and data multlpleymg n‘ught
also be required. From a systems v1eWp01nt, it is essential that all of

these specialized drive circuits be compatible with control commands "

t
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issued by a central processing unit, Therefore, in all cases circuitry o
interfacing with the central processor must be provided. ?

The central processing unit includes a special purpose computer e
and associated software and system interface equipment. The specific 1\
order, speed, and complexity of control commands issued from this -
unit to the several system components will depend on the system configur- i{
ation, on the input/output data rates, and on the number of possible -
commands each component must receive.
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SECTION VI

SYSTEM DESIGN AND SYNTHESIS

Several important relations among the parameters of a holographic
memory system can be developed without fixing the exact geometries or
techniques, A set of general relations is developed in this section;
these relations can be considered a first edition of an overall set of
systems design equations. This development is followed by the appli-
cation of these design equations in syrnthesizing two system; in each
system a hologram format is selected, along with spécific techniques
for the major system components, and performance criteria are

established for the storage material and for the system components.

6.1 GENERAL SYSTEM DESIGN RELATIONS

Many factors must be considered in relating the quant1t1es which
affect the system design. The fact that these quantltles are interrelated
prevents them from being neatly categorized. The def1n1t1ons of these
quantities and the derivation of the design equations is begun by consider-
ing a general geometry. As other system features are examined, these

initially defined quantities will reappear.

6.1.1 Geometric Features : B g

The following quantities are defined with reference te Fig. 6-1,

For the block data composer we have:

L. = side dimension of the BDC;

L = side dimension of a bit in the BDC

N = number of bits per dimension in the BDC and in the PDA;
k, = BDC center spacing parameter; so that
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N = —2 (6-1)

For the hologram array we have:

D
d

M = number of storage locations per dimension;

side dimension of holographic memory;

side dimension of each hologram storage location;

]

k,= holographic memory center spacing parameters; so that ;

D 5
M “%ad {6-2)

Further, we have:

z = separation between the holographiec memofy and the BDC;
if a lens is used between the BDC and the memory, z can
be replaced by the separation between the lens and the
memory (typically, z - f where f is the focal length of the o
lens)

- § = Rayleigh resolution limit for the hologram aperture d at the BDC;

A = wavelength of laser illumination; so that

Az
6 =q | (6-3)

If k; is the resolution redundancy parameter for each storage location,

we have
ka Az
L=kab=—— , (6-4)
and
D :
k4 = —;— (6"5)

We also make the following definitions:
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Co = memory bit capacity with one hologram per storage location;
C = total memory bit capacity;

p_ = number of incoherently added holograms per storage location;
p v = maximum useful bit pac.ing density in bits per unit area; so

that the following relationships hold

. k L
- NeME- [— e -
Co = N"M™ <k1k2k3 A ) ’ (6-6)
C =Co P, » V (6-7)
C, s M23d3p :E:.E’EY (6-8)
(o] xy kzd »
and
N
D 2k, (..9_ ) (6-9)

ny
The quantity P, is proportional to the thickness b0 of the storage
material. With either wavelength or reference beam angle discrimination
between incoherently added holograms, P, will be given by

P, = l‘zb‘D (6-10)

where I‘z is a measure of the number of equally spaced Wavelgn‘gfﬁ or .
angle resolvable elements in the wavelength or angle band available. For
example, with wavelength discrimination and an average angle between

signal and refcrence beams of 30 degrees, I‘z is given approximately by

(Ref. 6)

As - Ay S P A
I‘z ~ SXOB ' | (6-1'1)‘
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where ), and ), are the longest and shortest wavelengths in the available

band, respectively A\, is a wavelength near the center of the band,

6. 1.2 Optical Loss Parameters

The laser output in any system will be divided between the signal
and reference paths during read-in with some fraction of the energy directed
initially along each path being received at the storage material, All of the
available laser energy can, in principle, be directed along the read-out path;

however, many practical configurations will not permit this, The more

Bl

important optical transmissivity factors are defined and related as follows

(refer to Fig, 6-2):

Ts = fraction of the laser energy initially directed along the signal
beam path which reaches any one storage location during
read-in;

T, = same for reference beam path;

’I‘r = same for read-out beam path;

ts = transmissivity of passive optical components in the signal
path (excluding a diffuser, if one is used);

tw = same for reference path;

t = same for read-out path;

td = fraction of the energy from a signal path diffuser directed
toward any one storage location;

Ng optical efficiency of the beam deflector;

N, = optical efficiency of the block data composer; .

T = transmissivity of the passive opticka].r components preceding the

beamsplitter, including the effects of beamsplitter losses,

With these definitions we can obtain the following relations:

B
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tt dnb , Fresnel geometry
T =(° (6-12)
s .
tsndnb , Fourier transform geometry

T =1t ‘nd y (6-13)
and
Tr = trnd . (6-14)
Consider aread-in situation having a reference-to-signal beam
intensity ratio at the storage location of K; the total energy reaching the

storage location U: is given by

N ats
ks 2

U =U + U = (1+K) U_ | (6-15)

o o

where Us and U::V are the amounts of signal and reference beam energy
reaching the storage location, respectively (see Fig. 6-2). We may also

write that

ats
b3

Y

TU +T U, : (6-16)
s s W W
where US and UW are the anmiounts of energy initially directed along me
signal and reference paths, respectively. Also,
TU =U +U ‘ (6-17)
ii s w

where Ui iz the total available laser o‘utput energy per pulse. These

relations lead to

T ale
t

1+KT_/T
= - U .
ol (1+K) T.T_ . "t
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We can define the energy per unit area required to optimally expose the

storage material by Sr' Then for a hologram area d° we get

1+ KTS/TW
= 2sS . -1
Ui (1+K) TiTs d Sr (6-19)

Given a material sensitivity, a hologram size, and the system losses, the

required laser energy per read-in pulse can be determined from Eq. (6-19).

The optical losses for read-out must include the effects of the
hologram diffraction efficiency, defined as Ny, If each detector in tﬁe
PDA must receive an amount of energy u d to achieve a given SNR and
error rate, the laser must supply an output energy U, for read-out

given by

U, =

(6-20)
nhTr

6.1.3 Laser Power, Pulse Width and Pulse Rate Factors

The laser is assumed to operate in a pulsed mode for bo_th ’read-‘in
and read-out. The peak and average laser power and the pulse width and
pulse spacing might be different for the read-in and read-out operations.

The following quantities are defined:

Ppi = peak laser output power during read-in;
Pai = average laser output power during read-in;
Ppo = peak laser output power during reaﬁd-oﬁ.t;
Pa0 ~ = average laser output power during read-out;

6-8

[}
ArTUTER
£

STy,
SRS




PTi = total prime power supplied to laser during read-in;

PTo = total prime power supplied to laser during read-out;
Tpi = laser pulse width during read-in;

vqi = laser pulse rate during read-in;

Tpo = laser pulse width during read -out;

vqo = laser pulse rate during read-out;

v. - input bit rate;

v, = output bit rate;

Ny = overall electrical to optical laser power conversion

efficiency.

These quantities can be related to each other and to other system

juantities as follows:

Ui
P i = p (6-21)
and Ul . '
LA I 2

In Eq. (6-22) the quantity in parentheses represents the amount of laser

energy which must be supplied per input bit. We also have that

TS
Pai Vi 1+K Tw |
Tl- n, NTm, (1'}K) T.T_ r L |
’Uo e : SECTETEE N R ~
P = , U ‘ R ‘ (h-24)
po T , , : o ‘ ]

o




and

_ _/o ]
P, =Uyv ’(N2>Vo . (6-25)

In Eq. (6-25) the quantity in parentheses represents the amount of laser

energy which must be supplied per output bit. Finally,

P u.,v
P = _ao _ _L%_ . (6-26)
o n,(/ ntnh r

6.1.4 Important BDC Relations

The effect of the BDC on the overall system was partially described

in Eq. (6-25), which includes the effect of the BDC optical efficiency T
Another important BDC parameter is the contzfact ratio ll!b, definiz‘fd ag the
ratio of the light intensity transmitted by ON positions to that »transmitted
by OFF positions. If we define the signal to noise ratio which the storage
material will provide for a given optical arrangement to be (SNR)S, then
the effective overall signal-to-noise (SNR)T is given by
{SNR) ¥, |
(SNR)T, &—W (6-27)T

where f is the ratio of the area occupied by the OFF signals to that by
the ON signals. | S

The prime power reQuifemeni:_,._g of the BDC will be determined
mainly by the requirements of the logical drive cifcﬁitry and by the input
bit rate. The magnitude of the power required byfthe BDC is iiot expected

to be a signifiéant factor in the overall systen: design.
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6.1.5 Important Beam Deflector Relations

The beam deflectors must provide access to each of the M® hologram
storage locations for each wavelength used or for each reference beam
angle used. Present indications are that acousto-optic beam deflectors
(AOBD's) will be used in the holographic memory system. An electro-
optic deflector (split-angle type) might be used on combination with a
primary pair of AOBD's if reference beam angle changes at each storage
location are required, but the more important system design conditions
will involve the AOBD's. The following quantities and relations are
important for the design of an AOBD: S

Tq = time required for an acoustic wave to propagate acress the

useful aperture of the AOBD;

Ld = useful length (aperture) of an AOBD;

V4 = acoustic propagation speed in the AOBD material;

eB = acoustic Bragg angle; o

Afd = electrical bandwidth over which the AOBD can be operated;

ed  ° center frequerncy;

kd = number of Rayleigh resolution elements assigned to each
AOBD accessible position;

k}\ = parameter accounting for increased AOBD performance

requirements resulting from the u#e of more than one laser

wavelength.

The AOBD optical efficiency 1 g vas defined aﬁd used earlier in
Eqs. (6-12) thru (6-14). Also, the number of positions M per dimension
that the deflectors must access was defined and used in Eqs. (6-2), (6-6),
and (6-8). Other important relations for the desi‘gn of an AOBD for

this system are given as follows:




M = kdk 4 R (6-28)
AN
and
L
T =;‘—’- . (6-29)
d

The acoustic Bragg angle condition and incremental angular change are

A
6B= cd ’ ’ (6-30)
Vd
and
66 =>\— of . . - (6-31)
B Vd -d ’

In Eq. (6-31), 69B is an incremental AOBD output angle change resulting

from an incremental frequency change 6fd.

The parameter k}\ may be unity if some optical scheme is used to
compensate for the required changes in GB for changes in A at a fixed
center frequency fcd’ as described by Eq. (6-30). If no optical compen-
sation is provided and if the AOBD's must operate at all wavelengths

between A; and Az (Az>1,), then the center frequency fcd is broadened

to a band Afc g given by

' _ Ao - Ay ,
A'fcd— Ao f<:do ' (6-32)

~where Ao is the median wavelength and fcdo is the center frequency at

Ao. The factor k)\ is given by

r‘?‘:t"“‘}




1 .
k, = {6-33)
VT T e
Afd
For this case, that portion Afd;': of the full bandwidth Afd available for
accessing the M output positions per dimension is given by
sk Afd
Afd :T: Afd-Ade . (6-34)

It is apparent from Egs. (6-32) - {6-34) that compensation for A changes

with changes in f | can place rather strong requirements on the bandwidth

cd
of the AOBD's. For example, with A; -A; = 200 nm at Ay = 500 nm, a
100 percent overall fractional bandw1dth (Af /f ) is necessary to achieve
a 60 percent fractional bandwidth (Af /f cdo ) at each wavelength in the

band.

6.2 SYNTHESIS OF A HOLOGRAPHIC MEMORY WITH A THIN PLANAR
STORAGE MATERIAL AND A FRESNEL GEOMETRY

A simplified layout of a holographic memory using a thin planar
storage material and a Fresnel hologram geometry is shown in Fig. 6-3.
This holographic memory approaCh should not be considered optimum; it
is chosen to illustrate importaintt S}:rstern tradeoffs. As the syn,th"esi's
develops, we shall see that the power requifements for the Fr‘es‘hel
the power requ1rements can be reduced to more reasonable levels.
Angular conjugate reference and readout beams ar used in this system,
as indicated. This selectlon is permltted only for truly thin storage
materials; the maximum thickness must be less than about one holographic
fringe spacing (typically less than 0.5 microns). With this readout scheme

no lenses are required between the BDC (or the PDA) and the storage
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medium. A real image of the input data (the BDC) is generated behind
the storage material in a plane which is conjugate to the input plane; the

PDA is located in this output plane.

The reference and readout beam paths are created from a cormmon
beam by the polarizing beamsplitte; PBS. The polarization switch PS
in this path can be electronically activated to rotate the plane of polari-
zation of the incident beam by 90 degrees so that the PBS will either
totally transmit or totally reflect this beam (with slight losses). For
readin the PS does not alter the incident beam and the PBS totally trans-
mits. For readout the PS rotates the beam 90 degrees and the PBS
totally reflects. The AOBD's in this path can be made polarization

insensitive with either a liquid media or an acousto-optic crystal such

as lead molybdate (PbM,0,).

Lens Lg is positioned one focal length from the AOBD's and provides
reference beams that are parallel in diréction but coﬁvérgiﬁg fo spatially
separated points. Lenses Lg and L, in the readoutk"path inverf the beam
positions to provide the required reference/readout beam tracking; these
lenses simultaneously provide an image of the PBS reflection plane at
the conjugate plane between L., and the storage medium HM. Th’is'la‘tter
feature matches the sizes and wavefront curvatures of the reference and
readout heams at the storage material to minimize aberrations in the

reconstructed bit patterns.

The electro-optic switch (EOS) in the signal beam path is actiyfratedj N
to extinguish the signal beam during readout. Lenses. Ll‘a and Lg eXpah&
and collimate the signal beam. The diffuser plate kDP) is chosen to pro-
vide reasonably uniform contributions from each point in the BDC at each
point in the holographic memory HM Since the diffuser eiﬁicienpy t d

decreases with increasing illumination uniformity the need for a compro-

mise is indicated. In the remainder of this synthesis we shall o_ft‘en. r_efer
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to and use the definitions and relations provided earlier in this section. o

The diameter of lens L, must be at least ﬁ L; the diameters of
lenses Lg, Lg and L, must be at least 42 D. The width and height of

the PBS must be at least DxD for the arrangement shown in Fig. 6-3. V;:
The dimensions of the PBS can be reduced by separating the reference/ -
readout beam on a smaller scale, fcllowed by an optical expansion to "m
the required dimensions of the memory, In either case lenses with *
apertures of at least 42 D are required in each path. ;F

The first quantitative constraint can be set by maximizing the —
apertures of the reference/readout path lenses. Although the maximum i,,.

practical aperture is subject to question, we will assume a 12-inch

“::;ﬁ?

| S

F R

(300 mm) upper limit for this example so that D < 212 mm; we choose

D = 210 mm. We further assume that k, = 1.3 is a practical choice;

RS
1

¥ T

the specifications for the storage material will be established, as this

synthesis develops, to be consistant with this choice. Using these

selecticns and Eq. (6-8), we get

3!

C

C<2.61x10%p
o Xy

« 4»&!&;." ;

To achieve a capacity of C 10° bits the storage material must support

a cholographic bit packing density of ny = 3,84 x 10* bits/mm?®. This
packing density can be obtained with the best available high resolution
films at signal-to-noise ratios of the order of 300 or 25 dB. No thin
erasable material is known to have such a packing ‘dénsity, but MnBi

and photoplastics arev’p‘rospectské». In this system the center s,p,acing of

the detecting elements in the PDA and of the bit positions in the BDC

will be identical; therefore k; =k, = 1.3. The smalle’st'practical. PDA
center spacing is expected to be about k;4 = 0.05mm so that ¢ = 0.0385
mm. We setk, =1 sothat z=D =210 mm apdﬁ the resolution redundallmcy:

[

6-16




[

A

ko

factor is set at kg = 3. At this point we assume that a pulsed ruby

laser with A = 694.3 nm will be a suitable laser. With these numbers
we get, from Eq. (6-4), that d = 11.35 mm. From Eq. (6-2) we have
that M = 14 which leads to N = 2255, The prospect of constructing 2 BDC
or a PDA with N® = 5 x 10¢ elements is very poor, mainly because of the
complexity of the logic circuitry which would be required. We must seek

other criteria for choosing d, 4, M, and N.

A practical choice for N appears to be N = 256 lines. An N x N
matrix could be arranged with sixteen 16-bit words per line on 256 lines.
From Eq. (6-6) we than have that M = 124; Eq. (6-2) givesd = 1.3 mm
for the hologram size. By substituting these values in Eq. (6-4) we get
4 =90.336 mm. The BDC side dimension is obtained from Eq. (6-1) to
be L = 112 mm. These results appear reasonable. A pair of AOBD's
providing access to 124 x 124 positions with a beam size of d = 1.3 mm
area can be fabricated with PLZT ferroelectric cefarhics if present
development trends are indicative of the capabilities of these ceramics.
Center spacings of 0.44 mm can be achieved with several classes of
PDA's; array sizes of 256 x 256 are expected to be achievable within

three years, at the'latest.

The laser power requirements for readin and feadout can be estimated
by assuming some reasonable optical loss and efficiency parameters,
With reference to Fig. 6-3 and to the earlier definitions, we make the

following transmissivity and efficiency parameter estimations:

m, = 0.8) = 0.4 (BDC efficiency)

The factor % accounts for ohly about % of the bits in a block being ''ones. !

/|
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Ny = 0-3 (AOBD efficiency)

10-%

ﬁ
I

The diffused light reaching any one hologram in this system is less than
(koM) 2 = 6.5 x 10 % because of area ratios. With these choices we get,
from Eqs. (6-12) - (6-14), that T =1.2x 1078, T =0.15 T =0.15
Ti = 0.9 (assurrted). With a beam ratio K = 4, we can now get from Eq.
(6-18) that, Ut""/Ui = 5.4 x 10 ®., An achievable amount of energy per
pulse, from a ruby laser pulsed at kilohertz rates, is Ui = 6.25x 108
joules/pulse. Therefore, the energy received at the storage material
per hologram per pulse must be Ut* = 3,38 x 10 ® joules. Since the
hologram area is d° = 1.69 mm?®, the energy density requirement of the
storage material for optimum exposure is Sr = Xlﬁt*/da = 20 ergs/cm?,
This energy density is about the same as the requirements for recording

on some high resolution photographic emulsions. It is about 50 times

lower than the requirements of Kodak 649-F high resolution film

For readout each detector in the PDA must receive an energy of
uy = 3 x 10712 joules. If we assume that the hologram diffraction
efficiency is nm_=0.01, Eq. (6-20) yields U =0.15x 1072 joules
which is about 0. 025 Ui' However, the energy initially directed along
the reference/readout path by the beamsplitter BS will be only 4 x IO_EUi
because of the relatively large signal path losses. An optical scheme
which directs a higher fraction of Ui along the reference/readout path
during readout must be added to the system. One possible scheme is to
insart a second polarizing beam splitter PBS; and polarizing switch PS;

between L., and BS in Fig. 6-3. A third polarizing beamsplitter PBS; is

inserted between BS and M, in the reference/readout path. Additional
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mirrors could direct the energy reflected by PBS, into PBS; with the
polarization adjusted so that this energy is reflected toward M, along

the reference/readout path.

The laser pulse width, along with Ui’ will determine the peak
laser output power. For example, if a pulse width of Tpi =10"7 seconds
is used for the readin cperation, then Eq. (6-21) shows that Ppi = 62.5x
10® watts. A more important quantily is the average laser output power,
pai and pa.o' The energy required per bit frorﬁ the laser during readiu
is Ui/Na = 9.5 x 10" % joule/bit, and Eq. (6-2.} shows that P .=9.5x
10—8\)1. For v, = 10°® bits/second, Pai = 9,5 watts. If the overall
laser efficiency is Ny = 10”2, then the prime power required for the
laser at v, = 10°® bits/second is PTi = 9500 watts. Lower peak and
average powers can be tolerated during readout if a large fraction of

the laser output can be directed along the readout path.

In assuming that the storage material could support a bit density
pxy = 3.84 x 10* bits/mm=>, we noted that existing nonerasable materials
can operate at this storage density with (SNR)S ~ 300, or 25dB. In
selecting PLLZT as the material for the BDC ‘we have a potential contrast
ratio ‘i’b = 1000, or 30 dB. A more realistic estimate of the achievable
contrast is believed to be ‘i’b = 100, or 20 dB. With these estimates we
get from Eq. (6-27) that (SNR)T ~300, or 25 dB with f, the ratio of the

areas of the ON and OFF signals, being 1:1.

The two orthogonal AOBD's must each access M = 124 positions at
only one wavelength (k)\ = 1). We take kd = 2 as a reasonable spot

resolvability factor so that Eq. (6-28) yields T’iAfd = 248. Jf we select
water as the acousto-optic medium, we must hold the maximum fregnency
: X
fa® 284
Assuming that the bandwidth is Af

below about 30 MHz to prevent excessive acoustic attexuation,

= 0. Sfc , we have fc = 24 MHz,

d d d
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Lfd = 12 MHz, and Td = 27 U sec. Since v, = 1.5 mm/u sec for water,

d

the total length Ld of each AOBD is, from Eq. (6-29), Ld = 18 mm. The

acoustic attenuation A for water can be expressed by

A = of2 Ld (6-35)

where A is in dB when o is in dB/Hzg-mm, fis in Hz, and L., is in mm.

d

For water at 70°C, a = 7.3 x 10-*7dB/Hz°-mm so that for f = 30 MHz

and L

d

= 18 mm we get A = 1,2 dB which is an acceptable attenuation.

Alternatively, if we select PbMy,O,4 as the acousto-optic medium,

we can operate at f

gives

= 100 MHz with Af_ = 0.5f . = 50 MHz which
cd d cd

Tq = 5 U sec. Since Vy = 3.75 mm/u sec in PbMaOy, Ld = 18.8

mm. Attenuation effects on PbM,O, are negligible at these frequencies

and lengths,

The AOBD length L. can be under 20 mm for either choice. The

d

AOBD thickness along the optical axis in PbM,O, can be about one-third

of what it must be in water (because of the differences in f

d and \)d) to

operate in the Bragg deflection mode. The electro-acoustic coupling in

PbM,0O, is theoretically higher than for water, but the design and fabri-

cation of transducers for water is expected to be simpler. It is not clear

which AOBD technique should be chosen. Either approach may be

successful; more detailed tradeoffs would have to be examined before

making the final selection.

The design parameters for the system of Fig. 6-3 are summarized

here with comments inserted for clarification:

e W

Thin storage material (<0.5 microns thick),
Diffuse image Fresnel hologram arrangement,
Angular conjugate readout beams,

Maximum lens apertures of 300 mm,
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5. Storage material parameters:
Sr < 20 ergs cm® (optimum exposure)
p._ 23.84 x 10*bits/mm?
Xy
T = 0.01 (diffraction efficiency).

€. Holographic memory dimensions:

C = 10° bits (total capacity)

M = 124 holograms/dimension
D =210 mm

d =1.3 mm

ky= 1.3

kg = 3

7. BDC and PDA parameters:

N = 256 elements/dimension

L =112 mm

£ =0.336 mm

k1= 1. 3

BDC: PDA:

Ny = 0.4 uy = 3 x 1072 joules/detector
‘i"b = 100 or 20 dB (SNR)T ~ 300 or 25 dB

8. Optical Transmissivities:

T =1.2x10"%;t = 10-° (diffuser)

S d
T =0.15

w

r
T, =0.9

1




9. Pulsed ruby laser parameters:

A=694,3 nm

Ui = 6.25 x 1072 joules/pulse

Pa.i = 9, 5 watts at \)i = 10®bits/second
PTi= 9500 watts at v, = 10®bits/second
n, = 10-2

10. AOBD parameters:

TdAfd = 248

kd =2

k)\:l

Water: PbMOy:
vdzl.Smm/u sec vd:3.75mm/u sec
fcd = 24 MHz de = 100 MHz
Afdzl?. MHz Afd=50 MHz
Td:27usec 'rd:Sp.sec
Ld:18rnm Ld=18.8mm

A =1.2dB (max) A = negligible

The important results of this synthesis are the specifications for the
storage material, the identification of the effects of the low optical
efficiency (diffuse illumination) on the laser power and the storage
material sensitivity, and the indication of the direct proportionality of the
required average laser output power to the bit rates. The performance
specifications for the BDC, the AOBD, and PDA appear to be reasonable
for a system which might be scheduled for a breadboard pha,ée. in at most

two or three years,

| fo



The storage material must also have a special property not yet
mentioned, During each read-in operation, signal beam energy will reach
all storage locations. Some threshold or control mechanisms must exist
which prevents the M® -1 unwanted signal contributions at each location
during the M® read-in operations from adding to the total exposure.
Otherwise, these contributions will partially expose the storage material.
Both MnBi and photoplastics have such a mechanism. MnBi has a Curie
temperature threshold which will permit a change only when signal plus
reference beam energy is present. Photoplastics can be arranged such
that a light signal affects the optical properties of the material only when

a particular sequence of charges and voltages are applied.

We have seen that the major disadvantage of the Fresnel geometry
is the low utilization of light, leading to excessively high prime power
requirements. We shall now consider a system which is considerably
more efficient in light useage, leading to reduced laser powers and reduced
demands on the sensitivity of the storage material, even though the capacity

of the system will be increased by an order of magnitude,

6.3 SYNTHESIS OF A HOLOGRAPHIC MEMORY WITH A THICK PHASE
STORAGE MATERIAL AND AN IMAGING FOURIER TRAN SFORM
GEOMETRY
A simplified optical layout of a holographic memory which incorporates

a thick phase storage material and an imaging Fourier transform geometry

is shown in Fig. 6-4. The reference and read-out beams for this geometry

are identical; an image of the data in plane P, (the BDC) is projected onto

Plane, (the PDA) when a beam identical in all respects to the reference

beam is directed at the corresponding hologram in plane P, (the holo-

graphic memory HM),
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In the system shown in Fig. 6-4, the AOBD's precede the reference;
signal beamsplitter; Hoth the signal and reference/readout beams are
deflected. In the signal path a hologram beam forming array (HBFA)
intercepts the deflected and collimated beams from the AOBD's. Each
element in the HBFA corresponds to an AOBD output positicn and there-
fore to a hologram storage location in the HM. Each element of the
HBFA array has the property that the output beam appears to come from
a unique point in plane P,. Therefore, the HBFA converts the angularly
deflected beams into a set cf point sources in plane P;, one point source
per AOBD cutput angle and storage location. Plane P, is one focal
length from lens L; so that each apparent point source in plane P; generates
a collimated beam to the right of I.;. Each collimated beam from L,
propagates through the BDC and toward lens L, with a unique angle
relative to the optical axis. The BDC in plane P, is two focal lengths
from L,. In plane P, one focal length behind L,, a light distribution
proportional to the Fourier transform of the data in the BDC is formed.
The position of this light distribvtion is laterally displaced from the
optical axis by an amount proportional to the angular deflection from the
axis of the collimated beam from L;. Appropriate choices of angular
deflections will provide separation of each signal beam at the memory.
The properties of lens L, are very important since it both transforms

and images the data for each of the M2 input images.

The reference/readout path is fairly simple. Lenses Lg and Lg

image plane Pg into plane Pg. The deflected beams pivot about the inter.

section point of the reference/readout axis with plane Pg.

The full aperture hy of lens 1., can be related to other system

parameters for the configuration in Fig. 6-4 by

2f, A
1

(6-36)

hy 22D + L +




where f, is the focal length of lens L. We can define the aperture ratio

R, of lens L, by

R, =D& | (6-37)
fq
and get that
A\ L
(k- ——) h, - = 6-38
D=(d-g) b -3 (6-38)
Typically, Ry, 20.3 and A/4 <0.01; therefore,
D<#%(hy - L) . (6-39)
The hologram aperture d must resolve 4 in P,. Thus, we get
d=ks 6=k "f‘* (6-40)
Using Eqs. (6-1) and (6-2), we get
LD = kykkgNMf, A (6-41)
which can be rewritten as
1,
LD = k; kpk3Cp 5y A (6-42)

Using Eq. (6-37), the equality of Eq. ‘(6-39), and Eq. (6-42), we get that
Dz - 3R,f,D + =’31<1k21<3c<,;~3'zf4 =0 (6-43)

Solutions to Eq. (6-48) are that

e R

The term in brackets will be imaginary unless
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R 2f a %
_.:’Tgi- 2 #k,kokaCo® ) £, (6-45)

oY

c.F < Ra'fe (6-46)
°© T 8kykpkag A

We now choose ky; =ky = 1.3, ky =2, A= Amax = 700 nm, and Co = 10°
bits and get, with the equality of Eq. (6-46), that

R, %f, = 600 mm (6-47)
2r
h, =-(3-O-Q- mm . (6-48)
Rq

The largest lens aperture considered feasible is 24 inches (600 mm). Thus,
to achieve C, = N°M? = 10° bits with the arrangement in Fig. (6-4) and the

parameters so far selected, we must choose

h, = 600 mm
Ry=1

f, =h; = 600 mm
D
L

+R,f, = 150 mm, from Eq. (6-44)

n

h, - 2D = 300 mm, from Eg. (6-39) with the equality.

{1

We can now choose N and M; the choices N = 256 and M = 124 appear
reasonable. The number of incoherent additions P, is as yet unspecified;
we choose p_ =10 to get C = Cop, = 101° bits. We can now get that d =
D/k;M = 0.93 mm and £ = L/k; N = 0. 90 mm. The 4 dimension is rather
large; an imaging system with demagnification might have to be inserted
after plane P, to reduce the size of the output image to make it compatible

with more practical PDA dimensions.
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From Eq. (6-8) we can not get pxy = 7.5 x 10* bits/mm?, which is
about twice the storage density of the first system, At this density, we

can still expect to achieve (SNR)S = 100, or 20 dB.

Since we have assumed P, = 10, a laser which can provide ten discrete
wavelengths with electronic wavelength selection means is required. A
Nd-YAG laser, which can be operated in an intracavity freqguency doubled
mode to provide 13 discrete visible laser wavelength, is now commercially
available. The distinguishing features of this laser were discussed in
paragraph 5.4 We shall proceed with this synthesis assuming that such
a laser could be designed with electronic wavelength selection, with
sufficiznt coherence, and with sufficient peak and average power outplits.
The performance required by the system will be compared to presently

achievable performance levels,

From the 13 available discrete wavelengths between 473 nm and
679 nm, 10 can be selected so that the closest spacing between adjacent
wavelengths is 3 nm. From Eqs. (6-10) and (6-11) we find that bv setting
Az - Ay = 3 nm, Ay = 500 nm, and P, = 1 (adjacent wavelengths), the
storage material thickness must be at least by = 0.42 mm. This result

is compatible with the hologram dimension d = 0. 93 mm,

The optical transmissivities and efficiencies will be similar to those
in the first synthesis with one major exception: a diffuser is not used and
a much larger fraction of the signal beam energy reaches the HM during

each readin., We assume, therefore, that

- 4

m, = 0.4
= 0.5

ng =0

t =t =t =0.3

t, = 1.0 (no diffuser)
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With these values we get, from Eqgs. (6-12) - (6-14), that

e

T =0.00
8

T =T =0.15
r

Ti = 0.9 (assurmed)

Using a beam ratio K = 4, we find from Eq. {6-18) that Utﬂ:/Ui = 0. 104.
If d2 = 0.865 mm?, we obtain from Eq. (6-19} that

S =0.12U, (6-49)
r 1

where Sr will be in joules/mm? if Ui is in joules, The multiple visible

wavelength Nd- YAG laser appears to be capable of supplying Ui = 7x10°°
joules = 700 ergs per pulse at a 4 KHz pulse rate. Therefore we can
tolerate a film exposure energy density requirement of Sr = 8400 ergs/cm?®.

Kodak 649-F high resolution films requires only 1000 ergs/cm?.

For readout each detector in the PDA must receive about ud =3x10-1~°

joules. The amount of energy directed along the reference/readout path

for K = 4, Ts = 0.06, and Tt = 0.15 1s

T,
1
& —— = 0. . -5
N = U, = 0.346 U, (6-50)

s
1
+KT

r

Thus the effective laser output energy U, = U, = 0, 346 Ui and from Eq.
(6-20) we get

MU, = 3.8 x 10-° joules. (6-51)

For U, = x 107° joules, the hologram diffraction efficiency per hologram
i
must be T, = 0.054. This efficiency level is practical with P, = 10

holograms per storage locations.
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The peak laser power for Tpi = 10"7 seconds is Ppi = 700 watts.
The average laser power Pai is more important; the energy per bit
supplied for readin is Ui/Nz = 1.06 x 107° joule/bit. From Eq. (6-22)
we find that P_. = 1.06 x 10"%v.. For v, = 10° bits/second, P_. = 0.106
watts. The presently available Nd- YAG laser can operate at this average
output power level in a repetitively pulsed mode at each of the 13 visible
wavelengths. If the overall laser efficiency is Ny = 10"2, the prime
power requirement at v, = 10® bits/second is PTi = 106 watts. We note
that the power requirements for the Fourier transform approach are
nearly two orders os magnitude less than those for the Fresnel approach

discussed in the previous system and that the system capacity has been

increased by a factor of ten.

—

In assuming the storage material could support a bit density of
pXY = 7.5 x 10* bits/mm?, we noted that (SNR)S = 100, or 20 dB, appears
feasible. With PLZT as the BDC material we again can expect ‘i’b = 100, T
or 20 dB. Thus, with Eq. {6-27) we can estimate that the PDA will observe

(SNR),, 100 or 20 dB.

T
The two orthogonal AOBD's must each access M = 124 positions for -
0,7 10 wavelengths in the band from )\1- = 473 nm to Ay = 679 nm. If r
we assume that an optical Bragg angle compensation scheme such as the i

simple one illustrated in Fig. 5-3 is used, the center drive frequence

fcd will be approximately the same for each wavelength so that very o
little extra drive bandwidth will be required. However, the specific
drive frequency Which directs the beam to any specific storage location ot
will be differernt for each wavelength (except at the zero incremental S
deflection position where f = fcd)' Therefore, the drive electronics must -
be capable of providing about pZM = 1240 stable output frequencies within ‘
the bandwidth Afd instead of M = 124, as in the first system. Otherwise, ¥
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the AOBD's for this system can be identical to those characterized in the

first system synthesis.

The design parameters synthesized for the system of Fig, 6-4 are

summarized here with comments inserted for clarification.

1. Thick phase storage material.

2. Imaging Fourier transform hologram arrangement.
3. Identical reference and readout beams.

4, Fourier transforming lens parameters:

h, = 600 mm
Rqg =1
f, = 600 mm

%, Storage inaterial parameters:

by 20.42 mm (AAX_. = 3 nm)
min

p, = 10 incoherent additions

Sr < 8400 ergs/cm?

p._27.5x10% bits/mm*

Xy
My 2 0.054 (diffraction efficiency)

6. Holographic memory parameters:

C = 10'° bits (total capacity)

M= 124 storage locations/dimensions; P, = 10
d =0.93 mm

k= 1.3

k3= 2

7. BDC and PDA parameters:

N = 256 elements/dimension
L = 300 mm

£ =0.9 mm
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8.

9.

10.

BDC: PDA.:
nb-_-o./-l udz3x10'12j0u1es/detector
‘i’b = 100 or 20 dB (SNR)T ~ 100 or 20 dB
Optical transmissivities:
T = 0.06
T = T - 0. 15
w r
T, =0.9
i
Nd-YAG laser parameters:
p, = 10 wavelengths from 473 nm to 679 nm
U, = 7x10°° joules per pulse

1

P . = 0.106 watts at v. = 10° bits/second

ai i
PTi = 106 watts at \)i = 10® bits/second
T]L = 10-°

Electronic wavelength selection means required.

AOBD parameters:

Optical compensation for the required Bragg angle changes

with laser wavelength (fixed center drive frequency)

f. =24

'Td A d 8

k, =2

d

kk = 1 (because of optical compensation)
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water: PbMoOy,:

vy = L. 5mm/sec 7 3. 75mm/usec
f ., =24 MHz f . =100 MHz

cd cd

Afdz 12 MHz Afd.=50 MHz
'rd=27 usec Td=5usec
Ld=18mm Ld=18.8mm

A = 1.2 dB (max)

A = negligible

The important results of this synthesis are the specifications for the
storage material, the specifications for the Fourier transforming lens,
and the specifications for the multiple wavelength laser. The perform-
ance specifications for the BDC, the AOBD's, and the PDA appear to be
reasonable for a system which might be scheduled for a breadboard phase
in at most two to three years. The added feature of operation over a
wide range of visible wavelengths will affect the design and operating
compiexity, but these are not expected to introduce insurmountable

constraints.

The signal beam energy is highly localized during each readin in the
Fourier transform geometry. The storage material will not require a
threshold or control mechanism for desensitizing the M=2-1 other storage
positions when one is being exposed if the slight amount of stray light

in the vicinity of each readin signal can be tolerated.

The major implementation problems for this sytem would be
obtaining a satisfactory read/write storage material, and a high quality
lens with a unity relative aberture and a 600 mm focal length or its
equivalent. The 2.4 meter space required between the input plane (the

BDC) and the output plane (the PDA) might also present a problem




although the optics can be folded to preserve space. Furthermore, a

proper optical design can reduce the total length of the system.

The two systems synthesized here should not be considered
optimum. They were selected tc illustrate in detail the flavor of the
systems design tradeoffs and constraints Further design efforts are
needed to optimize the overall system performance. Nevertheless, it
is clear from these two examples that a thick recording material is
needed to achieve large storage capacities and that the Fourier trans-
form geometry places a much lower requirement on the prime laser

power,
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SECTION VII

RECOMMENDATIONS

7.1 INTRODUCTION

In this section we give recommendations for continued efforts to
develop a mass holographic memory system. These recommendations
are based, in part, on the results of our exploratory studies during the
past year and, in part, on our assessment of state-of-the-art technology
in several key areas. A mndifiable feasibility optical test bed should
be designed and fabricated that is capable of using existing devices (such
as acousto-optic beam deflectors, lasers, photodetector arrays, etc.)
as well as improved versions of these devices as they become available.
The recommended program ccould be accomplished within one year; the
performance figures are consistent with this time scale. The ultimate
performance needed of the various components to achieve a 10 - 10 “bit

read/write memory are also noted where appropriate, |

We recommend that the test bed system be designed to operate in
either of two modes. In the first mode, an interim read/write storage
material (such as a photoplastic material) should be used so that the
total memory system can be operated and tested under conditions similar
to the intended application, but at a reduced total capacity. In the second
mode, a thick semi-permanent recording material should be used so that
incoherent addition can be demonstrated and tested; the total capacity in

this second mode will be, therefore, higher than in the first mode,

We recommend that an extensive program be started to develop
suitable recording materials for this application. A list of the require-
ments for this material is given in paragraph 7.4. We also recommend

that a computer simulation program be started to assist in the optical




design; since the operating parameters of the major system components
interact, it is difficult to optimize an optical design with so many free
parameters. The characteristics of the storage material also strongly
influence the system design. A part of the computer simulation should
be to model the behavior of the photographic film so that the performance
of the total memory system can be predicted., The recommendations

are given in paragraph 7. 5.

7.2 READ/WRITE MEMORY

The recommended performance figures for the major system
components for the next phase are listed here with the ultimate perfor-
mance figure needed to achieve a 1010- 1012 ‘l;ilt memory. The capacity

of this recommended system is rather modest (2.5 x 105 bits) but it is

within state-of-the-art technology.

Laser - Commercially availabie lasers capable «f providing 0. 1 watt
at each of at least two wavelengths will be adequate for both the read/write
memory and the semi-permanent memory. For the final system an
electronically tunable laser operable at 15 or more wavelengths in a
Z.OO. nm visible range will be needed. Final specifications for such a
laser with power and pulse duration requirements compatible with updated

system requirements remain to be determined.

Beam Deflectors - Beam deflectors capable of accessing any position
in at least an 80 x 80 position format with a random access time of 30 to
60 microseconds are currently available., For the final system it is
likely that a 300 x 300 position, 15 wavelength deflector will be needed to
meet the system requirements. Final specifications for a 300 x 300

position deflector are to be determined.

Block Data Composer - As indicated in Sec,tion V, we believe that

it is possible to fabricate a BDC, from PLZT or a similar material,
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having 100 x 100 switchable elements in the near future. A 256 x 256
element BDC appears to be adequate for the final system based on our

preliminary calculations.

Storage Material - Although we do not expect that photoplastics will

be used as the storage material in the ultimate system, these materials
appear to be the only reasonable sensitive erasable optical sterage media
which are presently available. It is reasonable to expect thata 5 x 5
array of holograms can be recorded on this material; this figure,
combined with BDC capability of 100 x 100 = 104 bits/hologram, leads

to a total storage capacity of 2,5 x 105 bits. The requirements on the
storage matcrial for use in the final system are probably more remote
from state-of-the-art tachnology than any other component in the holo-
graphic memory. For this reason, we list the ultimate requirements

for this material in paragraph 7. 4.

Photodetector Array - Although it would be preferable to use a

photodetector array having the same number of elements as the BDC, we
believe it to be more feasible to begin with a partially populated array.
Such an array would provide all the necessary functions for testing and
exercising the memory. Ultimately the PDA must have the same number
of elements as the BDC (256 x 256 elements). Fabrication techniques

must be advanced and performance specifications established in this area.

7.3 SEMI-PERMANENT MEMORY

The major difference between the semi-permanent memory and the
read/write memory is that the former will use more than one wavelength
and a non-erasable thin’storage material. Since the storage material
for the semi-permanent memory may be photographic films or dichromated

gelatins having a low noise figure, more holograms can be stored in a
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memory system having fixed constructional parameters. If a 20 x 20
array of holograms and two wavelengths are used, the storage capacity

of the semi-permanent memory will be 8 x 100 bits.

All of the requirements on the components of the read/write memory
listed in paragraph 7.2 are the same, except that the beam deflector

design is somewhat complicated by the need tc operate at two wavelengths.

7.4 BASIC REQUIREMENTS FOR THE HOLOGRAPHIC MEMORY
STORAGE MATERIAL
The basic requirements for any recording medium for this memory
application is that it (1) has fast and localized read-write-erase capabilities,
(2) is panchromatic over a suitable spectral range, (3) is capable of
resolving over 2000 lines/mm, (4) has reasonable diffreaction efficiency,
(5) has good noise characteristics, (6) can be nondestructively read out,
* (7) offers high density storage capabilities, and {8) be dimensionally stable
‘ for different environmental conditions. In the following we set forth our
preliminary recommended specifications for the holographic storage
materials and, where appropriate, we include a more detailed discussion

of the requirements.

Phase Material - The recording media should be a material whose

index of refraction changes as a function of an impinging spatially modu-
lated laser light intensity. The peak (or maximum) index of refraction
change, An, should be at least 0. 001 at any wavelength in a 200 mm range.
Furthermore, the material should not have absorption losses in excess of
5 percent of the incident illumination power at any incident angle. The
choice of phase rather than absorptive material is advantageo’us because
of its higher diffracting capabilities and relatively higher signal-to-noise

ratio when a multiplicity of signals are incoherently superimposed in the
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recording materizl. For the case of simple grating holograms recorded as
fluctuations of the index of refraction in phase materials, the diffraction
efficiency mn is given as

P 'I‘I’Antg
Acos @9 '’

n= sin

where An is the fluctuations of the index of refraction, t, is the thickness
of the hologram, A is the wavelength of the incident illumination, and 6 is
the Bragg angle. This equation shows that thick phase holograms can
achieve a theoretical maximum diffraction efficiency of 100 percent when
Anty = -é— A cos . Using nominal values of A = 0.5 micron, to = 1 mm,
and 6 = 30°, we find that &n = 0. 2165 x 10-3, Allowing for incoherent
superposition of signals and variations in both wavelength and Bragg angle,

we expect that this value should be at least 4n = 0. 001.

Linearity - The fluctuations of index of refraction of the material
should be linearly related to the fluctuations of the incident light intensities
over a range of &n = 0.001, This requirement is designed to eliminate
recording nonlinearities which tend to degrade the signal-to-noise ratio of

the reconstructed imagery.

Thickness - The nominal thickness of the material over which the

fluctuations in refractive index occur st -ld be at least 1 mm. The
dominant factor which dictates the desiy« '“ickness is the requirement
for high angular orientation and wavelent.h discrimination. By using the
wavelength discrimination property of thick holograms we could super-
impose 20 signals, over a spectral range of 200 mm, by mearly separating
the recording wavelength for each component hologram by 10 nm. For
such a wavelength separation we can determine the thickness required to

eliminate crosstalk between the component holograms by using the relation
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recording material., For the case of simple grating holograms recorded as
fluctuations of the index of refraction in phase materials, the diffraction

efficiency n is given as

n = sin® %‘E&% o
where An is the fluctuations of the index of refraction, t, is the thickness
of the hologram, ) is the wavelength of the incident illumination, and 6 is
the Bragg angle. This equation shows that thick phase holograms can
achieve a theoretical maximum diffraction efficiency of 100 percent when
Ant, = % A cos . Using nominal values of A = 0.5 micron, to, = 1 mm,
and © = 30°, we find that An = 0. 2165 x 1073, Allowing for incoherent
superposition of signals and variations in both wavelength and Bragg angle,

we expect that this value should be at least &n = 0,001,

Linearity - The fluctuations of index of refraction of the material
should be linearly related to the fluctuations of the incident light intensities
over a range of &n = 0.001. This requirement is designed to eliminate
recording nonlinearities which tend to degrade the signal-to-noise ratio of

the reconstructed imagery.

Thickness - The nominal thickness of the material over which the

fluctuations in refractive index occur st -ld be at least ] mm. The
dominant factor which dictates the desiiy © "hickness is the requirement
for high angular orientation and wavelen: .nh discrimination. By using the
wavelength discrimination property of thick holograms we could super-
impose 20 signals, cver a spectral range of 200 mm, by mearly separating
the recording wavelength for each component hologram by 10 nm. For
such a wavelength separation we can determine the thickness required to

eliminate crosstalk between the component holograms by using the relation




.47 A® (n® - sinzes)%

M% ] t [n® - (n® - sin®6 )’l’(n2 - sin®@ )%+ sin 6 sin ©_]
o S r s r
where n and to are the average index of refraction and thickness, respec-
tively, of the recording medium, A is the wavelength of illumination, and
the incidence angles of the reference and signal beams relative to the
hologram are denoted by 6, and 6, respectively. We find that for offset
angles (6r + Os) exceeding 40° and nominal wavelength of 0.5 microns, a
thickness of 1 mm is sufficient to avoid significant crosstalk between the

component holograms.

Resolution - The material should respond uniformly to spatial

variation of intensity over the range of 100 to 2200 lines/mm., Deviation
from this response (i, e., index of refraction fluctuations) should not
exceed * 10 percent. The resolution of the recording material, which
ultimately limits the storage capacity, can be related to the angle between
the reference and signal beams, by the grating equation

d sin er ! 95 = A

P) ’

where d is the distance between the recorded fringe surface, 6 and 64
are the angles of the reference a::! signal beam relative to the hologram,
and A is the wavelength of illumination. For this application we expect
the illumination wavelength to vary from 400 mm to 750 mm, and the
offset angle (0, + 6g) to vary from 5° to 90°. Using combinations of

extreme values, we calculated that dmin = 10 microns and d 55 = - 45

microns, This leads to a spatial frequency rai:ge of 100 lines/mm to

2200 lines/mm.

Exposure and Erasure Sensitiviiy - On exposure to laser illumination

of 100 milliwatts/mm? for a 0. 1 millisecond duration, the material
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should change its index of refraction by An = 0, 001. We anticipate that
multiwavelength lasers having output powers of 20 mJ/ cm2 will become
available. Allowing for 50 percent efficiency for page composer, and
10 percent efficiency for deflection devices and optical components, the
energy density impinging on the storage material is reduced to

2, If 10° bits of information can be recorded on each hologram

10 4 J/mm
in the array and if we assume that the desired data rate is 108 bits/sec,
the maximum duration for exposing each hologram is 0.1 millisecond

which leaves 0. 9 milliseconds to compose the next block of data. Thus,

the available intensity is 100 milliwatts/mm?,

Spectral Response - The spectral response of the material should

be uniform to within £10 percent over a range of 200 nm. The center of
this range could be at any wavelength within the band of 500 nm to

650 nm. The required spectral sensitivity of the material is established
by the available laser sources and the spectral response of other compon-
ents of the system. The response of the input block data composer,
output photo-detector array, and optical components operate best at
wavelengths greater than 450 nm. Since it is inconvenient to work with
wavelengths greater than 750 nm, we limited the center of the tunable

wavelength range to values between 500 nm and 650 nm.

Noise Characteristics - For a uniformly exposed recording resulting

in a refractive index change ranging from 0 to 0. 901, the ratio of scatter
intensity over incident intensity should not exceed 10-8. For an incident
beam, impinging normally on the recording material and illuminating
area of 1 cmz, the scattered intensity measured at a distance of 100 mm
from the recording material at an angle of 40° relative to the normal
should not exceed 10”8 of the intensity measured along the normal at the

same distance.
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The quality of the image reconstructed from a hologram is dependent
on the characteristics of the noise generated by the recording material.
This noise, which is random in nature, is the scattered light caused by
thr granular structure of the recording materials. A measure of the
severity of the noise in the reconstructed image is given by the signal-to-
noise ratio, defined as the ratio of the average energy of the image to the
variance of the fluctuation of the noise processes. For coherent optical
systems, we find that a better measure is given by the ratio of the signal
intensity to the average noise inténsity. Because this ratio can be
conveniently measured experimentally, it is the average noise intensity
which we define in the specification above. Based on our earlier analysis
and experimental results, we chose the value 10'8 for the ratio of scatter
to incident intensity. This value is based on the need for a signal-to-noise
ratio of 100 to get suitable error rates for a hologram with an area equal

2

to 1 mm®, a nominal diifraction efficiency of 50 percent, and 20 incoherent

recordings.

Reversibility - The material should operate through repeated record- | |

erase cycles, with no significant degradation between recordings, for a
period of several years. The number of record-erase cycles is dependent
on the exact function of the optical memory and whether the storage 4

material can be periodically replaced.

Nondestructive Readout - The material should be capable of non-

destructive readout of the recorded information with any wavelength in

the wavelength range 4000A to 7500A. Degradation of the recorded

fluctuations of the refractive index should not exceed 10 percent. We
expect that these requirements could be satisfied with some means of d '
external control, say the application of an electric or magnetic field. )
-
{
it
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Multiple Recordings - Superposition of twenty independent recordings

should be possible. Later recordings in a sequence shall not adversely
affect earlier recordings. This requirement is designed to assume that

the material can support a multiplicity of superimposed recordings.

Localized Recording and Erasing - The material should have the

capabilities for effectively partitioning it into independent cubes having
1 mm sides. Readin and erasure of the recorded information in each of
these component cubes should not affect the recordings in adjacent cubes.

The spacing between the centers of these cubes should not exceed 2 mm.

Environmental Effects - Limited environmental changes of temperature

and humidity should have negligible effect on the dimensional stability of
the material. Specifically, the termal coefficient of linear expansion
should not exceed 1 x 10-6 cm/cm/ °C, and the humidity coefficient of
linear expansion should not exceed 10"6 cm/cm/ 1 percent change in
relative humidity. Changes in temperature and humidity result in either
shrinkage or expansion of the recording material, These in turn generally
cause a change in both orientation and spacing of the fringe surfaces in
holograms recorded in three dimensional media. As a consequence of this
change, either the orientation or the wavelength of the reconstructing beam
must be altered to maximize the diffracted intensity. In both instances,
the location of the reconstructed image will also change resulting in poor

registration with the output photodetector array.

In the following example we illustrate how to establish the required
value for the termal coefficient of linear expansion (TCE), For simplicity
we consider only simple grating holograms in which the fringe surfaces
are perpendicular to the surface of the recording medium. The spacing d

of the recorded fringes obeys the Bragg relation
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A

~2sin@
where A is the illumination wavelength, and 6 is half the angle subtended
between the reference and signal beams, If we allow for expansion or
contraction due to a temperature difference (AT) between readin and readout,

we find that the fringe spacing becomes

A

d’=d+ Ad = [1 + (TCE) AT]m

where Ad = = (TCE) ATd, causing an angular change 40 for satisfying the
Bragg relation for the changed condition, where

1
A© :—TEE-— Ad
o6
= - (TCE) AT tan 6
and

TCE = I%,%- cot ©

In an earlier paragraph we noted that in order to achieve proper
wavelength discrimination we must resort to hologram thicknesses
exceeding 1 mm. For this thickness the angular orientation discrimination
is smaller than 3 minutes of arc. Consequently if we allow deviations of
+10 percent, A9 cannot exceed +0. 3 minutes of arc or approximately
+10"% rad. Using this value for 40 and 6 = 45° and AT = 50°C, we find
that

TCE = 1 x 10" cm/cm/ °C.

This requirement can obviously be relaxed if some temperature
control schemes are used. Similar procedures can be used to find the

humidity coefficient of linear expansion.
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7.5 SYSTEM ANALYSIS AND RECORDING MATERIALS SIMULATION
WITH A CGMPUTER

As a part of the computerized system studies a computer program

to simulate the response of some idealized recording materials should

be written., The purpose of this simulation study is to indicate what

characteristics the recording material must have for a 1010. 1012 bits

holographic memory system. The idealized material is characterized

by its
(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)

thickness

refractive index

absorption coefficient

modulation transfer function (MTF')
exposure sensitivity

wavelength sensitivity

temperature and humidity dependence
dynamic range

noise characteristics

The response of the recording material should be investigated for

various recording parameters such as

(1)
(2)
(3)
(4)
(5)
(6)

types of holograms (Fresnel type, Fourier transform type, etc.)
the incidence angles of the reference beam and signal beam
angle of the readout beam

recording and readout wavelengths

reference-to-signal beam intensity ratio

input data format, size and contrast

The parameters of interest in the response are

(1) diffraction efficiency

(2) aberrations
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(3) signal-to-noise ratio

(4) angular orientation and wavelength discrimination

These parameters of the recording material will then be used in the overall -
system study. In the recording material simulation, the computer
programs should have provisions to generate graphically the response of

a specific signal recorded on the idealized material.

Equally important is the relationships among the operating parameters
of the other major system components. Among these parameters are the
following:

(1) the beam deflectors:

(a) efficiency (electrical and optical)

(b) random access time

(c) number of randomly accessible positions per dimension

and coupling between dimensions

(d) repeatability

(e) effects of temperature and wavelength variations

(f) effects of drive power and frequency variations
(2) the block data composer:

(a) efficiency

(b) speed

(c) contrast ratio

(d) electrical drive requirements

(e) effects of tempersture and wavelength variations
(3) the laser:

(a) efficiency

(b) effect of output power fluctuations

(c) coherence requirements

Le.




(3)

(4)

(5)

(d)
(e)
(f)

(g)
the
(a)
(b)
(c)
(d)

(e)
(f)

the
(a)
(b)
(c)

output power requirements

number of wavelengths and tuning rates required
effects of temperature on performance

pulse rates and widths needed

output detector array:

number of elements needed

dimensions

sensitivity versus wavelength

response time to light and to electronic interrogation
signals (output data rate)

effects of temperature changes

registration tolerances imposed on the output data
input/output interfaces:

data rates to be accommodated

signal levels

buffer requirements

Other system requirements may be added to this list. The need for

a computerized system analysis approach is clearly indicated by the

number of system elements which interact. The choice of computer

inputs and outputs will be determined mainly by examining those para-

meters which are amenable to change (outputs) and those which are not

(inputs).
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