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DYNAMICAL ERROR ANALYSIS IN ORBIT DETERMINATION SYSTEMS

ABSTRACT

In this report, a method is described in which the overall error or
uncertainty involved in spacecraft trajectory determinations is used to
define atime dependent error bound for the coordinates of the spacecraft,
The differences obtained by comparing tracking data with theory reflect
errors or uncertainties in the Hamiltonian of the system, and in turn
form atype of Canonical ensemble considered in statistical physics. Such
considerations then allows one to derive a set of virtual forces that ac-
count for the uncertainties in the Hamiltonian which give rise to the cal-
culated differences from the true crbit.
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DYNAMICAL ERROR ANALYSIS IN ORBIT DETERMINATION SYSTEMS

I. INTRODUCTION

There has been much interest recently concerning error analysis of space-
craft trajectory systems, Error analysis can be defined as the ability to describe
the effect of inherent uncertainties of an overall trajectory determination system
on the computational accuracy of the system. There are several sources re-
sponsible for the presence of such uncertainties, the most important being due
to the inability to correctly describe the physics of the problem. Hence, the
mathematical modelling of the forces involved, and the physical data that is used,
provide at best only a good starting point for calculation of an orbit. In addition,
the type and quality of the observational data introduce further complications.

The usual method of handling such matters is to perform what is called an orbit
improvement or differential correction over many revolutions of an orbit, by
comparing computed with observed data of the spacecraft and 'correcting' or
updating the initial conditicns of the differential equations of motion. Here then,
the observed data obtained by the tracking systems is considered to be the true
or correct orbit data. In reality, the accuracy of the observational data will
depend upon the tracking system that is employed. Even after fitting the orbit,
the post convergence residuals do not account for uncertainties in cocrdinates
of the tracking sites. Most important, even though the constants of integration may
be determined well, the accuracy of the calculated orbit will still depend upon
the accuracy of the orbit generator (Reference 1).

In this report, a method is described in which the overall error or uncertainty
involved in trajectory calculations is used to define a time dependent error bound
for the coordinates of the spacecraft.

II. CONSIDERATIONS OF STATISTICAL PHYSICS

Let a system be characterized by a set of generalized coordinates and their
equations of motion., In the canonical form we have,

dP N
K:-{‘H,K:I,...,f
dt 2q,
(2.1)
qu )
dt " TP,



where H is the Hamiltonian function. In the theory of gases, statistical thermo-
dynamics introduces the notion of phase space in which the whole gas is repre-
sented by a single point with coordinates p and q (Reference 2). Associated with
any physical system, is an ensemble of points in phase space, each of which
represents a different possible state for the system. This set of points is the
Gibbs ensemble and each representative point moves along a curve according

to the Hamiltonian equations, It is assumed that such a curve is uniquely de-
termined by a complete set (qgyy « « + » Pgy» » - o) Of initial conditions and there-
fore these orbits can never intersect. In addition, the points of the Gibbs ensemble
contained within a closed hypersurface can never pass through that hypersurface
if the surface moves according to Equations (2.1). When special symmetries are
present such as when energy is conserved, each representative point is forced

to move on a hypersurface or ergodic surface. An important form for the density
of representative points corresponding to thermodynamic states is the Canonical
ensemble and is given by

o (E) = e (4~ E)/0 (2.2)

where Y and A are two constants characterizing the distribution. This ensemble
admits an energy fluxuation in the system (i - E ), corresponding to a set of non-
interacting ergodic surfaces in phase space among which the phase point moves.
From this, the expectation value of any observable A is then given by

<A> f Apdr, (2.3)

where d7 is a volume element in phase space. We shall return to this point in a
later section.

In a recent article, (Reference 3) it was shown by similar statistical consid-
erations, that by relating the angular momentum to a quantity defined as the
virial parameter through a derived quantity called the Vector Density Function,
it is shown that for any conserative system, the periodic variations of an orbit,
and consequently the cross track error, will time average to zero.

In this report, we shall attempt to describe the motion of the system point
or phase point between ergodic surfaces by letting the energy fluxuation of the
Canonical ensemble now describe an 'energy fluxuation' of our orbit system due
to the many sources of error inherent in it, that is, since a correct Hamiltonian
is not presently possible because of the many difficulties described above, the
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system point will be said to occupy any position on any of the 'ergodic surfaces’,
These ergodic surfaces then represent energy fluxuations arising from all un-
certainties, We only know the position described by (2.3) above given as the most
likely by the orbit generator. At this point, we try to make use of observational
data which is compared with our corresponding calculated data to define uncer-
tainty on a predicted basis for the orbit system, in terms of our 'Canonical
ensemble. !

III. FUNDAMENTAL EQUATIONS

Corresponding to a path described by an artificial earth satellite, the system
poini will describe such a conic section in phase space governed by equations
(2.1). 'Fluxuations' in the motion of the system point and hence the computed
orbit can then be described by the following time derivatives of the orbital ele-
ments (Reference 4),

172

da .’43 2\ 1°2 (p!? : ' T
ey 2 (2 (1 - ¢2) IR e sinv T i T e cos V)
at I

172 _
de | (E) (1 -eH!"2[R'sin v 4+ T cos v+T cosE)
7

.(! S L 2 E(l ‘T:-‘é—)4 ,r w’ COS ‘i’

dt (rua)l 2 (1 - e2)172

3 ~rWosiny

dt (LaS)Ll2 (1 - e2)!2

dx“ 1

o

e e [aR VS(1 -¢2) cosv
At (a8l 2 (1 - e2)172

2T aVS(l -ecosE)sinv
-T'aeyYS(l ~ecos E)cosvsinv

rae(l -ecosFTYW YT =S siny]
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O L b (1 - 02)172 < 2 A B 1)
dt (,2 411)3"2 (“» ﬂ)l 2 dt dt
3 1 da .
Y fﬂ'“—"l)’ (3.1)

where E, v, and y are the eccentric anomaly, true anomaly, and argument of
latitude respectively.

The parameters R', T', and W' are defined as the components of total forces
acting on the orbit in the radial, tangential and normal directions. In the spirit
of the above discussion, we now consider that these force components are not
real but virtual, that is, these forces are responsible for the 'energy fluxuations'
or spread of the ergodic surfaces in phase space. In other words, the computed
orbit has deviated from the true or observed orbit because of the presence of
these virtual forces. It is our task to determine them, and once this is accom-
lished, the change in time of the six orbital elements can be obtained from equa-
tions (3.1), which in turn are then inserted into the Vinti orbit generator to
prcduce corresponding changes in spacecraft coordinates, +AX, *AY and +.,7Z.
The plus or minus signs indicate a coordinate bound, or error bound in the
ordinates as functions of time, since they derive from an error or uncertainty
in the energy or Hamiltonian of the system.

At this point, we now assume that these errors reflected as virtual forces
are described in terms of changes of the eccentric anomaly with time, that is,

R' “RE
oaTh (3.2)
W =W E

where R, T, and W are coefficients to be determined. Now Kepler's law states,

M*ﬁ(t+ﬁl)1E—esinE, (3.3)

where - is the Vinti parameter related to the time of perigee passage.
Differentiating,
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LR : 124732
¢k n R (3.4)
dt (L-ccosEy (1-0¢cos™

Using this, equations (3.2) become,

Yy - 2
np RulZa3z (_i.qR

(I -ccosF)y 42

. 2 432 (2
v TwstZaz o (3.5)
(1 - ¢ cos E) 412

B Wpl2a732 d? q,
(1 -ccosE) 4¢2

- e

per unit mass, where the q and q, are taken to be displacements along the
radial, tangential, and normal axrecuons to the orbit. Therefore,

2
'r,..d Ar (1 - e cos F)

dt? 41’2732

2
I:.Md 9 (1 - e cos F)
At2 12 57372

(3.6)

2
w_d 9y (1 - e cos )

dt2 17257372

In order to determine q., q, and q, , we refer to Figures 3.1, 3.2, and 3.3,
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Figure 3.1
Here,
qZ = Qg S in ¢
qQy = Qg COS *cos "'3 (3.7)

o cns f'sin [~
qy Qg €Ns ' sin 7,

where  is the geocentric latitude, and -, is the Vinti parameter associated
with the geocentric longitude of the node.
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Here

= Y

4, = Qg sinl

dy = qp cOs I cos <[93 +

ol
S

d, =q; cos I sin (33 +

)

where I is the inclination of the orbital plane.

N3

(3.8)
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Figure 3.3
Here
q, : qy cos I
qy - qy sin I cos ;33 (3.9)
Qy = qy sinI sin ,.’33
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Now surnming all c¢f the individual Uyr G and q, and identifying them as x, y, and
z inertial respectively, we have,

X, fcosticas o, cos I cos (L t S sin X cos f3 q
\ 3’ v~ ) 3 B R

L Ay
{

\_

‘ ’ ” (3.10)
y * cos ‘! zin iy cos Isin <—2— + ﬁs), sin] sin /33 Ap
/
z/ sin ¢, sin I, cos I dy
or simply,
X A
y e X qT (3‘11)
z Qy
Inverting,
i qR X
g, | =X |y (3.12)
Ay z

Since the inertial coordinates are known functions of the orbital elements (Reference
5), we have that the coordinates Agr 9 and q, are also. As a result, Equations
(3.6) can then be expressed in the form,

y v\ { 2
r._(l-ecosF) P\ da [da2 aqT+ (aqu> d:33- * (d 33) o9
124732 RPY dt (dt2/ oa ?’/33 dt dt? 863
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R T (1 - O COS E) '.3 QR -(-!——('1 + (!2 a i qR + . * e
172 g=3°2 wa2/dt \g¢2/ @a

w={1-ccosE * ay da d2 a ‘(ﬂ%‘
1172 =372 Aa2/ dt \q¢2/ ©Ya

(3.13)

The right hand sides of equations (3.13) are functions of R, T, and W, so that we

have,

T=f (R T, W
R=g(R T, W)
W=h(R T, W)

(3.14)

a system of transcendental equations where the unknowns are located on both the

left and right hand sides. By examining equations (3.13) it is see that each

quantity is known in terms of R, T and W. For example, substituting equations

(3.2) into (3.1) we have,

dt

de _<a>1"2 (Y Ezfl -e?cosE

l1-ecosE

+TcosE+T§_C_°_§_______M ﬂ
l_ecosE| dt

[r——————

2Y¥S((1-S)rWcos (v +,52) dE
t (na)l/? Y1 - e? dt

d

wn

|

Q.

10
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e

‘3 _-a(l-ecosF) , . . ‘ , dF
T e lsin v cos 5t COS VsIN TF
. )
Viea S (1 - ¢2)
‘!""1 - i ~2r0 JdE
dt (_Q,,I)S’z (1a)! 2 f t

ol [~ 1

— [ ds — ,
Y1 - o2 | 2 e 2>J~—3—d—‘ft—/'i
¢ <dt rVi-s dt 2a rlt( “)

(1/{ 1
l 2 - - [YSaR(1-e2) cosv
dt e VieaS (1 - e?)

-2Ta }/g_sinv+2Tao}/§cosEsinv

~-Tae YScosvsinvs+Tae?2 YScosFEcosvsinv

+ac V¥l ~SWcos 5, sinv+acV ¥l --Ssin ,@2 cos Vv

2

~ae2 Y1 ~SWcos o sinv -ae?2yYl -SWsin /2

Differentiating again with respect to time we have,

dt?2 (1-eccosE)3

d2a _ 2e 172 g372
(1 - e cos E)

2

cos V| -d—E
‘ dt

(R (cos E - ¢)

ST V1-e2sink] - 51N E [ R Vi Te2sinE

¥1 - e2

]
¢T+Te(cosE-e)}J\

11
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dt?  a (1 - e cos E)3 |a32 (1 - ¢ cos E)

12 e 172 - o2
ae . _ff,,,”_m,},_m_e { lw . (R Y1 -¢eZcos K

+(1-e)TsinE-TsinE (1 - e cos F)?Z

~esinE [RYl -e?sinE 4+ T (cosE - e)

+ Teos E(1 -~ e cos Eﬂ}

(PS:2YS(1~S‘,W)’1 - e2 m:

d t2 a(l-eccosk (1 _ e cos E) a3/2

[e sin E cos

1
(1 -ecosE)

((1 - e?) sin F cos 53,

+(1 - eH1/2 (cos F - e) sin ,(3%,

- e cos Y sin E}

dQ,B 1 172
3 {esinf"sinxp 1 - #
dt2 ayS(1-62) (1 -e cosE) (1 -ecosh

L1 [cos B, V1 - e? (cos B~ e) - (1 - e?) sin B, sin E]}
H/J, ‘ - g — U

a3/2 (1 - e ¢cns E)2

42, d2 B d2 2

+ ¥1 - 82

= - pV2 83/2{,/1 - e2 ( 2 3)
d t2 d t?

dt?
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Tl eeasEy L e ]}
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dt2  eynas (] - e?)

1 {-aR)’_(l—~02)251nE

N W"(l - ¢ cos E)?

2’lea }’_(cosr-e) Vl-e

B S —

(1 -~ e cos F)'-’

2Tae}/§(cosFAe)c0sF}/-—-e2

(1 - e cos %)

~ 2 T }/-a e (1 - 02) s1n2 E
(1 ~ € COoSs E)

Tae VS (1 - e?)!/2 (cos E - ¢)?

Fil ——‘(’ cos E)mer«-»

. Tae }/_(1-92)51:12}‘3 Tae2 ﬁcosE(cos ,—9)2 V1~e

e

(l - ¢ cos E)3 (l—ecos E)3

T ae? }/§ cos I sin? E (1 - 82)3/2

+ e o A e Rt o . 4 e . e e

(1 -e cos“E)3

Tae2 P’gsx(l?E(coq E-e) N -e?
(1 - e cos F)2
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a o y’“ S™cos < }/fwf’?? (cos E ~ ¢)
(1 - ¢ cos E)?

§

“ e }’l ~SWsin ;,2 sin F (1 -~ 02)

e o e o

(1 - e cos F)2

ac? }/- SWCosn )/———92(00933*0)

-

| (1 ~oco~.E)2

o . et e

ao2}/‘ 9stn ﬁzqmF(l—oQ)}

(] ~ e cos E)?

~ SinF -aRVYS(1-e?)?sinE
a? (1 - ¢ cos E)2 ¥S(1 - &2y (1 - e cos E)?2

2T}/§a }/_l_-e:’smE 2T YSae Vi -e2cosEsinkE

(1 -ccosE) (1 - e cos F)

ao)/_—sxn‘?(cosEuﬂ) ﬁ-eQ

(1 - e cos 'T)2

Ta 02 )’gcos FsinE (cosF - e)

(1 e cos E)2

ae ¥1-8SWcos f, san Vl-e2

+ T TR S

(l-ecosE)

ae ¥1-5%sin 3, (cos E - e)
¥ (1 -ecosE)
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ac? YT 7SWceos Sy sin B Y1 <2
(1 -¢cosF)

ae?2 Y1 SWsin %, (cos F - e) }

(3.16)
(1 - e cos E)

From equations (3.12) we have that,

A4,

| | el by (3.17)
% P
/
ray )\ e/
a4/ ot/

.., 6 denotes a, e, .

o qR\ nx \

.
>
b

A

3
o

where ¥ =1, .

., B33, HeredX/ot ,0y/ot, and 32/94
are given in Reference 6, or if one wishes to bypass calculation of the right

ascension, by differentiating equations (15), (16), and (17) of page 34 of Reference
5, which give,

oX_Xp 9dp 2 . o2)172 oy
= — + 4= H -
At 0?42 9 e ad

1

X [COS (Isin i+ sgn (a) B, (1 - )12 cos y sin Q}
H2
1

oH

+ “8}’1 [COS (lens ¢ +sin Qsgn (a)) (1 - S)12
£

x (H, *Hy siny) _l_jl- sin Qsgn (a,) (1 - §)1/2
H2
1

15
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H2
1

! (H, + H, sin /)
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1

x [sin lsint - sgn (a,) Hy (1 -8)1"2 oS ¥ cos .('2}
H2
™

l:sin thcos Y- cos (Isen (a,) (1 - S)H172

sgn (a) (1 - §)1/2
q _cos ()

1

< (H, +H, sin L;t«)_lz_}»r
Hl

AdH oY -
2 e 3 ol .
x ['3{; +sin dﬁj + H, "7 I:cns Qsin

1

- sin Qsgn (a) (1-8)V2 (H, +H, sin 4;)_1_]
H2
1

(H, + H, sin )
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dz
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where i = 1, 2, 3, and 0; =0fori=1,2, and one for i = 3,

; 3X

_ AN S B N SR NV (L
y B{: P2 4 c2 9, Pat,

X

ll:os 1siny 4 sgn (a3) Hy (1 - §)172

[,

q_ul%ﬂ

cos |,l:_.l_ sin
H2
1

x

+

sgn (a,) (1 - §)12 <H2 +H, f_f_[l_‘_/.]
HE

Jy Je ¥ oY
=Y e S (P2 e)V2 o 2
'576: 02 4 c2 B'{’,i ) 1 a%i

x

[sin sin y - sgn (qs) [-'[3 (1 - S)12

x

3 1
Cos Yy.—_ cos
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1

9Z  9n dp

EE Y AV A

17

Fori =4, 5,

[sin {lcos Y

cos Q)}

9
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For i= 6,

S T (3.19)
A A l{f b
6 6 6

To complete the right hand side of equations (3.13), we now can obtain 2 x/ ¥2 ,
%/ 12 and 22 /142 by either differentiating the first partials given by '
Reference 6, or by differentiating equations (3.17) through (3.19) again. For
example, from (3.19) we have,

,(2 x “2 “2 Z
ST ox Yy ity (3.20)
o ff,g i f’,g X %’.g
Fori=1,2,3,
12X 29X 9] v L X 2
s e S A
012 b2 42 4 t, 2402 g £2

1

X ) e 2 £ \} i
SRR (PRt at 14+2,2 0 5 __]-H 2
(d 1 > ( d ) 2 N C2) 12 1 R ,2

L i COS Y1, -

x [cos (Isin i+ sgn (a)Hy (1 =-$H12 227 7 sin
H?2
1

dH

(ot
38

[cos {lcos y 4+ sin () sgn (1) (1 - Syl2

x (H, +Hy sin i) _I?J - sin {sgn () (1 - S)tr2
H

°H 3H L
1 2 . " 3 Asz . ]
x_!f [6*3,. Feny ,uj{l - H, B.Til I:COS ¢ sin
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3 1 sgn (1) —2.3 e sin b
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(42 4 )1 2 H .~ [cos{lsiny + sgn (a3)
g 42
1
- 1/2 i I 1 1 1 : - _(_?_1{_, » [ d‘/]
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1 1 1
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—7 === s8N (uy) Hy (1 - 8)12 cos yrsin ()
4, 3

i Hy
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GRS 3" 2
1

RV HS
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i H2
1
. 42
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sin Osin . =2 |4 —Llcos {lcos Y
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1
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1 . (H2 + H3 S in \f‘) Iy
X €OS 3 el B e Sin g T2
H? H2 P

1 1 i

2 °H,
-,':l_; W— COs “,(Hz +H3 Sin 1/']))}
1 1

sgn (a,) -
+6.. o 3 Al 1 :
3i 2(1 517 [cos Q n_:ﬁ_l (H, + H, sin y)

+ Sin Q) <~LH2 + COS Y oy H in Y i
—~ + C ~ +sin g —=
H, :Pﬁi SR a3 'ﬁi
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1 . .
w2 9T sin {I(H, + H, sin L/:)],
1 i

and similarly for a2y/442 2 2 .
3.18), y for o°y/942, and z/342. Fori=4, 5, we have from equations
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and similarly for 82y/af2and 222/3 ﬁ? The method for computing the co-
ordinate error bounds can now be defmed since the right hand side of equations
(3.13) are known in terms of R, T, and W,

IV. ALGORITHM
The procedure for computing coordinate bounds is as follows:

1. Enter into equations (3.15) an estimate for R,T, and W based on space-
craft geometry and nominal orbit conditions, in units of Newtons-force. From
past studies, a good initial estimate for a Vinti solution of a Relay II type orbit
would be about 10”7 Newtons for R and W, and approximately 10™% Newtons for
T since the tangential forces and in-track position errors are usually larger

(References 1).
2. The correspondingda,Ne, ..., A {?3 are used in the Vinti orbit generator

to produce equivalent coordinate differences AX,, AY,, and AZ ,, where i refers
to the observation.
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3. For any given tracking data such as radio direction cosine for example,
a corresponding ~ L. and "M, can be determined, which also can be called com-
puted residuals.

4, If the 'true' residuals obtained by comparing theory with each observation
are denoted as R, and R, , then the standard deviation of fit is given by

L N i . 4.1)
2:1-62 [A L2 4 (AM)?)
1 =]

where Z\i,‘-i and AM; are the differences between true and computed residuals,
or (AL, - R ) and (AM, - R,) respectively.

5. We wish ¢ to be arbitrarily close to zero. If our criterion is not met,
we return to equations (3.13), insert our initial estimates for R, T, and W into
the right hand sides and compute a new set of R, T, and W on the left. These
new or iterated values are entered in the equations (3.15) again, and steps (2)
through (4) are repeated.

6. This process is continued until a self consistent solution is found for
the system of equations (3.13) which allows o to be smaller than some pre-
assigned, arbitrary, positive number. It is these values of R, T, and W that
are accepted and used in conjunction with the set of equations (3.15) together
with the Vinti orbit generator to then produce a set of corresponding error
bounds as functions of time, that are given as X(t) + 4 X(t), Y(t) £ AY(t), and
Z(t) 2N Z(t).
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V. FLOW DIAGRAM

VARIATIONAL
EQUATIONS

(3.15)

T, R, W
(EQUATIONS 3.13)

NO

VINTI
ORBIT GENERATOR

X(t) £AX (), X() £A X (t)
Y(t) 2AY @), Y(®H) +AY ()

Z(@) tAZ(t),Z(@) A Z(t)
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VI. CONCLUSIONS

Equation (2.3) can now be considered as follows: Although an integrating
anomaly equivalent to temperature is not immediately clear for this classical
system, the most likely or expectation valuc for a coordinate will depend upon
the form of the Hamiltonian in the ensemble., As a result, if the probability
density ¢ contains the Vinti Hamiltonian, then the most likely values of the
spacecraft coordinates are those generated by the Vinti program. In addition,
the size of the error volume (+AX) (£AY) (£AZ) or 2|A X|| AY|| AZ] that
bounds these most likely values are also determined by the Hamiltonian, If all
interactions were known exactly, then obviously, the size of the cube or error
volume would shrink to a point, namely that determined by the Hamiltonian, and
the most likely values would then be the exact values for all time.

This same analysis, it is felt, may be applied to spacecraft trajectory sys-
tems in the pre-launch phase. A set of virtual forces R, T, and W can be de-
termined by selecting and applying tracking data in this program particular to
certain classes of orbits. The error bounds or volume produced can then be
classified as nominal.

The interest at present is to interface this program with the existing Vinti
orbit determination system and to apply it to several satellites of current
interest.
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