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APPENDIX A
FUTURE ATC LOADS

1. MEASURES OF ATC WORKLOAD

The workload on FAA air traffic controllers and facilities is generally
given in terms of aircraft activity (Ref. A-1), which includes the following

factors:

Number of flights
Number of operations
Number of hours flown

Nature of flight

,-hwgvp-\

a. Itinerant
b. Local’
c. VFR
d. IFR
5. Time distribution of flights
Area distribution of flights

The accumulation of activity- statistics on the first four items above permits
the determination of activity relationships among these factors and between
these and other factors, such as$ average numbers of operations per itinerant

flight and average annual hours flown per (type of) aircraft.

Statistics for Items 5 and 6 above are used to determine total peak
activity and peak instantaneous density of aircraft. The former, of course,
has implications regarding the total required capacity of the ATC sy‘s.tem and
the latter relates to the capacity of a localized portion of the airspace and

the local facilities.

Additional factors affecting the ATC load” are those which influence

the complexity of the control procedures. Such factors are:

1. Types of aircraft
a. Speed
b. Optimum altifude
2, Aircraft Communication and Navigation Equipment

3. Pilot Experience

“Other than the available ground facilities themselves. However, projections
of required ATC services are generally based upon '"unconstrained' growth
of activity.

A-1



An independent extrapolation of the future aircraft fleet and their
activities is far beyond the scope of this study. Consequently, this appendix
will describe some of the more prominent forecasting methods and the results

given in other studies,

.

2. EXTRAPOLATION METHODS

Extrapolation of future activity starts first with the projection of numbers
and types of aircraft. Then by the application of the above factors and their
relationships, which may also be projected in a rational way, the future air

traffic activities and their associated ATC loads can be predicted.

For obvious'reasons a great deal of effort goes into the extrapolation
of the (required) future (domestic} anticipated air carrier fleet size. This
is a function of the number of passenger-miles traveling between major city-
pairs in the U.S. The task is facilitated somewhat because of the amount of
detailed statistics concerning air carrier activities and passenger behavior
patterns which are collected on a continuing basis. Relationships between
these factors and socio-economic conditions are established with the aid of

gurvey data and these relationsﬂips are used in the extrapolation process.

Some of the methods used in predicting 1-:he future on carrier fleet are
described in a prominant study (Ref. A-2) performed by Lockheed in 1965.
A brief summary of the methods is given at the end of this Appendix. Similar
studies are performed by the FAA (Ref. A-3). The principal technological
assumptions made by the FAA are those which foresee no new scientific
innovations which will seriously influence evolutionary growth and no constraint
on aviation demand with specific anticipated improvements in the present
system. With respect to air carrier fleet forecasts, FAA methodology is not
described in so ‘great detail as in Ref. A-Z. However, the basic principal
appears to be one of extrapolating total revenue and revenue yield pér pass-
enger mile based upon historical revenue vs. Gross National Product (GNP)
trends, taking into account future fleet structure, performance and costs

obtained from aircraft manufacturers.

It is of interest to see how the FAA forecast compared with the one made
by Lockheed four years earlier. The comparison is shown in Table A-1 and
it can be seen that a disparity of approximately 60 percent (relative to the

earlier forecast) exists for the year 1980. Both results were obtained from a



Table A-1. Comparison of Domestic Air Carrier
Travel Forecasts

" Billions of : - Billions of

Year _Passenger-Miles -, Passenger-Miles
(Ref. A-2} (Ref. A-5)

1964 41.3%
1965 51.5"
1969 B ‘ 91.9%
1970 90
1975 135 167
1980, 185 295 .
1985 250
1990
*AFtua1.




relatively good (air carrier) data base and consistent projections of GNP

and average trip length.

Projections of the general aviation aircraft fleet are more difficult due
to the less disciplined data collection process. This situation is being rec;~
tified with the recent institution of more extensive collection of general
aviation statistics by the FAA. This will undoubtedly produce higher con-
fidence predictions in the near future; however, it is not surprising to find
evidence in present predictions for general aviation (Ref. G-~4, Appendix G1)

that differ by as much as 70 percent for the yvear 1995,

With respect to military aircraft, it was not possible to obtain sufficient
information regarding military planning to estimate the future fleet size.
Consequently there is no questioning the assumption that this fleet will remain

approxima tely constant through 1995.

Analysis performed by the FAA forecast the aircraft fleet size for air
carrier, general aviétion and military flying (Refs. A-4 and A-6). Even more
importantly, these guantities are converted to the more usable parameters
described earlier for the purpose of estimating loads on the National Airspace
System. The projected aircraft fleet is first converted to annual flying hours.
The conversion factof, in this case the average annual flying hours per air-
craft (type), is derived from historical records which are appropriately modific
to reflect anticipated change (e.g., the annual average aircraft usage for
general aviation as a whole is expected to increase from 201 hours in 1968
to 262 hours in 1995). After the hours are distributed between itinerant and
local flying, they are converted to number of flights and operations, again
using projected historical relationships of average hours per flight and operatic
per flight. Numerous sources of data and surveys conducted by the FAA are
‘used to establish factors which relate the peak airborne aircraft count to the
average annual hours flown (for the various types of aircraft)., Table A-2,

A-3 and A-4 indicate the activity factors described above for the years 1968,
1980 and 1995.



Table A-2. 1968 Air Traffic Activity for
Continental U.S. (Ref. A-4)

Actlva Annual fAylay hours Annual fights Annual operations Peak rirhorme
flest Annusl {thousands) {thousands} {thousands) 3 alreraft count
Usir class and alreradt type (l[u' fitilj-
Y sation
Jan 1) | (Hours) | Itin- | Local | TFotal | Itin- | Locsd | Totel | Itin- | Locs! { Total | Iiin- | Local [ Total
erant M erant erant erant
Alr urrlar. .
1344 3230 4253 a7 4340 2650 87 737 £300 520 5820 870
2770 1735 1770 1670 25 1705 U] 210 3550 350
706 il 2518 52 2570 980 52 1032 1960 310 2270 520
{44 2270 20| 1010] 1340 20| 1350 | 2680 20 2 200
248 559 I 570 1020 1 1031 2040 70 2110 110
2240 431 ] 440 320 329 640 b3 0
842 1360 853 17 870 1000 17 1017 100 2100 170
v 1350 1 510 780 0 1560 1620 190
! 53 7 220 7 727 {40 40 4 il
n 1400 28 1 30 170 1 1 HO 10 10
Total sircarer. ... 2452 2550 6125 125 6250 5160 125 5285 1 10,320 750 | 15,070 1250
General uhllon -
1231 445 59 30 510 450 Ll 490 900 240 1140 200
fston. [ 100,910 197 [ 16,100 551D | 91,700 | 15 440 7420 | 22,860 { 30,880 | 44, 520 | 75,400 7650
Muliiengine. 1 143 280 | 5250l aeo | hewo | 2s00| ooo | Bioo{ 000 300 | 8300 1290
Birgla-engine. o oeedn 188 | 12,940 | 5150 § 18,000 [ 12,040 | @820 | 1n, 780 | 25,880 | 40,520 | €6,800
13 pl f 30,876 193 4500 3060 7680 4800 3830 3430 22,980 | 32,180 2670
.| 708 124 8340 2000 | 10,430 BHO 2990 | 11,330 | 16,680 | 17,540 | 34,620 3690
- 1802 205 220 30 560 310 1130 1440 620 G780 7400 190
. 1096 [ T PR 0 70 [omeeeond 140 140 §ooaeannq 28D 280 20
Hmu’l‘ol&! geaeral avistion ... 114, 188 200 | 18,950 5950 | 22,500 | 18,200 4730 | 24,030 | 32,400 | 51,820 | 84,220 BOGO
Je 1. .......... 9000 470 2115 2115 4230 1060 Mi6 2470 2120 | 13,280 | 13,406 1570
Turbo-prop.... 1000 500 350 150 500 140 75 215 280 600 380 170
fston....... 5000 a15 1860 1215 2075 w30 810 1740 1860 [::0] 8340 1109
8ingls # 2000 450 225 675 00 110 450 880 220 3800 3820 330
Multi-en 3000 725 1835 50 2175 820 360 1180 1840 2830 4520 750
Hellcopter., 5000 an 180 1485 1028 100 980 1080 200 9300 | 19,000 670
‘Tota]l milltary. ............ 20,000 470 4485 4945 9430 2230 zis 5505 4460 | 23,180 | 32,620 3510
usezs
13, 060 815 5248 2402 | 10,650 5340 1632 7272 | 11,260 | 12,760 | 24,040 3010
115, §52 222 | 18,603 6742 | 25,645 | 17,370 8247 | 25,017 | 34,740 | 31,500 | B35, 540 8920
6021 220 {00 1mog| 2215 g0 | 2112 | 269t | 1160 { 16,500 | 17,750 870
i) [T NS (VN IR | I S 140 Mo ... 280 280 20
136,638 252 | 27,560 | 11,020 | 32,580 | 23,500 | 12,130 | 35720 | 47,180 | 80,730 }127,910 8780 4040 | 12,820

¢ Includes afreraft and flying bours for bath the domestic and the internationalfterritorial U.8 afr corrier fleets Afr carrler fiylng hours include £ percent
non-revente hours.

d’llgl.-d on two epenkbm r ltlngmt uum ln averags of alx eperations per civll alrcraft local flight; elght operations per military fixed wing local Aight,
any owlunm G pher local
m tdes gliders pﬂmuﬂy) balloons and blimps Operatlonssstimated as two per fiight

Table A-3. 1980 Air Traffic Activity for
Continental U.S. (Ref. A-4)

Annual Aying hours Annual fiights Annual operations Peak airbocne siroraft
n‘:ﬁlﬁ:. Annual (thousards) (tbmn.niSJ) (rlthuua;’:dr:) ‘ oount

Unee clama and sireraft type (as of tlon

Jan.1) | (Hours) | Rin- Itin- Etin- Itin-
erant | Local | Total [ o0 | Local | Totat erant | Local To18] | grant | Loca! | Total

3316 2040 | 9568 105 | om0 | 8453 1ws | ssis|16006f 1170 | 18,076 ] 1930
] 2880 | 7200 158 ) HHI0| 7260 150 7410 | 14,50 15,420
666 3150 | 2060 w0 200! 1030 Wio | Ze0 2o 420
78 25 5 250 183 5 168 | 3% 30 50
2500 480 18 450 o1 10 024 1828 60 1888 100
176 2600 | 441 g 450 | 882 9] sul| 1764 5| 1818 %0
20 2000 30 i a2 i B o 70 10
40 1000 39 1 40 65 1 65 138 10
a0 1000 2 1 30 58 1 1] 122 10
10 1 10 [or weeue 10 D 3 — 7 (7] —
8 1450 ] { W[ s 1 as 656 T
‘Totel afr carrler..umrnn.s 3600 2380
Genemal ot 10,153 | 207 | 10,360 | o777 o7 | e 20,796 | 2078
500 1951 3 20| 0 7860 | 1
210 | 32,85 | 9050 | 41,900 | 30,920 | 12,580 | 43,500 | 61,840 | 75,480 137,320 | 11,830
B0 [ o 1850 | 178801 9300 20
100 | 24,480 | 8120 1 32,600 | 24,480.| 13,030 | 25,510 | 43,500 | 66,180 (115,140 [ 8310-
160 3 4000 24,000 | 33,600 | 1730
200 { 19,880 | 4920 § 24,600 | 19,680 | 7030 | 25,710 | 39,360 | 42,180 | 81,540 )
060 910 | 30| 4o | imx0 | 15,200 | 21 020
.- 100 |aeaao o 20| 200 foceaa..| 400 400 foeeoa.. 800 |  BOO leaauaooo
Militon Tntslsenmlulauon 214, 000 220 | 37,195 | 10,405 | 47,600 | 34,520 | 16, 460 | 51,380 | 63,840 | 07, 160 67,000 | 13,300
Tyabine. 10, 000 480 | 2400 | 2:00] 4800} 1200 1600 | 2800 | 2400 | 12,800 [ 25,200 70
Piston... 2000 &00 720 480 1200 360 30 680 720 | 2560 ( 3280 230
Rotoreraft.. 8000 a2s| 20| zsd0] 2600 170 160 | 1230 3t0 15,600 | 15,840 80
A“uTﬂmml“hw ------------- 20, 000 430 | 80| s220| ss0o| 1730 3430 | s210| 3400 | 30,960 | 34,420 | 1080 2190 3270
21,312 890 § 16,150 | 2800 | 18,050 | 13,887 [ 20ms | 15,742 | 27,314 | 15,710 | 43,024 [ 4a60 | 1070 8220
on..... 201, 650 210 | 33,600 | 9531 [ 43,140 | 30,345 | 12,901 | 44,246 | 62,600 | 78,046 |140,736 | 12,070 | 3100 | 15,260
Rotorerast_ 13, 848 330 239 3301 4770 1425 4761 6186 2850 | 34,808 | 37,650 325 1300 1825
Otber....... 1750 100 |l 200 % 400 | 400 |...o... 800 | 800 |...._.. 70 70
|
Totalallusen............. 29, 600 290 | 50,728 | 15,832 m.m'mm m,u‘:|ea..m 92,854 19,362 222,216 | 18,045 | 530 | 22,175

re;::‘clleﬂg;a ﬁl‘ﬂ‘lﬂ and fiying hotes for both the domestic and the International/territorisl U B air carrler flgets Alr carrter fiving hours Includes 4 pereant non-
* 5B almnn are u.sumad to fly at subsonic speed.l populated land aress (CON
:E:;.d'm tﬁ'ﬂm nlnﬁmﬁt ht; s b‘l ol &l .op.mnd i, owi?mm.dfm“h"ﬂ phe{ L Sor militery fixed local Aiigh!
Ja0 AYe x eight operations 10d wing t; snd
10 operations per mildary rotoverat, flight T loria par el ant, g i
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Table A-4. 1995 Air Traffic Activity for

Continental T.S. (Ref. A-4)

Aﬁg{“ Annupl fiying hours Annual fiights Annusl operations Teak alrborne
size { Annual (thousands) (thousands) (thousands)? atreralt count
User class and alreraft type of 85 | utiliza-
Jan tion
D (Hours) i
Itin- | Local | Total | Itin— | Loeal | Total | Itin- | Local | Total | Itin- | Local | Totat
erant erant crant erant
Alr earrier 1: N - .
Long-haul t¥po._ . ooooeo v 3000 3600 | 10, 580 220 | 10, 800 3530 220 3750 060 1320 8380 2200 |, .oeoo.. 2200
Medmim-haul type.. 3000 3300 1700 200 96500 8470 200 6670 | 12,940 1260 | 14, 140 20000 f. ... 2000
Short-haul bype.. oo ce e 700 3000 00| 40 2100 4120 40 4160 240 240 B480 400 {oaooe. 400
Total airearrier_ . ........_. ar00 | 3400 | 22,340 460 | 22,800 | 14,120 460 | 14,580 [ »g, 240 | 2700 | 2,000 | 4s00 | ... 4500
General aviation: .
g1 14 03 1 S 70,000 500 | 83,250 1750 | 35,000 | 27,700 2500 | 30,200 | &5, 400 | 15,000 | 70,400 | 12,000 600 | 12,600
Plston_......... _-|415,000 218 | 66,850 | 23,650 | 90,500 | 63,200 3, 500 (1 308,200 | 24,100 | 7800 | 31,900
Multi-engine .............._. ), 600 350 | 15,750 | 1750 4 17,500 | 12,100 41,600 | 5700 60O 6300
Single-engine 2 _ ... .. 345, 000 200 | 51,100 | 21,900 | 73,000 | 51, 100 200, 600 | 1%, 400 T200 | 25, 600
g o] P 5000 | 850 | 2100) 5150 | b2so | 3000 6,000 | son | 1000| 180
Milit Total general aviation_ . ....__ 500, 000 252 (102,200 | 28, 550 |103,750 | 93,4900 | 43,300 |137,200 |157, 800 1250, 200 1447, 600 | 36, 500 9400 | 46,300
ary
Turbine. (o oee e, 10, 000 500 2500 2500 5000 250 1670 2020 2500 | 13,360 | 15, 860 800 1100 1000
R =5 A4 ) P 0, 400 400 3600 4000 270 2400 2670 540 | 24,000 | 24, 540 100 1500 1600
AL Totet milifary_ . ... 20, 000 450 2000 6100 600G 1520 4070 5500 3040 | 37,360 | 40,400 900 2600 3500
users:
Turbine -} 86,700 724 | 58,090 4710 | 62,800 | 43, 076 4630 | 47,700 | 86,340 | 31,120 |117,264 | 17,400 170 | 19,100
Plston... -[415,000 218 | 66,850 | 23,650 | 90,500 | G3,200.] 30,300 { 03,500 |125, 400 181,800 (308,200 { 24,100 | 9800 | 31,000
YOI, -| 25000 370 2500 G750 9250 3270 | 12,900 | 16,170 (540 | 87,000 | 93; 540 0 2500 3400
Total all USeTS. o oononoemmenas 526,700 | 300 [127, 440 | 25,110 |162, 550 |109, 540 I 47,830 |151, 270 Im, 050 [299,920 |510, 009 | 42,400 | 12,000 | 54,400

1 Tneludes alreraft and fiying hours for hoth the domestic and the internationalfteniterial U7 S. air carner flects, Air earrierafreraft types categorized as (1) de-
signed primarily for shiort haul, up to 500 miles; {2) medium hatl, 500 to 1500 mailes; or {3) long haul, ovel 1500 miles, Alr cartder flying hours indude £ percaut

non-revente hours.

2 Includes an estimated 3,000 *““other” alrcraft (gliders, blinns and ballogns).

1 Based on two operations per itinerant flight; and avetage of 8

local flight; and ten operations for military V/STOL lecal flight.

ix operations per civi) aireraft local ﬂiizht; ciéht oporations per mititary fixed win

g sircraft



The ATC services rendered to IFR flights are much more extensive
than those afforded VIR flights. The total future load will then depend
upon the regulatory changes which may bring large numbers of VFR flights
under positive control. Dlsregardlng such cha.nges future IFR activity

may be estimated using the as SUIIlpthIlS given in Table "A-5.

Table A-5. Assumed IFR Activities in 1995°

{Ref.. A-6)
Percent IFR
User Category
Itinerant Local
Air Carrier 100 0
General Aviation
Multiengine Piston 60 0
Single Engine Piston .5 ' 0
*
Mititary 100 50

* Jet types only..

Applying these percentages to the annual operations and peak airborne air-

craft count in Table A-4 gives the IFR activity for 1995 as shown in Table A-6.

Table A-6. 1995 IFR Air Traffic Activity -
for Continental U. S.

User Category IF?M???:gEZ?nS PK?ﬁcﬂggzoggﬁh%E&
(Thousands )
Air Carrier 28.2 4.6 -
General Aviation 75 16.2
Military 9.2 1.3
Total 112.4 22.1"

“This peak IFR load, which is in approximate agreement
with that shown in Table 3-5, should not be construed as
the total load on the ATC system. In an environment
involving some form of IPC the total load must also include
the peak instantaneous count of VFR traffic.

A-7



The analysis of future air carrier aircraft requirements performed by
Lockheed in 1965 is described below. Three different approaches, termed the
market analysis method, the city analysis method, and the gross national product
method were used. A measure of confidence in the three methods was established
by cross checking the results with correlation and 1inear programming methods.
In these forecasting techniques as well as in others performed by various organ-
jzations, certain basic assumptions, such as the absence of a major war or major

recession are made explicit in order to keep the process simpie. One

can speculate on many other influential factors such as population control
or technological advances in competitive transportation modes which would
have a significant effect on future air travel, but, for the purpose of
this study, to expand on such speculation would only complicate an already
difficult forecasting process.

"The market analysis method utilizes basic forecast data of popula-
tion growth, labor force and industry make-up, unemployment rate, GNP,
productivity and family income. The basic steps in converting these to
forecast air travel is as foliows:

a. The U.S. population at a particular time is divided into
socip-economic groups for personal and business travel.
Distinguishing characteristics of these groups are such
things as family income "... the single most important
factor affecting business as well as personal air travel

", occupation, industry affiliation, age, and educa-
tion. Survey data is used to aid in the proper alloca-
tion of business travel to these groups.

b. Actual travel characteristics of these groups are deter-
mined from survey data. In additien to distribution by
income, the survey population is classified as to previous
flying experience to obtain a measure of the relative
acceptance of flying with increasing income.

c. The travel behavior values as determined from statistical
sampling are appiied to each group of the population at
the time of the study in order to estimate the total number
of trips made. (The result of this process was compared
to the actual number of trips reported by air carriers to
the CAB, and was found to agree extremely well.)



d. Estimates are then made of the distribution of future
(1975 and 1985 population in the socio- economic groups
described previously. Groups distributed by income _
are adjusted for the appropriate increases of per capita
income for those times.

e. The behavior values, properly adjusted, are then again
appiied to the 1975 and 1985 groups to estimate the number
of trips for those future vears.

The results of this extrapolation are shown in Table A-7. Lines
3 and 7 were added to account for the fact that minors and military personnel
were not included in the populatien groups of the above survey. The adjustment
of Line 10 makes it possible to compare these results directly with CAB format.
Total passenger miles are determined from the indicate. iri.sy and a farecast of
average trip length, which is discussed later.

The c¢city analysis method of forecasting future air carrier traffic is
based upon the historical evidence that major air traffic hubs maintain a
relatively constant share of the total domestic originating passengers. Between
1950 and 1964 this share increased only slightly from'66 to 69 percent.* Under
the assumption that this share would steadily increase to 70 percent by 1985,
the historical ratios of originating passengers to population for each area are
projected to 1975 and 1985. These ratios are applied to population forecasts
for those years to obtain numbers of originating passengers at the hubs, and
ultimately, the total for the nation. The values are given in Table A-8.

The Gross National Product method is based on the historical relationship
between total domestic air travel and gross national product. Between 1949 and
1966 the ratio of passenger miles to GNP showed an upward trend through 1959,

a level period for the next few years during a slowdown in economic activity rate,

.and subsequently an upsurge in which the ratio was reestablished. The results
of this forecast also are presented in Table A-8.

*This value disagrees sltightly with other data (Ref. A-5), which indicate that the
hubs accounted for 68 percent of U.S. emplaned passengers in 1968. This may be
explained by the fact that the 1964 1ist contained 23 hubs while Reference 4 has
21. (The Tater Tists does not contain Buffalo, Cincinnati, and Tamps; Los Vegas
is a new addition.)



Table A-7. Market Analysis Method - Estimated Total
Trips and Passenger Miles (Ref. A-2)

Trip Types . (Mi%??gns) (Mi}??gns)

1. Adult Round Trips - Business 48.7 89.7

2. Adult One-Way Trips - Business 97.5 179.4

3. Trips by Minors and Armed Forces] _ 3.9 8.1

4. Total Business Trips 101.4 187.5

5. Adult Round Trips - Personal 28.7 16.3

6. Adult One-Way Trips - Personal 57.5 92.5

7. Trips by Minors and Armed Forces2 '_19Lg _18.5

8. Total Personal Trips 67.9 111.0

. 9. Total U.S. Domestic Trips - 169.3 298.5

Undup1icated ]

‘1:10. Adjustnient for Duplication by } _16.9 _30.0
, Reporting Carriers .

‘11, Total Duplicated Trips’ 186.2 328.5

12. Average Length of Trip (Statute Miles)|  687.0 725.0

' 13. Total U.S. Passenger Miles (bi]hions) 127,900 238,200

~

1 3% in 1963, 4% in 1975, and 4.5% in 1985
2 15% in 1963, 18% in 1975, and 20% in 1985
3 11% in 1963, 10% in 1975, and 10% in 1985

4 Conforms to originated passengers in CAB Form 41
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Table A-8. Final Forecast Domestic Originating Air
Passengers Major Metropolitan Areas

{Ref. A-2)
Ajr Traffic Hub - - 1975 1985

Atlanta ‘ 5,965 ' 10, 470
Boslon , 5,918 10, 390
Buffalo ' 1,614 ° S ) 2, 835
Chicago™* 18, 927 33, 225
Cincimnnali - 2, 048 ! 3,585
Cleveland . ' 3,366 5,910
Dallas ) 5, 874 10,310
Denver . 3,616 . 6,350
Detroit - 4,600, ) 8,075
Houston 3,425 . 6,010
Kansas City 2,858 : 5,016
Los Angeles - 13,192 . +28,155
Miami/Ft. Lauderdale 3,942 . 6,920
Mimmeapolis . 3,274 T ' b, 745
New Orleans ) 2,’653 4,665
New York* T 22,074 ) 38,750
Philadelphia ) 4,508 7,910
Pittsburgh 3, 361 C 5, 900
St. Louis 3,402 5,970
San Francisco . 7,969 . cr 13, 990
Seaille/Tacoma 2,398 3 4,210
Tampa/St. Petersburg 1,311 ‘ 2,300
Washinglon D.C./Baltimore 11, 301 19, 835
Total Major Hubs ' 137,600 241, 450
U.8S. Total : : 197, 000 345, 000
Percent of U.S. ) 70% 70%

*Consolidated metropolitan area
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Multiple correlation analysis were used in the Lockheed study to
investigate the effects of GNP and other factors,. such as air fares and speed,
on domestic travel demand. {Between 1946 and 1965 real air fares decreased
from 6.79 to 5.29 cents per passenger mile and average speed increased from
160 to 320 mph.) Although there was high correlation with all factors, GNP
was significantly dominant. Analysis tends to confirm this correlation
(Ref. A-7}, except that in connection with that study it was impossible to
distinguish between the effect of travel speed and GNP on aijr travel demand.
The results of the first two analysis methods (market analysis and city
analysis) are plotted in Figure A-1 in terms of passenger miles per $100 of
GNP. It can be seen that the methods differ by only about 10 percent. However
it will become apparent later that the comparison with other forecasts is
considerably less consistent.

In order to determine the future number and types of air carrier
aircra%t required, a method similar to the city analysis method, but using
city-pairs, is used to determine the distribution of air travelers over the
various routes. The historical portion of each city pair's share of the total
u.s. originating passengers is applied to the future populations.
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APPENDIX B

AIR TRAFFIC SYSTEM QBQANIZATION AN;D MANAGEMENT

This appendix will treat the’ 'Way aircrews and air traffic controllers

function together in order to make;the air transportation system work,
1. FLIGHT RULES AND PROCEDURES

1.1 Background. As aviation grew from its infancy during the first half
of this century, "rules of the air" evolved which were in large part three-
dimensional adaptatic;ns‘of the centuries old "rules of the sea'; but as the
air space became more highly populated, better organization was required.
Long before World War II 2 number of United States airlines formed a
private corporation called Air Traffic Control, Inc., which performed
minimal air traffic control functions during bad weather in some of the
major cities of the céuntry. By 1936, however, even this did not suffice’
and the Department of Commerce took over this function in the United
States (Ref. B-1).

During the mid-forties it became clear that there would be a large .
scale expansion of national and international air transport follov»'ring the
end of World War IL In 1944 an international conference on aviation was
held in Chicago to deal with civil avfiation as it related to international
air transportation. As a result of the C}iicago conference, the Provisional
International Civil Aviation Organization was established, and then in
1947 the International Civil Aviation Organization (ICAQO) was established
in Montreal, Canada. ICAO became a specialized United Nations function
dealing with aviation matters. The vast majority of'the members of the
United Nations are likewise members of ICAO and subscribe to ICAO flight
rules and procedures which are defined in Annex 2 (Rules of the Air) to

the Convention on Civil Aviation,

Member nations, for the most part, pattern their national rules
and procedures (which of course represent la:ws) after the ICAO procedures.
Although ICAO rules are not binding on military aircraft, the United States'
and most other member nations' military aircraft are required by their
own regulations to comply as far as possible with the ICAO procedures,

In general, nations maintain the prerogative of making their national pro-
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cedures more restrictive than the ICAO procedures if they desire to. Like-
wise, organizations such as the Dept. of Defense can choose to be more
restrictive in their regulations ‘than the Federal Air Regulatlons. For
example, the U, S, Air Force requires better weather conditions for an
approach at a particular airport for a new pilot ﬂ‘;en the civil regulations
and company practices would l"equire for a serior airline pilot. However,
Air Force or Navy flying regulations may not be less restrictive than the
Federal Air Regula.tions Since national air regulations everywhere are
patterned after ICAO ﬂlght rules and regula.tlons an American pilot can
f_or ail major air routes around the world follow s1m11ar rules of the air,

]'_n pla.ces where air regula.tlons are m c:onfllet a loglcal hlerarchy pre-
vails, (i.e., Federal Air Regu}.atlons over DOD or company practices

and procedures ICAO regulatlons over national regulations in 1nternat10na1
areas but more restrlctwe natlonal regulations over ICAO Regula.tlons in

-

the country of mterest) (Ref. B 2).

1.2 Highlights of Flight Rules. The ICAO Rules and Procedures, the . .
United States Federal Air Regulations, and the Department-of Defense

General thht Rules are all much too detailed to repeat here but some
of the most 51gn1f1cant items contained in the ICAO Rules and Procedures

merlt consideration. Item-9b of Table B-1 is 1mportant and states

- "IFR flights operatmg in controlled airspace are prov1ded by
Air Traffic Control with separation from other IFR flights,
except during SpeC]_fled portions of such flights cleared to
maintain operatlon in visual meteorological conditions (VMOC),
in which case it is the direct responsibility of the pilot to avoid
collision with'other air craft. Note: It is-important to realize
that the dizect responsibility of the pilot to-avoid collision with
other aircraft when flying in VMG applies not only when an
IFR flight has been specifically cleared to climb, descend,
cruise, or hold; subject to maintaining VMC, but also when
the flight is not operating on.a VMC clearance Indeed, when
meteorological conditions exist in a given area, the VFR {lights,
as well as other IFR operafting on a VMC clea.rance may be
flying in the area, and no separation from such a:.rcra.ft is pro-
vided by air trafflc control. Information will be given, however,
with respect to those known aircraft which are separated from
the IFR flight in question by less thari the minima prescribed
for IFR traffic. "



Table B-1. Selected Items from ICAO Rules and Procedures

1) -

2)
3)
4)

5)
6)
7)
8)

9)

. proximity, right of way

Control -of Aerodrome traffic”

*.d) '<Air-traffic control -service.

. h) Departure, holdzng, a.nd approach procedures

Responsibility for compliance with rules of the air
Authority of pilot in command of an aircraft
Protection of persons and property

Avoidance of collisions, negligence, airspace restrictions,

Flight plan information -

Air traffic control clearances

Visual ﬂlght ryles ,(VFR)

a} Flight visibility requlrements

b} Distance from clouds

Instrument flight rules (IFR)

a) ~Required aircraft equipment -

b) Required pilot rating . '

¢} Required min‘imum weather conditions
e) . Separation of dircraft =

f) ~Flight plan and ATC clearance

g) . Air/ground ATC commumcatlons )

 Item 9g is very impprté,nt. It includes the requiremélnt‘ that an

aircraft shall maintain a continuous listening watch on an appropriate

assigned radié frequency and contains the f‘ollowing.instructions in the

event of communications failure:

u5, 4, 4. 4. 1. If a radio failure precludes compliance with 5. 4. 4. 1. 1,
the pilot must . . . :

l) If in visual meteorological condltlons
a) Continue to fly in v1sua1 meteorological conditions;
b)- Land at 1.:he most gui‘cable a.'-erodrome.

2y It m instrument meteorological conditions or when

weather conditions are such that it does not appear
+ - feasible to complete the flight in accordance with 1):



'  Reatiy abior sivesin
i

)‘é)’ ;Proceed accordln?grto the urrent ﬂlght pla.n,
i malntalmng the 1ast a}cknowledged assigned

) cruls1ngi level (or3 levels) to.the point specified
; in the clearance to whlch the crulslng 1evel(s)
apply, ~1;? dlfferent from those of the fllght plan,
andlthereafter at theacrulslng level (or levels)
1nd1cated in the current Alight plan, e

-
LY RN

[
iy "D) Arrange ‘the fl).ght sof as 'to arrive as closely as
. pos. s:.ble to.the est1mated time of arrwal
. v H sf o,
‘,c)'] Commence descexit'ais nea.rly as p0551ble to the
3 expected a.pproa.ch t1me last received, and
, acknowledged or, if no expected approach time
has been received and acknowledged, as nearly
as poss:.ble to the estimated time, of arrival
specified in the flight plan. "

‘1,3 _Fundamental Pﬁnciples. Exami‘p_.ai.fi’bn of various flight rules, regu-

lations, and'procedures brings out several'fundamental points:
[ H . L ' . . B B -

1) Safety. Air safety is pafamount. There are standards
which separate aircraft from the ground, from each
other, and even from clouds; and that proHlibit dangerous
operations in'the air above populated areas. This funda-

-mental pr1nc1ple will not change

he L

i2)- - Flight Rulés and Servzces There are ba.sma.lly two types
© odf serviced which cdn be provided a pilot in flight. He
may travel.on’'a fairly unrestricted basis ahd receive only
H minimal support from ground stations. This, of course,
corresponds to visual flight.rules operation, The pilot
may elect {or be compelled) to fly a much more regu-

‘lated and restricted flight path, obtaining in the process

much greater aid in the férm of protection from other

' aircraft, position fixing-help, and the like.. This latter

- ‘case, -of codrse, corresponds to instrument flight rules
operation. Although there is a trend.toward more and
more IFR operation, this fundamental principle will
rernain, ‘'The pilot'may elect to receive varying degrees

+ of service from ATC, but his equipment requirements and

" legal obligations-to conform to the instructions given by

; -ATC W111 mcrease with an. increase. in.services provided.

3) " ‘Légal: Imphcatlons. A fllght pla.n Whlch has been proved

* by Air Traffic Controlin .the form of a granted and ’

’ ‘acknowledged ‘cléararnce is in effect a binding contract.
Air crews and air traffic controllers .can find themselves
in legal jeopardy if‘through negligence they.violate that
contract and the result involves fatalities. For this
reason in the past, both by regulation and by practice,
personnel have gone to great length to make sure that an




4)

5)

aircraft clearance was clearly understood and understood
in the same way by both the ground and air parties. The
full and complete readback of Tong dnd complicated air
traffic control clearances remains a common occurrence
and a clearance is not considered valid unless it has been
acknowledged. This acknowledgment has in the past
occurred over a voice link such that there was clearly a
meeting of the minds ' between the pilot and the air traffic
controller or at least the radio relay man on the ground.
In the future when many air traffic ‘control commands are
given via data link, it'will be important to take this factor
into account. An agreement hetween a computer on the
ground and an airborne computer inflight may or may not
be an operationally acceptable solution. In summary, as
hardware mechanizations and procedures change, the
legal implications must not be ignored or forgotten in the
synthesis of a new System.

Pilot~-Controlier Relationship. There is a division of
responsibility and authority in the planning-and execution

of air traffic control. This fundamental point, too, is not
likely to change. It is unlikely that the following ICAO Rule
of the Air will change: '"The Pilot-in-command of an air-
craft shall have final authority as to disposition of the air-
craft while he is in commarid. " Although the ultimate
responsibility for his aircraft and the lives of the people
aboard rests with the aircraft commander or pilot-in-
charge, this responsibility does not entitle him to complete
freedom of action. There are times when he must follow
the instructions of an air traffic controller, even though
they may involve changes in his flight plan which are incon-

" venient to him. One of the primary reasons that the air

traffic control system works as well as it does, especially
during peak traffic hours, is the high degree of teamwork
and cooperation between pilots and air traffic controllers,
which for the most part is born of mutual respect. The
psychological factors are not entirely understood, and are
certainly not quantified, but they are by no means trivial
or imaginary.

Fail Safe Operation..' The air traffic control system must

continue to operate in the presence of emergencies and
failures, In-flight emergencies, which involve rapid,
large, and unavoidable variations from the nominal and
predicted flight path for an aircraft in distress, will con-
tinue to occur. An air traffic control system that cannot
respond flexibly to situations such as this is not a viable
one. Furthermore this system must be capable of oper-
ating in the presence of failures or anomalies in both
ground and airborne hardware.



6) Flight Requirements. Air traffic regulations, especially
~ for flight under instrument conditions, has in the past
imposed requirements on both pilot and equipment. Indi-
. cations are that they can be expected to do so to an even
- greater-degree in the future:

* A combiﬁatior; of two fundamentals treated .thué far; namely, that

1) a cleara_.nce is a contract and 2) that the system must function in the
presence of failures, led to the extremelylr,explicit and detailed "Radio out"
or "Cominmunication Failure® fegulation quote earlier. -The reason for

this emphasis WaS.‘SiI'Il}_?:!].Y that the failure of a radio in flié,rht was a rela-
tively common occurrence and adequate provisions had to be made to pro-.
tect all aircraft when there was an aircraft operating in the clouds with a
radio failure. Clearly, hqwever, if technology alters the situation enough,
reduciﬁg the likelihood of failure of communicatioﬁs,. surveillance transmit-
ter, navigation or other equipment to a very small va.lue:e, then it is likely
that flight rules and procedures will be altered accordingly. It is the
implementation, however, which will change. The ft:lndamental points -~
the need'for some form of fail-soft operation and the fact that all flights

in the National Airs‘pace System involve legal implications and responsi-

bilities -- will not change.
2. AIRSPACE ORGANIZATION -

2.1 Domestic Regions

One of the more significant.features of-t.he ICA©O and U. S. Flight
Rules and Pfocedures is.that there are two si‘gnii{ica}ntly' different sets of
rulées - visual flight rﬁ]res and instrument ﬂigh{: rules — which may be used
under varying weather conditions., Although not spelled cut in the same
way, there are different sets.of rules which apply when aircraft fly into
different g_eoér'a'phifzal regiohé.' The airspace itself is organized in such
a way that a pilot flying into a given.region,' say in the vicinity of a
high-density air terminal, kfiows that he is under far stricter control
than if he were out over sparsely populated terraiﬁ.’ "I’he airspace over
the 'Uni‘L:-ed' States is considered a national resource and use of portions
of it may be granted unconditionally; conditionally, or not at all. The
airspace over the United States, then, has been mapped out in three
dimensions,. with different sets of rules applying in different regions and

under different conditions. For obvious reasons, the rules of flight

B-6



governing aircraft ¢rossing international borders during times of formal
or informal hostilities will be different than for peacetime operation, The
remainder of this section will treat the peacetime airspace organization

over the contiguous United States.

Table B-2 contains a number of listings of airspace categories which
have been suggested or designated by various interested and responsible
organizations. Although space does not permit a detailed discussion of
each of these points of view, several points should be made:

e There is unanimous agreement that airspace organization is
required, and that the degree of organization or control must
become quite high in densely populated regions.

e Most of the listings allow for the existence of mixed airspace,
i.e., airspace wherein controlled aircraft are provided
separation from one another, but are not necessarily provided
separation from uncontrolled aircraft. The Air Transport
Association listing specifically excludes this possibility,
although their Type 3 Controlled Airspace would not provide
separation service between two unregulated aircraft.

o It can be seen from these listings (and it is even more obvious
when the source documents are studied) that the legitimate but
different points of view of the air carrier and general aviation
comrnunities produce different recommended flight rules and
regulations. Any meaningful system synthesis must not, in an
attempt to appear palatable to all users, ignore or equivocate
on this issue,

e Although the RTCA listing is the only one that calls it'out, all
organizations recognize the existence of Special Use Airspace.
As the airspace itself becomes more and more precious, it can
be expected that more and more pressure will be brought to
bear (primarily on the Department of Defense) to shrink up this
Special Use Airspace. Again, however, the synthesis of an
ATC system requires recognition that such airspace will con-
tinue to exist to some degree, probably indefinitely.

*Special Use Airspaces are identified on aeronautical charts and in
aeronautical planning data and procedures documents, and are divided
into four categories (Ref, B-3),
e Prohibited Areas, where flights are prohibited except by
special permission
e Restricted Areas, where flights are prohibited during published
periods of use, unless permission is obtained from controlling
authorities
e Warning Areas, where flights are not restricted but avoidance
is advised during use
e Caution Areas, where flights are not restricted but the pilots
are warned to exercise extreme vigilance.
Data given on Special Use Airspace includes, in addition to its location:
airspace number, area name, effective altitudes, times used {days of
week, hours of day, weather conditions), and the controlling authority,
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Table B-2.

Airspace Categories as Designated by Several

Authoritative and Representative Sources

FAA (Ref. B-4)

1. Positive control area (PCA)
2. PC terminal access corridor
3. Terminal PCA (TPCA).

4, Control area (mixed airspace)

5. Controlled airway (mixed
airspace)

6. TUncontrolled

FAA (Ref. B-5)

i, PCA

2. TPCA

3. Control zones

4, High density terminal area

airspace (initially mixed
airspace, going TPCA)

General Aviation (Ref. B-1)

1. Controlled
2. Mixed airspace,

3. Uncontrolied

Air Transport Association

(Ref. B-6)

i. Controlled:

Type {1}: Positive control of
- aircraft
Type (2): AFR/IFR control
IFR/VFR control
VEFR/VFR advisory

IFR/IFR control
IFR/VFR control
VFR/VFR-no service

Type (3):

2. Uncontrolled: No service.

Radig Technical Commision for

~ Aeronautics (Ref. B-T)

1, Con_trollléd

2. Ij'ncontroiled

.3. Special use -

Alexander Commeittee (Ref. B-8)
1. High density airspace

2. Positive controlled airspace
3.  Mixed airspace {with IPC)

4, Uncontrolled air space
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2.2 Oceanic and Transition Regions

There are certain ‘fimda.men"cal'diffe;rén“c'es, in: the present environ-
ment, between the requirements of an oceanic system and those of a
domestic system as affecting airspace organization. Furtherfnore .the -
requirements may differ between the Atlantic and Pacific Ocean areas,
since the optimum system for the Atlantic must satisfy hlgh trafflc density
in the North Atlantic corridor, while comparable densitie s may not be
reached in the Pacific for ma1’1y years due to the dispersion of air routes.
Most of these differences arise from the modes and methods of commu-

nication available to present da.y aircraft.

When SST flights bec_:ome a significant propor_tioh of the overall traffic,
some of these differences will begin to disappear. Reduced transit time
may dictate the use of common data bases for the.computational systems
for domestic and oceanic control, thus simplifying the interface between
the systems and in fact forcing the system toward the concept of an inte-

grated ATCS for the domestic/oceanic transition regions.

The congestion in the North Atlantic corridor, as the problem is
currently experienced, is caused by two factors:
1) The need for aircraft to utilize a "minimum time

track" over the great circle route between North
America and Furope

2) The peé.k‘ing of East/ West and West/East traffic
at certain hours to provide for passéenger con-
venience,

As .aircraft speed increases, both constraints will assume different
weighting factors.- The velocity of winds .aloft will become a much smaller
percentage of alrcraft speed and meteorological effects on the minimum
time track Wl].]. be 1ess important. However, fuel consumption will be-
come a more critical parameter. The greatly reduced intercontinental
transit times will also permit more ﬂéxibility in arrival and dqpa:ri_:ure ‘
times. These factors will result in changes to the i)hysical airspace
assignments in the North Atlantic corridor and modify requirements for
aircraft separation distances. Srhoothing the peak traffic curves for
East/West and West/East departures should be possible as a result of
shorter transit times. This in turn will ixnpa..ct the requii'ement for cor-

ridor density.
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In addressing the question of compatibility between oceanic and
domestic systems in the study, the following-observations can be made:
e QOceanic users, while fewer in number than domestic users,
can, by their nature, afford somewhat more sophisticated
equipment on their aircraft; and the trade-off between air-

craft costs and satellite/ground system costs may differ
from a domestic system.

e It follows that oceanic users should in general be required

to be compatible with domestic systems to the extent

necessary rather than attempting to force compatibility

with ocean systems on domestic users. However, both

systems should be co-existent so that ocean users are

not forced to pay an unacceptable penalty for entry into

the domestic system. Ideally, littfle or no penalty would

be paid. ’
Thus, at this time, there appear to be no difficult hurdles to be encount-
ered since a number of satisfactory solutions to the transition area ‘are
readily apparent. If the over-ocean CNS System is very similar to that
used for the contiguous United States, then functionally there is no real
interface, If the over-ocean system resembles that Studied for NASA/
ERC in the Navigation Traffic Control Satellite Mission Study (Ref. B-9),
then the interface between say CNS surveillance and NAVSTAR/AUTOREP
surveillance {discussion in Reference B-9) could simply take place during
the approach or departure phase, since the satellite service capabilitiés
will overlap. -Likewise, in the event that no satellite-based over-ocean
capability exists, the interface will be much as it is today. Today, sur-
veillance and communications capabilities simply cease when the aircrait
is no longer within line of sight of the ground station to which it reports. ’
The system reverts to HF communications and whatever navigation aids
are-available. In the future, the same thing would happen when the air~
craft flew out of the field of view of the Satellite CNS System.

2.3 Effect on Airspace Organization of the Use of Collision Avoidance
Systems/Proximity Warning Indicators

Many collision avoidance system (CAS) and proximity warning indi-
cators (PSI) employing airborne electronic equipment have been proposed
and developed as experimental hardware. Their use could affect airspace

organization and management procedures. The CAS, in providing not
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only an indication of a collision threat but also an escape maneuver, re-
quires a rapid and precise s.olution of a complex dynarﬁic problem which
implicitly requires the cooperation of all partic;'.pants. As generally pro-
posed, the hardware that satigfies this need can be complex and costly.
The currentiy considered PWI functions as an attention-getter and would
probably be useful only in visual Systems in weather conditions where

traffic is relatively light and closing speeds relatively low.

The FAA is understood to regard CAS and PWI as optional equip-
ment supplementing the existing ATC service, Héwever, if such hardware
designs as the present candidates are adopted, the FAA would be expected
to provide any ground reference stations that are needed., An experimental

station is now being procured for the ATA-sponsored CAS.

The CAS technique now being seriously considered could have a
broader application since precision time standards can also provide a
reference for surveillance, navigation, and communications freguency
control, Also, if a practicable system were available that includes the
guantative distance and rate information needed for air-derived station-
keeping, some of‘ the positive control burden could be shifted from the
controlier to the pilot. - Ground-based monitoring would continue and
intervention would be provided.only as needed., This would go beyond the
ATCAC IPC concgept in that the pilot - on his own initiative - would be able
to overtake and pass a slower aircraft - still, of course, maintaining
safe separation. Collision tracks on other than the overtake situation
Would_probably‘ require ground intervention or CAS-indicated emergency
procedures because a timely and orderly response would be much more
difficult to determine and to indicate in the aircraft. Clearly, if a signif-
icant increase in cockpit capability {represented by the implementation of
effective CAS/PWI systems) is implemented, airspace management would
become more flexible and would involve less ground control. More of the
responsibility and authority would revert to the pilot. Any decision to
dramatically alter air traffic control philosophy in this direction, however,
would hinge on a clearly demonstrated and widely accepted CAS/PWI
capability, At the time of this report, this situation does not exist and the

issues are not sufficiently well established to predict the eventual outcome.



3. CONCLUSIONS

The following conclusions are drawn from the foregoing discussions

and from the related analyses performed on this study.

» The Satellite CNS System implementation must be synthesized
using a consistent and viable airspace organization and man-
agement strategy.

¢ This strategy must be capable of accepting a wide range of
aircraft, air crews, and flight plans.

e Mixed airspace in the terminal environment is the single
most critical problem, At the outset of this study, TRW
felt that a probable ultimate goal should be the elimination
of mixed airspace. We now feel that this may not be
necessary; and if it is not necessary, it is certainly not
desirable. Elimination of mixed airspace would substan-
tially constrain the freedom of a large fraction of the
aircraft population. The key to this question is the sat-
isfactory implementation of a short access time collision
warning system that would adequately serve the needs of
the total aircraft population.

s Although the Satellite CNS System described in Volume 1
does not represent an optimum system design, it is clear
that this system concept could be implemented without
constraining ATC rules and procedures, Further, no ATC
organization and management issues have been identified
that would inhibit adoption of the Satellite CNS System
concept.
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APPENDIX C
ESTIMATE OF FILTERED POSITION AND VELOCITY ERRORS

T INTRODUCTION

A simple analysis is described which estimates the position and
velocity errors associated with the use of a steady state Kalman Filter
for the determination of aircraft position and velocity. The errors can
he conveniently considered to be composed of two parts. The first
part, the noise term, is the error caused by the noisy (non-deterministic)
measurements which are used by the filter. The second part, the lag
term, is the error produced because the aircraft is accelerating. These
two parts are determined separate1y and then are combined to produce the
total filtered output error. For this study it was convenient to work
with Z transforms {Ref. C-1}, and therefore, a knowledge of this
transform is neéessary to thoroughly understand the analysis.

2. DESCRIPTION OF THE FILTER

The steady state Kalman Filter is described by the following
difference equations:

X o = Xg t u(xk - xpk)
ii = E- + ﬁkx - X_,)
k k=1 = Tk pk
ka+1 = Xt T Xy
where:

X, = Noisy input measurement data at the kth time instant.
X, = Estimated position at the k™ time instant.
ik = Estimated velocity at the k™ time instant.



Xos1 = Predicted position at the k1 time instant.

T
as B = Filter constant.

1

Sampling time.

AZ trapsform signal flow diagram of the filter gan-be drawn from
the above equations:

where:
z = Z transform variable.
f(z)} = Z transform of the function fk; that is,
fz) = D %, 2K
=5 kK

Using the signa]-f1ow diagram and Mason's gain formula, the following
transfer functions can be obtained: '

T . x(z) _ z(g - o + az)
x(z) - x(2) 2 zarp-2)+ (1 -a)

‘ %—ﬁ(z - 1)
g Eszi 2+ zlatp - 2) + (1 -a)




3. NOISE TERM OF THE FILTER ERROR

The noise term of the filter error was evaluated by determining the
steady state variance of the outputs of the filter caused by a gaussian,.

independent noise input, having a zero mean and known constant variance,
2

o, - The filter is }inear and therefore the output—inbhf réiatiohship is

given by the convolution equation:

k
Yo = 2 H_:x
k 320 k-J

J
where:
Yy = Output variable at the kth time instant.
X E Input variable at the k™ time instant.
H, _; = Impulse response of the filter from time instant
43 to k.
The variance of the output ‘at the kth instant of time, c§ , is given
as, ‘
2 ey - e 3 >
of =Ely "} =E [ Hy_ ] [ Hy . 5}

Using the statistical properties of the input signal, the expression for
the output variance can be reduced to,

k 2
25 W _
3=0

(o] -
Yy

The steady state output variance, oyz, is therefore given by:

2 _ 11m 2 ii
G c H
y 7 ko yk x. iso

A convenient method of evaluating the infinite sum can be obtained
by using the Ergodic Hypothesis which resuits in the fact that the sum

Cc-3



is equal to the mean-square value of the filter output to a pure white
noise input. In turn, this mean-square value of the output is equal
to the autocorrelation function at T = 0 which can be obtained from
the Z transform of the impulse response, H(z}. Using these facts,

one can write:

S H,% = Inverse Z transform of H(z) H(z™")
j=0 with n = 0

_ 1 -1y _n-1 ‘ -
_E—Jﬁﬁ(zan(z y 2% dz, for n = 0.

The above expression can be determined by the use of residues:

?%f,ig H(z) H(z_x)'z_] dz = :E: Residues of H(z) H(z"]) 2!

. A1l poles
inside the
unit circle

Using the above scheme, the steady state variance of the Tilter
velocity error, 0_2, can be determined., The Z transform of an impulse

response is % equal to the transfer function; therefore
H(z) = T_(z)

X

and the poles of T _(z) T_(z']) z"] inside the unit circle are z = 0,
Z., 2 X X
1“2

2 - a-g - j Vag_-(o-8)




Let z.I g = R t jc, then after algebraic manipulations the residues of the
above three DO]@S are found to be:

t
)
]
L]

for z = 0 : Residue = 0 .
for z = z;: Residue = R, = (0 -R- %C) 5

T (1T +R+jc)(1 -R™ - c™)}2 jc)
for z = Z,t Residue = R, = Complex conjugate of R_ .

Zy ; Z4

The variance is then obtained as:

2 2 '
0'“ - UX [RO + RZ + RZ ]:
x 1 2 .

which after more algebra becomes:

2 2| 24
I%- | 2 -
. T° o4 - 20 - B)

{
i
lo_
H
RS

For the noise term of the filter position error one used:
H(z) = Tx(z).

The poles of Tx(z) Tx(z—]) 21 inside the unit circle are also
z =0, Z1> Zo. By proceeding in similar manner, one arrives at the
following result for the steady state variance of the filter position

2
error, o :
X

2 _ 2[2052—3Ba+28
Gi - % a{d - 2a - B) )

4. LAG TERM OF THE FILTER ERROR

The Lag term of the filter error was estimated by determining the
steady state filter output error when the input measurement is equal



to a parabolic function of time; that is,

A was chosen to be equal to the maximum acceleration .of the aircraft.
This input is equivalent to the aircraft having a constant maximum
acceleration, which in terms. of Filtér lag error, corresponds to the
"worst case”. The steadyv state error can be evaluated by using the
method of error coefficients. (Ref. C-1). )

If the error is given by the following Z transform;

| e(z) = W(z) x(z).

where:
ez) s 7 trapsfdrm-of-the error,
x(z) =2 transfoém of the inﬁut,,apé
W(z) = error transfer function

then the steady state- error, e£,~1s givéen by the foTlowing equation:

. 2
d xk c, d Xy

e, = €p % + C;y — + m5 —5—
k 0 “k 1 d? 21 d‘tz
n
c.d % . -
+ + k
n. dtn
where: ) 3
o o dhuE(s)
n 1. ;-.n )
d s 520 -
We(s) = W(z)
Z= eTS




For our case, Xy is a parabolic function of time, and therefore,

2
_ )
ETZ
d x‘ .
o= A KT
d2 X )
k- p
=
dt .
an, PR
k B >
el 0 for k - 3
dt

and one needs only to evaluate Co> c], Co

Using the above method, the steady state f11ter p051t1on error,

ey » can be determined. The position error transfer function is given as
k .

e;{z) _x{z) - x(2)

wk(i) = X(z) X(Z] =1 - Tx(z}

_ Q- o) (z% - 22 + 1)
- Ztz(atp-2)+(1-a)

The corresponding cn's are determined to be:

o
c] =0

_ 2T°(1 - )
2 R



Finally, the steady state filter position error is:

C T2 - A
e__. - e ————— " v L%
xk B

Similarly the steady state filter velocity error, e , can be
determined. The velocity error transfer function is given as:

e_(z) _
0 (2) = Sy = Malexlal 2 o)
X
-1
_2(z - 1) %Z(Z :
Hz+1) 2, zZ{o + 8 - 2) + (1 - @)

CO =0
C] =0

- ay .
C, = T(1 - 28)'

The steady state filter velocity error is,

These errors correspond to one aircraft. The collision hazard
determination scheme uses the relative position and velocity betwen two
aircraft; therefore, assuming independence and equal maximum acceler-
ation, A, the Tag terms of the fgwter are estimated to be twice the
steady state errors, or,

2
Lag position error = g%£—(]~a)
Lag velocity error = AT(1 - 2%9




5. TOTAL FILTER OUTPUT ERRORS

The total filter output errors are evaluated by using the results
of Sections 3 and 4. This total error, "3¢ + worst case number,"
is determined as:

filtered )
position error =|AR|

H

[3o§J + [1ag position error]

2 ‘/zaz -3ga+ 28 |, | 28207 - a)
x Vald - 20 - 8} 8

filtered
velocity error =|aV|

[36_] + [lag velocity error]
X

B 2 Lo
3a, T‘/aTﬂr e N8 AT(1 23)

Obtained results (Ref. C-2) indicate that the parameter 8 can be selected
to minimize both the position and velocity errors. A performance
criterion was used which compromises between the transient and-steady
state characteristics of the filter. This optimum value of B is
agiven as:

k

The selection of o is dependent on the practical applicatioﬁ of the
filter. For the case of determining aircraft collision hazard regions,
the value of o was selected to minimize the half width of the

hazard region,

C-9



£ovan 5 NE
REFERENCES "
g MTATGS. -3 e T
C-1 B. ?. Kus,"Analysis and an;hgsiﬁ,of Sampled-Data Control Systems",
Prentice-Hall, Inc., New Jersey (1963).
C-2 T. R. Benedict and G. W. Bardner, "Synthesis of Optimum Set of Radar

Track-While-Scan Smoothing Equations"”, IRE Trans. Automatic Controls AC-7

(July 1962) pp.27-32.



APPENDIX D .
LIT PRICING QUOTATIONS

This appendix contains- the LIT Request For Quotation, two of its

attachments, and the written responses received from four Yendors..
7. LIT REQUEST FOR QUOTATION

Subject: Request for Quotation 70-2376-RS-047
Location/Identification Transmitter

Gentlemen:

TRW Systems Group presently holds a contract with NASA Goddard Space
Flight Center to study the application of satellites to communications, navi-
gation, and surveillance, for aircraft operations within the contiguous
United States. As a part of this study, we are engaged in the concept design
of a satellite-based air traffic control system. The single most important
element of the total system is a satellite-based surveillance system concept,
which appears to offer the following significant advantages te a domestic
ATC application:

» All airborne aircraft will be precisely known in 3 dimensions
(50 - 300 ft. ) with updating about once per second.

e All airborne aircra-ft will he identified.

e The system saturation point can be kept well above projected
traffic forecasts for this century with a relatively modest use
of the R, F. spectrum.

s Very low cost avionics (target price of 3400),

Although the satellite approach is clearly not a close-in solution to today's
air transportation problems in the United States, satellites will almost
certainly be providing aeronautical services for over-ccean use within 3 to
5 years. There is good reason to believe that significant research and
development efforts for satellite-based United States ATC services will
take place in the same time frame. This could lead to operational usage in
the late 1970's or early 1980's. A significant element for judgment as to
when satellites should replace ground-based radar and augment ground-
based navigation and communication aids is, of course, economics. Thus,
cost estimates are necessary at this initial feasibility study stage.

We recognize that when a system like this comes into being, the people who
will build the LIT transmitter will be the people who are presently building
ATC radar transponders.



Although it seems clear that the LIT transmitter, like today's radar
transponder, will come in a number of versions with a fairly wide range

of prices, in this feasibility study, we are emphasizing the general aviation
user rather than the commercial air carrier or the military. Thus, it is
this "model” that we seek to price out since to a large extent the ultimate
practicality of the system will depend on its bringing into the air traffic
control system the vast majority of the general aviation fleet.

We hope to obtain a pricing input from you. Your participation will be
acknowledged in our final report to NASA which is expected to receive wide
distribution within DOT, FAA, DOD, and other Government agencies, as
well as the aviation industry itself,

Your response to this RFQ is requested by 28 August 1970. Should you
have questions of a technical nature, you may contact Mr. Cecil Easley
at (243) 536-7706. Other gquestions concerning this RFP may be directed
to the undersigned at (243) 536-1755,

Very truly yours,

TRW SYSTEMS GROUP
TRW, INC.

C. T. Gibson
Subcontracts Manager
Electronics Systems Division

Attachments: (1) AIAA PAPER (NOT INCLUDED'IN THIS REPORT)
(2) LIT TRANSMITTER CONCEPTS AND DESCRIPTION

(3) LIT RFP GROUNDRULES



2. LIT TRANSMITTER CONCEPTS AND DESCRIPTION

This document describes a design approach for the development of
a Location/ldentification Transmitter (LIT). Although there are other
approaches which can be applied, the approach described is straightforward
and is well within existing technology.

Three confiqurations are proposed. The salient characteristics of
the three configurations are shown in Table D-1 below.

Pulse Burst Peak Power
Model Number Frequency, MHz Length, sec Watts
A 1600 51 2500
800 51 890
900 204 240

Table D-1. LIT Configurations

Thé application of this transmitter is described in the AIAA paper.

The specification for the LIT is indicated below:

Model A Model B ’ Model C
Carrier Frequency 1600 MH + 2 ppm 900 MHz + 2 ppm 900 MHz + 2 ppm
Qutput Peak Power 2500 830 240
(watts)
Pulse Width (us) 51.1 . 51.1 204
Pulse Rep. Period 1 Sec + 2 ppm 1 Sec + 2 ppm 1 Sec + 2 ppm



Common requirements. for all configurations:
Pulse Modulation = 511 bit biphase (j90°) code at 10 Megabits/Sec
Code - First 511 bits of a 213
sequence
Oscillator Long Term:Accuracy - 2 ppm or better per year
Power Supp]& - Compatible with DC source on general aviation
aircraft (12V) ‘ ]
Logic Design -~ The code sequence and pulse repetition period should
be fix wired into the unit, however, the logic -
design should be such that simple factory medifications
_can change the pulse repetition period in 10 psec

- 1 maximal Tength shift register

increments in the range between 1.0 and 1.7 seconds

per pulse and the code sequence from the first

511 bits of the 2'° - 1 sequence to the 2nd 511 bits

or the 3rd 511 bits all the way up to the 16th 511 bits.
NOTE: There are 16 disjoint or nonoveriapping 511 bit
subsequences in a 213 - 1 or 8191 bit length code
sequence. : '

2.1 Detail Description of Configuration A Amplifier Multiplier Chain

For the following discussion refer to the LIT Transmitter Model A block
diagram shown in Figure D-1.

2.1.1 10-MHz Oscillator

It is a relatively simple ﬁatter to show that temperature compensation
for what is hopefully a relatively low cost oscillator radically increases
the cost of the circuitry, primarily due to the additional labor’required to
obtain adeguate gompensation., Conséquently, & technigue sujgested is quite
1nexpensivé‘and yet adequate to obtain.the desired stabilit . A simple
thermal blanket wiil be wrapped aboﬁt either the crystal or the entire oscil-
lator depehding upon the physical configurations selected for the final design.
This thermal ‘blanket will be controlled by a small silicon controlled recti-
fier which will be caused to fire by a thermistor sensing a lower temperature
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Figure D-1. LIT Transmitter Model A
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extreme which will be arbitrarily selected upon test of the design protctype
circuit. Thus the temperature excursion of the oscillator will be 1imited
to a range much less than the ambient excursions anticipated for an air-
craft environment. By so doing, the basic stabilﬁty of the oscillator will
thus be limited to less than the requisite two parts per million frequency
deviation. Although the thermal blanket described appears attractive a
self contained crystal oven should be investigated.

2.1.2 Linear IC Amplifier

- Following the 10 MHz oscillator is a linear integrated circuit designed
to act both as a buffer between the oscillator and the -balance of the trans-
mitter circuitry, and also to provide approximately 30 db gain for the low
powered oscillator. Of course, it is possible to increase oscillator power
and delete the integrated circuit, but in general the crystal oscillator
configuration precludes large output if the requirad stability is to be main-
tained.

2.1.3 X10 Multiplier

Following the linear integrated circuit is a times.ten multiplier
consisting of a snap recovery diode and a few passive components. This simple
circuit allows the frequency to be translated upward by a large order of
magnitude, and although the loss incurred in this circuit is on the order of
10 dB, this is a small price to pay for obtaining a decade increase in the
basic oscillator frequency. )

2.1.4 A-1 Amplifier, S-5 Multiplier, and A-2 Ampnlifier

Following the times ten multiplier is an amplifier ‘designated A-1
which more than recovers the power lost through the multiplication process.
And again, immediately following this amplifier is a times five multiplier
nearly ident{ca] to the times ten circuitry. And, once again, following
this multiplier is an amplifier designated A-2 which amplifies the CW RF to
a level sufficient to drive a biphase modulator circuit. o



2.1.5 Biphase Modulator and Amplifiers A<3 and A-4

The biphase modulator consists of a simpie diode ‘quadrature ring
of relatively conventional design. Ordinarily, one can expect 180° phaée
shift + 1° from this simple phase flipping circuit. After the biphase
modulator two amplifiers designated A-3 and A-4 provide high level drive
to the final multiplier designated times three. " The output from this
multiplier will be on the order of 3-1/2 watts at the final output frequency
(1.6 GHz). This Tevel is sufficient to drive the pulsed amplifier chain to
a final output at the antenna connector of 2500 watts at a frequency.of
1,600 MHz.

2.1.6 Pulse Power Amplifiers

The power amplifiers which are gated on only during .the desired
pulse transmission duration consists of ceramic triode tubes in a strip-
line configuration. These amplifiers are extremely rugged-and capable of
producing more than the indicated output power levels. The electron tube
generic type tentatively selected for this application is the type Y1537,
for the Tower ievel stages and the type Y1536 for the output stage: however,
lower price units should be investigated.

2.1.7 Power Supply

It should be noted that due to the extremely low duty cycle imposed
upon-the puised amplifiers the power supply need oniy deliver its maximum
current during a very small portion of the operating time. Consequently,
the power supply may be very inexpensively constructed utilizing a capacitive
discharge output to maintain the necessary current level during the very
short burst of pseudorandom pulse sequences. The proposed power supply is
designed to convert a nominal 12 volt DC level to several isolated DC outputs
required by the LIT transmitter system. Thése outputs. are: -

Vout - - Tout - : [puise Pave
{(v) = (ma) (A) ‘ (W)

+1200 0.1 . 1.5 48

+ 500 0.1 0.3 .096

- 50 1 0.8 .058

- 5 - 1 0.05 .001

+ 28 20 1.12 .594

.+ 5 500 0 4.000 (Including

Regulator Loss)
5.253 = Ptotal


http:a-frequency.pf

The power supply will utilize a standard DC-DC converter configuration
(magnetic inverter-rectifier-filter). The +5V output (for the digital
circuitry) is regulated and an additional 24 volt regulated output is derived
from the +28V output for the crystal oscillator. These regulators will use
integrated circuit techniques. The expected 12V input power is 6.6 watts for
a nominal average input current drain of approximately 0.55A for Configuration
"B". The power supply for-all configurations is‘sim11ar except desiagned for

the higher or lower power requirements,

The high pulse current requirements are handled through capacitor
energy storage techniques. The expected voltage drop during the pulse
duration is less than 10%.

2.1.8 Code Generator

The following describes a possible design for the code generator.
The LIT code generator produces sequence bursts of 511 bits at a rate of
10 MB/s. The bursts are repeated every one to 1.1 seconds. The repetition
rate is selected between oneand 1.1 seconds with a resolution of 10¥s, thus
providing 10.,000 distinguishable rates (Frame Identification). The Timing
Diagram of Figure 3 illustrates the process. Generation of the-code burst is
implemented by the micro-programmer and code generator iliustrated by Figure 4.

The run rates of the micro-programmer are derived from a divider chain
which is driven by a }O MHz TCXO. Resettable decimal dividers are used to
produce.the desired frequencies of 100 kHz and 1 kHz. 10 MHz is available
from the TCXO whose output is also delivered to the transmitter. (Note’
that the multiplier-amplifier.indicates an oscillator in the chain; however,
only one oscillator is required.)

At .Reset Time all counters are reset to zero. The mode counter, now
in 00 mode (compare Figure D-2);.selects the 10 MHz clock and produces a
Transmit Enable pulse which lasts for the duration of the code.burst
(51.1wus). .This pulse also 6pens the clock gate for the PN genérator which
produces the 511 bit sequence starting with a vector which was loaded pre-
viously. Dur1ng the 00 mode, the program counter counts to 512. This count
is decoded and steps the mode counter to 01. Simultaneously, the PN generator
is reset. In the 01 mode, the 1-kHz clock is selected by the clock commutator.

"+ The programmer counts to 1512 - the 01 mode lasts one second - then steps the

<
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Figure D-2, LIT Code Generator Timing Diagram and Microprogrammer Mode Table
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Figure D-3, LIT-CoEie*Generator Block Diagram



mode counter to 10 via the 1512 decoder. Simultaneously, the desired start
vector is Toaded into the PNigenérétor. In the 10 mode thé:program counter
is clocked at 100 kHz until the Reset Decoder detects .coincidence with a
selected number between 1512 ‘and ifS]Z. Fourteen binaryr1ines"ére necessary
for this selection (Period Selection).

The code is generated by a 13-stage maximum{lihéar code generator.
16 non-overlapping segments of the 213 - 1 bit- sequence are selected by
loading appropriate'start vectors.” Thirteen binary lines are needed for

this se]kction.

It is expecteﬂ’that the code generator will be LSI technology. Its
implementation is facilitated by using many identical elements, thereby

H
- reducing the mask generation effort considerably.

2. CONFIGURATIONS B AND C

Configunations B and C are shown in Figure D-4. (Note: No b?ock,dia—
gram is shown for,Configuration D, which is similar to Figure D-4 except that
is has, onie less p&Tse amp1ifi?%.)- In many respects these two configurations
are similar to Configuration A. The differences are primarily an X-3 multi-
plier in place of an X-5 multiplier and a Tower power Tevel required from the
amplifier/multiplier chain.

D-11.
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NOTE: CONFIGURATION D

IS SIMILAR TO CONFIGURATION C
BUT HAS ONE LESS PULSE AMPLIFIER

Figure D-4. LIT Transmitter Model C
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3. LIT RFP GROUNDRULES

You are requested to observe the fol]oWIng groundrules in the preparatlon

of your quotatlon to TRW: ' . .. .

1

2y

3)

. b)

5)

6)

"7

8)

9)

4
We wish to have pricing on Models A. B, and C. If you should?
. . . oL §
chose to price only one model, we desire that it be Model B.

Assume commercial avionics quality standards and component

reliability. ;
. . N ' [
Assume a fixed design and released manufacturing drawings will be
k]
1 :
available, from a previous government sponsored development program.
. H

Transmitter units consist of: . - .

- l‘

One (1) R.F. /D:gltal ‘black box 6" % 10" x 3 172" (R.E. sea]ed)
{
which is made of one (1) double sided PCB whuch requires R. F.!

stage’ Separation. Gaskets required 'between top and bottdm—covers.
. P v, . oo } ' '
- 1 N
The installation kit is to consist of:
s i i
One (I) approprlate antenna, |nterconnectlng cable of.nomtnal

%
3

Iength and |nstallat|on hardware {mountings, brackets;'etc.)

for transmitter and antenna.

H

a

A e e

Automatic conformal coating is suggested. . .
b

End item acceptance testing should-consist of functionali tests
4

at room temperature for transmittér and antenna. The units may
~ 1

be tested separately or together; however, the transmitter and
antenna are not ro be considered as 'matched pairs''.

You should assume in-line tuning and testing during;the,aésemb
operation. . ' :_ A;

The costing is to be based on continuous production runs in the

quantities of 2,500 units and 10,000 units. Unit cost summary

D=-43



10)

1)

12)

13)

14)

15)

sheets are provided, as Attachment 4 to this RFQ, for your
convenience.

Costing should be based on today’'s dollars. We do not wish
economic inflation factors to be considered at this time.

An unpriced parts list for each model is requested.

Definé yvour optimum build time span for production runs of
2,500 and 10,000 units.

Your total selling prices should be stated FOGB point of
manufacture.

Realizing that this program is in the concept stage, we request

that your pricing be your best budgetary and planning estimate.

Should, after your review of the attached technical documents,

vyou wish to propose an alternate model of your design, please

feel free to do so. We wish to note we have utilized a multiplexer/
amplifier approach as illustrated in the typical block diagram

in the technical discussion. Any alternate design proposal

rational should have as its target an ultimate low cost unit

(5400 or less).

D-14



4. RESPONSES

4.7 Bendix Avionics Division

Bendix

Avionics
‘Division

Mr. C. T. Gibson”

Subcontracts Alanager
Flectronic Systems Division
TRW Systcms Group

TRW Inc,

One Space Park

Redondo Beach, California 90278

August 27, 1970

Reference: Request for Quotation 70-2376-RS-047
Location/Identification Transmitter
Dated 7 August 1970

Dear Mr. Gibson:

The general parameters of the RFQ represent an inferesting industry
challenge.

A preliminary review of the proposal indicates ithat the normal ATC
transponder concept would not be applicable to this satellite program,

On an cducated guess hasgis, pricing for the Location/Identification
Transmitter (L.1.T.) meeting, your requirements and designec for the
general aviation market coulcN be expected to scll in the price -ange of
$3, 000 to $4, 000 in a quanht; of 2, 500 units and an increase t¢ 10, 000
units could reduce the price to the range of about $2, 500 to 33, 600 each.
These prices would be in the category of that paid by the normal end
‘user in the general a.vn‘twn market.

We well realize prices indicated allove are considerably highe:r than the
$400 target you had indicated. We can foresee substantial cost reduction
Izecoming possible in the future as the state-of-the-art develoy:s and

low cost, high power, solid state devices become available wh ch could
rcplace today's requirement for, facuum iubes.
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Bendix

Avionics
Division

Mr., C. T. Gibson
Page two
August 27, 1970

Bendix certainly would be willing to work further with TRW in dovclovping
the airborne cquipment for the satellite concepts you are interested in.

Sincerely yours,

. -ﬂ""' -

ITerb Sa.winsk;l
General Sales Manager
Generitl Aviation-Sales

HS:gs
-'cc: R. M. Winston

B D.’I;art
L. R. Yales
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4.2 Collins Radio Company

COLLINS RADIO COMPANY « CEDAR RAPIDS
ot ]
COLLINS
NS/
\\‘\wdr\/
" €adar Rapids, lowa 52106 Area Code 319 395-10C0 Calrle: COLINRAD
4 September 1970
TRY .
Systems Group of TRW Inc.
{ine Space Park
edondo Beach, California
€0278
Fttention: Mr. C. T. Gibson
Subcontraczts Manager
‘Electroniz Syslems Division
Subject: Request For Quotation 70-2376-RS-047
Location/fdentification Transmitter
Reference: (a) TRW tetter dated 18 August 1970

Gentlemen:

$ol1ins Radio Company is pleased to have the opportunity to review the
onorational and hardware requivements for the proposed Location/Identifi-
cation Transmitter (LIT) for air traffic control applicatior. We recognize
the criticality of this problem and realize, as you, that gcneral aviation
must be included in the ATC scieme. Based on the specification that you
outlined for the LIT models A, B, and C and realizing that these spacifica-
1ions may cnange considerably aver the next few years befcre an operational
cystem exists, we arrived at an estimated "ball park" sell price of these
eauirtents. These prices do e<ceed your desirsd $400.00 price by a con-
cidneable amount, however, the specified frequency of operation, stability,
rover outout, and pulse Tength necessitated a more costly design. He realize
ihe importance of each of thesz parameters in achieving an adequate aircraft-
{o-satellite power budgoi however, if these parameters coulc be relaxed, the
cystem price would decrcase. Additionally, you must consider that our design
riebhods and manufacturing procasses are more geared to the cowmercial and
Fusiness aviation class market rather than the Tight, private aircraft market.
Thus, our estimate may he more apprupriate for Former class of market.

¢ following are our price esiimates for the three LIT models, A, B, and C.
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COLLINS RADIO COMPANY ¢ CEDAR RAPID

Letter to TRW -2~ 4 Seplembeor 1970
Model A Model B " Model C

Gty. 2,500 $3,000 - $4,000 $2,000 - $3,000 $2,000 - $3,000

)ty. 10,000 $2,500 - $3,500 $1,500 - $2,500 $1,500 - $2,500

The above prices do not include the aircraft antenna or installation kit.

T hove that this information is useful to TRW in your study. Collins Radio
company would certainly appreciate a copy of your report if Lhat would be

nossible.
if additional information is desired, please contact the uncersigned at Area
Gode 319, 355-2044.

Very truly yours,

R o Q. &ma\@h)
by it

Richard A. Albinger
Manager, Space Systems Sales

RAA:mId
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4.3 King Radio Corporation
gt N et

KING RADIC CORPCHRATION,

400 N ROGERS ROAD +  OLATHE, KANSAS 66061 s (913} 782.0400 e TELEX CODE 4.2299

August 20, 1970

TRW Systems Group

TRW Inc.

One Space Park

Redondo Beach, California 90278

Attention: Mr. C. T. Gibson
) Subcontracts Manager
Electronic Systems Division

Subject: RFQ 70-2376-RS-047
Location/Identification Transmitter

Reférence: (1) Your Mr. J. H. Craigies telecon of August 19
with R. C. Christie, King Radio Corporation
Vice President of Marketing

(2), Your letter of 7 August 1970

Dear Mr. Gibson:

As indicated to Mr. Craigie by Mr. Christie in the reference
telecon, King Radio Corporation has been unable to allocate
extensive effort toward responding to the subject RFQ. We have,
however, undertaken an abbreviated investigation, the results
of which may be of interest to TRW,.

In considering LIT Model B, and thinking in terms of a 10,000
production quantity in an approximate two year production run,
we would estimate an FOB factory price of $555.00 per LIT feor
the transmiitter mechanical parts and case, plus an estimated
$90.00 for the LIT code generator subasscmbly which would encom-
pass two large scale integrated chips, plus an estimated $45,00
for an appropriate, installation kit and .antenna; yielding a
total Model B price of $690.00 per unit. For your reference,
our current factory FOB price for a TS0'd ATC transponder system,
including installation kit and antenna, is apprckimately $550.00,
this price applicable to a production rate on the ordexr of 100
units per month with perhaps 5,000 units as a production base.

We would further note for your reference that general aviation
transponders of non-TSO'd configuration are presently on the
market with an FQB factory price on the order oifl $250.00; the
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Mr. C. T, Gibson = August 20, 1970

©

production and projected build quantities of these devices is not
known to us. ’

In summary, it would appear, based on our estimates, that the LIT
unit of the Model B confiquration can be reasonably expected to
cost 1.5 to 3 times as much as envisioned ATC transponder units
which might be offered in a similar time frame and in like quanti=-
ties.

We trust the foregoing information will be of some assistance to
you. We regret that sufficient engineering time could not be
allocated to prepare a complete and detailed response to the
subject RFQ.

Very truly youré,
KING RADIO CORPORATION

‘*/; /éﬁagﬂ (sl

J. E. Rosenlieb
Manager, Airline Sales

JER/ceh
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4.4 Wilcox

ip kg rew

- ,
_!
o]

WILCOX

AN AMERICAN-STANDARD COMPANY

28 August 1970 -

TRW Sygtems Group

TRW Incorporated

One Space Park

Redondo Beach, California 90278

Attention: C, T. Gibson
Subcontracts Manager

Subject: RFQ 70-2376-RS-047 LIT
Gentlemen:

This is in response to your letter of 7 August 1970 requesting cost
estimates for a low cost Location/Identification Transmitter. After re-
viewing the description of the LIT, it is our opinion that $470.00 per
unit is unrealistic at the present "State of the Art" of the industxy.

From our preliminary estimates, it appears that Model "A" could
sell for $950.00 and Model "B" For approximately 3$850.00. 'hese prices
would bhe direct to consumer prices and do not include any distributor fees.

The above estimates are naturally very preliminary and are based on
our experience with this type of equipment.

.

We are very interested in this program and would appreciate the
opportunity for a more "in depth" study as this program progresses,

Very truly yours,
AMERICAN-STANDARD, INCORFPORATED

py

D. B. Hickman
Marketing
Wilcox Division

DRH/11

14TI AND CHESTNUT  KANSAS CITY, MItSOURI 64127 816 2310700 TCLEX: 042251+ CABLE: WILCOLEC
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APPENDIX E

PULSE DETECTION AND FALSE ALARM RATES DUE'TO THERMAL NQISE AND CROSSTALK

The idealized LIT ground receiver.%s shown in Figure E-1. This consists
first of a simple zero loss IF delay line, of total length T1, with Nb taps at
intervals 7, and tap polarities corresponding to the code structure to
which it is matched. The delay line output then ideally consists of &
single square IF pulse having duration‘rt This is filtered in an IF bit
matched filter with impulsive response matched to the t pulse. The bit
Tilter output is envelope detected and a received pulse is recorded whenever
the envelope detector output exceeds a prescribed threshold, E

£

The following parameters are defined for this analysis:

-
o
n

code length bits (e.g., 511)

= chip time {(e.q., 1077 sec)

= number of other users (e.g., 10
= average repetition period-(e.g., 1 sec)
signal pulse length = Nbr

= duty cycle = T1/T.(es9., 5.1-10°
= yms input signal

%)

=

%

wdy

= input noige power spectral density
= rms crosstalk signal level

O 5 L d A = A
-l —d
1

—ts



" IF TAPPED

DELAY LINE

ll

l

2

w

IF BIT MATCHED
FILTER

ENVELOPE
DETECTOR

THRESHOLD
DETECTOR
Ee

Figure E-1. Idealized Digital Pulse Compression Receiver




Signal, Noise and Crosstalk Response

For a signal matched to a part:cu1ar delay line, the rms output
signal is !

4
i

S, = Ny Ss j SO

The various noise elements, on the other hand are 1ndependent and add
incoherently, yielding an output n0159 dens1ty

T]o:Nb n.i . H

The effective IF bandwidth of the bit matched filter is just 1/t so the
mean square noise at the bit filter output is

2 _
NO = no/'r

= Nb Tl.i/'l'

For an interfering signal that just happens to be overlapped n bits,
(0<n< Ny» n not necessarily integral) into the delay 1ine, the -conditional

variance of the crosstalk output if the interfering s1gna1 was uncorrelated
witn the desired signal would be

- 2
var; 4 {C,In) = n C3

n itself is a random variate which may coveniently be considered as the
product of '

1) the conditional probability of n given that there is any overlap
and :

2) the probability of any overlap.
The former is taken as a uniform distribution over 0 to Nb’ or,
P (n|overlap) =

The corresponding cond1t1onal vériance is
in Nb
0~/'. var; 4(C.[n)-P(n|overiap) dn

:Nb

. 5 ‘
The above holds only for independent binary modulation sequences as if

chosen from random number tables. This result may be generalized slightly
to allow for some degree of average systematic correlation (positiﬁe or
negative) between signals by defining a factor M (unity for independent
sequences) such that

var, d(C foverlap)

n

7
Cs
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4

2 A .
var (Coloverlap) = M Varind(coloverlap)
w2y 2
= M ijii
or 2
var (Co|overlap) = F2 C?

The quantity — -
‘Jvar (Co|0ver]ap)
F =

¢y

} 2y
) M “b
2

is the "rms code correlation” commoniy used in published studies of the
aperiodic correlation properties of radar pulse code sequences. M is

a figure of merit expressing how much betier or worse the code is than
random indenendent sequences. Peak correlations can also be conveniently
normalized by the same factor by expressing:

%
max (C.|overlap) = M 5

2. Effective Signal/Noise Ratio

The probability of any overlap for any particular interferer is

prob (overlap) = 2D

where D is the duty cycle so the variance of crosstalk due to any particular
interferer is

var (C,) = var (COIOVerlap)-prob (overlap)

- M2 2

and for all other users, the total crosstalk power is
2 .
Cy ® N, Var (Co)

_ m2 2
= M7N, Ny D C_i



Thus, the total {signal)/{noise + crosstalk) ratio is

S2
R = Sy
NO * CO
2 c?
Nb S1

- 2
NbTﬁ/r+M NuNbD Ci

]
s MdDNuC?
i
7 |F 3
NbT51 Nb S.i
Noting that
2 _
NbTS-i_E
the total signal energy
we define
R = signal energy
$ noise density
E.
R::_..
s ny

R = sianal power
¢ crosstalk power.

2
Ny 35

T2 2
M DNuCi

T 52
Re = = : 7
c

M 'rNuC_I




Then, Lthe effective oulpul signal/(noise *+ crosstalk) ratio becomes

Notice thal B s Tess than the sma ler of either R or RC. For present

paraniclers and assuming péssimiética]]&

Moo= ]
1 1 sCC
1w 10—/ sec
5
NU 10
and
2 A7
Si = 91
then
Rt = 20 db

which is the limiting effective signal/noise ratio.

3. False and Missed Alarms for Gausian Noise

If we assume that the distribution of effective noise (real noise plus
crosstalk) is Gaussian Tike that of the thermal noise, then the results of the
classical radar pulse detection analvsis are applicable to the problem
of missed and false alarmss. This proceeds as follows:

In general. the detection probability of a signal S, (rms) with noise N,
and threshold E is given by Marcums Q function

o >
N
X e‘-(R + ) I, {+ER'x) dx

whore

1o

i) (eneray ratio)

= i
Fo, O
1]
——
Ll
S
-1

N = ms noise ,
g = E /N {norralized threshold se**ing)



For False Alarms, j.e., when no signal is actually present, we have
simply

Pfa = Q (Gsﬁ)
=f X e"lez dx
R
- 2
. - 2
Pra = @ i

Independent opportunities for such false alarms occur at the vate of the
bandwidth of the noise which, for the matched fi]tet is 1/x. Thus, ihe
number of false alarms per second is '

Nfa - Pfa/T
2

-1 -87/2

Nfa I .
The probability of missing a particular pulse is ' é&gﬁb -
O -

_ _ Qv -

Pm - 1 Pd %&?Q\ /’,
< )
N\
= ] - Q (R:B)

However, the coast mode operates sd that a track is not given up for Tost
until Ng (= 2 or 3) pulses in a row are lost. Thus, the probability of
losing track of a particular aircraft in a particular frame period is

- N, -

Pot = (Pm) t

or the probability of losing track of a particular aircraft in a particular
second is

’ Pot = Pt/ (NT)

Finally, if the total number of users, Nu is divided uniformly inio NC code
sets, so that a particular receiver is hendiing jusl Nu/Nc aircraft, the
expected number of losti tracks in that receiver per second is

pi
R TA T

i M (1 (R, e )Mt
er T U7 @R




Finally, note that each false alarm autonatically enters the sort mode

and each Tosl track signal eventually vecnters via the sort mode, so that
the number of new signals entering lhe soit wode per sceond, iy (i.e.,
not counting repetition of lost track sicnals which have alrcady entered

the sort mode) is

Ns - Nﬂt * Nfa
2 N :
.1 -8% u N
NS—?E 2+'N"£ﬁ‘_-r (-l 'Q(Rsﬁ)) t
c
where
R = effective S/(C + N) ratio (equation 23) = T—~l—r~
b e —
) Rs Rc
RS = E/n] s
T i\2
R = (=)
© My, Y
E = total signal energy
g = input noise spectral density
T = total pulse length (= 51 psec)
T = chip length (=.1 usec}
M = code correlation figure of merit (=1)
(51/01)2= signal/crosstalk input power ratio
Nu = number of users
NC = number of codes
B = normalized threshold setting = Ettnmi)i/z
Nt = number of tracks in coast mode before giving up for
lost
Q{R,8) = Marcums Q function

[ (R XE
:{ Xe 5 Io( 2R'x} dx



NS is the most important single criterion of system performance
since it is estimated that N_ must be held to something
between 10 and 100 per second in order to avoid saturation of the pulse
sort computer. It should be pointed out that
1) this formulation assumes most pessimistically, that all
pulses are of strength Si for the purposes of detection, but are
Ci/si greater for the calculation of interference
2) direct interference of pulses on the same code is ignored

3) 8 should ideally be chosen to minimize N

Computations of Ns as a function of the parameters effecting
it were made. The optimum threshold setting was computed to minimize
N . Some of the results are shown in Figures 27 and 28 in Section
4.2.3 for various combinations of parameters and the threshold B
optimized for minimum NS.- For the purpose of 1ntérference or crosstalk
calculation, the signal was in all these cases taken 7 db greater. All

results are for T = 1 sec (frame).



APPENDIX F
BIPHASE CODING STUDY

In the LIT system aircraft transmit coded pulses which.are relayed
by satellites to the ground where aircraft position is computed. Since no
synchronization is assumed to exist it is possible for several pulses to
arrive simultaneocusly at the receiver. A set of codes was obtained which
possess good aperiodic auto and crosscorrelation propert%es so that the
interference will be minimized for signals fully or partially overlapping
the desired signal. The three types of binary codes which were evaluated
were m-sequence codes, subsequences of long m-sequence codes, and codes
formed by concatenating short sequences. Best performance was obtained with
a set of sixteen 511 bit disjoint subsequences of an 8191 bit m-sequence
which provide peak aperiodic auto and crosscorrelation sidelobes of
47/511 = 0.092. Histograms for the aperiodic auto and crosscorrelation were
computed and partial Doppler performance results obtained.



1. EVALUATED BINARY CODES

1.1 M-Sequence Codes

M-sequences, or maximal Tength shift register sequences, are known to have
ideal periodic autocorrelation functions. Certain M-sequences of lenghts up to
255 bits are also known to have good aperiodic autocorreTatién functions (Refs. F-1
and F-2.) To determine the aperiodic crosscorrelation between pairs of 511 bit
m-sequences, several polynomials were selected from Peterson's tabulation (Ref., F-:
arbitrary initial conditions were assigned, and -the correlations were computed.

The results are shown in Table F-1. The peak crosscorrelation is seen to be
relatively high with a conéiderab]e variation between the different pairs of
sequences.. The aperiodic autocorrelation for polynomial 016]7* with initial
state -1, 1,-1, 1,-1,-1, 1, 1,-1 was computed and the peak sidelobe found to be
25

7 = 0.0489, or 1.1 511 which exceeds the estimated optimum 0.6 VL (L being

the sequence length in bits) relationship found by Boehmer (Ref. F-4.)

The performance of the set of 511 bit M-sequences was disappointing.
It is likely that the crosscorrelation between pairs of sequences could be
minimized by a judicious choice of initial conditions. However, there is no
known method for choosing initial conditions for sequences to minimize the
mutual aperiodic crosscorrelation between all pairs of a given set of 511 bit
m-sequences, and a brute force exhaustive computation is out of the question.
It is of interest to note that although the sequences ggnerated by polynomials
1131 and 1617 exhibit a periodic crosscorrelation of ??ﬁr‘ with reference
sequence 1021 (Ref. F-5), the aperiodic absolute peak crosscorrelation between
the two for the initial states indicated in Table F-1 is seen to be gip This
indicates that Jow periodic crosscorrelation between certain pairs of m-sequences

does not jmply mutually low aperiodic crosscorrelation.

*Polynomials are specified in octal notation

F-2



Table F-1. Results of Aperiodic :Crosscorrelation Between Pairs of
511-Bit M-Sequences

Peak Crosscorrelation
Polynomial Initial State With the Reference
Positive Negatiye
01131
(Reference
Polynomial)
01743 ‘ -T1T-1-111-1 11 61 -83
01617 ~11-11-1-11 1-1 71 -77
01563 =1-1 =-1-1-1-1-1 -1-~1 78 -54
01713 -1-1 -1-1-1-1-1 ~1-1 52 -45
01533 -1-1 -1-1-1-1-1 -1-1 51 ~-56

1.2 Subseguence Codes - Codes Which are Disjoint Subsequences of Long
M-Sequences

In the study of the synchronization of long m-sequences, Gold
has tabulated the maximum crosscorrelation between all subsequences of a given
length with the periodic full m-sequence for ali posﬁib]e alignments (i.e.,
shift positions). Although the aperiﬁdic crosscorrelation can be as much as
twice the maximum periodic crosscorreiation (Ref. F-4)}, it was conjec-
%ured that a set of codes‘with mutuai1y Tow aperiodic crosscorrelation
could be obtained by splitting the m-sequence into all possible disjoint

subsequences of length 511 bits.

The experimental verification of this conjecture was obtained by
computing the aperiodic crosscorreiation between two 511 bits disjoint

subsequences of a m-sequence. The result revealed the surprising fact that
the maximum aperiodic crosscorrelation is equal to the maximum periodic
crosscorrelation tabulated by Gold (Ref. F-6).



+As the lengthnof the subsequgnqes.ig_@gdg a Iarger fraction of the
parent m-sequence the maximum crosscorrelation among the disjoint subsequences
decreases. However, the number of disjoint subsequences available also
decreases. There appears to exist a sphere packing type of relationship where
the maximum aperiodic crosscorrelation among ;he disjoint subsequences of
fixed.length must increase as the number of subsequences, or codes, is increased
For example, the two disjoint 511 bit subsequences of the parent 1023 bit
sequence generated by polynomial 02157 were, found torhaVe a maximum aperiodic
crosscorre]at{on of 35, To obtain 16 disjoint subsequences (or codes) of

length 511, a parent m-sequence of length 8191 is required; the maximum

aperiodic crosscorrelation in this case is 47,

The procedure for obtaining subsequence codes is io.first chooge the
Tength of the code (constrained to 2"-1) and the number of codés desired. Multi-
plying the number of codes times the length of the subsequence gives the length
of the parent m-sequence. With the length of the m-sequence and the length of
the subseguence code enter Gold's tabu1atioﬁ-iﬁef. F—GS to find the optimum
polynomial. The initial state for each subsequence code is obtained by com-
puting the state of the parent m-sequence at multiples of the subsequence
Téngth. To what extent the correlation properties can be improved by select-
ing the initial states is unknown. A study of the weight distribution of the

sequences would shed light on this question.



It should be emphasized tHat differéit polynomials are’-gptimum for
di Frerent code féné%hs_ahd different numbers ‘of codes” The longest m<sequence
in Gold's tabulation is 2151 = 8187 if a 1onger’ code -Tength is desired,
all po1yn6m1a?s of the required‘dégree would have to be -searched to find -the
optimum. If, for example, 32 disjeint 511 bit subsequences are desired, the

]%-1 bits) would have to

376 primitive polynomials of 14t degree (length = 2
be searched to find the best one. Thus, Gold's Qork on the synchronization
of m-sequences hag provided vaTuabie data used for constructing sets of codes
with mutually Tow apgriodic crosscorrelation.  However, because of the
Timitation on Gold's tébu1ation o% optimum polynomials the maximum m-sequence

investigated was 2]3—1 bits Tong, resuiting in a maximum of 16 subsequence

codes of 517 bits.



It can be shown using Gold's results that for any two fully overlapped
codes {i.e., the inferfeﬁiﬁg §ignai extends over all 511 bits) the cross-
correlation cannot exceed E%%?' The question arises 1f when the codes are
part1a11y over]appéd whether the maximum crosscorrelation is still less than or
equal to 3$%: ‘The actual calculation of the aperiodic crosscorrelation for all
values of overlap showed the peak correlation to be less than or equal to 3%%-for
all of the four codes tested. The autocorrelation was also found to have peak
sidelobes sTightly less than 3%%n To verify that the unnormalized correlation
remains at or below 47 for all o% the 120 possible pairs 6f the sixteen 511
bit subseqdénces Ey direcf computation would require excessive computer time.

A more efficient computation procedure is to analyze the maximum and minimum

Hamming weights for all subsequence Tengths.

In the correlation operation two codes are multipiied and the product
1ntegrated'over an interval correspoﬁding to the aperiodic overlap. For binary
codes multiplication is equivalent to modulo two addition. Since the different
codes are subsequences of the same m-sequence, the modulo two addition of any
two subsequences of any length results in a subsequence of the parent m-sequence
by the well-known shift and add property of m—sequencéén(ﬁéf. F-7}. The inte-
gration over the subsequence is equivalent to subtracting the number of zeros
in the sequence from the number of 1's (or if +1, and -1's are used, summing
the +1's and -1's algebraically). Consequently, the integral can be bounded

by computing the maximum and minimum Hamming weight.
If Wy o, 1S the maximum number of 1's (i.e., the maximum weight)

in any subsequence of length L, then the minimum number of zeros is,

1

*For the 16 disjoint subsequences of a 2 3-1 m-sequence.
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W =L - W , and the maximum aperiodic crosscorrelation for any

1 max
pair of disjoint subsequences with overlap of L _bits is

o min

p - W =2 W L

< . -
max = wT max o min 1 max

-

Similarly, the minimum (or maximum negative) aperiodic crosscorrelation can

be obtained from knowledge of the minimum Hamming weight. If W is the

T min
minimum number of 1's in any subsequence of length L, then the minimum

crosscorrelation is

=
Pmin 2 N} min - L -

For the LIT application where the ‘absolute phase. of the signal
carrier frequency is unknown, the positive and negative peak aperiodic cross-
correlation (pmax and Pmin® respectively) are equally important performance
characteristics. It is of interest to note that for subsequence lengths of

2" bits, the bounds on p and Pmin were ‘equal in Gold's tabulation, indi-

max

cating for these lengths the worst case always occurs.

Verification that the maximum aperiodic crosscorrelation between any
two pairs of 511 bit subsequences 1is E%% using the Hamming weight _concept was
not completed for the study due to some unforseen computer probiems. Partial
results obtained indicate that the peak (unnormalized) crosscorrelation for any

overlap from 46 to 81 bits is less than or equal to 27.

In an effort to increase the number of code words to more than 16, the

code wWords provided by disjoint subsequences of the parent subsequence run backwards



in time (i.e., generated by the reciprocal polynomial) were evaluated. For
sixteen disjoint 511 bit sﬁbseduences the best parent 8191 bit m-sequence
polynomial listed by Gold was 27537. The reciprocal polynomial 37275 was found
(as, expected) to, proyide subsequences which, among, themselves , provide equi-
vaient performance,. Crossggrre}gﬁjop’Peregn sub;ggugncgs from the origiﬁgl
and the neciprocq] po1ynqmia1§%nhpweyer{ wa;-su@stantia]Ly higher (3%%0 Vs
AL Thus, to ingrease the number of code words by this means, it is

BT
apparently necessary to accept alhigher crosscorrelation. _ .

A method for increasing the number- of code words without
increasing the peak crosscorrelation is to use subsequences which are not
- disjoint. If the initial state of each subsequence is chosen so that there

is a 40 bit overlap between the tail end of one sequence and the beginning

of the next, the number of .Seéquences can be 1ncreased from 16 to 19. , When

two adjacent. sequences are rece1ved with a time shift such that the head of
one sequence- is aligned with the tail of the other the unnormal1zed cross-.
correlation will @e 40. For ogher_t1mg shyfts the crosscorre1at10n will Qe

. ho worse than usual. The introduction of these few cond{tions wﬂen the |
crosscorrelation reaches 40, st111 beiow the peak value of 47, shou]d have
onTy a slight effect on the detect1on and false alarm probab111t1es assoc1ated
with the codes.

1.3 Coaés—fﬁqm poncétenating Short Sequences

To obtain a set of codes with mutually low aperiodic crosscorrelation
one procedurg might be to select a group of short sequences or words and |
then construct the codes by cohcatenating the words in different order.
Although. we are interested in the unsynchronized case, it is possible for
an interfering code to have a time delay such that the words in the reference

and in the interfering code are exactly aligned; consequently, a necessary

F-8



(but not sufficient) condition for Tow crosécorrelation is that all pairs of
dissimilar words exhibit low crosscorrelation.” The next probTem is to find

a way to choose sequences of words to form‘the codes such that for any

integer number of words overiapping the crosscorrelation remains low. Finally,
and most difficult, insure that for any partial overlap (i.e., a non-integer
number of words) the crosscorrelation is low. An additional constraint is

that the code words also have a low sidelobe autocorrelation function so

that the user aircraft position can be accurately and unambiguously determined.

Minimum crosscorrelation between fully overlapped word pairs can be
achieved by choosing the words from an orthodona] set. The Walsh functions
(Ref. F-8) are an obvious choice. To insure that crosscorrelation remains low
for an integer number of word shifts, the Reed-SoTomon (Ref. F-9) procedure can
be used to insure that for codes composed of NW words, the crosscorrelation will
not exceed-N%. When the delay or shift between two codes is not an integer num-
ber of words the Walsh functions are no longer orthogonal for partial overlap,

and the crosscorrelation of the codes cannot be predicted from theory;

F-9



Initial attempts to construct a set of codes indicated that it was
advisable to Timit the choice of Walsh functions to only the sal function
(or alternatively, only the cal function) since in the unsynchronized case

cal and sal functions can exhibit a crosscorrelation of as high as 0.75.

Preliminary results obtained for 32 bit codes (4 words of 8 bits each)
showed a maximum aperiodic crosscorrelation of 9/32 could be obtained; thus,
it appeared that the Reed-Solomon 1imit of 1/NW (equal to 8/32 in this case) .

could be closely approached.

Subsequent computations for 512 bit codes (16 words of 32 bits gach)

yielded a crosscorrelation of |6 » considerably worse than the Timit value

3
32 512
of %75 . This disappointing result indicated that it is essential to choose
the code parameters so that the correlation sidelobes are minimized for shifts

not integer multiples of the word length.

In forming codes composed of Walsh function‘concatenated according to
Reed-Solomon codes there are a gréat many degrees of freedom. With N symbols
there are N2 first order Reed~8010m0n codes. However, since N codes are cyclic
shifts of a certain sequence, only N out of the N2 possible codes are usable
in the unsynchronized case. The phase or permuted order of each word also
can be changed in order to minimize the sidelobes. With sixteen 512 bit codes,
each made up of sixteen 32 bit words, there are 120 pairs of codes. The
word order in each céde can have 16 different-init{al conditions and each
word can have up to 32 different phases. For each pair of codes there are
1023 péssib]e alignment positions (delays). Thus, with billions of possible
conditions the selection of word orders and phases to minimize the crosscorrelatior

for all code pairs and delays presents a formidable problem.
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In order to ascertain the characteristics of the codes a number of
experimental computations were made. Reed-Solomon sequences of words were

obtained by accumulating integers modulo 32.

It should be noted that this:procedure only works for integers relatively
prime to 32; generally, operations with polynomials are required,

Arbitrarily selecting the integers 3 and 6, two codes were constructed.

A computer search over initial conditions indicated that the Towest peak cross-

correlation was obtained using the following two word sequences:

Code 3: 4,7,10,13,16,2,5,8,11,14, 1,3,6,9,12, 15

Code 6: 11,6,12,1,7,13.,2,8,14,3,9,15,4,10,16,5
The Walsh functions indicated by the numbers are shown in Figure F-1. With
the phases as indicated in Figure F-1 the peak unnormalized aperiodic -cross-
correlation found for the two 512 bit codes was -55 and +63. Since these
values are substantially greater than that obtainable with the subsequence
codes a further search was made varying the phases of the words. Each of the
sixteen words was cyclicly shifted to the Teft the following number of bits
starting with word number 1:

0,3,7,10,14,17,21,24,28,21, 4,8,11,15,18,22 .
This sequence of shifts also has the appearance of a Reed-Solomon sequence.
The resulting unnormalized peak crosscorrelation values were found to be
-50 and +49, an improvement over the case with no phase perturbations, but

still slightly inferior to the subsequence codes which have peaks of 47.

These results for an arbitrary pair of codes, although encouraging,
left the question of how to choose the word sequences oOr phases to minimize the

crosscorrelation between all pairs of codes unanswered. Because of the vast
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number of possible arrangements it was decided to make a computer search
of all the 120 pairs of the sixteen words to find the phases which would
minimize the maximum aperiodic peak sidelobes and print the phases corres-
ponding to the eight best values. The result of this minimax calculation
showed that it is impossible to choose a set of phase values which will
provide the minimum peak aperiodic crosscorrelation for all pairs of words.
Although the average minimax unnormalized crosscorrelation was rouéhly
equal to v32, certain word pairs showed values as high as 15. These high
values occurred for certain pairs of words 1isted in Figure F-T1 with word

humbers differing by 8.

To eliminate the high peak crosscorrelation values caused by the
periodicities inherent in the 32 bit words, the number of bits iﬁ the words
was reduced to 31, a prime number, and the minimax ca]cu{ation repeated.
Although a computer failure terminated the.run prematurely, sufficient data
was obtained to see that it is st%]1 impossibie to choose phases:which will
achieve the minimax sidelobe level for ail pairs of words. With 31 bit
words the peak values were more uniform, as expected, with the averagé value
somewhat less than V37 .

The minimax sidelobe conutations showed the difficulty in achieving
the limiting crosscorrelation value of 1/NW for all possible time shifts. It
appears that the concatenation of Walsh functions according to Reed-Solomon
codes can provide a constructive method for synthesizing a set of codes with
relatively low aperiodic crosscorrelation; however, the crosscorrelation
sti11 is higher than that obtained with the subsequence codes. Efforts to
reduce the crosscorrelation below that provided by the subsequence codes were
unsuccessful. The autocorrelation of these codes was not thoroughly examined

but is believed to have sidelobes roughly equal to the crosscorrelation.



The problem of reducing crosscorrelation sidelobes is simplified if
the codes are constructed by repeating the same short sequence many times
with some of the short sequences inverted. Different codes are formed from
different short sequences of the same length with different patterns for
inverting the short éequences. As a simplified example, consider two 16 bit

codes, one constructed from the short sequence 1100 and the other from 1010.

Code 1: 1100 1110C {0011 10011
1 1 !
Code 2: 1010 {0101.11010 10101

It is seen that the last two short sequences in code 1 are inverted while
the second and fourth short sequences are inverted in code 2. The peak
values of aperiodic crosscorrelation between the two codes are +1 and -1.
Unfortunately, this technique for suppressing the crosscorrelation sidelobes
causes high sidelobes in the autocorre]atioﬁ function for the individual
codes. ‘

In an attempt to improve the autocorrelation function of the codes
the same m-sequence was mod-two added to each code. A number of computations
we;e made using codes made up of fifteen short sequences consisting of
Walsh functions of 33 bits. For computatibna] ease the first 15 bits of the
short sequence were taken as the pattern for 1nvért1ng or net inverting the
short sequences. Although this choice of patterns cqu]d be improved upon,
the crosscorreiation performance of pairs of codes se]ectéd at random was
very good. Initially, the 511 bit m-sequence generated by polynomial 1617 was
mod-two added to the Walsh function sequences. Better results were obtained

using the 127 bit m-sequence generated by polynomial 2i1. In this case the

.F-14



m-sequence repeated almost four times, but since the m-sequence and the sequence

of Walsh functions are relatively prime, the crosscorreiation remained low.

Tﬁe results of the computation showed that in almost every case the
crosscorrelation performance of these codes was better than the codes obtained
from subsequences of Tong m-sequences. The autocorrelation, however, was much
worse, The effect of mod-two- adding the m-sequence was to degrade the cross-
correlation performance over that with the seqﬁence of Walsh functions alone,
but, also, the autocorrelation was improved. For a typical code of Tength
495 bits the unnormalized autocorrelation exceeded 58 in approximately 30
alignment positions. With a matched filter receiver the central peak could
be reliably detected with, say, a 10 dB signal-to-noise ratio; however, it is
felt that the sidelobe peaks woq]d so complicate the post detection processing
that the moderate improvement in crosscorrelation would not justify choosing

the Walsh function sequences over the subsequences of long m-sequences.

2. Performance of Subsequence Codes

To provide a basis for the system design the performanée characteris-
tics of 511 bit disjoint subsequences of the 8191 bit m-sequence generated by
polynomial 27537 were studied. As the signal passes through the receiver
matched filter a sequence of values appear at the output which correspond to
the autocorrelation function of the signal if the correct signal (i.e., the
signal to which the filter is matched) is received or to the crosscorrelation
function if an interfering signal is received. The statistics of the output,
obviously, are non-stationary. 7o characterize the ocutput two
calculations were made. The histogram of the output va]ﬁes for all possible

alignments or delays was computed. Although this suppresses the time varying
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nature of the output, it provides a good 'measure of the ensemble characteristics

from which average detection and: false .alarm probabilities can be calculated.
The second calculation computed: the crosscorrelation of a reference subsequence
and a Doppler shifted version of.another subsequence. This was done to note

possible degradation of the correlation~1eve1s with doppler shift.

The histogram of the aperiodic autocorrelation and crosscorrelation
for typical 511 bit subsequences of the 8191 bit parenf m-sequence generated
by polynomial 27537 are given in Teb]es F-2 and F=3. The autocorrelation for
this sequence shows a peak s1de1obe of gﬁﬁ, however, autocorrelation side-
1obe peaks of-—T— have been found for othar subsequences The 1argest side-
1obes occur with Tow probab111ty From the dxstr1but1ons in Tables F-2 and F-3
it is seen that there is about a one percent probabiiity that the un-normalized
aperiodic correlation, e1ther auto or cross, has either a negative value
Iess than -36, or.a positive value gréater than 436. The ten percent points
on the distribution occur at about plus and minus 23 wh1ch is approx1mate1y
equa] to the square root of the subsequence 1ength From L1ndho1m s work
(Ref. F-10) we know that the average RMS corre]at1on of all 511 bit subse-
quences with the fu11 8191 bit sequence is about 23. Thus, the max1mum corre-
lation is only about tw1ce the average RMS for full over]ap These remarks
ho]d for both the aper1od1c auto and Cross corre?at1on since the h1stograms

of both are nearly the same.
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Table F-2. Autocorrelation Histogram

Polynomial 27537
Initizl State: -1,-1,-1,-1,-1,-1,-1,-1,-1,-1,~1,-1,-1,
Subseguence Lengtn 511 bits

Unnormalized - Density Distribution
Correlation Yalue

- 44 POU1P5Y OD1YSBEAIY
-4l «001959 Tos0039177274
- A2 VL1959 0058765916
-3¢ SUGHT7 «0117531832
-35 . «0073918 + 0156707109
-3% 009794 - - 0254652402
=33 «00ag1y +02938R9579
-3z +GO1Y59 » 0313418217
-31 001959 + 0333006856
=30 -00SK77 +039177 2172
~-29 - 005877 + 0450535648
-gy «0USET7 + 050Y3VA603
-27 007835 ‘ + (1587652158
=26 O1artz Q72477 26828
. -25 007835 +0HU3132162
-24 013712 L0 40254652
-23 «DOSETT - 0993020568
-22 + 007835 + 1077375182
-21 +011753 + 1194205954
-20 «009794 - « 12926850147
-32 «QO11753 . «1410381978
-i8 009794 « 1508325171
17 2013712 + 164544642
-6 015571 + 1802154750
-15 , +007835 « 1480502305
14 015671 «2037215413
~33 +019589 +223310 4799
o -1z +01958% 2428991185
-11 «017630 - «2605281;932
-0 + 007335 + 2683645407
-9 011753 f2BULITH31E
~8 017630 2297747 066
-7 s 017630 3153770613
-6 2019589 . + 3349657199
-5 + 019589 - 35455414585
-4 031342 «3858%96 BO2
~3 +021548 » 4074430527
-2 025465 « 4329054126
-1 037218 } 4761273862
o 027424 L. +4975514202

1 039177 . + 8367286972

2 . +03526C i +5719682468

3 +Q137}E « 56857002938
4 033301 . 6190009792
5" 021548 - 6405484819
6 +017830 « 6581762566
7 027424 » 6B56L2D5UG

-] + 023506- VTOSL06T169

9 . 1025465 7345739471
10 025465 7600391773
11 0235046 7354552436
2 . 007835 +7191360Y990C
13 +0097%4 5011753183
14 15671 JHlEBAs22Y2
15 029383 «B46REY1HT1
16 yOLYSEY +b 658175257
17 023506 25893241920
18 009794 fBY91185113
19 «011753 2YIUYT 16V 248
20 «011753 ) PIR262457T6
21 T .0G1959 19245837414
22 003918 »Y2E501 4591
23 SOUST94 . « 9362957684
24 001959 . +9402546523
25 . «007835 - + 9480901077
26 005877 + 9539666993
a7 001835 2613021548
28 +003918 » 9657196525
29 . +001959 «9876T5TA6S
0 - 005677 9735553379
" 001959 « 97551 AZ01H
a2 . «U071835 +FHIJATESTE
33 «OC1959 » FE53VB5211
34 001959 +IBIRAT IS 4P

- 35 065877 P 9931439765
36 001959 7931025404
40 001959 9970617042
a2 «001959 » 9930205681
511 «QC0279 1.00000000C0
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Table F-3. Crosscorrelation Histogram

Polynomlal 275837
Inftial States §RVi=1,-1,-1;-1s-1,=Fs-1,=10-1,=1u-1,-1,-1,
" i S (A S O S M W 0 8 A

Subsequence Length 511 bits

Unnormalized Density Distribution
Correjation Value

- a7 «000979 «L009T9 4319
=43 00019 «0U195uL 039
=40 +0D0979 s UL I0295Y
-39 Q00979 «ULIFITIZTT
-3y Q009749 SU04LY71596
-37 +000979 +UUSETESYLS
-36 +00979 +QUES560235
-35 002938 +O09T7242193
=34 +GU39LE +U137120470
-33 +0048DT «U1EEUREUET
=32 OUay9? + 0235063663
~31 « 07835 ~U3134l0217
-3¢ 003718 SUAS2595495
-29 «UD4E9T 2 UAYL56TUS )
-kH «GG9I94 ~UAFYS I UP A
-27 +DDaESe C564070519
-6 »ONFTY 4 ~0666013712
-25 - -012733 079343V 663
-4 +U097194 <UL Y 1ELI0SSE
-23 006656 e UFSYLAIE9 ]
-2 ~0UFTY 4 e HLUST TS 6AB 4
=21 Q065 E +H126346719
=20 »007b35 + 1204701273
=19 067635 + 1283055528
~-18 +011753 » 1400507 559
-7 +011753 «151611y491
-16 014691 « 16650322600
-15 +U19569 = 18409206646
-1a +UUBB1S = 1943069540
~13 « 013712 2086196010
-lg 013712 22223310450
=11 023506 P 2455374143
=10 «D2E548 2573849167
-9 +01469) 2620 E3Y57
-8 022456 « 30865671939
-7 015671 « 3222831048
-6 « 020568 » 3426011783
-5 021548 «36434b6 T1TH
~4 OB G445 = 3907933399
-3 018609 * » 4009 AD25 465
-a «017630 » 4270323013
b «026445 « 4534769833
o «032321 » LB5T9RP3TO
1 «028404 «5142017 530
2 034250 + 548465405
3 +UZBADA - 5768854065
4 ~023506 « 6003917728
3 - 026145 - G26UIELTAY
& 2022527 + 6493633698
7 + 022527 + 6T 16903036
] « 022527 « £E94A1TLIBO
9 023506 « 7179236043
1¢ 0293438 + 1473065622
11 +0244848 «TF1T7923604
12 019559 + 7913809990
13 15671 ~BOTOS 19099
14 014691 »d2174330 68
1% «U16450 5383937316
16 012733 8511263467
17 016650 cLETTTEEUDS
14 015671 483447 EU0A
19 S011753 ~aP5RULTE3S
2u +UUTB3S « YLV LIV
21 ~QUYTY S " »912B3u5583
ez [Rilal3.1.73 »P 196665510
23 010774 « 923044603330
24 NIEEREY +93AITBOEOT
25 «0GTB35 « 9422135162
26 «011753 9539666992
a7 «010774 * 9647 404505
2% R « 005877 + 9706170421
29 « 003718 +%7453476%98
30 «QUETIE «ITT4TI0E56
31 «QD195% = 9794319295
32 Q05877 «9Y530852381
33 +002934 «PYBEDAEH 1 6B
34 . +001959 « 9902056807
35 +001959 « 9921 645446
as « 001259 « 4941234004
7 <1H03% 1 S Y7H04L1361
40 +QDOFTY - UVYUROSEL T
43 +00097Y 1+ LOOCUGLULD
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When two signals experience different Doppler shiftg the cross-
correlation may reach a peak for some time displacement, t, which is not
an integer multipie of the bit durétion, fB' ‘To evaluate the Doppler
performance it is necessary to compute

NTB

1 .
Ryp(r) = I:y a{t) sin wyt b(t-1) sin w,t dt

T

where
R}Z(T) is the crosscorrelation function. a(f) and b{t)
are the code sequences of +1 and -1 modulating the
carrier frequencies w; and w,, respectively,
N = number of bits in the code.
LzNTB-T
Let * = MTp - v, with M an integer and 0 f:TO < Tg. Splitting the integral

into segments in which the modulation is constant we have

M=+ (n-1)Tgteo
R-]Z(T) =-|]_- Z 3 m-1 B sin wyt sin wyt dt
n=|
(n-1)1,
nlg

N-
o
+ —L_z_,,,;am”M bn J sin wyt sin wyt dt

il (n—])TB+T0
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Integrating, -

]' Nt s1n[(wl )((n DTgtro)] - sin[(w;-a,) (n-1)T,]
Ryg€t) = 51 2 3y by | R
n=1 :
sin[{wytu,) ((n=1)Tp*10)] = sinl(w +m2)(n-1)TB]
- wp ¥y
i in[ (- - sinl (w3-w,) ((n-1)Ty#70) ]
. 1 S'In[(m-l w2)nTB] sm[(m] uaz) n p¥ 70
2L an+M bn i m.‘ - wz

Sln[(w1+w2)nTB] - S1n[(w]+m2)((n ~1)T +T0)]
w]'f‘m

2

For the LIT system operating at a-carrier frequency of 1600 MHz and a .
maximum Doppler shift of 6 kKHz the terms divided by wyto, are considered
negligible since they contribute less than 10'5 of the normalized correlation.

Dropping these terms and combining gives

N-M
_ i . -
Rale) = oo,y E by apemoq STnLlwy-wy) (n-1)Tp]

n=1

+ (an+M-1 - an+M)sin[(m]-m2)((n-l)TB+tg)]

t oA sin[(uﬁ—wz)nTB]]

W1 [ u .
! W(sm[(m]-mz)((N—M)TB+TO)]

~sinl (oy-u,) (- M)T, 1)



The valve of R}2 (v) was computed for ten time shifts betweenueaqh% "

Aty

Tnteger mu]t1p1e of TB Unfortunate]y, because %f computer . pr0b1ems,

.
‘_‘wwl

“only 720 out of the 1021- 1nteger b1t~t1me sh1ft9 were computed, consequent]y,
N i )
the histogram was not obta1ned i L

'The‘partié]iresulfs indicdte ‘a maximum aperiodic peak crosscorrelation
with a 6-KHz Doppler shift of 28 as comﬁared ko:the zero Doppler worst case
of 47. Since on]y every twentieth value was printgd it is Tikely the peak
value printed is less than the actual peak. Based on a sin afT assumed
frequency response one wou]d pred1ct a peak va]ue of .852 zf;es the zero
Doppler peak or .852 x 47 = 40, Since the Doppler shifted aperiodic cross-
correlation function was.gamp1ed at'every.twéntieth point one woﬁ]d expect
the sampied va]ues to indicate rough]y the 97.5% point on the distribution.

For the zero Doppler case- the 97 5% p01nt on the unnorma11zed distribution

is 32. When this is multipied by the assumed 0.852 factor due to Doppler
_we obtain 27 as an estimate of the 97.5% point‘whibh is close to the

computed value of 28. Thus, the 512 X estimate of the Dopp]er per—
formance appears p1aus1b1e, but there is insufficient data to obtaTn

a very great statisticaT confidence. .
¥

The partial results available indicate that the sidelobes
decrease with the modérate Doppler expected for the LIT system. For
codes structured to provide minimum zero Doppler autocorrelation side-
lobes which are well below the average in the time-frequency ambiguity
plane {e.g., Barker codes), Doppler shifts can produce a substantial
degradation 1in performance compared to the zero Doppler case. Such sensi-
tivity to Doppler would not be expected for the subsequence codes

because the peak sidelobes, roughly twice the full overlap RMS value,
are greater lhan the average sidelobes in the time-frequency ambiguity plane.
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APPENDIX G
GROUND MULTIPATH

This Appendix examines the three main factors which determine the strength
of the multipath signals relative to the direct signals at the LIT ground
receivers, ‘These three factors are:

1) Ground specular reflection coefficient

2) Aircraft antenna directivity

3) Time and frequency spread due to diffuse return:
In addition, data was examined on both backscatter measurements from pulse
altimeters and on errors in ILS installations due to multipath reflections.

This data helped to infer the multipath that can be expected for the LIT system.

]:5: Ground Specular Reflection Coefficient

The smooth earth ground refiection coefficient is plotted in Figures
EJ?“QHE“EJE_for cases of interest over 1aﬁd and sea. At fﬁéquencies of 450
to 1550 MHz and over the range of expected earth conductivéty (10"2 to 1074
mho/meter), the Tand refiection coefficient is essentially independent of
both frequency and conductivity. The earth behaves essentially as a
perfect dielectric and the reflection coefficient depends only on the relative
dielectric constant. The curves in Figure.G-1 are for ¢ = 5 and ¢ = 10
which generally cover the range of expected variation of land under various

conditions of moisture and vegetation. Figure G-3 (Ref. G-1), shows !

measured data on- asphalt and grass and generally confirms the agreement
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MEASURED AND CALCULATED REFLECTION COEFFICIENTS
AT L-—BAND FOR ASPHALT AND SHORT GRASS.
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in terms of dielectric constant. Note that over the range 10 - 40°

elevation angle the reflection coefficient is generally below -10 db.

At higher angles the aircraft antenna may be expected to afford significant
multipath discrimination as will be discussed below. The sea water reflection
coefficient is somewhat higher than land and frequency dependent. However,
both cases clearly show the strong advantage of vertical polarization with
regard to minimization of the ground return.

In Figure G-3 a number of the measurements have been interpreted
in terms of a surface refiection coefficient. For comparison purposes, the
Fresnel reflection coefficients for flat surfaces with dielectric constants
of 3, 5, and 10 are provided on the same figure. It .will be seen that
although there is some scatter, due partly to the diffiéu]ties in allowing
for antenna pattern effects, the results reinforce the conclusion that
asphalt and grass surfaces at L-band act 1ike smooth surfaces with a dielectric
constant of about 5.

2.0 Combined Effect of Aircraft Antenna Directivity and Ground Reflection

In practice, the consideration of aircraft antenna directivity can
hardly be separated from that of ground reflectivity because of the complex
interaction in terms of wave polarization. In general, the aircraft antenna
directivity depends markedly on the incident polarization. But for a given
transmitted polarization, fhe polarization of the ground reflected wave

depends on the electrical characteristics of the earth.



These factors are taken into account in a tomputer program called "MULS"
(Ref. G-2). The program is 1]1ustrated ‘in’ F1gure G~4. For purposes of explanation,
it is eas1est to consxder the sate111te transm1tt1ng and the a1rcraft recéiving
although c1ear1y by the recxpr0c1ty pr1nc1p1e the d1rect1on of propagatlon makes
no difference in the fina] calculation. The arbitrari]y specified satellite
polarization is first resolned into its vertical and horizontal components. The
i ordinany plan earth reflection coeFficients for the H and V cohponents are computed
for the particular frequency, elevation ang1e‘and earth‘constants. The reflected
H' and V' components are then vecombined to:compute the ground reflected wave

amplitude and polarization.

The aircnaft.antenna 1s now subject to a direct incident nave ef
amplitude A and po]ar1zat10n Py arr1v1ng from the d1rect1on a21muth
8, and Ey, and to an indirect wave AZ, P2, 81 "El' To compute the antenna
response to an arb1trary such wave requ1res measur1ng the actua1 (or
scaled) antenna response to three or more su1tab1y independent po]ar1zat10ns
at each such incident ang?e. From these polarization measurements,’1t is
possible to compute the.response ﬁq'an arbitrafy pp]arization. This is done
for the direct and indineet components &je]ding nhe multipath ratio at tha£
part1cu1ar 1ook ang1e Finaf1y, this isirepeated at a large number of azimuth
angles for each elevat1on ang]e, and the resu!ts processed to yield a stat1st1ca1

d1str1but1on of the mu]t1path ratio (1nd1rect s1gna1/d1rect s1gna1) at the

antenna term1nals under the g1ven cond1t1on

The results reported hereyn are baged on scale model antenna measure-
ments for a curved arm turnstile antenna, nominally RHC polarized, mounted
on an F-100 model aircraft at 1600 MHz. The statistical results are summarized

in Figures 29, 30, 31, and 32 in Section 4.2.5.
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Figures 30 and 32 show the effect of satellite righthand circular
polarization over land and sea water while Figures 29 and 31 show the effect
of sateilite vertical polarization over land and sea water. At the lowest
elevation -arigles (10°) vertical sateﬁlite‘go]arizationrpérformance is

rsrignificantly better (about 7-- 10 db) than RHC satellite polarization. -0Of
course, the disadvantage of vertical polarization is that the satellite gain
reduces to zero directly overhead. however, it may be possible to use
vertical polarization only at those times in orbit during which the eTevat{ﬁn
angles as seen from CONUS are Tow.

For RHC polarization, it can be confirmed by reference back to the
original data that the occasional poor multipath ratio performance (5 -

7 db) at low elevation angles is occurring in the aircraft's fore and aft regions,é
particularly the latter. These are regions where the near horizontal ’
radiation is most heavily shorted out by the ground plane effect of the °

ajrcraft skin, and in these directions considerable horizontal - vertical
polar{zation mode conversion can be expected to occur. The patterns

confirm that this is indeed happening. There is reason to believe that a

tail cap mounting of a curved arm turnstile antenna would significantly

reduce this worst case multipath response, although actual patterns of sucht

an antenna have not been taken.

Using a combination of satellite vertical polarization at Tow elevation
éng]es and aircraft antenna. location, it is estimated that the mu]tipéth
ratio would Ee Tess than’'-10 db at 10° elevation angle and less than -17 db
at 20° elevation angle with high confidence (i.e., with very small probability
ot exceeding these values).

3.0 Dijffuse Return

The preceeding results pertain to the case of a perfectly smooth

specular reflecting earth. In the case of a rough earth several significant

G-8



modifications of the preceding results occur. These modifications are due to
the following first order effects:
1. The return signal is spread in time.

2. The veturn signal is spread in frequency.

However, the polarization and total reflected power are unchanged-to
first order (Ref. G-3). For much rougher surfaces, the fef]eétfon«characteristics
are modified but no satisfactory theory exists to describe them and one: must
rely solely on empirical data.
~ First let us consider what "rough" means quantitatively. This guestion
is addressed by the classical Rayleigh criterion which says that reflection

tends to be specular or diffuse according to whether the quantity

6 sin E
R A

is less than or greater than some constant.

Where
o = rms surface roughness
A = wavelength
£ = elevation angle.

This criterion has been made quantitative by Beckmann {Ref. G-3) and others
who show that under reasonably assumed conditions the specular and diffuse

power depend on R as

_(@wR)Z
specu]ar power = K e

[ _(41rR)2:|
KIT - e

where K = reflected power from a smooth surface.

diffuse power

Therefore, specular power will be down 4.3 db with respect to a smooth surface
when R = «/4. This condition is called "critical” roughness,
c. 4m sin E

“G-9 .



and is plotted in Figure G-5 for frequencies of 450, 900 and 1550 MHz.

At 900 MHz and E = 40°,-the-critical. roughnessis only 0.13 feet which is
exceptionally smooth. In order-to estimate the rms roughness, o, one must
also specify the area of .interest (e.g., must the area be Targe enough to
encompass mountains or small enough to encompass a paved parking lot?) The
answer is roughly that one must .consider the fivst Fresnel zone, that is,
the area of the surface around the specular reflection point over which if
the surface were smooth, the-total path Tength from aircraft to surface
point to satellite is within 1/2 wavelength of the path length for the
specular point. This is an elljptical area with half widths in the X

(longitudinal) and Y (transverse) directions given by:

_ [2dy
af Js'in'E_

aircraft altitude

where Ha

i

carrier wavelength

The Fresnel zone size is plotted in Figure G-6 for a few cases of interest to
give an idea of magnitudes. For example, with an aircraft at 10,000 feet

and typical elevation aqg]es of 10 to 40°, the dimensjons are of the order

of 50 to 100 feet trans&erse and 100.tq 400 feet longitudinal. It seems
clear from these considerations that diffuse cqnditions must generq]}y pre-

vail over Tand even at 450 MHz,

G-10
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Given that diffuse scatter prevails, the extent of time and frequency

spreading then depends on the rms slope of the surface through the relations

(Ref. G-4):
" Va
Af = 2\55 Sin E ==
3 ’
At = 4g? ‘J + 2+ 38in%E
Sin?E
where s = rms surface slope
-Va = aircrafi speed - horizontal
¢ - = velocity of light

ik
C

If the receiving system has a narrow bandwidth, it may receive only

part of the scatter due to frequency spread outside the band.- Similarly

if the receiver uses a narrow time gate it will reject part of the scatter

due to timé spread outside the gate. For orientation, with respect to these

two effects, assume:

< =
f = 900 MHz
A o= 1.1 feet
Va = 300 ft/sec.
Ha = 10,000 feet
E = 40°
Then, the scatter in frequency and time are:
Af = 156 Hz

At = 6.0 usec

G-13
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The LIT receiver system has an effective bandwidth of the order of
the reciprocal integration %ﬁme 5f_the LIT pulse (51 usec.) or aboﬁt éO
KHz and an e%fective time gate o% one'chip w{dth'or b.1 psec. Under these
circumstances, it is clear that the frequency spread is insignificant but
the time spread may be very significant in reducing peak scattered pulse
amp1itude.

In order to evaluate the time-spread loss we can make use of the
specific form of the time—sﬁreﬁd funétion (i.e., the time wise scatter
power density function or the impulse response function of the medium as

derived in Ref. G-4 for the Gaussian random surface).

s(t) = co expr;(Csc E.; Sin E) tc-" (Csc E - Sin E) tc
wH_(2s)2 2(25)2 H, I 2(25)2 H,
where p = specular réflection power coefficient
-Io(') = modified Bessel func?ion
Note that so long as
t << & 2 Ha

c(Csc E + Sin E)

G-14



both the exnonential and the Ressel function are near unity and the scatter

power densitv may be approximated by its value at t = 0 namely

2 cp

AL Ha(ZS)z
The total received power is the integral of this densily over the time-wise

aperture T, Or to this approximation simply

P = S(o) e

T c
P T,

T Ha(2s)2

J
]

where. T LIT pd1se chip width = O:T'uséc
" which reoresents a disﬁrimination, relative to the specular case {where P = p )
by the factor -

C.T(‘:

FT i 7 H_(25)?

. ) ) ¥ 3
This factor is.plotted in Figure G-7 as -a function of aircraft altitude for
several differeit rms siopes, s, in the range 0:05 to 0.2, which is believed
to cover th; most probable values for average. land. "Obviously, the effective .
rms slope, s, p]ays a crucié] role and it is_ of considefab]e‘import&nce to
achieve better estimateﬁ of this factor, ' o :

- The use of the term "effective" in connection with the rms slope is

to be emphasized because what-is.-really important is the angular beamwfdtb

of the scatter from a particﬁﬁar surface. In the particular model of a

;1615
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slightly rough surface such as the sea, this has a rather simple relation
to the rms slope, but more generally it is the scatter beamwidth that is
important. In cases such as forest, the effective rms slope may bear little
reTatiohship to physical slopes.

Indirect inferences of the effective slope, s, have been made (Ref. G-5)
by comparisen of near vertical incidence radar return pulse spread with
the theoretical pulse spread from a Gaussian surface model (Refs. G-3

and G-6)}. Edison's experimentally determined parameter a/c is related

to effective rms slope, s, by

B /2
S* TEq)

In these terms, his results are tabulated in Table G-1.

Table G-1. Effective Slope, s

@ 415 MHz @ 3800 MHz

Woods, Pine Island, Minn. .24 .35
~ Snow covered farmland, Wahpteton, N.D. ) .19 .19
Farmland, Cameron, Mo. .18 17
Industrial area, Minneapolis, Minn. .18 .22
Residential area, Minneapolis, Minn. .18 .20
Apartment buildings, Kansas City, Mo. .18 17
Desert Area, Salton Sea, California .16 .18

G-17



Measurements of effective slope for the sea have beeh made by optical
'and by radar altimeter techniques. ‘Katzin (Ref. G-7) reports optical measuremeh
of total rms slope of 0.16 and 0.25 for winds o% 10 and 20 knots

respectively. Dye (Ref. G-8, p. 140) reports earlier radar altimeter

measurements by Katzin as follows:
) dind Velocity (Kis) .

_rms.
3 .043
6 - .059
25 117

The lower radar values are con;istent with the observation that the

radar will tend to jgnore the very sma]] but steep ripple facets seen
optically. In summary, it appears that the range from 0.05 to 0.2 prefty
welf bréékets tﬁe effective rms s?ppe_ﬂead{ng to dﬁf%use péak return ﬁﬁlse
reduction factors as indicated in Figure G-7. l
Of course, it must be pointed out that in the diffuse case the peak
return pulse ampiitude is a random variable, with mean about as indicated
but with some distribution of values above and below the mean. The nature
of this distribution will be a compliex function of the nature of the terrain
and of the pulse cdmpression paraﬁeters bf'the LIT system. As Beckmann
(Ref. G-3) has indicated and as has beén confirmed experimentally, a
simple Rayleigh model is not generally adequate to express this distribution.
There does not appear to be a satisfactory way to estimate the distribution
at this time for the LIT system; ultimately this will have to be the subject

of flight test experiments.
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4.0 Inferences from Back Scatter Méasurements

Unfortunately, there-hgs been very 1i£t1e in the way of forward
scattering data in the frequency range of interest, and what data there is
has peen-moétiy meastured on CW signals (Ref. G-1), thus disguising the time
spread which is an important factor for the LIT pulses. On the other hand,
there has been a great deal of data reported on.the-near vertical back‘
scattering around return for -Du'lse altimeters. Within broad Timits this
data can be considered indicative of the forward scatter to be expected for
oblique incidence in the LIT system.

Dye (Ref G-8) has summarized diverse measurements of this type by extra-
polating them according to expemmentaﬂy confirmed theoretical scaling laws
to the case of a 4200 MHz, 0.1 usec. pu]se altimeter at 50,000 feet altitude.
Expressed in terms of the multipath ratio for a satellite (peak scatter return/
specular return) his results are given in Table G-2.

These scatter ratjos of course include the effects of both CW reflection
and pulse diffusion at normal incidence. The estimated CW ref]ection coefficient
for a smooth surface of the same constitueﬁt characteristics is indicated in
the first colum of the table. For oblique incidence forward scatter, as in
the LIT multipath case, one can show from the éimp?e scattering theory, that
the plﬁse diffusion effect is essentially independent of -ang1e of incidence.

On the other hand, the CW reflection coefficient will vary with incidence angle,
becoming smaller.(more favorable) at oblique incidence for veftica11y polarized

waves and larger (less favorable) for horizontal = polarized waves.

G-19



Table G-2. Measured and Extrapolated Scatter Coefficients

4200-MHz 0.T-psec. Pulse (Ref. G-8)

Scatter

Estimated
Specular Reflectien Atienuation

Estimated
Diffuse
Time-Spread

G-20

Type of Surface Hract, db Coefficient, ub db
Jater, 7 Knot wind -8 ~1.7 6.3
Water, 11 knot wind -11 -1.7 9.3
Water, 3 knot wind -6 ~-1.7 4.3
Water, o knot wind -9 -1.7 7.3
Water, 25 knot wind _ -15 -1.7 13.3
City -8 ~5.6 2.4

, Residential Arga -10 -5.0 4.4
Countryside - -11 -5.6 5.4
Cultivated Land -14 -5.6 8.4
Flat Field, dry arass -17 -5.6 11.4
High grass, cornfield ~-17 -5.6 11.4
Wooded Tand -15 -5.6 9.4
Dry Woods, Teaves -16 -5.6 10.4
Heavy Woods, dry leaves -18 -5.6. 12.4
Woods, no leaves -19 -5.6 13.4
Dasert ~20 -5.6 14.4
Frozen snow covered forest -25 -2.5 22.5



While it is difficult to generalize on such diverse déta, it is seen
that the observed peak scatter coefficient is generally from 3 to 20 db

less than the estimated specular return.

5.0 Inferences from ILS Muitipath

One of. the principal problems of present Instrument Landing Systems
is the so-called beam-bending errors that occur due to irregularities
in the local terrain, buildings, and even other aircraft in the area.
Category II (i.e., low visibility) accuracy standards, for glide <Tope and
Tocalizer beam bends due to all causes, are on the order of 0.06 to 0.1 degrees
at runway threshold, whereas errors on the order of 0.5 degree are not
unusual in the present system. Widespread awareness of these very serious
errors has led the aircraft community to a healthy concern for multipath

errors in any proposed new system. However, one examines these errors in

quantitative detail, the very serious errors in ILS are seen to arise largely
from the extreme error sensitivity of ILS to relatively weak muitipath
signals and that actually interpreted in terms of multipath ratio {indirect/
direct signal voltage ratio), the implicaticns on a more "mu]tipath—rugged"
system such as LIT are quite optimistic.

Both the localizer and é]ide slope systems are arranged to measure
the algebraic (sense carrying) difference pattern of an antenna array
which has an S-shaped pattern as shown below, and which may be approximated

in the vicinity of the Tanding path by
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/2_\\ E’(G)a:.' sin (FBE)

e — g:%g- § << B

£ vOUS
!
1
!
4

where & s the angular deviation from glide path or runway center-and 3 the

beamwidth. Then, having measured a given E* one infers

- BEZ

T

5*

where the asterisked quantities refer to measured values of the parameters.

For -a scatterer of relative signal §trength p. at angle 8 the error
multipath difference signal voitage 1s

E = rSin ¢
and the inferred angle error is

* B )
§ = ol g Sin ¢

where r = pEz(Gi) = multipath signal power ratio including
antenna directivity

the r.f. phase corresponding to the excess path length
between the multipath signal and the direct carrier
reference signal.

=
1

Since ¢ is a rapidly varying function of either scatterer or receiver

location, it can generally be assumed that in any dynamic situation &

will tend to be oscillatory with envelope

* _ Br
|6 ] ==
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This relation in turn can be used to infer the multipath ratio
corresponding to any such ILS muitipath error patterns. For the
conventional glide s]opé and localizer

BLOC ~10.0° (15 element arvayv)

BGS =~ 2.50 Same as glide siope angle)
Figure G-8 illustrates-typical "worst case" localizer bends of the order
of 0.5 degree and glide siope bends of the order of 0.1 degree implying

p

Ty

0.16 (Localizer, aircralt interference)

0.125 (Glide slope, ground multipath) g

v

That is, in both cases, indirect/direct signal strength ratios of -16 to
-18 db are experienced and lead to intolerable errors with the bresent ILS
system. However, such multipath ratios would be quite negligible in LIT

from the viewpoint of either errors or false alarms.
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APPENDIX H
SATELLITE LIT ANTENNA OPTIMIZATION

The problem is to de£erm1ne optimized antenna beamwidths for a
satellite-which illuminates the contiguous United States. The satellite is
in an elliptical, 16° inclined, 24 hour orbit which has a roughly circular
ground track centered at 0° Tlatitude and 100° wést Tongitude. There
were two optimization criteria considered. The first was that the time-
independent received power density or net gain at any U.S. location should
be.maximized under the constraint that the net gain variation between
any two U.S. locations be less than or equal to 4 db. The other criteria
was that the minimum net gain was to be absolutely maximized, thereby
accepting the resulting variation of net gain that occurred over the U.S.
These two optimization criteria were used for both circular and e111ptica1‘
beam antennas. The optimized antenna beamwidths and corresponding reflector
dimensions obtained are listed in Table H-1.

The net gain at any U.S. Tocation is a function of satellite range
to that location and antenna.gain in that location direction (Friis
transmission formula, Equation 1 below). Since the satellite is in an
e]liptica] orbit, the range and direction to any U.S. Tocation is a function
of time. Range and angular location to five U.S. locations were computed
as a function of time, The five Tocations chosen were Nebraska (40°
North latitude and 100° West Tongitude); Seattle, Washington; Miami,

Florida; Bangor, Maine; and Brownsville, Texas. The angular Tocations were
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Tabie H-T,

OPTIMIZED PARAMETERS

%] Antenna Reflector Reflector

3 db Total Net Gain | Net 3ain | Peak Diameters at { Diameters at

Beamwidth Variationj Minimum Gain 1.6 GHz 0.9 GHz
Optimized 8.8° 4.0dv |21.1 db | 24.3 db | 4.5 8.1
Circular o
Beams 6.5 5.5 db 22.2 db 26.9 db 6.7 10.9°
Optimized 9.4°x6.5°| 4.0do {22.1db [253db | 4.2 x6.1' | 7.5 x 10.9°
E1liptical o o
Beams 6.8" x 4,8 539 ab 22.9 db 28.0 db 10.4* x 14.7'

5.9' x 8.3'

*Range Reference (RO) = 120 x 10° feet




with respect to Hebraska, the direction in which the antenna beam would
always be pointed. The following analysis then relates the range and angie
information and net gain at the above five locations. Since the beam is
pointed toward the central U.S. and the five Tocations chosen are on the
U.S. perimeter, it is assumed that the perimeter locations will

experience the Towest net gain and have the greatest net gain variation
during the satellite orbit as compared with interior U.S. locations. For
this reason, if the antenna beam is optimized for U.S. perimeter Tlocation

it is assumed to be optimized for the entire contiguous United States.

If the Friis Transmission Formula
. 2
) hrGtA Pt
where

= received power
= transmitied power
= gain of receiving antenna

oy o) o W
e B ade

= gain of transmitting antenna
= wavelength of radiation

e B 4
[t}

range between transmitting and receiving antennas

is converted to db and the constant 20 log RO is added and subtracted from .
the right hand side of the equation, then:

2
GtA Pt

2
(4WRO)

R
P. (db)} = 10 log + Gr(db) - 20 log (ﬁg) (2)

where
RO is a range reference



If the gain of the transmitting antenna (remembering that the satellite
antenna is recsiving), wavelength and transmit power are constant then
the first term of Equation 2 is constant and the variation in received
power is only due to the second and third terms {the sum of which are de-
fined to be the net gain). Since the gain of the receive antenna can be
written as the sum of peak antenna gain (in db) and pattern loss (in db)
the net gain can be written as follows:

(.5) 2. .2 2042
0

Gy, (db) =
Net B, B
Xy Bx By
(3)
where
GNet(db) = net gain at a specific location

Ist term is peak antenna gain {50% antenna efficiency
assumed)

2nd term is antenna pattern loss for an elliptical beam
with a Gaussian voltage characteristics

3rd term is range loss

Bx = total 3 db beamwidth in x or east-west direction
across U.S. -

By = total 3 db beamwidth in y or north-south direction
across

R = range from satellite to Jocation calcUlating net gain

R0 = range reference {an arbitrary constant)

8 and'¢ = defined in Figure H-T.

The range reference value was. chosen to be 120. x 10° feet (synchronous

orbit altitude is 117.471 x ]06 feet). The circular beamwidth optimization

curves in Figure H-2 indicate- that in order to achieve a 4 db net gain

variation over the U.S. for a circular sjmmetric antenna beam that the 3 db

beamwidth of the antenna should be 8.8 degrees. The corresponding net

gain minimum is 21.1 db. Figure H-3 shows this result graphically in the
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form of a net gain history or a plot of net gain'versus time for the five
Tocations considered. For the other optimization criteria, i.e., absolute
maximum of smallest net gain value for any of the five locations, Figure H-2
indicates a minimum net gain maximum of 22.2 db with a 5.5 db variation

for a 6.5 degree beamwidth antenna. This optimization criteria's gain
history is shown in Figure H-4.

The same two criteria as above were applied to an elliptical beam. The
problem here was to opt1m12e the beamw1dth in both the x and y planes in
order to comply with the criteria. 'The notation B X By was adopted to
indicate the beam crientation relative to the U.s. The curves on Figure H-b
i1lustrate the variations "in net gain variation and net ga%n minimum versus
By with B, as a pdrameLPr It is seen on Figure H-5 in regions A and C that
a beam of the shape 9. 3? x 6,57 opt1mlzes the first criteria giving a net
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gain minimum of 22.1 db for a 4 db variation. Also it is seen at Regions
B and D that & beam of the shape 6.8° x 4.8° optimizes the second criteria
giving a net gaip minimum maximum of 22.9 db with a corresponding net

gain variation of 5.9 db. Figures H-6 and H-7 give the net gain histories
for these two optimized beams. Table H-1 surmmarizes all the optimized
beamwidths, net gain minimums, net gain variations, and parabolic
reflector sjzes at 1.6 GHz and 0.9 GHz needed for the air traffic éontro]
satellites.

For the ATC application, the antenna chosen was the elliptical beam
with the 4 db net gain variation. This antenna results in a lower net
gain than the other elliptical beam, but is more desirable because of the
lower net variation. The m%nimization of "this Qariation is important to

keep the dynamic range of LIT pulses from different aircraft to a minimum.
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APPENDIX 1
COMPUTATION OF SATELLITE TRANSMITTER

LINEAR RANGE REQUIREMENTS FOR LIT

In the LIT system, the input to the satellite transponder consists of
the sum of signals from all equipped aircraft. Since the number of simul-
taneous signals and their phase and amplitude are random variables the question
arises, what sigﬁal dynamic range occurs at the satellites?

To compute the cumulative probability distribution of the amplitude
at the input, the following assumptions are made:

1. The input signal to the transponder = mC + N

where N = transponder thermal noise
C = sinusoidal signal of fixed frequency, fO
m = number of signals, C, present at any instant

n

2. The signals C are uniformly distributed in amplitude within
the range 1.0 to 4.35 volts rms (12.8 db range).

3: The thermal noise is Gaussian distributed, and has an rms
level of 2.6 voits.

4. The number of signals, m, is distributed in some unknown fashion,
but it is assumed that it can be approximated by a Poisson
distribution.

5. Two cases are considered. In the first case, the average number
of pulses per second is 105, and in the second the average number
is 5 x ?04. With a 51 psec. pulse duration, this corresponds
Lo an average number of simultaneous signals of 5.1 and 2.55,

respectively.
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6. The phase of each signal is random with a uniform probabiiity
distribution from -v to #. The phase and amplitude of aill

signals are independent and modulation is ignored.

1. Computation Procedure

Since the number of signals, m, present at any instant is random,
the procedure for finding the cumulative distribution is first, to
compute the conditional distribution for each fixed value of w, and then
to form the cumulative distribution by suming all conditional distributions
each multipled by the probability of the assumed value of m. In principie
this could be done analytically; however, the integration of the composite
conditional probability density of the m signals pius noise, laborously
obtained by (m+1)-fold convolutions, would invariably require numerical
integration. Since recourse to computer evaluation appears to be necessary
in any case, a Monte Carlo procedure seemed to be the most direct means
of obtaining results.

Three separate time share programs were used in obtaining the cumulative
distribution. The first, the "Dynamic Range Program", accepts as inputs
the number of signals, m, the number of Monte Carlo's, N, {i.e., the number
of times the calculation is repeated), and the standard deviation for the
Gaussian noisq.distribution. In the program, a pair of uniformly distri-
buted random numbers are selected and appropriately scaled to the specified
range for the phase and amplitude and a value for C sing is computed.

This procedure is repeated m times. Each time a different pair of random
numbers is selected, C sin¢ computed, and the result added to the sum of
the.prevjoug values. To add the noise component, a Gaussian distribufed

random number is generated using a conventional procedure based on the
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Central Limit Theorem, scaled by the input value of the standard'deviation,
and added to the sum of the m sigﬁa1 components. The resulting random
number is used to designate a memory location. The value 1/ 1is added to
the contents of the designated Tocation. After the Moﬁte Carlo procedure
has been repeated N times, the contents of the various memory locations
represent a histogram of the m signals plus noise. The histogram is
written on magnetic tape. At the same time, the conditional probability
distribution (dependent on m) is computed and selected values of “the
conditional density and distribution are printad. Since the histogram

is computed with as many as 1000 points, it is necessary.to Timit the volume
of pr{nt éut to values corresponding to the 2% ahd 98% points, all
mﬁ]tiﬁ]es of 5%, and the extreme points of the probability distribution.

A second program is used tofcombine the histograms obtéiﬁed by the-
“Dynamic Range" program. The “Combine" program reads a set of histogram
values, multiplies fhem by a given 1ﬁput value of probability and stores
the values in the memory. A second set of histogram values is then read,
multiplied by a second input value of probability, and added term by term
to the‘first set of histogram values. The resulting combined histogram
is then written on magnetic tape, and extreme values of the distribution
“are printed so that the program action can be monitored.

The determination of the s{gna1 cumulétive probaBiTity distribution
requires threelsteps. Fir;t, the “Dynamic Range" program is run M times
to obtaiﬁ thé M conditional probabi]ity.deﬁéifies. Truncation of the maxi-

5

mum number of signals présent to'M=15 For the case with 10° user a%rcraft'
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and M=12 for the case of 5 x 104 aircraft corresponds to ignoring events
with probability less than 1074,

Mext, the "Combine" program is used to determine the cumulative
distribution. The conditional densities for m = 0 and m = 1 are multiplied,
respectively, by P(0) and P(1), where P(m) is the Poisson distributed
value of the probability for the indicated value of m; the resulting
combined density then is written on magnetic tape. The "Combine" program
is used a second time to take the combined m = 0 and m = 1 density,
multiply it by 1.0 and add it to the conditional density for m = 2
multiplied by P(2); the resulting combined density for m = 0,1.2 again is

5 user aircraft, the "Combine"

written on magnetic tape. For the case of 10
program was repeated 15 times to obtain a magnetic tape containing the
cumulative density for all significant values of m.

The final step was to use the I;Output" program to read in the cumu-
lative density, compute the cumulative distribution, and printout the
distribution values corresponding to 0.1%, 2%, 98%, 99.9% and all multiples
of 5% “

2. Results

To obtain accurate results using the Monte Carlo method, the number
of trials, N, must be made large. A practical limitation on N is imposed
by the computer time required for each run. N = 10,000 was chosen as a
compromise between cost and accuracy.

For the m = 0 case (no signal), the standard deviation of the
Gaussian distribution was 2.56 instead of the 2.60 specified indicating

an error of about 1.5%; the mean showed an equivalent error. For non-

zero values of m, the standard deviation is unknown. However, the mean
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should always be zero since neither the sinusoidal signals nor the noise
present an offset. The computed values of the mean are all c]ose to zero
with accuracy improving from 1.5% to 0.3% as m ranges from 0 to 15.

Since the input to the satellite transponder consists of the sum
of several signals plus noise, one might expect that the cumulative distri-
bution would be approximately Gaussian. To estimate the variance of the
signal, one might make the admittedly crude approximatijon that the variance
of the sum is equal to the sum of the signal average variance times the
expected number of signals plus the noise variance. For the case of 10°

users, this becomes:

of = 5.]3% * ol

where 0% is the yariance of sum of signals plus noise
6% is.the average variance of a single signal

c% is the noise variance

s 2
Taking ag = 7.15 and og = (2.6)° = 6.76, we have 0% = 43.2 and op = 6.59,

This compares with op = 6.92 computed by Monte Carlo. For the case of

4 :
5x10" user aircraft, the estimated op 15°5.01 compared to the computed

value of 5.23. In both cases, the crude estimate for o. is about 4.5%
lower than the computed value. T

The distributions for the two cases are plotted on probability -
paper in Figure T-1, from which it may be seen that both plots are fairly
Tinear in the 5% to 95% region. The case for 105 users with m = 5.1 is
more linear (i.e., closer to being Eaussian) than the base for 5 x 104 users

with m = 2.55 as would be expected from the Central Limit Theorem.
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The downlink C-band power budget (Ref. Section 4.2.6) requires.
two watts of RF output power for the case of five simultaneous signals
of the weakest Tevel (1.0 volt rms) and noise (2.6 volts rms) at the
transponder input. Therefore, the corresponding rms voltage of the

signal is:

e o2+ 0% = N2+ 2,67 = 3.43 volts.

This voltage then corresponds to 2 watts RF power. For the case of
50,000 users (m = 2.55), the rms voltage for the total signal is 5.23
volts and the 98% peak value is 11.0 volts. These voltages correspond

to an RF output power of 4.65 watts average and a 98% peak power of 20.6

watts.
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APPENDIX J

ALTERNATE DESIGN APPROACHES FOR THE LOCATION IDENTIFICATION TRANSMITTER

In the design and costing studies for the transmitter, it became apparent
that the main area in which a significant cost and/or design savings might be
made would be in reducing or eliminating the multiplier-amplifier chain frgm
which the required carrier frequency stability is derived. A number of possibie
approaches were investigated, the more salient of which are discussed briefly

below.

T. 100 MHz Crystal Oscillator

In this approach, a 100 MHz crystal source could be used to replace the
10 MHz oscillator and Xi0 muitiplier. A divide-by 10 flip-flop circuit

would also be required as a cIoEk source for the ccde generator.

This approach would be used provided the cost savings of the X10 multiplier
and amplifier offset the cost of a +10 register. However, the X10 multiplier
is a very simple snap recovery diode circuit and the hmplifier quite simple and
inexpensive. However, commercial integrated circuits or flip-flops that operate
at 100 MHz (TTL, SUHL, etc.) are more costly at present than the circuitry
removed. Since EC prices are continually going down, this approach may eventually
become cost competitive with the mu1tip1ier—amp]1f{er circuitry. Also, the
required 2 ppm oscillator stability at 100 MHz is slightly more costly than at
10 MHz, but not so much as to preb]ude the use of a frequency divider if the IC :10

function cost less than it does at present.



. 2. Two Separate Osciilators

It is technically quite feasible to use two oscillators, one at 100 MHz
to generate the RF, the other at 10 MHz to provide a clock source for the code
generator. Sigce the bi-phase modulation 180° phase reversals should occur
jdeally at an RF sinewave zero crossing, or at very least at the same phase point
on the RF waveform each time, synchronization between the two oscillators is
1mp11c%t. Fortunately, this is a simple requiremént to meet. If the frequencies
of two crystal oscillators are very close to an integer multiple of each other,
then‘By simply coupling a smatl amount of energy from the output of one to the
input of the other and Tikewise from the output to input in the other direction,
the two oscillators will both pull in phase and remain phase Tocked. This has the
additional advantage thét only one oscillator need meet the 2 ppm stability
requirement since the other oscillator is phase locked. Thus the frequency
stability is determined by the most stable oscillator and the other may be

considerably less stable with no effect upon the system.

Unfortunately, this configuration, though relatively inexpensive, does not
appear cost competitive with the present proposed oscillator multiplier chain

at this time.

3. High Level Oscillator at the Qutput Frequency

This is probably thé approach that would be taken for the design of a piece
of military equipment. An avalanche transit-time oscillator (ATTO) can easily
provide over a watt of power in the GHz frequency range. Basic stability is rather
poor,'however, so the ATTO would have to be injection Tocked through a multiplier
chain to the ]d MHz crysfa1 oscillator. This is easy to do and costs very little
to implement, as relatively Tow power from the mu]tip]i%r chain output is hsua]Ty
sufficient to phase lock the ATTO. Hence, the multiplier chain may be a very
simple series of several inexpensive snap recovery diodes. But this approach,
though yielding the most efficient design, smallest package, least weight, and

perhaps even the most reliable system, had one insurmountable obstacle for this
I-2




application: it would more than double the parts cost of the present transmitter

design due to the price of the ATTO.

4. High Power Cavity Oscillator Locked to Crystal Source

This technique is one which shows great promise for being both
technically competitive and cost competitive with the present approach.

It has been but a short while since tfansistors capable of several
watts output in the GHz region have become commercially available. Now
that these devices are available, it is possible to utilize a technique
formerly reserved only for much lower frequencies. The high‘ppwer, GHz-
frequency device may be used to.create a simple self-excited high nower
oscillator consisting of the transistor, one or two simple hassive components,
and an easily constructed tuned cavity for the collector circuit. In

practice, the transistor is mounted in an easily-constructed box havina

dimensions providing.a resonant cavity for the collector, with the
emitter grounded and the base biased jus§ slightly into forw§rd
conduction. Ample feedback usually exists in the base-collector path

to cause oscillation. Cavity tuning may be accomplished in several
ways, either by a simple piston nlunger, variable end plate, or a stripline
inductance in the collector surraunded by the fixed cavity. Since
stability is poor, the oscillator must be locked to the 10 MHz crystal
oscillator, but as in the case of the ATTO this may be accomplished by

a simple and inexpensive multiplier chain providing a small amount of
power to a cavity probe located near the transistor base. This approach
could yield the Teast eipensive system capnable of doing the required job
provided the price of the required transistor is reasonably Tow in

quantity. One minor problem results in that the biphase modulation must

J-3



now be done at a higher power level and higher frequency than previously,
but obtaining an adequate modulator does not seem difficult.

If the power oscillator were tuned to half the output frequency and the
first pulsed amp]ifiér operated as a frequency doubler the maximum
frequency at which fhe biphase modulator would operate is 800 MHz, which

is within the uppér 1imits of commercially available circuits,

As appealing as it seems to be, the primary reason this technique
cannot be unreservedly recommended is a lack of essential data reqardina
the oscillator. Questions which still require definition are, for example;
can the free Funning osciH]aﬁor power be easi]y‘regulated within some
Hmits over temperature extremeé, or will this require expensive
ancillary circuitry? Will the feedback path be sufficiently contro]]abie
that mass produced oscillators will be reasonably uniform in electrical
characteristics, or will a lot of ﬁanhourg be conshﬁed in tuning and -
testing? Is inje;tion tocking és simﬁ]e as 1t seems or does it take a more

expensive multiplier chain than is competitive with the present approach?
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APPENDIX K
ATRCRAFT ANTENNA PATTERN MEASUREMENTS

Aircraft antennas for general aviation were experimentally studied
to determine their coverage capabilities for a Cessna 172 type of air-
craft. The antenna configurations selected for experimental evaluation
were the curved turnstile and curved dipole antennas. The antennas
were tested on separate ground planes and their dimensions were sized
to represent the wing of the Cessna 172 aircraft. The pattern test
frequencies were 1550 MHz for the turnstile design and 2200 MHz for the
curved dipole. These scale model tests were designed to verify the
coverage requirements of -3 db to +4 db near hemispherical coverage gain
for a 900 MHz antenna.

The rectangular metal surface ground plane used for pattern studies of
the curved turnstile antenna is shown in Figure K-1, and the antenna model
in Figure K-2. The metal surface was fabricated to represent a 1/1.7 scale
of the wing of the Cessna 172 aircraft. The metal surface measures 28" x 80"
which represents full scale wing dimensions of 48" x 136". Although the
actual length of the wing span is substantially longer, the selected surface
was adequate for pattern performance evaluation. The antenna was illuminated

by a circularly polarized source.
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Figure K-Z. Curved Dipole Antenna Test Model

K=3




The test results are given in Figures K-3(1) through K-3( 3). The

results given in Figures K-3 to K-8 show excellent uniformity over the
required coverage cone of 1600.* The antenna gain distribution is within
-3 db to +4 db with respect to a circularly polarized isotropic source. How-
ever, the major portion of the coverage area is at gain levels of 0 dbi to
4 dbi.

The minimum gain coverage pattern is shown in Figure K-8. This pattern
would normally be affected by the aircraft vertical stabilizer due to
mutual interactions and shadowing effects with the antenna. With reduced
coverage in this direction, the effect of the vertical stabilizer on the
pattern would be minimized.

The test results of the curved dipole antenna are shown in Figures K-9

through K-15. The physical dimensions of the ground plane used for the pattern

tests was 20" x 60". The antenna was mounted with its Tong dimensions along
width dimensions of the ground plane. The gain of this antenna is seen to

be generally lower than the turnstile. Peak gain is only +1 dbi.

"The angles ¢ and e refer to the directions shown in Figure 45
Section 5. 2. 1, 4.
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- J——
= . I O » el
/u, _ ' . S O It el £
> S i1 ' R At
tat ] S R [T N PR S [ R B i . .
.. a - s S : ¢
S & n . e AL R \ R S
2 g & Lk - . LR : -1
=g el ; [ D PR T B o % I PR SO, Hrllh ;-
Ll 2 s e —_— e T B Eiahad
E I R g s o T . 1.
SRl n Tose Sy o o
O - . Yy BNy " llllb o - — - ——
4 ca - N . b —— . . - DR
LA M ] p——7 - . I N
52 e 1 ¢
Fa Wy n @ ararpe- - S
Y] E . —~ - - —
TR HE w- . . ' L~ - .
Eo8{z>x : 4 ; doofeen]
=325 Il S . - R :
g R omioas < .
ol Ml N I FOS S S, . POy b SR RN, SO,
j— i 1 II,I-_W_. N N
[ wn - i - : i —
O T LT . - N T s oz
— =
! SR T
i i e ; R e T T e
— E 3P Il B G 0
N 3 R
il \.\\\\ o . e el
~ f-:- PR . - Soh= s R o e
QUL T Ty ©_ o (=R <3 : o 2 €l ket RS- - il ettt A~ Sl - Sl
i T
=R L qP- AV ANG 03 BALY 10 o e e e
(4 . | R v [ ey JSiuhini i juihapt
ey 7 . : I D Fopng pruntly ivind
boey =} - o=} - \ . --- - —_f — _— :
= F— . - T Ry VIR sy
[ ] . T\..\ - " - PO [y Py A Wl
Lk - “ . i bt dudiy Iy
=71 /] 1 Sgt DUl st S R KT,
—— 1 - - u feue 0l rea]s =f -~} - - D
—_— — - -- ——. p— - NP N RS - [, —m PR T
S ] i N DS MG R (PG [ el SR caniboll iy Aoty Jie gl ool otk Ay B gin
e\ e B e S R e e e e e
R . - A [ Y AR Seieon) PPV S P Y
23 . R R e O O N Do g e Py
Y SR Sl U Wity e I il P Iboduy Ralilunk Mty — —
==/ .- P i St S el S pere e o e~
F——|-~ - - FRESY [ P ool fornvte fm R = e
[ES DR R DU R Al [ P Dl PR U Py IV DO S P P
i i R o (ol Ml G it it (R = = et Vool gt vy Aty et = Pl S T
(R W 2
b
el U sl Ryl Whutempt il M Al o0 TiToo oo i Fioet avenne) sl el alioeld
Il O vy el ey DS} Dol S I..:M — TR iyl i i ) o
pu e o gl S S S S D) o Y T il B Eadoe o e =
b
il ' J J Qo S Tt R IL.HU i . p— p—
| e [T 10 “1|.§|.w o Jrptg -l Gt
A_.I. =T . Lo — [aov TN Sy SEnieoll St S AN PN N
—frm—— —— PR SRR n|~ R U A — s ———
— - =] [ [ 270 N~ SN wepe) [y M —
SN Wty R o TITEY [ PRy S NI SR
[y SR (ot apal ot o —_— "
- i it el ekl S = e pripi IO 3 g —— 4
—— P S R S M R I ———{— —.}z
T I o R Er  Bepfiay mkioidy utpunt — g —%
[} o . . —
el il Uy QUIy PPN Sa — N w‘. - FYEE DO Ity N N B
[ JSRAE N U PRy T== A — = —
N Syt W Wit Sl (P Suaing et et UL vl SPaulivat e i
- -l - o —— - PP R, [— = — ——— -
y
il Ao (eiing Suvey i el Bl avtvaid ISl fSptend sl Sl (epey Sy Mmoo -
e - ——— b - - —_ - Ll il s ——fe— rrre e | cm—— -2
R
4 — [E— - - - [y S — - R
1 N ot R T Dt T T T T e T T -
[—— -T Sy gumui ey VR (o) (R ey o Jusinll apiieg M o NP RV N pp—
H -] =z f R Rl R Sl FRRGU el \neuiptell st S A WA
L] — -} — . e e e — T — b e e s
f. - - — JRNE SRS MR S W I
£ ko = s e | s e—— —  eremi i —r) ———
! —— - JEY (R ey S SO pa— -
—— NN (UNNS S MRSy DUNOSu PR SRS RN AU e
LY JE— [ =]
/.-/lf i — )
A — J— _—
SR EEESe s
T
¥ :
H
L3 ¥ N
: e
R PRp— F.In

s v it
co eyt SR e

IC, ATLANTA, BRGRGIA

Test Pattern No. 3

Figure K-3.



1
k
'

GHAAT WO, 1RE

PR A

P ATLANTA, SAGRGIA

- —— -, e e ew e s mne mema emmem s . R
) Fo ., -t [ .- < X v = T-- I Sl £ M=l
& -3 . ] A M H H W - et 7 K M A vl
H 4 .k - N N H B Y £ N - an] - -
- e bl - . 4 RS ‘l? . PR e O SS 1 _— LT L g
S P N . PN LS R ¥ I - PRt falelenay S BT LIRS SIS R B
o S o N N N R B N i SRR =
5 -5 r - + s - 27 - - T e -l -
- 4 . ' . . BN S -
3 - £ x - N A H LI s W+ ' v
o o - g o i . ] .- iz
(53 o W o X 3 ——
< = C ~ N o Rl - a - . aw - ——— e P
£ 5| & EEET 5 AT AT R
o - = V128 ® R REH - . - H - v - ETMII ||M|I
2 £g "0 3 R Y sy
N w PR Teo 1 S TR e SO ol (RS i s
= O B g s . P - - r—
Wou w8 P - . . i N - = b
i i ..uM >3 P N - I Iy PU s pans
w225 52 . . S SRt o . P Ly
B 6 w2 Ge ] e . . - | op—
. O S -yt
. o - . - L] - - . [
—=—— - - — . \\ - - poma] g e
[Pty - pAE i - P B ° " P Sbanll Sun)
. - - PP -
o [ . . : R I (i oty oee
. o] : . Eyony Dl ol
19 AR g S e wal R
sl T ol - - g il i o
- 2]
- SR E e | 3 E P F s Wi
- il ot T B P ! iz, RS '
-t S S O .n..w..s\..m.. T @ @ . MW |n... G "o ®TIRT L =TT TS
L
BN EE =S 5P AvSA 3NQ H340J ALV 1Y P [ ey B e
=] - o i el - . . . ) .- I R : ol e S
R e . I NS IR TR IS ) il I
i Il et g . A . : St I RS Mo My fnrapet
- \ - - —— - - - - v a=-n - —— - —l- ”ﬂ
—_— . 1 - - f — [ A IR -
[l N A M Riniiul BN (R S - oot EatPivel (R (Bt Shie Rt epwiet Siod I iy ooy f s
Jr— .h R IR b - - - . w o] maw per— e el e nam | ——]
piiol 156 DN SRR topungli et i I RpieA B - : pping Qs ot et favnfio : -
ol B el By IR = RS B i Mt aiivemed Infblt il kit Fioulint ppioynt fimingy igpube ompymmn pramviu P s
e o el ol (ot bl et Sl R Dol S SatPOES il tmtsond il gt Sapuist Sop i sl ST
iy it ooy ot b et i [P b . =N
4] - = |——] - [Py A (RS (U JE S o | e fae |- e § Ta]
Sl 1 Bollint et vt Rl S Sl Sastoonad Jnkadiunt IR Nt Rt ploulon Remworve (s P et ,
Y T Y . RO SR SRy T ISVS R vy F—— i
ot Sl oo iy ol Pt fmoote s ooy oot gt ivioryesl i
il |\ Bevtonss bisafisog Qhisiiuny vl Wl il . gy (olinil st Sy i g
== oo Pl ot teseel oatil e — ———
— 1] - = — == ——] =
} o
U.lf-..- JNDE SRR |- - —f [N NIV JUNUEDID DU [, PUS MR PSS
gy ; -
—— T =T = | ] =
el Pttt el ol Susst sy Rl speivet Bt Suiovut il DO foiivigd Sanfemmpt b T . : :
IS - Qe N e R . R P R NN [ Ll T H
: [adil it sl Sl ket Sobluning (v GOVt B SRR pous —— p—
i jns ol Sihtel Antveure el din enifs : Py P i =
ae—f - o—— - fimm} ] — AR T [ v N . DIV WA P — P R 1
Faael bt sl ool bivipaed [Bspmet AR Pl bt [t Pl Bl I
: g ol gl iy vt S Vgt Sl ofeelulll ipubiost pumpuiny p—" oyt P
T e e e e e e p—
Wy o il fntuenk fovivmn funkt full Sl iVl vl o Al Bted Py n
H —_ U . N S A p— ———— R ]
T - 1
LY Y VRN T DU DER U e | —— —_t
N P s S e ST — ;
p— et il ebnion pompent el Aot et Juisiiint o :
5 o= o Sl Rl Wl Pl S - — 1 6.
//..I — J— JRO R - — . - — '
4 [ et vl S fonpunion (it Snll Sl Wil fieatoied B supogey gl et b T i :
el it - . — TS :
b o gl el 10 S TR0 R R M ) [ Sl ik s e b = .
T
.w.hwbmma‘¢=.H:Lumﬁnn:ig¢¢mmeLr+a4Aw”zL. e
1 —— ol A AYA NG Hamod SALY I3 1= : :
— ] - e ] o i e e e — e aw | -—— ——— :? I
T 1 = -
e P o .../I.f/l:! PRt Pl ey L |ee - ; - " -
o pu imaial Ruuspund euininll Rt 3 1 :
: e el o0 gl [ et z o p— ~a
P | i S ; F 2]
[] — —_— — I T
] 1 t T
. = = == “
) s e 1
= /_,M ey el b e :
+ +~ ——— .- — n : 1
1 —f ——
el gy Hng fssaundl puagh S : ! I
. gl Sl (o vulit Bt fouteny !u\w..: pomsnd kY == T
—— —i= ] — e o b o |- — =]
T i SR A DV R .., Snl ol s i
1 g PR pEECHE IS i B - R
et e oo i rptond e ety Il SRR PP cortt SR R el S e o
J— JUCY J—— [ W T | ~ ] - USSR p— i
e § mmamt N P PRGN B R - - . - L
H — PRI AN - . ——fe v - - .
My ot fogii fpeeetd pimpiont I [adlt Beevent gl Mimpunst IS PR N
] Fooi S fete olbs) Doty ety BpRtty RLS P .
ke f —ae et P S A s .
— e e L et § Y e —— ~1.I - M H
S e e e — P B ot e T : -

AIGLE

LN IFIGATLA KA B8
.

Test Pattern No. 4.

Figure K-3.



-y

;
:

te

,

.

1]

*

;

nr;fép‘ia-é&

ACIRHTIFHE ATLANTA, IN

H

'
4y
']
)
]
CEN NI
;
*
.

- 60°

L1v
W6

= Yar
= RuCe

. » 1550 MHz

v
N

4
&
Tx

.
[
L

RS
Curved Turpstile Antemny on

PPQJ

ENCI

REMATING

Ground Plang,
F

" IPATTERN NO

i

<

CHAKY HO 120

. 3

-- 1od- .

S - Pt
m
i

...G nvwv_xw ”.G.. omu

20

.24.

el B R | %.T..;... RY T N ETUCRED R N R I ey e . _
—i-] ° . L . - [ g F
inealld L1 . o - S PP DS Flloty Pl
- £ s ! R Sl Sl Kol vt i
el el B - _ o S T el It i Cetl Sy
R et .. o e R
: \ - .ﬁ T St R R it PR iy
S ey AR T P R O Tt vt il el i ) gl
o I ol BN St g B S S PRI L g Dcial RSt P Eoviis banad i g
—_— ..\.I - frm o jasd e - 1 L - A - et el rme | e e — e e ] = e
R "u.. i B I B N aa I i DR e Kt oratl rovvore =
- - ] ——— — - e ) - ey - —
kot iy il bt o v s P ey et S T,
P B JRE P - — — N —_ o
i Y Jiul ol el T A Jotiteel Nl J~ S TOA Gamltd Eoatd o e e
it /Al sl o e el At S o ST ol oo it v b
— el 2 e - — -
— — 0 O j——f - - —
et { et e il S [ mrtl b SN 55 S ot fviuliod il i
i Wity voviond Gasupel i (el il B Rl S el bt gt gt it s Yl
o | Mok el ol g S oot SRS oSN RN oad Mo o
g St P el i S et PR S (R Bl oty ipogen "
S e e R S
| ST kel st O ol P S [N [ IO Bl St il Sl Sl o <
HH./--u S hal it A Miant R Sl . - e R P ) s ey e
—— Xx . .. ) . ) D =) e e i
u.h”nﬂ.h ool e o
el ey ol B i 1
T |/w,n -
F — S
=N

ettt

NN, VRN - PR N -3~ -

sy (RRCl Baael SR I N Al L e e et Rl el A et 3
e s B N e e e [ 3
— = = —
i — DT PR — - it z
UG v -- — -| - - - 3

e b Guinioll FOR iy e |

LS ERIEEE R I —fam- - - w.o Kn

Test Pattern No. &

Figure K-3.



— et

A i IR T IO A i e e B

DATE $riar e
B IENIAIE ATLAMTA, IN

6

LIT

m 1550 MEz
= 903

n Yy=,

WONG
wnst1le Antenn on

Y
Srpend Plane

¥
4

e e X 2R
7

Frea,

PRCJECY

FNGRS

REMARKS
[
[

+ [PATTERN N,
* | Curyed

g - P -
- —{.—
et I -

- |-

[§11
AL
it
M-
‘l
i,
J(
i
343 i
Iy
.
SRR
;
.
[
(3
;
.
R
e
[
1 b
il
RN
T
o f
ot
1]
(]
Lt
8" 11
CHART MO 13}

!
]
!
;
.
1
:
;

-
:
K
2
]
1
)

A
.
&

)
a
Il
)
-
o
.
A
-
\k
3
a
g
20
\
2
e
R
:
o
)

:
o
30

i

o
2

.

£

.

0

3
!
1

X

8
1
5]

b SN Piaps AVRY 3ND 1Ned Ay - T - T = =
A AL - R M B \\ . . R o - iy Junpay pons i
-l Bl SO SN a - 2T S Sl et Mt el Bt Eiid lulvinel M il fon: ot
H i i i e et e St
i SR Roudls Bt BE P R D R S IS il SO DOGaaE FRCAR od inll B o it
s Bl I a1 - RO R R g Ll et et B
e | — -t - - - - o Rl el ke --.-mn
Py . B [ R sy yemrd g
e T SR N \Mu . I i . i Rl S Bt R Y Wcseind .,il.lJ
e AT O e Y SRR Bl Gl e pugg fugthond ot
b pme .4\ - - - - - - - ———— — - - -—— i
Iwu - - - —- - — - . R R —— _— = b - - “I
—t . el it ; bl b B ) bl il g oy Sbontl] Il st o
U,l.a.\ bl Bt el Bk Lol JORE Sl I E DR Rt B Bt g e s [ty oot oo
T - - - - —— _— — -— - - - -t e b e e e | et
‘gt S S S Routl oot iy’ Slvsvy SN Sl SO i) SO SOt BB vty Aedouutl pmhoven S gt el Badifunt i
o Py e o Pl O [ o ey g [ = ot o el e e
— ﬂ PR PR Y [ DA PSS R Y PR B DR e pa— Za
- m!u pofopui ek ot Al bl ondlonpet St b oot fompuns smtiogt 1 FA i S - .
—— - P A — PV b T
Sy gl (gt evudeg ol S0 it vtk vl bt SN Mo el S b st (o
L
oot Wi Tt pumsmsos e ) Ipenint Wil il Sl osivwind fuvdoll M T o it a1
e el NI ot o o Bt Py — = = =] o] ey
K]
Y | SR R S Y = - — © g
- © b = Jerem J o gl ke o fmee o W oy e . g S, S ' —<
e | i R ot Lo Gt gl Aol v et ronenll bt SNl fufituat it G T
sl vl et juinguid S el Sisiafiuel Duflouty Sl i . Pl bsiod g u
) - o o RS NSNS P e 3
- —t L hlo&l
———— m
: t
fr =y} wr——fren o e - et
— * :
—r ] ] 2
" i T
—= T
pos o
-
i e o
= U ) O - 2
L.
L. . 1
T T o Sy
- 1
[NV R (v S R /. PRSI MR PR R Sy i ! : 1 "
—ran ot —vin faae - - - = a B TRCET] LSy (N SNV ) \ -0
I S Sy PR (U BN F— X [ Fm 7 e B
_ Nt i vt e o ,[:HH...,. Bl i = i
T i = .ﬂ-nJ-/u T T o : T “
T
pm— ot Savisios i mmieamnt fviignet St g ; : ==
it gl g Wb it Reniuin bt Dt i ipigl 2ot Rt : i T :
: —te o = e —] -
: > -
—t- — e pes s e o e e e - - === = 5 * T
Sk (ot ] g e e i i W{K-”.u bl skt : I i ;
prapona: ool vy Sttt Bl et i ...:.”/.law. . = g
Tl mfme ] = o] el o [ PO AV Sl 1 A R 1 =]
ISR RS PR G S —— —— - N - . - 2 H I
oy ol it sy SO onpsonst S SR SO M’ Rt Rotie - D rvony Sty o eus b T t
[ bl (e D Z bl DI T T ST T S
yary i B R S N R R B 1 7
s - AR p 8 vy Pl gl 8 o

S O N S O R B ’ ’ — ==
o RS U RO SN et Seciet W RSO S S e s S
. . RS el hugi g DOV P00 lL\\.\x . B T S i) i PG

16 ATLAMTA BRORAIA

Test Pattern No. 6

Figure K-3.



n.”d izei-..---.....:-.;ii:|:a5-....} e e
5 . i . B : _z R N G : it
[ | - L . _ . T3~ H
& . 0 [ JOURIE I et G - 13
o - s _ 1 ' | S sl e : > <
o 5 _ B ] [t K SO (et s PIOM PPN (- NS NS (RS |
- - 3 4 . . A\ _ N s T, U R 1
14 - > ' L . . - N R
B So 0L P R B il
. o T - SR NS I PN SO I o S - - Ll b
- e F = Om I k i s Wil S —1—: r— P E—
_aF .M Frsomy - - g i - - Sl
X . . . = R Ao
= L Y . i i SR e
. ol R //.r s - - - ' Lo
EARY) ¥ o, .= T 1 Y t + ST
T Eelagd - i 3 IS e
=] Yo ..
Egatzin i . : . . -
FEaleas b ] ] ] g
- g Y- N - o i e e e e - —
. P J S I R (el
T : . [ TR el
LT . : -1 i -
s e el B B I e e B e IR o — - E
. R T . . . g I
I I - P - i B SR gt 1
o .1 ! : S 4 H
- - - —. m . - . » dnar
i e j I
ey - - ! : T
. -— =] - . - (o] - bt -
vEag it -l MV[I.M‘ =) = < o= 5 nmh .m @ @ Q. < P eTTe 19
-1 1 - Ny ! 0% LVAING &40 00 ALY - Ry Dy e Qs
i . - : i o B el SO
AR m _ : B
POV SNSRI {JUSNUN ORISR SR SN —— Z z
i 1 : . . Il S Fdabad (et
- - L ] A~ L. oy T o
; ; ! o oiT % S Sy b B
) =
s w . - PR PNV RTRUIN R
. P . - [N [T S R P ‘
. I L - : S Reverli el I SRR SRSl iberay
e}
N R - - - R [ DU R - Ny
. : N R S Pl b Rl Y " it
. el SR i S (A il Rt b i g bty Wistont s
. . s b . il Bt et el e vl et pupnd (-
o
y . — T T T e e e
- - + - - - o ——— [P R R G- -—
il Rl G o Pl bl Il vt Mo Mgl
_ . ) R TRt s o s ) i
- - E-—-1 - [ R R R
S - . O et mbtun Juvuuniull- St iqputvunnd vt g
—_—— - e - .- - wr s = = ——— v e f——— -2 =]
3
- -r . - N - - R R b - — e f— I=
[ - @ IRTTe To S8 STyl i TS e T e T

YA 3NG ¥

3IMOd

I il i N R oo 5L ML —rlmmi=
t domim=nd s T =t A e —
i ittt Joniniy el Bhvaly o i = b Pamaing Smivnd Byl
RS U S N N . R b - - RPORE R RaShaat Bl el Sgeg fumbemy uin o
=l
i S IR B oo 1. : B T EEE R R EEk Bt it
i g sl SO [ihound eSS TR .. - S O I =
gy ot —t=—l= !/A R TN Dot poee: St T
2 [ B /fr ol b e == —I=
il ki bt il MR S BV IR i S Y S Bl IO K Rt Kottt Kot i
ek IO RS IS B B Il A St Rl el Fac o
s (p— . - . T - =< s -2 i Y
e e el St RCE (G ER B i ﬁ i I B B N N e el ot
i sl A I S IR [ : N B i LT
== e I N B I I 1 - N Ponont Bt R
a4 B S N SR B P ] - e R O R Bl e
-~ N T B e e S A T Lz
IR . . I . wl e
- - - ..lllll‘l\llllll
o . . IR . : P . .. ....Olam.v.

K-11

TS

1 AXLAntA Qlondih

Test Pattern No. 7

Figure K-3.



AEIENTArIC ATUARTA |

PRSP =
Y R ] 1 ' t - z i ' N . -
x - ._ N . T 3 s :
N . EI N . = o i 1 R -
.w - s “n - M ﬂ_ . . <3 | } 2 —_ .wl|
- Gr o s PP Wbl (CORPS SV K BSOS+ o S £ I A
+ 4 b T [EENE PR N i N oo PR S B L
-1 e N - ] M Q I 1o - - I
- i |_r .14 % .. _m, {ty PR e 1] .
18 Ba rH . [ g v T L "3 PR erady
i S xF. - H o L2 X
o PR S T el R e R A \..\.w T - o = T
1> S - - H - - -
= f, A -” . t t |~ - ! M . - ..
g -7 BEg, . e : LT S
T - 3= - s i H
s wae 2T S SN :
n- Ly * oy : e 3 Yoom - -
Wowe BIT 0 TG 1 M
[ A . ! .
re gl R i i~ i i S .
M m w (3 et 1] 1 l-rlnll - - -
—_— - - AT S - - X
H . = 3™ -
-

1
4
]
¥

CHART RO 16

~| gaail

B JUSOREY o
t
B

PN

kR m.\," T e o § ) S - - G,..i.u..cu”mn
" 2 B - P AVM 3NN T ANYTIE i A i
< L] L PR RN Bl [REDN Kbt vt
/ . S R
B v S Y e B e e e |
I \ : T s B
- - ! - - LT~
= \ . - : _E i_
L LR
B _Vu L Pusteone il otuiee panpit bl sl oo e
I el s : ] bt i e i eyt e
L :./- c - o1 \ o o i % B e el v
pp S // Rl ol S G } ../\V‘ it = i iniiond Sl Ny
gol Iroks bl ,(./”.. B I SR S Sl B b — e =
b . . — - - |- T 12 e e e e | — = Joore = = o] - = =
P ...lL\”. B T LS SO Rt ;V1 R e e e Sl afasy vl
N v SE T : i Ml Mool AUty et Sl Bsnfind Al Sovits
b V ) -
g Wi . -k . | o e Sy e i et e
= /r R : Pl B ol e e o ey
i " u....vuﬁ R e, DAL AT o e oo SRS  L SU 2
= S RSS2 ey AVM 3NO_ H3mod FALVIEE o ——
. ,-.....V/fl-- P T e M
ey i oot G S S s Sponinond vy s Prosmten :
SEEEEANEHNNNSSESes S
e e e e B O I e e :
; | vion sl il ey Ktonss - VU] RB poaade etens
o ey ot I s e el O R D A M B e e B e e =
e SO ey et My pvooatr — b
periid Bad RN Rl e i - | L byl poiuplel bl bt Brutiied fummee :
i R R O T T SO I e (Rl Mty et o |-
o : N oF ﬂ.rJ..llf..l EEEN R Ty et H
. T ! - 3
- - b ] SRS Zos PR MY B P 5 == EE

Test Pattern No. 8

Figure K-3.



DATE

LIT

. fearTEEN w0, 9
jIay

Mo Emeea e s vema e s ais eAr e ey i meaeem  Len e b fag m on opm " .
H - -1 i b 3 T 1 i i [
‘ I £ ' T S P i ] H &)
- ] . o - TR St Y P
H
'

z
o
P
I

S TIVNCATRAR A ¥

i

.u
1 v
bl r
s = 1
) s .
& - -
S o . . -
£ HaLl-
., -t
© < R ed . T o i T
L2 Za twrn ) . H S ol T
= -~ - i [ JR -
o5 . ) = z : I I - F! il el o 3.
PP > - — - -
i oa woe oy R e o
& oue & R . T o
I -
o Gl > R . . .
AR 55 - . -
i3 O <
- - ——m B . P
o

5ali
TN

-

c 5 v“n..

i-u
M

N
20
.
2
!

5
£
A

v
-
a
LH
.0

SMANT MO 1%

A

. R i ..
- . WGP AR SNO bAMOd SAILVTIH] - 1. = I I

o ——————

EHCIIEEEESE R s
S AR EEE e
EpdBllEESEaEEE= =
G e

t Pattern No. 9

Tes

Figure K-3.

S IR I I O s O e 0 e ot e e e = P e e
=17 S e T - B i Ly Sl I
e e A R B e e
R T L e E R EEE
N Aol e A RS S S S
A& TR R R e e e e
=) e e R EEE
=R B Rl Bl B el e B e et st it s s st
S SRR e e e e
N 0 et IO TR HOREE T it s e s et e e oo

S AP S N b . ST 4 St T
S - A - - JEURUr SUN - NV D S
o | Tl S Yl Yt Sl S Yetebe e Tl S et Dot~ el g govoes! SRR e
e [N (i pis sand s T S ==
p— p— ¥ " B {VRUDE RS P R [

YT

i Hwﬁﬂwﬂ;mwmnﬂw”mw e e e e
B e = e e
S NG R

YL ATLARTA, GECNRIA



e e e i e e oo [ I S
; oty e
P [ g N 2
_ H B I P
il - S~ ) B
H . . e SN S |
W ! : - P R TS U R Mo e - ot
w - it IRt S S — T i § ooy lviowt gy
& £ tl _ : | ot :
= 700 A T B . it IR R 4
B u i T P . ¥
o - EE ) IO S SUVIN S -t S -
el I © . " . A 1 - + - - P .-
e 5 X ' - R b
B g A._ U .
@ -, 2ol n i . . |
- e B T R . ./l-.l.rl i . _ L
- | Y hil-] €2 M - g w anl.(“
b P [ - N AT
G0 pl[f fog 4 i e . o
WhH Sl me e H ] -
L3 el z3sfaes : P P s :
EEGlE : s
LY N SRR S
i \-\‘ll‘
: | R e
! - L
2 . A - . . B
oz - I . —1;
R A . 2] R o . U PR [Sphitey (NN Pl |
. - " h e e
- R YrE-01 8
.. TP L TS
o 3 4 Q 4 - o u Tt TIT G Q & TeTe D_enTe
s B 2] * w o] o ] %L\\\ @ ] n_, ~ plilw o 1 B e 4
— T R RS ey EAEE T T e e =
ARRTR R S \ . ) e R R oY) Ieieiing nipimmng ipdingl Mt
%
— 7 . —_ N R " [ Y
pniil . \ et - bl st
iy - B - - R B SN et B Py oﬂ_ _
= . . [RApAE PR S — TR =
.|Im|l - - - - —— ~
et el R P R PO Dty gt
=t |~ . A Beliet IS
:
A Rt \ bt bl ol -
TR z [ e
[ .HW D DU G AR S (et Wit Rt
ST P TE T Tty oo T

o HHJ..N R g Brotont evised pa v blpld s —-j= o "
ol Bevl ik e 1 o — Bl e i) Rt et E w
t o
ety ey o S0 (o e e ey s Rl e sl ol — P gt
o el Eo it el e el S et Rt B e T e o e e ==
o . it el Gl AN GAURONE G SR DA DR DU NS e s Bt etal s vl SN e
.- ..i-vnﬁ!. [ Y. - PRRS .- - emfun cemef s | e} e e |- o .r.-\wm
AN I W — _ B ~ L - . J— — PRI N BT s L)
o e g el o il ey St i AP T el QR ey sl vy sl P st g et
H}HMH B B Rl oo e el ek Sl b (i i et Seivuins: e g v
e o B ey 5= Fali e =i O e s :
N R o s ey Sty P oA [ [P o] et e o
JNNE Ay RS ﬁ.. [P [ R N b [ > ]
Bt ey i 4 2 KT et SAEY S EE SN JRER ol STl el e s et s
e—— b n//. P e S - N I
[ c..IIsHH.m...fI“........__.HMHL ..|...n ”c!lz ~ T QT . T
_ o fopar| (@ AYM NG Hamod IAvIaY —
p— r.vr/ SO ———= p— i
e e gt i e [ )N Ll Pbld ot S el i H
oimef B ——l s - R et Ko i e e
i /.f- o T T e e B
" e —— i
; e e :
1 —— = R SN S
: ] et o v ot S i
: T e e i e e oo e ==
; il iy uptinn e tpiusnt Sofied el pistumned Ay el it b P e
i Sy Ty PRSP S SRSttt Sveep Froppra Ty Bl g - M Ee]
] e e Pl It B Al Py b el Pl ol e o
i e S = - —— — — —— \\ - -} NN I S
I S P . [ U RN M, " ] - VN SR NV
— - b e b ey G s e e e — i
) el ISl Kosanll Kulefeed Sl memsied Sl Gt il SR ANCH [l B ionl meuett Sosiad Lomaend el e s
e —
—— = — - —
g smnlylind AN puintinl % Y il . o = I."| .z - z
ot i el e i o] i Gt et PRy il Sl Dol et et mve |
{ = pDGRS Py rwtony i Mpanl) Mg sy MY P s b} i nsmd 24 I

Test Pattern No. 10

Figure K-3.



bars

PATTERN HO 4

LIT

A iinny

ENC-L

REMAR G

bbH

tyrv:d Crpole Antonna

on S=ound Piare
Frog - 2200

gow 300

2 Yar,
Sx .+ DHIP

o

- PROLECH

<

ru\\n".-

7

i

\A,w 4] R y

CHARK NG 121

PCHNTIFIE ATLANTA 1

- E«B INO ¥3M0d JAILYIY e = e
. I ] [ e e ey et B
PP ey sy S g

= ot RN PySppny Sy R T

lel (W O i il e
I V- 4 A e Syt Setove poaren s Puny eovies v g
~ (=) o= ===

=]
Pl PO = N Wl Sl py el Bl g Bl S
ey muun P o=
ST % Ul EEE ===
= R S JE B

ANGLE

h
K R (R i iyl il ol St pyeed Sl pumny i
—— ,_.. e ﬂf P ey — p— p— p—
- -_.. 1 CaS S Sty Hiadion vt o|l=
il B B . g -
ot Sl L SO feieston pecohll wnterd
— — e e S
e il BRI Ca e ey o By oy ey )y et o e e
s R DU B B U I B o T I R e = by
[ - - N - - EE R oty oo [l Sociiamy simpusoe uiycared s i
iy T e O T\ § T T G T e et S o, =
— e e o gt g _.._.m__f.w_,.mzo yambd aanyiEs [T T — .
vy fundon INRY BEEEE St [ -: P, o S Sl ot H
snnd voufunt untell Sl S AVl Mbucl sl IR AN S S SRS Il (e fvivmnd imatvad tavali v :
[— =" - .l.-/l..lflf -- —| - - - —— vk-&\..w_:
Tnmepu s R By o R s B e Y Erl T e e et
g e ey ey et Bl gl ol B B %\\\.\ e by il R
B o e B S B T B R s S S e e e E
el St St Sk il foutui o0ftn ot i Sl SO Nt el ey ko g
it Il il Wviputd Stnl it et aell Sl RS [ HHuAm.-I, e [ e e o
o e e - C bl ol ebreee Mooy bt i £
i el - =t YO LN 1A IR ol e elives fniend bt masepet |-
F==— ;i
ey B - - N A SO i == g L Mt B
vl Il R B . T - o R N R

K-15

Figure K-3.

Test Pattern No. 11



DATZ

FATTERN NO 12
PRCGJZCT
ENGAS

+

N
!
=
'

!

k

§

i

1

|

AT LANT A, I3

IR

'
-vw,m\-:
-
-

s

1

-l

PO 7N QUL S B

ﬂ'!rl
b
i
ra
RCILHTIPE

. o HEE IS
& v - ~ P17 T w
¥ " - < N IR . N
e x 1 I et
a4 - : Pt I v I
x v . ’ 1 [ mll..n\llll\l.i.l\l.
3 \\ - »

CiT
- 22

g
Q= Yar,

o= Cround Plene
-

Fren.
Te = fned »-
1

i
pen-

H

1

Corved Dioole Ants

PEMARKS

|

EHARY MO 1L

ol EEE A e e S I N i e e
o el Suunlial - -1l IS =SS S S S c\mUW\\AW\\ - ! = a4
—— —f= - - | e T rape ARAT ANO ¥2M0d ALY - -- - s
8 ran - - . - a1 - - -
- - v - e - g--- . s PR
- — e facame - |- \ - - . A e e
g ol ply B N Do e -

i
i
'iIE
§
1
'
!
X
—

o o £ S WS [EEW It D SO by ot g g s iy i) gt pee
nc ol B i,M [ it B e el P el e ppm e P o ot i
——f— W e =
iy’ (ot et it Kl |\ SN Mg P - e e el et B -1
H\Nl,... [ ot o N =t Sl R i oy P e e ol i) e e
B B A e o o e ey Eoees P s P s 0
wiunl.......h....“..nﬂuwﬁg L e e ponke ol —i—= ~ .
fngeta Seiviay pougrent it gl [uvett A .Nv L iy vy [kt bl
e e el ] e YN e FE e s s ) e et e ey
R\ ot 5 B ="t ] e s ko Sy i P e
s o e 1 o oot e | RV oviond et I et et e P -
P Bty DS P b ey e RIS R it ey iy s :
== H;.ﬂ_r.w el s pen A AR ol v =y
BT e 1 E Rt Bl Bt Kt AR, (bl Rl e i it 40 . — |z
et el o S b s b el P s [ —
e el 4 e ot oo Tt ol ol Kol Sl [ o et gt o) Bt Mt o
Rt n\\,..rlln. () SR PRt Dt Fy il I oot i et ] e e
et et [ et gl Sl Rl (R NS IR ot ot g = oo p e e e
I s e B ) P (Rt et il el Sl fepe = st o
B e R o E
N e e
S AN i e e ey e R s e = R
s s ) £ el ISR R R AR N SRS Blimy et e ——
el g Pl i oSt IR S el I i e o e ) o e e

= ——d—or —d T e G T T R o ot Bk

: —= B e ot “3060 ¥IMOd MLy etk o
T e RN MG Sy =
- — - - - — - | —— P B el |MIT - — ——
e et el PN Kt oov BStil Etbeed IR K din g ] 1
-— —f e R e et o H

e} ———e f—— ] = e} e ]~ ] Jp— - .
RN DUPOUI b i) Quiiiey SRS BIE. - + T
i R gl Gl - Ypuint (e _
P (VR T -— R —— T
P . o rmam | — — ] .II\{ — —_ “
e e duo iouount [ofio Sy it Wibcaias gnlfbackl fer-mgl S L Sniald I S PO Sy "
i T S =] e e ] — e e ——
....... il IS o I e o iy
ERCTI SV AR EEU Y ST DRENLAL —— | - - » 1
- - [y NI P S — :
prasmant Inasiint ot S o == o) Seinihig T -l i
[N PR SRS —— = . - = | =i— = "
pipiiuel Rl Db - - - e e et e z

4
1
'

G ATLANYA GEQRDLY

;Test.Pattern No. 12

Figure K-3.



o . R = T : "

- B s sie i el i b r e f T TW £

< I O R o~ e B R AR M

v . 3 e I v ' R TP (SR (i G iy s el il |

] -1 i : i . . m/. i { ' O O k|

w b UL I R L DR P A L A I L s g

0 T e - u
= s R RN 2t CH B I P R =t Rt

o 1 el VN SR . : o it sl

& P e P N . PRI S B e Sty -}
© N . N - . - - [ P, (NS 1+
% NW . -

™ N . s - . RN EE L.

=T M-t S B | I B el e

o S5 & BUS ™ :

2 8% P Bl Bl P g

[ ' s bt

z26 |Evg o257, 3R

£ ol 252071 P TR Aot

Eg gl Fdskace : el N TP B Bl e e

R . - A - M M I
T ; . - [ o EES PO A N (R St v
- - - - - .-l.l.:'.ll..n-l.U AR B ] 1B
oy 1= " #
=i . cla . . R N EE NN N ]
s a IO I Y S e
it B DI Wil M bl e o
bl 9. IS Ay A lﬂn%.....w.m
— : 1 ¥ N
ol ] - T Q) Pl by fomr e
TR A A - B . I s ML TR I - T T i S bt
RN U - - ‘ 3 - - RN DN —_—
Sl ol NI ap: wmh.ru.éf:.ﬁcn_:..._..ﬁq._mm B e =
sl kel - L1 JUDS SUPVIN Sl Bl foumiinpumprans s f
- - -1- | ] B [RGUDY U . v S QU S
w—— S gl R It S o
[ - \\ : - _ 1 .. I e RV i S famivansl S pal I.,mi
meall I - - e I ety Sy byt i pevtid
p— — T p 1 PR BRAVEN I e I D poa 3N
i R Sy N Sty = Rl R vl it bty g :
s o b e S Moo Pntivac b Y Wil Hieahiat ol A koot 2oy ¥
el Sl A M - [P (DN SRR (N S S —— fenn e
P ol St N S U PR (Rl il ol Hbivuotl neciudil st Bl Bacueped -ooa :

m— - FLUN N YO - - - - - - = - - sl L i e w——— H

I A PR S ran . sa - — i - e S . : ad 1
i Sl I} e : prpiogl ol Smmympnd ot i et Peied s
I.l..wl. —_—] e —t— [ERNE JUUNTDUE (NN N AN SRRV PRV S :
N il b ) Sty il ARl R M RN Felowd it i - okl ndviee dovamt
——I\- }- —— = famans BRI DI S -— —— = |—g={a=r%

. N Y P N P e e - _— [ J— - e | e foeae e - RN ) W
— :K.f ¥l e Wy iy Qb SRS ekl fegnbel et el T
i i rciuboms Gunimol b e it el S R O Rl S

e e el s B G B e o e =
syl Wl (R ol i St 150 Ciiond Wil Il i peit et v I ot oy g puint
e el Ut U bl Il BNl By ol Rabucd e puind et :
- N - |-}F- - PR N S A JRUR, M M —)

Py e | ) s i PR e R — y— —

poll ki .»f Pl it pati Ao iy syl bvipciont o ]
o e e o e o gl simtnk Bt b Bsidonn) s i £
i - -u-M..H o Sl oy B il e ol bt e -

i Mo o) it i ol el Pl Rty Tl P vk

" —_f—— A= - R PR e f—— - — SN, M R
—— 1\ [l Sl Wesirid il Rl i ] setme b e :

k- \h.l. fimbnd Bt B (R I Bl il Kalvio ifuiyd ot Sz i
- Lene ——— — - - - . i s o | —— - £ llBrD.
] [ | e . Py vy (AR FUNAS O puen 21 em)
—— S I ST I e : e
s | b oo el I 100 IR B Ielvinl Bl Sl v Kooy tutul Bt s FavaE

3 I

g ol Sl I S T s Ml O eyl

A sl Rl oot St wineel Sl pueond tans e
R JE. TR e - - - - - — N . ] )
N T TR I S e B —_— e

Xl e ] ] el ol By
il I Z I : ;
I.y.l-| - - - - - ! "
— = - - - - - L TP PR S 1 s .
|.1...,...;./.. P e T - — T
butciyi il e S8 S N il e bl i oo iaonll o Whid

B o s

Foutin b

b o——— [ Y - +
: = [ oo FaPL AVM FRO-AIMOS IAVIEY : :
= - el i p T
m - e - [ oo """ N L 1 T
: g preny [P el v el Il prames S e il i e ey
p— - p— —— L) 04
I 1) 1 [] 1 X
: _ = —= :
— L] i
: —] — o — i ==
¥ I ——— ||.|\|_-.._ n " __
i gt i + T t
I - Y e T T 0 v
L B (1 3 1 ]
——— ) — — 1 1 [ a ..1014
i T Sl et Sy el Sl e ' t t e w_.l..d
L —— e vrmem |t b e | —trmm e b P S L]
i ; " e feepionll Syl sy il oo — T
" _
Sy o v el gl o) inpfing suvopndl gt Al JM»I 964 gl o e e o (o
= g e devegelt g S ol i I
- R —— 1
- — — - =1 — *
S apbedel e el ey S Sy (Rt SRR Y FUUOR Wb oy Al S i e El e
£ — L i) e P ] e el R i »
! [ by A ] S iy s Moty ; i :

HCLATLANTA, SECREIA

13

Test Pattern No.

Figure K-3.



APPENDIX L

Copy of Attachment to Norih American Rockwell Autonetics
Proposal tc TRW Systems on Mu]tipie Tap Surface Wave
Delay Line, dated June 16, 1970. '
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Exhibit A. ., MULTIPLE TAP SURFACE WAVE DELAY LINE
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[ B

“OBJECT I'VE

’
The objective is to conduct a feﬂ51b1]1ty demenstration program with

the goal of produc1ng and dellverlng a surface acoustic wave tapped delay
line with 511 taps with 100 nsec Spac1ng between taps. This line will be
de51gned with a 10 MHz bandwidth and operated as an analog matched filter
for a rapetltlve maximal length bequcuce of pseudo-rapdom noise code—-
presumably a code generated by a 9~b1L shlft regluLer—-W1tn a 10 MHz chip
raEe of biphase 1?formatlon. The tap'codlng of the line will be accom-

plished eithexr by a, laser burn out technique or by etching using a photo-

lithographic mask.

BACKRGROUND-

The feasibility of surface acoustic wave multiple tapped delay linas

1,2,3 and the design principles

waé first demcnstrated by Autonetics id 1969
and fabricatlon todkoigues ase well cstablishied ot futonecics, Tapped
delay lines with 50 taps at 200 nsec intervals with a center frequency of
120 Milz were &esigﬁed and fabricated for use as analog matched filters

for 63-bit maximal length codes 'with 5 MHz chip rates. These linds were
made with Y-cut, X-propagating quartz and used a 1.5 inch icngth of single
crystal quartsz for the delay medium. Delay lines have also been nade at
Autonetics with lithium niobate, bismuth germanium_oxide BiiZGGOZO and
other special materials growh at Autonetics such as zinc oxide on sapphire,
aluminum nitride on sapphire, beryllium oxide. These lines have been
fabricated on programs directed towards evaluating a variety of different
plezoelectrlc maLerlals for their su1tab111ty for advanced devaces

capable of operatlng as time domain or frequency domain fllters in system

applications.

TECHNICAL. APPROACH

The materizl to be used for the 51ll-tap delay line is bismuth

germanium oxide BilzGeOZO and the center frequency will be 80 MHz. These

choices are dictated by the following considerations.
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The 100 nsec between taps means a line with a 10 Mlz input

Bandwidth

’

bandwidth is required. For an interdigital transduccr the fractional
bendwidth is 1/N where N is the number of finger pairs in the struc-
ture-—assuming a transducer with a constant periodicity. TFor an§
piezoclectric material there is an effective clectromechanical
coupling factor Lk which determines the efficiency of coupliné
between electromagnetic energy and acoust}c encrgy. Yor codpling
using interdigital transducers this constant k in combination with
the dieclectric constant of the material dictates the geometry of the
interdigital transducer used to convert th@ incoming'signal to an
acoustic surface wave signal if optimum conversion {lowest insertion
loss coupled ﬁith masimum baﬁdwidﬁh) is required. The result is that
for an interdigital transducer deposited on a particular maéeria1 cut
and orientation there is an optimum number of finger paivs dn the
transducer structure (Nopt) for which minimum conversion less and
mavigur hendi-idth are cimultyﬁcqurly obtoinnd, Tor qu:vtz ant ie

19 which gives an optimum baudwidth of approximately 5% vhich meang
the center frequency will be 200 Mz for a 10 Miz bandwidth. Blsmuth

germanium oxide has an NO of 7.5 for an optimum bandwidth of 13.5%

t
which gives a center fneqiency of approximately 80 Miz for a 10 Lllz
bandwidth. This lower cemter frequency is desirable since attenuation
increases with frequency as also does dispersion introduced by the
mass loading of the metal interdigital finger structures on the piezo-—
electric material. This a major reason for the cheoice of bismutii-
germaniun oxide for the delay medium.

Size

The total time delay of the line is determined by the total
number of taps (511) multiplied by the time between taps (100 nsec)
plus a small extra time-due to the input transducer and the spaced’
required to apply an acoustic absorber on the piezoelectric material
outside the active line length. The actual physical length of the
line is given by the total time delay multiplied by the acoustic

surface vave velocity in the propagating direction. This wvelocity

L-3
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is 3.15 x 105 en/sec for YX quartz and 1.68 x 105 cm/sec for bismuth
germanium oxide. The length of the piezcelectric bar required for

the 511l-tap line is approximately 6.5 inches for quartz and 3.5 inches
for bismuth germanium oxide. Bismuth germanium oxide thercfore allows
a size reduction over quartz in addition to the lovering of the center
frequency requirement. The smaller length for bismuih germanium oxide
will also reduce in magnitude one problem associated with long delay
lines—--beam steering effects caused by a tendency for the acoustic
‘enel ¢y to propagate devn a particevlar crystallographic divection vhich

may not be perpendicular to the interdigital transducer fingers.

c. Tap Placement hccuracz

For optimum device pevformance represented by all taps adding in
phase at the required time interval the absolute placement of the
individual taps must be highly accurate. For example, a tap place~
ment ervor of 1 micron corresponds to a phase deviation of 18° from
.the required phase of the signal from that tap for an 80 Mliz center
frecuenay, and n phase deviation of 47° faor a 200 MHir center frequency—-
another advantage for the lower frequency possible with bismuth
germanium oxide. The main point however is that the photolithographic
masks have to be fabricated oﬁ the highest accuracy mask making equip-
ment available., This eqﬁipment is the OPTOMECHANISMS machine which
is laser controlied and which is capable of giving an accuracy of
tap placement of 3 microindhes corresponding to a phase accuracy of
less than 1° at 80 MHz., In addition, this accuracy is only achievable
over a & inch by 4 inch area which means magks for bismuth germanium
oxide can be made te this acclracy but masks for a quartz line would
have to be made on less precise equipment with a maximum attainable
accuracy of 2.5 microinches corresponding to a phase deviation of
60° at 200 MHz-—an error which would lead to considerably less than

optimum performance being obtained.

Iv. SUMMARY

For the reasons cited above bismuth germanium oxide will be used for
the delay medium and center frequency will be 80 MHz. The device to be

delivered will be contained in a package approximately 4 in. x 3/4 in. x

L-4
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3/4 in. excluding coaxial conncctor extensions. The chances of obtaining
a tapped delay line with a minimum of 490 good taps out of 511 possible
is considered excellent and if, as expected, lost taps occur in a random
manner then time sidelobes greater then 30 dB down should be obtained.
'Dynamicnrange requirement of 40 dB without processing gain is not con-
sidered to be a problem since individual tap outputs will be desigﬁed for
-40 dB with respect to the input signal and with a noise level at 10 MHz
bandwidth of -104 dBm the lime will have ap input d&namic range between
~64 dBm (40 dB above noise level) and +30 dﬁm (input transducer maximum
input power level) for a better thén'90 dB dynamic range after allowing
for a 3 4B bidirectional loss in the input tranéducer and a few more dB
in the matching circuit. The bandwidth of the correlation Peak—"ﬁhep all
taps add coherently--will be ~20 KHz. A shift in this peak with tempera-
ture over the 20 - 60°C range for YX quartz will be ~2.8 KHz/°C~~
experimentally determined for 50-tap lines. No data is currently avail-
able on temperalure coefficients for bismuth germanium oxide but experi-
mental results will be availasble within the next two weeks as a result of

evaluvaciony in progiess al Roinrtl: Anerican Kochwell Science Center.
&
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Exhibit B. MULTIPLE TAP SURFACE VAVE DELAY LINE

The B&P estimate covers five fixed coded tapped delay-lines of the
type desgribed in Exhibit A with specified codes and reflects e reduced
price congistent with the rate of learning expected in the Ixhibit A

program.

Work on prograsmmable teapped delay lines is in progre s at Autonetics.
This work is directesd toward using microelechronic uv:ﬁchlng devices Lo
electronically change the coding .of a tapped delay line within a time
equal to the total delay through the line - in this casc within 51.1 psec,

However, this program is in too early a stage to be considered for
this estimate but the results will be availsble in sboub 6 - 12 months

For future conusiderztion,



APPENDIX M

LIT SURVEILLANCE COMPUTER PROGRAM

The .computer program has four major blocks. There is one progfam~Pi
which takes the observed pulse times and compares them with predicted pulse
times for all the aircraft with known PRP's and codes. This program outputs
the identified pulses to the position calculation program P3 which computes
aircraft position from the pulse times and sends these positions to the
appropriate air traffic control centers. A1l unidentified pulses are sent
to the deinterleaver program P2. These unidentified pulses will iypicaﬂy

represent either new aircraft or extraneous pulses. The deinterleaver pro-
gram will unscramble the various PRP's.and send the data which it has
identified to the position calculation program. Any pulses which afo still
not identified will be sent to the executive program P4 which will cellect
and display various statistics on unidentified pulses.. The cowparison
program also sends'data on missing pulseé to the executive program. An
aircraft will be considered dioﬁped from the system whepnever a number - say .

three in a row ~ of its predicted pulses atre missing. -

1. Pulse Comparison Program (P1)

In the steady state operation of the system the computer has a list
of predicted pulse times Tl’ Tz, «+++ « Each pulse time has a pointer to a
group of data about the aircraft. This data group would include the air-
craft identification, the LIT code identifier, the nominal PRP, the current
estimate of the observed PRP, the time interval between position calculations
required, and a counter to indicate how long it has been since the last

position update, the number (normally zero) of consecutive missing pulses

which have occurred.

The computer also has a list of observed pulse times and LIT code

identifiers. The times'arg denoted by tl, t2’ -

The predicted pulse times Tﬁ will probably be kept in separate groups
for separate LIT codes. The observed pulse times may be stored in the same
way, or they might all be stored in time order with the code identifier

attached to each time.



. .The basic,coperations axe the- follcwing Flnd tha next,observed pulse time t

o1
If ty is. close to TJ, i.e., if It - T | < ¢ _».-the computer decides that the

For the. code associated with thlS pulse f1nd the next predicted time TJ

pulse is assoc1ated with the alrcraft whose predlcted time is T] If it is
time to compute the p051t10n of thlS alrcraft the computer sends thé time t
to the approprlate place 1n the block of data required by the p081t10n calcu—
lation program. If it is not tlme to comnute this alrcraft s position, the
p031t10n calculatlon counter is 51mply updated In either case, the estimate
of PRP 13 updated The new estimate P! is glven by pt = ti - Tj + P, where
P was the last estimate of PRP. The next pulse £6r this aircraft will be
=Xpected at T = gt P'. The time T is ComPﬁied'and-meféed into the sorted
list of p%edicted pulse times. Conservatively, 50. instfuctions per pulsé.

will handle the Pl computing task. - i

The above paragraphs descrlbe a very 51mple algorithm for updatlng. The
next predlcted pulse time is computed by llnearly extrapolatlng from the current,
and past pulse times. One might in fact use a more sophlstlcated algorlthm,
e.g., one‘might use a predlctlon bagsed' on alquadratic le'ast squares  fit-to the
last few puiée times. It is also likely that one would not merge the rew
predictéd timeés into the sorted list one at a*'time as in the .above algorithm.
It would be more efficient to collect a buffer full of predicted ?Plse-tdmes
and merge the entire buffer into the list at once. For purposes of computer
sizing, hoqeyer? the methode deseribed above are probably sufficiently good.

The coéputer,load for this prograﬁ turns out to be falrly light,

The progfam’mdst compare- each observed pulse with the corresponding
predicted pulse and determine whether to associate the predicted pulse
with the measured pulse, It must also check a counter to determiné if 4
position is to‘be calculated., The pumber of instructions will depend on”
the partieular computer-invoived, but it is probably safe to say that

30 instructions per pulse wduld"do the job.. ‘With 105 puises.per second,
this givés 12 MIPS to handle all of the aircraft from four satellites..-



2. Deinterleaver Program (P2)

This program unscrambles the various 'PRP's which identify the aircraft.
This is a heavy computer lcad and, consequently, a fairly léngthy' discus-

sion of this program will be given.

One algorithm for solving this problem and a rough‘eéfimate of the
computer load have already been developed (Ref. M-1). In this section, a
more careful estimate will be made. Also, a different algorithm will be
described and the time required by this routine will be estimated. This
will involve the worst case, namely, all of the pulses are unidentified.
This would be the case, for example, after a computer failure in which

all the aircraft identifications are lost.

The probleq of identifying an aircraft from the pulse data is illus—
trated graphically in Figure M-1. The time axis dis divided into one sec-
ond segments and plotte& with the segments stacked as in the fighre.’ If
one can draw a straight line (as illustrated) tﬁfough a group of pulses,‘

an aircraft has been identified.

Two different kinds of algorithms widll be considered - one in which
each pulse time is represented by a number in the computer, and.one in

which each pulse time is represented by a one in a.string of zeros and omes.

2.1 TFirst Algorithm

For the first algorithm, it was shown (Ref. ﬁ—l) that for each- 'satellite
the total number of instructions is ‘about %—NZ/C instructions, where N is ‘
the total number of aircraft and C is the number of codes. This makes the
assumption that it requires about 10 computer instructions to determine
whether a'partiCUla:’pair of puises are aséociated. The assumption was
made that there were 10,000 PRP's iqs@ead of 32,500., This paragraph will

address the problem of determining whether 10 instructions are énéugh.

The two pulse times are denoted by t, and tj. Figure M-2 illustrates
the algorithm graphically. The program must compute 2ti - tj = T. It
must then find out whether the predicted.pulse time T is near any obsgrvgd
pulse time (3 instructions). The number of operations to do this depends
on how the table of pulse times is organized. It is a good idea to divide
the time axis into discrete times with step size H and then list the

indices of the pulses which immediately follow each discrete time.

M-3
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Figure M-1. Identification of PRP
t=0 t;
l AN R | L1t L
t=1 'tj .
L L L1 [ L1 1 i
t=2 2ti~tj
l « J
Is there a ,//’
pulse here?
. t=3 3ti-2?j
i ol ]

If yes, is there also A \

a pulse here?

Aircraft has been identified if N equally
spaced pulses have been identified.

Figure M-2. ©PRP Sort Algorithm
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That is, a set of indices j(k) is stored such that tj(k) i? the pulse
which immediately follows time kH. The program computes T/H and throws
away the fractional part, i.e., K = [r/H]. (This can be done particularly
fast if H is an integral power of 2.) The program then compares T with
each of the times tj(k)’ tj(k) I tj(k + 1) - 13 i.e., the program
looks at each of the times in an interval cf size H. There are N[C pulses
in an interval of one second and hence an average of HN/GC pulses in an
interval of size H. Hence, on the average, the time T must be compared
with about HN/C pulses. If one would like to have an average of only
about one pulse to look at, one would choose H = C/N. This cuts down on
the computer timé at the expense of computer storage since it requires

1/H words of data to store the indices of j(k) for one second of data.

If H = C/N, then it would usually be only necessary to compare T with t k),
and it would require about 6 computer instructions to compute k, find J(k)
find tj(k), and compare T with tj(k). {The exact number of instructions
depends on the instruction set of the particular computer used.) Now, if
T does mnot compare with any éf the observed pulse times, the particular

pair (ti’ tj) is finished.

If it is necessary to look at the next predicted time (3/2) T - 1/2ti,
the process must be repeatéd. If we assume that the process must be
repeated about three times on the average, then the total number of com-

puter operations would be about 30 for each pair (ti’ tj) of pulse times.

If we use 30 instructions per pair instead of 10, consider 32,000 PRP's
instead of 10,000, and consider 6 satellites, the totel instruction count
is about 27N/C imstructions. In the steady state of operation, the computer
load ig light. For example, suppose that new aircraft appear at a rate of
100 aircraft per second. The program will collect the data for a certain
time, say, 5 seconds, before starting computations to identify the aircraft.
It then has N = 500 aircraft. If C = 16, the computations can be done in
about 4.2 x 105 instruections. Since five seconds can be used, the com-

puting load is only .1 MIPS.

There would be, of course, a very significant load if all of the
aircraft had to be identified at once. As mentioned earlier, this would
have to be performed in the event of a total but temporary computational

or satellite downlink outage.
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With N = 105, C = 16, there are about 5.6 x 109 instructions., A

Compﬁtef operating at 20 MIPS éoudd identify all the aircraft in 840 sec-
onds, for example. Note that this estimate is conservative and could be
reduced by using certain tricks. For example, once the PRP's have been
identified for one satellite it is not necessafy to‘completely repeat the
process for the other satellites. The conservative estimate does demonstrate

the feasibility of the process,

In the w0rst.case, it appears that the above algorithm would impose
a large computer load. This is one of.the reasons for examining the alter-
nate algorithm in which pulse times are represented by a string of zeros
and ones. The advantage of this algorithm is that the computer time is
proportional to N instead of Nz, and it is to be preferred for very large
.values of N. The remainder of this section describes the alternate

algorithm.

2.2 Second Algorithm

Instead of representing thé pulse times as ﬁumbers, théftimg axis dis
divided into small stepélbf,size h and a iong binary word is £o;medgto ‘
indicate which steps includes pulses as shown in Figure M-3. The basic
idea is to eliminate arithmetic operations like adding and subtracting .
pulse times and use instead logical operations, like boolean sums and

products. These operations are performed extremely fast on a computer.

A "word" will be defined as a sequence of zeros and ones in the com-
puter. These words might be very long, say 106 bits. Most computers can
only do operations directly on smaller units, of length 48 bits, for
example. These shorter units will be called "computer words.” Thus a
"word" may consist of a string of thousands of "computer words." If a
word is denoted by-wf the individual bits will be denoted by mj (i.e., mi
is the 7th bit in the word w).

DIVIDE TIME INTO EQUALLY SPACE STEPS. REPRESENT PULSE AS 1

‘IIIII!ILLI__‘__i_l_lI!'!IJI
llltllli l I P P B

6°'00C 01 00 l0 100 01 0 0 00

ALL OPERATIONS INVOLVE SIMPLE OPERATIONS ON BINARY WORDS
MASKING AND “STRETCHING" WORDS. NO ARITHMETIC.
Figure M-3. Second Algorithm Concept
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A convenient reference time .is chosen and called t = 0, A step size h
is chosen. Tor sizing purposes we will take =10 -0 (£ e, time is d1v1ded
into microsecond unlts) Let N = %:. Then N is the number of steps 1n one
second. The data word is denoted by w and is deflned by

1, if there is a pulse in the interval (jh — -12?- jh +-1§-)

0, otherwise .

Note that w is 107 bits long if 10 seconds of -data is kept. . Lf we consider
a-computer with 100 bit "computer words'', this is 10° computer words of

storage. We assume that the data is in high speed’storage {e.g., core Storage)

The computer has a list of possible PRP's in its memory. If there is no
a priori information, this list contains all -possible values, namely all
valueg ‘P =1 + k., 10—5, where -k = 0, 1, 2, ~-=, 323000; Let § be the set bf
possible nominal PRP wvalues (aseumed to be integral multiplies-of h). There
is a meximum error associated with each PRP, and we assume that-this error is

eh. In other words P is a possible value for a PRP if and only if
|P - P*| < ¢ch

where P* belongs to S. The value e is taken to be an integer. Typically
= 4)

*

Two pulses are said to be "associated” if they come from the same aircraft. -

] i

The idea behind the algorithm is illustrated in Figure M-4. The main
problem is that one does not know exactly.yhere tne pnlee lies within an
interval of size §. As shown in the figure, there are sometimes three
possible intervals in whith the‘fbllowingfpnise!can occur: < When the pos-
sible locations of the next pulses are known, a "mask" is formed and com-
pared with the observed data to see if a match is found. The following

discussion concernsg the construction and use of this mask.



t=1
t=2 ————
= - e
— _ _ . ™»POSSIBLE LOCATION FOR NEXT PULSES
rorut s o 0a e gty 1040404 1414140,0,0,0,0,

COMPARE .MASK WETH ACTUAL PULSES TG DETERMINE ALL
POSSIBLE PULSES WHICH CAN BE ASSOCIATED WITH t,.

Figure M-4. Binary Word Algorithm

The program starts by finding the first pulse in the sequence. Sup~

pose that this pulse is indicated by a one.in bit k: i.e., the first pulse

tO is in the interval (kh - %3 kh + %J. This is called the reference pulge.

The .problem is to find the pﬁlses which are associated with the reference
pulse. '
From the set-of possible PRP's,the computer forms a "mask'. This is a

word ¢ defined by

1, if there are any possible PRP's in the interval

(L + (i-Dh, 1 + ({+L)h)

0, rothexrwise .

Now cénsider the word ¢ which is a part of the data word w and is defined by

Yy = O

(In other words, ¥, will cover the data starting exactly ongksecond after

the reference pulse and continuing for the period Kh which is 0.1 sec.)

The logical product of two words and ¢ is denoted by ¢*¢. (That is,
Y*$ is a word whose kth bit is one if and only if both ¢ and ¢ have a one as

their k™ bits.)
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The computer takes the logical product of ¢ and ¢ and places the result

into a word w: P¥P > o . Then w has the property that a one bit in the jth

position of w indicates that there is a pulse in the interval ({(k+j)h - 1 - %,
(k+idh +‘1 + %D? and that pulse ig a candidate for association with the
reference pulse. (éroof: A one in the jth bit of ¢ indicates that there is
a one in the (j + N + k)th bit of w. This means that there is a pulse at some
time T in the interval (1 + (j+k)h - ;, 1L+ (J+k)h + —ﬁ If this pulse can

be associated w1th the reference pulse at time t which lies in the interval
(kh -~

(1 + 3jh-"h, 1+ 3jh+h). This is a possible PRP if ¢j = 1.)

h
o kh + —ﬁ then the PRP is T - t ~and must lie in the interval

If there is only a single one bit in the word u, -the PRP for the.
reference pulse has been identified. Generally this will not happen and

it is necessary to look at subsequent times.

Suppose that a set of candidates for assoclation with the reference
pulse have been identified. The pulses just identified are R periods after
the first pulse., That is, each candidate pulse time t is related to th;
initial pulse time £, by t = v + RP, where P is a bossible value of a PRP.

To start with, K = 1. These candidate pulses are represented by a word w.

If B_ = 1, then there is a candidate pulse in the interval (R + (j+k)h + %3
R+ (§j+k)h - %0, and that bulse 1s a candidate for association with the

reference pulse.

From the word 5, a mask word ¢ is formed as follows. If 5 = 1 and 1{is
. - v i
. . = = = J. ~ w. =
a multiple of R, set ¢q ¢q+1 ¢q+2 1, where g = —+ 4 - 1, 1If w4 1

i .
and { is not a multiple of R, set ¢q = ¢ =1, where q = [E] 4+ 1 Any bit

q+l1

of ¢ not set to one is defined to bLe zero. WNow let y be the word defined by

Vi T Y (RADN.

Then let
g FY =Ty .

If this new word y has only one bit, the PRP associated with the reference

pulse has been identified. Otherwise, wve let R+ 1 = R, vy 2 @, and try again.
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2.3 Derivation of the Method

The idea behind the method is simple. From each candidate pulses in
period R, the i&ea is to computé the predicted position of the pulse which
appears in period R + 1 and see whether an observed pulse is at the pre-
dicted time. The details are complicated by the fact that the exact

times are not known -~ only the intervals which contain pulses are known.

The initial pulse satisfies

t0 = kh + Elh
where lEl[ < hf2. 1If E& = 1, then there is a candidate pulse 7 which

satisfies

T=(k+ R+ 4) h+ e,h,

2

where Iezl < h/2. If the pulses at tg and T come from the same aircraft,

then the next pulse time for this aircraft will be at time t, where

R+1
i to + R

ct
Il

At - to)

R+ 1
R

[k + R+ 1) N+ 3] h + Eh,

Since it is known which intervals the times t0 and T belong to, the problem
is to determine which interval t belongs to. The solution is not unique;
it will be found to be in one of two or three intervals depending on

whether j} is a multiple of R.

r

Consider the case where j is a multiple of R, say j = R. 1In this

case, t becomes

- .t {(k + (R+1)N + (R+1)i)h + Eh

[t

(k + (R+1)N + q + 1)h + Eh

We will show that t must be in one of the three intervals I s L s L s
q’ Tqtl’ Tg+2

where Iq is defined to be the interval

I, = ([k+ RN +q - 21 b, [+ RN+ q + 3] b,

and where q is defined by q = j +k - 1 = j +‘%._ 1.
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This means that we must show that t satisfies..y -

‘e.,‘ . h ] -"‘ i.g + .
: h
<t < (k+ (RN + q + 2)h + 5.

(SR =y

(k + (R#1)N + q) h -

<

First note that

e 1 1.1
]E1_I R EZ—R€l|ﬁ2+R
Then
1 1 1
l+E.>~.2—Rz—2
and
1,.3r_ 1
E-15~2+R52.
Hence )
t=(k+ (R¥1) N+ q) h+ (L +E) &
s h
2(k+(R+l)+q)h.—'§,
.and

R

t=(k+ (R#l) N+ q+.2) h+ (E - 1) h

<G+ B N+q+2) h+2,

Thus the next possible candidate time must lie in one of the intervals

Iq’ I I . This is the reason for setting ¢q = ¢ = 1 in the

q+l’ Tq+2
algorithm.

g+l = Pqr2



In case j is not a multiple of R, one can write 1 = i R + m, where
1 <mg R~ 1. In this.case the algorithm sets ¢ = j + i + (R+1l) i + m.
Then

hik + (RFLIN+ (%l—) (iR + m)) + Eh

rt
Il

hik + (R+DN + (R+1) i + m) + (% + E)h

]

hik + (RHLN + q) + (1“1{ + B)h

Il

It must be shown that t is in one of the intervals Iq or Iq+l' That is,
it must be shown that ‘
N .

(k+(R+1)N+q)h-35ts (k+(R+l)N+q+l)h+%.
Note that

m 1 1 1 1

— SR L — B L =

RYE2R -3 3 2
and

m R-1 1,1 1

= 4+ - = 2 - =

R E 1 = R + 5 + R 1 2 -
Hence

t=(k+(R+l)N+q)h+(g-+E)h

> (k + (RN + q) h-%

and

t=(k+(R+l)N+q+1)h+(£Rn-+E——l)h

S(k+ BN+ q + 1) h +% .

1

This shows that t must lie in one of the intervals Iq or Iq+l’ which is why

the algorithm sets ¢q = ¢q+l = 1 in this case.
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To estimatg the computér operations for this algorithm, consider a
computer with a word size W. The time axis is‘divided'ﬁith a step size
of h. The basic operation invélves taking a 'mask’ word out of core,
performing a logical pro&uct-of this word with a portion of the ﬁulse
data word, and computing a new mask word. The basic operations (e.g.,
logical sum and product) are extrémely simple and fast. The major source
of the computer time will be taken up by the simple process of taking the

data from core and storing it back in core.

The process ipvolves, for each pulse in the first 1.31255 seconds,
stepping through a number of perioﬁs until the pulse has been identified
or until it is decided to list it as unidentified. Suppose that it re—
quires five steps on the average to identify a pulse. Then the following
basic step is performed for R = 1,2,3,4,5. A mask is extracted from core.
The mask represents .3R seconds of time, which is described by .3R/h bits,
or .3R/hW words. A portion of the data is extracted, the iogical opera—
tions are performed, and the new mask stored back. There are three in-
structions invelved. If the machine has a sQéed of p MIPs, three instruc-
tions are performed in g_x 10'-'6 seconds. For a particular pulse at a
particular step, the time required is .9 x 10_6/ hWp seconds. ’Since the
operation 1is done for R = 1,2,3,4,5, the total time is 13.5 x lO—Gth for
each pulse. Since there are 4N pulses for four satellites, the total

time is

54 % 107° -

hWp
With h = 10~6, N = 105, W - 100, and p = 20, the total time is 3000 seconds.

3. Position Petermination Program (P3)

This program will caléulate’the position of the aircraft from the
pulse times. The method of calculation is a least squares solution if data

from more than four satellites are used,

Let %, v, Yos Y35 ¥y reﬁresent the position vectors of the aircraft
and the four satellites in any convenient rectangular coordinate system.
A pulse is gent from the aircraft at time T, received at the satellites

at time tj and received at the ground at time j; 3 = 1,2,3,4.
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~In the computer 3121ng estlmates whlch follow an "operation” consists
of an arithmetic operatlon (add d1v1de, etc ). The estlmates are based

on the assumptlon that measurements from 6 satellltes are avallable

The time Tj-are first converted to times tj. If the range Rj to

satellite j is known, this involves computing tj = Tj - Rj/c. (12 operatioms).

Next the position vector x is computed from four of the times tj. The

steps in the process are as follows.

l. Form the matrix A with rows zi, 23’ Zg

where Zj =Y Yl (9 operations)

417
Form the vector C with components Cj = (tj+1 - tl); i=1,2,3.
(3 operations). Form the vector b with components

bj = 1/2 (lzj|2 - cjz) (24 operations)

2. Solve the equations'A p = b and A ¢ ='¢ for p and q.

If Gaussian elimination is used, this requires 43 operations.-

3. Form A = Iqi -1, B P+ g, and C = |p|2 )
(16 operations. Solve the equatlon Ap + 2 B p +C =0 for p
(6 operations).

4. Compute the position vector X = Yl + p + pq (9 operations).

If the measurements from only four satellites are available, the
solution is finished. If data is available from five or six satellites,

a least gquares refinement is performed as follows.

The basic equations of condition are

. — X|~ L, - =0: =1, ..., 6.
IYJ l clt, -1 1 1, _

These equations will be solved in the least squares sense for the four

unknowns (X, T).
Let (Xo, To) be a first guess at the solution. Linearizing the
equations of condition about X gives
(jj - %) - 6%
FREN

t 4 coT = C-(tj -T) - ]y{ ~ x| + higher order terms



where &x = x TUX These linear equatlons are solved in the least squares

sense for d&x, 6T. The operatlons requlred are’ the follow1ng.

a) Form the 6 x 4 matrix A with rows aj glven,by

-

(y, - x ST

0

Yorming A requires 12 operations per row, or 72 operatioms,

b} TForm the residual vector b with components

bj = c(tj - To) —.ij - xO[ .

Forming b requires 18 operations

c¢) Form the matrix S + ATA'and ATb. The matrix S is a constant
4 x 4 (usually diagonal) matrix which is used to reflect a priori

data about the solution. This operation requires 158 operationms.
d) Solve the equation

(S + ATA) ¥ = ATh

for the wector Y. If Gaussian elimination is used, this reduires

62 operations.-

e) Add the first three components of ¥ to X - Add the last compo-
nent to To {3 operations). The result is an improved approxi-

mation to the solution for x and T.

It is sometimes necessery in least squares problems to iterate
(i.e., replace X and To by the improved values and repeat the above
computations). Experience with this problem indicates that the equations
are-very linear and that no iterations are necessary. The total number of

operations for the least squares solution is 313.

The‘total number of computer operations is 525. Generally, the

number of instructions is about twice this number. The exact number of

instructions depends on the particular set of instructions available on
the computer; e.g., if an "add" and "store" are done in two instructioms.

A reasonable estimate is then 1,000 computer instructions to calculate the

position vector.
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The number of operatlons can be somewhat reduced by using the same
matrix (A A+ 8 for all the aircraft in the vicinity of a particular ~
point. It would be p0351ble for example, to divide the airspace into a
number of distinct reglons, compute a matrix for each region and use that
magrlx.ﬁor any aircraft within the region. Before deoing this it would be

necessary to make a careful study of the errors involved in the process.

4.  Executive Program (P4)

The executive program has the task-of deciding what to do about uni-
dentified. pulses and missing pulses. The unidentified pulses are those
which have not been associated with ani aircraft, even after program F2
has attempted to match a PRP to the aircraft. The program will display
the number and distribution of unidentified pulses so that the operator
will know whether an uppsual number of unidentified pulses are in the sys-

tem. Normally there will be a small residual of unidentified pulses.

When a‘pulse is ﬁiséiﬁg.ﬁor three successive ﬁeriods, the aircraft is
probably no longer in the system. The code and PRP of the aircraft is
then dropped from the 1list of expected codes and PRP' E and a notice of
termination is sent to the center(s) or term1nal(s) whlch recejved the last

position report.

The executive program also performs some bookkeeping furctions on the
list of alrcraft 1dent1f1cat10ns, etc. Because of the miscellaneous
nature of the functions of this program, it is not possible to give a very
good estimate of its running time. Although such programs tend to "grow"
in scope, solving, a number of additional tasks, it is probably safe to say
that the running time remains.small compared té the running time of the

remainder of the program.
5. Reference
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SATELLITE CNS SYSTEM -REFERENCE DATA

COMMUNI GATIONS NAVIGATION SURVEILLANCE

- SN =
= /y = ‘LITPULSES 5
D RANGING SIGINALS
e p \f/ e N
=

/L?.SES
e D

VHF

GROUND STATION ATC STATION GROUND STATION ATC GROUND STATION
PARAMETER | DATA | r BackLINg PARAMETER | RANGING PARAMETER | RANGING
CHANMELS  2/5AT. 2 CHANNELS 1 CHANNELS 2
CAPACITY/CH 1200 BPS 100 MESSAGES/ CAPACITY UNLIMITED CAPACITY/CH 50,000 UPDATES/
CARRIER FREQ ;ﬁ; E:’y‘;'—i:; nd) 25‘5:0 " CARRIER FREQY 1550 MHz CARRIER FREQ 212.5 Mtiz UP
. z{En z UP BANDWIDTH 2 MHz 7.5 MHz DOWN
950-980 MHz{A/C} 940 MHz DOWN BANDWIDTH 50 MHz

BANDWIDTH 100 KHz/SAT 500 KHz

NOTE SAME SATELLITES FOR ALL THREE FUNCTIONS, CARRIER FREQUENCIES ARE TENTATIVE,

SYSTEM DATA SATELLITE DATA
A-SATELLITE 14° X~-CONFIGURATION PAYLOAD 2 LIT 100 W 2018
~200 FT ACCURACY (I ALT, HORIZONTAL CEP) LN ey R
PROBAEILITY OF OUTAGE, 20 YR LIFE & 3.3% . 2 DATA LINK i QDW 1B
OTHER SATELLITE FUNCTIONS WOW 637 (1146 LB

331w 722(1231 LB
DESIGN LIFE/MTTF 7 YEARS/?,8 TO 12,5 YEARS
LAUNCH VEHICLE THOR DELTA 904

LIT SYSTEM CAPACITY LIT MODULATION PARAMETERS

ATCAC AIRCRAFT POPULATION FORECAST

1995 - 54,000 PEAK AIRBORNE TRANSMITTED PULSE WIDTH 51.1 pSEC
525,000 REGISTERED PULSE REPETITION PERIOD (PRP) BETWEEN 1,0 AND 1,31 SEC/PULSE
NUMBER OF DISCRETE PRP!S 31,255 = SPACED 10 pSEC APART

LIT CHANNEL CAPACITY (25 MHz BAND)

50,000 AIRCRAFT POSITION UPDATES/SEC BIPHASE CODE LENGTH 5]: BITESC COMPRESSED PULSE W
500,000 AIRCRAFT ID'S ASSIGNABLE ¥ BIT LENGTH 0.1 WSEC { F P DTH)

¥ FROM PRODUCT OF 31,255 PRP'S AND 16 BIPHASE CODES MNUMBER OF BIPRASE CODES 16




