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ABSTRACT

In this technical report two methods are described to simulate a set of two correlated stationary and Gaussian processes with zero mean. The first method utilizes an exponential model with a uniformly distributed phase angle. The second method utilizes a trigonometric model with randomly varying amplitudes with Gaussian probability density functions. In both cases the simulation can be achieved on the basis of known power spectral density functions of each of the random processes and their cross-spectral density functions. The random variables in the expressions describing the random process are generated with the use of established Monte Carlo techniques.

The two methods are used for the simulation of two correlated streamwise turbulence components in the surface layer of the atmospheric boundary layer. These two turbulence components are taken at two different points A and B such that the separation distance A B lies in the horizontal plane normal to the direction of the mean wind.

Autocorrelation functions, spectra, cross-correlation functions, cross-spectral density functions and coherence functions are calculated numerically for each of the two sets of generated time histories and compared with the original spectrum functions and coherence function from which these time histories were generated.
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NOMENCLATURE

\( A_j, \theta_j \) \hspace{1cm} \text{Polar form of complex variable } a_j

\( a_j, b_j, c_j, d_j \) \hspace{1cm} \text{Amplitude}

\( a_{xy} \) \hspace{1cm} \text{Real variable related to the coherence function}

\( C_{xy}(\omega) \) \hspace{1cm} \text{Co-spectral density function}

\( C_{xyj} \) \hspace{1cm} \text{Covariance}

\( E \{ \cdot \} \) \hspace{1cm} \text{Expectation}

\( f \) \hspace{1cm} \text{Frequency}

\( i \) \hspace{1cm} \sqrt{-1}

\( j, k \) \hspace{1cm} \text{Positive Integer}

\( k' \) \hspace{1cm} \text{Dimensionless coefficient}

\( n \) \hspace{1cm} \text{Number of terms in series representation of the random processes}

\( P \{ / \} \) \hspace{1cm} \text{Conditional probability distribution function}

\( p \{ / \} \) \hspace{1cm} \text{Conditional probability density function}

\( p \{ \cdot \} \) \hspace{1cm} \text{Probability density function}

\( p \{ , \} \) \hspace{1cm} \text{Joint probability density function}

\( Q_{XY}(\omega) \) \hspace{1cm} \text{Quadrature spectral density function}

\( R_x(\tau), R_y(\tau) \) \hspace{1cm} \text{Autocorrelation function}

\( R'(\tau) \) \hspace{1cm} \text{Autocorrelation coefficient}

\( R_{xy}(\tau), R_{yx}(\tau) \) \hspace{1cm} \text{Cross correlation function}

\( S_y(\omega), S_x(\omega) \) \hspace{1cm} \text{Power spectral density function}

\( S'_u(f) \) \hspace{1cm} \text{One-sided strong-wind spectrum}

\( S_{xy}(\omega) \) \hspace{1cm} \text{Cross-spectral density function}

\( t \) \hspace{1cm} \text{Time}

\( \Delta t \) \hspace{1cm} \text{Time interval}

\( U, V, W \) \hspace{1cm} \text{Velocity components}

\( \bar{U}, \bar{W} \) \hspace{1cm} \text{Mean velocity components}
\( u, v, w \)  

- Fluctuating velocity components

\( \overline{U}_l \)  

- Reference velocity

\( u^l \)  

- Upper bound

\( x(t), y(t) \)  

- Random process

\( x \)  

\[
\frac{1200f}{\overline{U}_l}
\]

\( x' \)  

\[
\frac{600\omega}{\pi\overline{U}_l}
\]

\( \Delta y \)  

- Lateral separation distance

\( \phi_j, \eta_j \)  

- Phase angles

\( \gamma_{xy}(\omega) \)  

- Coherence function

\( \delta(\cdot) \)  

- Dirac delta function

\( K \)  

- Drag coefficients

\( \rho \)  

- Density of air

\( \rho_{xyj} \)  

- Correlation coefficient

\( \sigma_{xj}, \sigma_{yj} \)  

- Standard deviation

\( \tau, \tau' \)  

- Time lag

\( \omega_j \)  

- Wave number

\( \Delta\omega \)  

- Wave number interval

**Subscripts**

- \( l \)  
  - Lower limit

- \( u \)  
  - Upper limit

**Superscripts**

- \( C \)  
  - Continuous

- \( D \)  
  - Discrete

- \( * \)  
  - Complex conjugate
I. INTRODUCTION

Trigonometric series (Ref. 1), filtered white noise (Ref. 2), filtered shot noise (Ref. 3) and correlated random pulse trains (Ref. 4) can be used as models for simulation of a single stochastic process such as earthquake waves. In order to simulate two correlated stochastic processes with arbitrary spectra, only the first method can be used.

Under strong wind conditions the turbulence components in the atmospheric surface layer are mainly due to frictional effects. The streamwise component of the turbulence may under certain conditions be approximated by a stationary Gaussian process with zero mean over a time interval of 1/2 hour to 1 hour (Ref. 5). This technical report employs stochastic models for the purpose of simulating a set of spatially correlated turbulence time histories. Statistical quantities of atmospheric turbulence have been studied for various atmospheric conditions and general empirical expressions for these quantities are becoming available. Based on this information two methods will be described in this report which will enable us to simulate the actual time histories. These simulation methods may be extremely powerful tools in the fields of weather forecasting and industrial aerodynamics for example. Since, two correlated stochastic processes with arbitrary spectra and coherence function can be simulated, the described methods may be applied to any physical phenomenon as long as the process can be assumed to be stationary and Gaussian.
II. EXPONENTIAL MODEL WITH UNIFORMLY DISTRIBUTED PHASE ANGLE.

Assume that the random process $x(t)$ can be expressed in the following mathematical form,

$$x(t) = \sum_{j=-n}^{n} a_j e^{i(\omega_j t + \phi_j)}$$  

(1)

The amplitude $a_j$ is in general complex and symmetrical with respect to $j$ so that

$$a_{-j} = a_j^*$$

and $a_o = 0$

where $a_j^*$ is the complex conjugate of $a_j$ and $n$ is some large positive integer.

Furthermore, $\omega_j$ is a set of real variables representing the wave number with

$$\omega_{-j} = -\omega_j$$

and $\phi_j$ represents the phase angles, each of which is assumed to be a random variable with a uniform probability density function over the range from zero to $2\pi$. Also $\phi_j$ is odd with respect to the index $j$ and consequently

$$\phi_{-j} = -\phi_j.$$

Let $a_j = A_j e^{i\theta_j}$, where $A_j$ and $\theta_j$ both are real, then

$$A_{-j} = A_j, \theta_{-j} = -\theta_j$$

and $A_0 = 0$.

It is also assumed that the phase angles are statistically independent.

With the above assumptions expression (1) can now be written as

$$x(t) = \sum_{j=1}^{n} A_j \cos (\omega_j t + \theta_j + \phi_j),$$

(2)

where $A_j$, $\omega_j$ and $\theta_j$ are real and deterministic variables and $\phi_j$ is a real and random variable. Consequently, $x(t)$ represents a random process.

As a matter of fact, $x(t)$ represents a stationary Gaussian process with zero mean as will be shown next. Consider the random process as an
infinite ensemble of sample functions; then the ensemble average or the expectation of \( x(t) \) is defined as

\[
E \left[ x(t) \right] = \int_{-\infty}^{+\infty} x \cdot p(x) \, dx
\]

where \( p(x) \) is the probability density function which is always a real-valued, non-negative function. The expected value of \( x(t) \) in equation (1) is

\[
E \left[ x(t) \right] = \sum_{j=-n}^{n} a_j e^{i\omega_j t} E \left[ e^{i\phi_j} \right]
\]

since it was assumed that \( \phi_j \) had a uniform probability density function over the range from 0 to \( 2\pi \).

\[
E \left[ e^{i\phi_j} \right] = E \left[ \cos \phi_j \right] + i E \left[ \sin \phi_j \right]
\]

\[
= \frac{1}{2\pi} \int_{0}^{2\pi} \cos \phi_j \, d\phi_j + i \left( \frac{1}{2\pi} \int_{0}^{2\pi} \sin \phi_j \, d\phi_j \right) = 0.
\]

Consequently, \( E \left[ x(t) \right] = 0 \), and \( x(t) \) has a zero mean value.

Next we will show that the autocorrelation function is a function of time-lag only and therefore \( x(t) \) is a stationary process. The autocorrelation function of \( x(t) \) is defined by the expectation of the product of \( x(t+\tau) \) and \( x^*(t) \). Using expression (1)

\[
E \left[ x(t+\tau) \cdot x^*(t) \right] = E \left[ \sum_{j=-n}^{n} a_j e^{i(\omega_j t + \omega_j \tau + \phi_j)} \right]
\]

\[
= \sum_{j=-n}^{n} a_j^* e^{-i(\omega_k \tau + \phi_k)} \sum_{k=-n}^{n} a_k e^{i(\omega_j t + \phi_j)}
\]

and

\[
E \left[ x(t+\tau) \cdot x^*(t) \right] = \sum_{j=-n}^{n} a_j a_j^* e^{j} + \sum_{j=-n}^{n} a_j a_k^* e^{j} \left[ \sum_{j=-n}^{n} a_j a_k^* \right] \left[ \sum_{j=-n}^{n} a_j a_k^* \right]
\]

\[
e^{i(\omega_j t - \omega_k \tau + \omega_j \tau)} E \left[ e^{i(\phi_j - \phi_k)} \right]
\]
Due to the fact that $\phi_j$ and $\phi_k$ are independent for $j \neq k$

$$E \left[ e^{i(\phi_j - \phi_k)} \right] = 0$$

Consequently,

$$R_x(\tau) = E \left[ x(t+\tau) x^*(t) \right] = \sum_{j=-n}^{n} a_j a_j^* e^{i\omega_j \tau} \quad \text{(3)}$$

It can be easily verified that $R_x(\tau)$ is an even and real function of $\tau$ since

$$R_x(\tau) = R_x(-\tau) \quad \text{and} \quad R_x(\tau) = R_x^*(\tau)$$

Since the random variable $x(t)$ at a specified time is defined as the sum of $n$ independent identically-distributed random variables, the central limit theorem states that if $n$ approaches infinity, the probability density function of $x$ approaches the probability density function of a Gaussian random variable. Consequently the random process $x(t)$ as defined by equation (1) represents a stationary Gaussian process with a zero mean if $n$ approaches infinity.

The spectral density function of $x(t)$ can now be obtained by taking the Fourier transform of $R_x(\tau)$ using expression (3)

$$S_x(\omega) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} R_x(\tau) e^{-i\omega \tau} d\tau = \frac{1}{2\pi} \sum_{j=-n}^{n} a_j a_j^* \int_{-\infty}^{+\infty} e^{-i(\omega - \omega_j) \tau} d\tau$$

or

$$S_x(\omega) = \sum_{j=-n}^{n} a_j a_j^* \delta(\omega - \omega_j) \quad \text{(4)}$$

Where $\delta(\omega - \omega_j)$ is the Dirac delta function or unit impulse which has unit area concentrated above $\omega = \omega_j$ so that $\int_{-\infty}^{+\infty} \delta(\omega - \omega_j) d\omega = 1.0$ and $\delta(\omega - \omega_j) = 0$ for $\omega = \omega_j$ and zero for $\omega \neq \omega_j$. This form of the power spectrum is a sequence of impulses, which one would expect to obtain because the original equation for $x(t)$ takes only discrete values for $\omega$. The area under each
Impulse equals the area under $S^C_x(\omega)$ in an interval of length $\Delta \omega$ (Figure 1).

Consequently the Fourier transform can not be continuous. However the power spectrum density functions of a physical random process $x(t)$ should be continuous and given by $S^C_x(\omega)$. The discrete form of the spectrum is given by

$$S^D_x(\omega) = \sum_{j=-n}^{n} S^C_x(\omega_j) \delta(\omega - \omega_j) \Delta \omega$$

(5)

where $\Delta \omega = \frac{\omega_u - \omega_l}{n - 1}$ and $\omega_j = \omega_l + (j-1) \Delta \omega$.

A significant contribution to the variance of $x(t)$ is obtained between the wave numbers $\omega_l$ (lower limit) and $\omega_u$ (upper limit). Note that $S^D_x(\omega)$ represents the spectral intensity $S^C_x(\omega_j) \Delta \omega$ at $\omega = \omega_j$. By comparison of equations (4) and (5) one concludes that

$$a_j a^*_j = S^C_x(\omega_j) \Delta \omega$$

(6)

Consider now another stationary Gaussian process with zero mean:

$$y(t) = \sum_{j=-n}^{n} b_j e^{i(\omega_j t + \eta_j)}$$

(7)

which is defined in the same way as $x(t)$ except that $b_j$ is now real. As before, $\eta_j$ is the random variable with a uniform probability density function over the range from zero to $2\pi$. It is assumed that $\phi_j$ in Eq. (1) and $\eta_j$ in Eq. (7) are statistically correlated. According to Parzen, (Ref. 6) the joint probability density function of $\phi_j$ and $\eta_j$ can be written as

$$P(\phi_j, \eta_j) = \frac{1}{4\pi^2} \{ 1 + \frac{a}{\pi^2} [\phi_j - \pi] [\eta_j - \pi] \}$$

(8)

This expression is a possible form of the joint probability density function of $\phi_j$ and $\eta_j$ since it satisfies the properties of the definition of the joint probability density function.
Since all $\phi_j$'s are independent and all $\eta_k$'s are independent, $\phi_j$ and $\eta_j$ for $j \neq k$ are also independent. Only when $j = k$ are $\phi_j$ and $\eta_k$ statistically correlated. Since $p(\phi_j, \eta_j) = p(-\phi_j, -\eta_j)$ we may conclude from equation (3) that

$$a_{yxy} = a_{xyy}.$$

The cross correlation function of $x(t)$ and $y(t)$ describes the general dependence of the values of $x(t)$ on the values of $y(t)$ and is defined as

$$E [x(t+\tau) y^*(t)] = \varepsilon \sum_{j=-n}^{n} a_j b_j e^{i(\omega_j \tau + \phi_j)} \sum_{k=-n}^{n} b_k e^{-i(\omega_k \tau + \eta_k)}$$

or

$$E [x(t+\tau) y^*(t)] = \varepsilon \sum_{j=-n}^{n} b_k e^{i(\omega_j \tau + \phi_j - \eta_j)} E [e^{i(\phi_j - \eta_j)}]$$

$$+ \varepsilon \sum_{j=-n}^{n} e^{i(\omega_j + \phi_j - \eta_j - \omega_k \tau)} E [e^{i(\phi_j - \eta_k)}].$$

However,

$$E [e^{i(\phi_j - \eta_j)}] = \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{i(\phi_j - \eta_j)} p(\phi_j, \eta_j) d\phi_j d\eta_j$$

After substitution of the expression (8) for the joint probability density curve, one obtains
Since $\phi_j$ and $\eta_k$ for $j \neq k$ are independent we have

$$E[e^{i(\phi_j - \eta_j)}] = \frac{a_{xyj}}{\pi^2}$$

(9)

Consequently the cross-correlation function for $x(t)$ and $y(t)$ becomes

$$E[x(t+\tau) y^*(t)] = \sum_{j=-n}^{n} a_{j} b_{j} a_{xyj} \frac{e^{i\omega_j \tau}}{\pi^2} = R_{xy}(\tau).$$

(11)

$R_{xy}(\tau)$ does not necessarily have a maximum at $\tau=0$ as was true for the autocorrelation function, nor is $R_{xy}(\tau)$ an even function. However, $R_{xy}(\tau)$ does display symmetry about the ordinate when $x$ and $y$ are interchanged; that means that $R_{xy}(\tau) = R_{yx}(-\tau)$. Hence, the cross-spectral density function of $x(t)$ and $y(t)$, which is the Fourier transform of the cross-correlation function, is in general a complex function and is given by:

$$S_{xy}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} R_{xy}(\tau) e^{-i\omega \tau} d\tau$$

(12)

Substitution of Eq. (11) in Eq. (12) leads to

$$S_{xy}(\omega) = \sum_{j=-n}^{n} a_{j} b_{j} a_{xyj} \frac{\delta(\omega - \omega_j)}{\pi^2}$$

(13)

which is a complex function and can be written

$$S_{xy}(\omega) = C_{xy}(\omega) - i Q_{xy}(\omega)$$

Using the transformation $a_{j} = A_{j} e^{i\theta_j}$

$$C_{xy}(\omega) = \sum_{j=-n}^{n} A_{j} b_{j} a_{xyj} \frac{\delta(\omega - \omega_j) \cos \theta_j}{\pi^2}$$

(14)

and

$$Q_{xy}(\omega) = - \sum_{j=-n}^{n} \frac{A_{j} b_{j} a_{xyj}}{\pi^2} \delta(\omega - \omega_j) \sin \theta_j$$

(15)
The real part of the cross-correlation function is called the co-spectral density function and the imaginary part of the quadrature spectral density function. Similar to the derivation of expression (6) it can be shown that

\[
C_{xy}^C (\omega_j) \Delta \omega = \frac{A_j b_j a_{xyj}}{\pi^2} \cos \theta_j
\]  

(16)

and

\[
Q_{xy}^C (\omega_j) \Delta \omega = -\frac{A_j b_j a_{xyj}}{\pi^2} \sin \theta_j
\]  

(17)

where the superscript C refers to the continuous spectrum functions.

Solving for \(a_{xyj}\) and using (6) one gets:

\[
a_{xyj}^2 = \frac{\left[ C_{xy}^C (\omega_j) \right]^2 (\Delta \omega)^2 + [Q_{xy}^C (\omega_j)]^2 (\Delta \omega)^2}{A_j^2 b_j^2} \pi^4
\]  
or

\[
a_{xyj}^2 = \frac{\pi^4 |S_{xy}^C (\omega_j)|^2}{S_{x}^C (\omega_j) S_{y}^C (\omega_j)}
\]

Using the definition for the coherence function (Ref. 7)

\[
\gamma_{xy}^2 (\omega_j) = \frac{|S_{xy}^C (\omega_j)|^2}{S_{x}^C (\omega_j) S_{y}^C (\omega_j)}
\]  

(18)

one obtains

\[
a_{xyj} = \pi^2 \gamma_{xy} (\omega_j)
\]  

(19)

Using expressions (16) and (17) one obtains

\[
\theta_j = \tan^{-1} \{- \frac{Q_{xy}^C (\omega_j)}{C_{xy}^C (\omega_j)}\}
\]  

(20)

The procedure of simulation of a set of two correlated stationary Gaussian processes \(x(t)\) and \(y(t)\) will be described briefly using the so-called Monte Carlo method (see Refs. 8, 9 and 10). Since two
stochastic processes with arbitrary spectrum and coherence function can be produced, this method can be applied to any physical phenomena as long as the process can be assumed to be a stationary, Gaussian and has a zero mean. Using expressions (6), (19) and (20), $A_j$, $b_j$, $a_{xyj}$ and $\theta_j$ can be obtained from the given spectrum functions

$$A_j = \sqrt{S_x^C(\omega_j)\Delta\omega}$$
$$b_j = \sqrt{S_y^C(\omega_j)\Delta\omega}$$
$$a_{xyj} = \pi^2 \frac{|S_{xy}^C(\omega_j)|}{\sqrt{S_x^C(\omega_j)S_y^C(\omega_j)}} = \pi^2 \gamma_{xy}(\omega_j)$$

and $\theta_j = \tan^{-1}\left\{ \frac{-c_{xy}^C(\omega_j)}{c_{xy}^C(\omega_j)} \right\}$

where $j = 1, 2, 3 \ldots n$. The larger $n$, the more precise the random processes $x(t)$ and $y(t)$ can be simulated.

The next step is to generate a correlated pair of random variables $\phi_j$ and $\eta_j$ for $j = 1, 2, 3 \ldots n$ from the joint probability density function (8). This expression is the joint probability density function of two random variables $\phi_j$ and $\eta_j$ each with a uniform probability density function over the interval from zero to $2\pi$. This can be done as follows, (see Refs. 8 and 9):

**Step 1.**

A set of $n$ independent random variables $d_j$ is generated from a uniform probability density function over the interval from zero to one. Now a set of values of $\phi_j$ can be generated from $\phi_j = 2\pi d_j$ for $j = 1, 2, 3 \ldots n$. 
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Step 2.

From equation (8), the conditional probability distribution function of $\eta_j$ is given by

$$ P(\eta_j/\phi_j) = \frac{1}{\eta_j} \int_0^{\eta_j} P(\eta_j/\phi_j) \, d\eta_j = \int_0^{\eta_j} \frac{P(\eta_j, \phi_j)}{P(\phi_j)} \, d\eta_j $$

or after substitution

$$ P(\eta_j/\phi_j) = \frac{1}{2\pi} \eta_j + \frac{a_{xyj}}{2\pi^2} (\phi_j - \pi) \left( \frac{1}{2} \eta_j^2 - \pi \eta_j \right) $$  \hspace{1cm} (21)

Now another set of $n$ independent random variables, $e_j$ with a uniform probability density function over the interval from zero to one is generated. When the random variable $e_j$ is equated to the conditional probability distribution function, one can solve for $\eta_j$ when $j = 1, 2, 3, \ldots, n$. Since this expression is quadratic in $\eta_j$, two solutions for $\eta_j$ will be obtained. However, the value of $\eta_j$ is chosen so that $0 < \eta_j < u'$, where $u'$ is the smaller positive value of $2\pi$ and $\frac{-2\pi}{a_{xyj}}$. If $a_{xyj} > 0$ the upper bound is automatically $2\pi$. The upper bounds are calculated from expression (21) for $\phi_j = 2\pi$ and $e_j = 1$.

The following procedure will be used to generate the time series $x(t)$ and $y(t)$. Given are the power spectral density functions of each of the two time series $S^C_x(\omega)$ and $S^C_y(\omega)$ and their cross-spectral density function $S^C_{xy}(\omega)$. The significant part of these spectra between a lower frequency $\omega_L$ and an upper frequency $\omega_U$, is subdivided in $n-1$ intervals of width $\Delta\omega$. The larger the value of $n$, the more accurately the time series will be simulated. The continuous spectrum functions are evaluated at the center of each interval such that $\omega_j = \omega_L + (j-1) \Delta\omega$. Using equations (6), (19) and (20), deterministic values for $A_j$, $b_j$, $a_{xyj}$ and $\theta_j$ can be obtained for $j = 1, 2, \ldots, n$. The random variables $\phi_j$ and $\eta_j$ are generated as
described in the above paragraph. We can now proceed to calculate a
point of the random processes, say at time \( t_1 \), with

\[
x(t_1) = 2 \sum_{j=1}^{n} A_j \cos (\omega_j t_1 + \phi_j),
\]

\[
y(t_1) = 2 \sum_{j=1}^{n} B_j \cos (\omega_j t_1 + \eta_j).
\]

Next, the following point of the random processes can be calculated at
time \( t, + \Delta t \) and so on. The choice of the time interval depends on the
value of the upper significant wave number and should be chosen such that

\[
\Delta t \leq \frac{\pi}{\omega_u}.
\]

III. TRIGONOMETRIC MODEL WITH NORMALLY DISTRIBUTED AMPLITUDE

Consider the following representation for the random process

\[
x(t) = \sum_{j=1}^{n} (a_j \cos \omega_j t + b_j \sin \omega_j t)
\]

where the coefficients \( a_j \) and \( b_j \) are independent random variables, each
set with the same normal probability density function with standard
deviation \( \sigma_x \); and with zero mean. Furthermore, \( \omega_j \) and \( t \) are deterministic
representing the wave number and time respectively.

In the following section it will be shown that expression (22)
represents a stationary Gaussian process with zero mean. The expected
value of \( x(t) \) is

\[
E[x(t)] = \sum_{j=1}^{n} \{E[a_j] \cos \omega_j t + E[b_j] \sin \omega_j t\}
\]

since \( E[a_j] = E[b_j] = 0 \), \( E[x(t)] = 0 \).
The autocorrelation function for $x(t)$ becomes:

$$E[x(t) x(t+\tau)] = \sum_{j=1}^{n} \sum_{k=1}^{n} E[a_j a_k] \cos \omega_j t \cos \omega_k (t+\tau) +$$

$$E[b_j a_k] \sin \omega_j t \cos \omega_k (t+\tau) +$$

$$E[a_j b_k] \cos \omega_j t \sin \omega_k (t+\tau) +$$

$$E[b_j b_k] \sin \omega_j t \sin \omega_k (t+\tau)$$

since $b_j$ and $a_k$ are independent for all values of $j$ and $k$, one has

$$E[b_j a_k] = E[a_j b_k] = E[a_j] E[b_k] = 0.$$  

Also

$$E[a_j a_k] = E[b_j b_k] = \sigma_{xj}^2 \text{ for } j = k \text{ and is zero for } j \neq k.$$  

Consequently the autocorrelation becomes

$$E[x(t) x(t+\tau)] = \sum_{j=1}^{n} \sigma_{xj}^2 \cos (\omega_j \tau) = R_x(\tau). \tag{23}$$

The autocorrelation function $R_x(\tau)$ is independent of time $t$ and depends on the time lag $\tau$ only. Also, the sum of a set of independent random variables with normal distribution gives rise to another random variable with a normal distribution. Consequently, $x(t)$ represents a stationary Gaussian (normal) process with zero mean.

The power spectral density function can be obtained by taking the Fourier transform of $R_x(\tau)$

$$S_x(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} R_x(\tau) e^{-i\omega \tau} d\tau$$

Using (23) we have

$$S_x(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \sum_{j=1}^{n} \sigma_{xj}^2 \cos (\omega_j \tau) e^{-i\omega \tau} d\tau$$
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or

\[ S_x(\omega) = \frac{1}{2\pi} \sum_{j=1}^{n} \sigma_j^2 \int_{-\infty}^{\infty} \cos(\omega_j \tau) \cos \omega \tau \, d\tau. \]

Introducing the Dirac delta function

\[ 2\pi \delta(\omega-\omega_j) = \int_{-\infty}^{\infty} e^{-i(\omega-\omega_j)\tau} \, d\tau = \int_{-\infty}^{\infty} \cos \omega \tau \cos \omega_j \tau \, d\tau \]

\[ + \int_{-\infty}^{\infty} \sin \omega \tau \sin \omega_j \tau \, d\tau \]

Similarly,

\[ 2\pi \delta(\omega+\omega_j) = \int_{-\infty}^{\infty} e^{i(\omega+\omega_j)\tau} \, d\tau = \int_{-\infty}^{\infty} \cos \omega \tau \cos \omega_j \tau \, d\tau \]

\[ - \int_{-\infty}^{\infty} \sin \omega \tau \sin \omega_j \tau \, d\tau \]

Consequently,

\[ \int_{-\infty}^{\infty} \cos \omega_j \tau \cos \omega \tau \, d\tau = \pi \{ \delta(\omega-\omega_j) + \delta(\omega+\omega_j) \} \]

and the power spectral density function can be written as

\[ S_x(\omega) = \frac{1}{2} \sum_{j=1}^{n} \sigma_j^2 \{ \delta(\omega-\omega_j) + \delta(\omega+\omega_j) \} \]

This expression gives the relation between the power spectral density function and the standard deviation \( \sigma_{x_j} \) of the normal random variables with zero mean \( a_j \) and \( b_j \).

Consider now another stationary Gaussian process with zero mean:

\[ y(t) = \sum_{j=1}^{n} \{ c_j \cos(\omega_j t + a_j) + d_j \sin(\omega_j t + a_j) \} \]

where the coefficients \( c_j \) and \( d_j \) are independent random variables, each set with the same normal probability density function with standard deviation \( \sigma_{y_j} \), and with zero mean. And \( a_j \) is deterministic, representing the phase angle. The two stationary normal processes are correlated if
there exists a non-zero correlation between \( a_j \) and \( c_j \) and/or \( b_j \) and \( d_j \).

The covariance \( C_{yj} \) between two random variables \( a_j \) and \( c_j \) is defined as

\[
C_{yj} = E[a_j c_j]
\]

Since \( a_j \) and \( b_j \) have the same standard deviation for the same \( j \), and the same is true for the random variables \( c_j \) and \( d_j \), the covariance between \( a_j \) and \( c_j \) must be equal to the covariance between \( b_j \) and \( d_j \). The correlation coefficient is defined as

\[
\rho_{yj} = \frac{C_{yj}}{\sigma_j \sigma_y j}
\]

and consequently

\[
E[a_j c_j] = E[c_j d_j] = \rho_{yj} \sigma_j \sigma_j
\]

The cross-correlation function between the random process is

\[
E[x(t) y(t+\tau)] = \sum_{j=1}^{n} \sum_{k=1}^{n} \left\{ E[a_j c_k] \cos(\omega_j t) \cos(\omega_k \tau + \alpha_k) + E[a_j d_k] \cos(\omega_j t) \sin(\omega_k \tau + \alpha_k) + E[b_j c_k] \sin(\omega_j t) \cos(\omega_k \tau + \alpha_k) + E[b_j d_k] \sin(\omega_j t) \sin(\omega_k \tau + \alpha_k) \right\}
\]

Noting that \( E[b_j c_k] = E[a_j d_k] = 0 \) and

\[
E[a_j c_k] = E[b_j d_k] = \sigma_j \sigma_y j \rho_{yj} \text{ for } j = k
\]

and zero for \( j \neq k \) the cross-correlation function becomes

\[
E[x(t) y(t + \tau)] = \sum_{j=1}^{n} \sigma_j \sigma_y j \rho_{yj} \cos(\omega_j \tau + \alpha_j)
\]

\[
= R_{xy}(\tau)
\]
In general, the cross-correlation function is not an even function of $\tau$ and its Fourier transform should be complex. The cross-spectral density function is defined as

$$S_{xy}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} R_{xy}(\tau) e^{-i\omega \tau} \, d\tau$$

Substituting expression (27),

$$S_{xy}(\omega) = \frac{1}{2\pi} \sum_{j=1}^{n} \sigma_{xj} \sigma_{yj} \rho_{xyj} \int_{-\infty}^{\infty} \cos(\omega_{j} \tau + \alpha_j) e^{-i\omega \tau} \, d\tau \quad (28)$$

However,

$$\int_{-\infty}^{\infty} \cos(\omega_{j} \tau + \alpha_j) e^{-i\omega \tau} \, d\tau = \cos \alpha_j \int_{-\infty}^{\infty} \cos \omega_{j} \tau e^{-i\omega \tau} \, d\tau$$

$$- \sin \alpha_j \int_{-\infty}^{\infty} \sin \omega_{j} \tau e^{-i\omega \tau} \, d\tau$$

and

$$\int_{-\infty}^{\infty} \cos(\omega_{j} \tau + \alpha_j) e^{-i\omega \tau} \, d\tau = \cos \alpha_j \int_{-\infty}^{\infty} \cos \omega_{j} \tau \cos \omega \tau \, d\tau + i \sin \alpha_j \int_{-\infty}^{\infty} \sin \omega_{j} \tau \sin \omega \tau \, d\tau$$

Introducing the Dirac delta function,

$$\int_{-\infty}^{\infty} \cos(\omega_{j} \tau + \alpha_j) e^{-i\omega \tau} \, d\tau = \pi \cos \alpha_j \left\{ \delta(\omega_{-j}) + \delta(\omega_{+j}) \right\}$$

$$+ i \pi \sin \alpha_j \left\{ \delta(\omega_{-j}) - \delta(\omega_{+j}) \right\}$$

The co-spectral density function becomes

$$C_{xy}(\omega) = \frac{1}{2} \sum_{j=1}^{n} \sigma_{xj} \sigma_{yj} \rho_{xyj} \cos \alpha_j \left\{ \delta(\omega_{-j}) + \delta(\omega_{+j}) \right\}$$

and the quadrature spectral density function becomes

$$Q_{xy}(\omega) = - \frac{1}{2} \sum_{j=1}^{n} \sigma_{xj} \sigma_{yj} \rho_{xyj} \sin \alpha_j \left\{ \delta(\omega_{-j}) - \delta(\omega_{+j}) \right\}$$
The discrete form of the power spectrum is given by Eq. (5)

\[ S^D_x(\omega) = \sum_{j=1}^{n} S^C_x(\omega_j) \delta(\omega-\omega_j) \Delta\omega \quad \text{for } \omega > 0 \]

where \( \Delta\omega = \frac{\omega_n-\omega_1}{n-1} \) and \( \omega_j = \omega_0 + (j-1) \Delta\omega \)

Comparing with equation (24) we have

\[ \sigma_{xj} = \sqrt{2 S^C_x(\omega_j) \Delta\omega} \]  \hspace{1cm} (29)

Similarly:

\[ \sigma_{yj} = \sqrt{2 S^C_y(\omega_j) \Delta\omega} \]  \hspace{1cm} (30)

From the expressions for the co-spectrum and quadrature spectrum

\[ 2 C^C_{xy}(\omega_j) \Delta\omega = \sigma_{xj} \sigma_{yj} \rho_{xyj} \cos \alpha_j \]  \hspace{1cm} (31)

and

\[ 2 Q^C_{xy}(\omega_j) \Delta\omega = -\sigma_{xj} \sigma_{yj} \rho_{xyj} \sin \alpha_j \]  \hspace{1cm} (32)

From Eq. (31) and Eq. (32)

\[ \alpha_j = \tan^{-1} \left[ -\frac{Q^C_{xy}(\omega_j)}{C^C_{xy}(\omega_j)} \right] \]  \hspace{1cm} (33)

And from Eqs. (31), (32), (29) and (30)

\[ \rho_{xyj}^2 = \frac{(C^C_{xy}(\omega_j))^2 + (Q^C_{xy}(\omega_j))^2}{S^C_x(\omega_j) S^C_y(\omega_j)} = \gamma_{xy}^2(\omega_j) \]  \hspace{1cm} (34)

The last expression shows that the correlation coefficient \( \rho_{xyj} \) between the random variables is identical to the coherence function \( \gamma_{xy}(\omega_j) \) of...
the two random processes $x(t)$ and $y(t)$.

The next step is to generate independently, the random variables $a_j$ and $b_j$ from a normal distribution with zero mean and a standard deviation

\[ \sigma_x = \sqrt{2 \int x(\omega_j) d\omega} \quad \text{and} \quad \sigma_y = \sqrt{2 \int y(\omega_j) d\omega} \]

respectively, for $j = 1, 2, \ldots, n$. Again the larger $n$, the more precisely the random processes $x(t)$ and $y(t)$ will be simulated. The next step is to generate the random variables $c_j$ and $d_j$ from conditional normal distribution derived from the following considerations. Since $a_j$ and $c_j$ are both normally distributed, the joint probability density function of $a_j$ and $c_j$ is

\[
P(a_j, c_j) = \frac{1}{2\pi \sigma_x \sigma_y \sqrt{1-\rho^2_{xy}}} \exp \left\{ -\frac{1}{2(1-\rho^2_{xy})} \left[ \frac{a_j^2}{\sigma_x^2} + \frac{c_j^2}{\sigma_y^2} \right] - \frac{2\rho_{xy} a_j c_j}{\sigma_x \sigma_y} \right\}
\]

and the probability density function of $a_j$ is

\[
P(a_j) = \frac{1}{\sqrt{2\pi} \sigma_x} \exp \left\{ -\frac{a_j^2}{2\sigma_x^2} \right\}
\]

The conditional probability density function of $c_j$ for given $a_j$ is

\[
P(c_j/a_j) = \frac{P(a_j, c_j)}{P(a_j)} = \frac{1}{\sqrt{2\pi} \sigma_y \sqrt{1-\rho^2_{xy}}} \exp \left\{ -\frac{1}{2\sigma_y^2(1-\rho^2_{xy})} \left[ (c_j - \rho_{xy} a_j)^2 \right] \right\}
\]
Consequently, the conditional probability density function of \( c_j \) for given \( a_j \) is also Gaussian with mean \( \rho \frac{\sigma_{yj}}{\sigma_{xj}} a_j \) and a standard deviation of \( \sigma_{yj} \sqrt{1 - \rho^2} \) \( \frac{\sigma_{yj}}{\sigma_{xj}} \). Similarly, the conditional distribution of \( d_j \) for given \( b_j \) is Gaussian with mean \( \rho \frac{\sigma_{yj}}{\sigma_{xj}} b_j \) and standard deviation of \( \sigma_{yj} \sqrt{1 - \rho^2} \) \( \frac{\sigma_{yj}}{\sigma_{xj}} \).

The random variable \( c_j \) is generated from a Gaussian distribution with mean \( \rho \frac{\sigma_{yj}}{\sigma_{xj}} a_j \) and a standard deviation of \( \sigma_{yj} \sqrt{1 - \rho^2} \) \( \frac{\sigma_{yj}}{\sigma_{xj}} \).

Similarly, the random variable \( d_j \) is generated from a Gaussian distribution with mean \( \rho \frac{\sigma_{yj}}{\sigma_{xj}} b_j \) and a standard deviation of \( \sigma_{yj} \sqrt{1 - \rho^2} \) \( \frac{\sigma_{yj}}{\sigma_{xj}} \).

One can now proceed to calculate a point of the random processes, say at time \( t_1 \) with

\[
x(t_1) = \sum_{j=1}^{n} \left( a_j \cos \omega_j t_1 + b_j \sin \omega_j t_1 \right)
\]

and

\[
y(t_1) = \sum_{j=1}^{n} \left[ c_j \cos (\omega_j t_1 + \alpha_j) + d_j \sin (\omega_j t_1 + \alpha_j) \right]
\]

using expression (33) and \( \omega_j = \omega_k + (j-1) \Delta \omega \)

where \( \Delta \omega = \frac{\omega - \omega_k}{n-1} \) for \( j = 1, 2, \ldots, n \).

Next, the following point of the random processes can be calculated at time \( t + \Delta t \) and so on. Again the choice of time interval \( \Delta t \) depends on the value of the upper significant wave number and should be such that

\[
\Delta t < \frac{\pi}{\omega_u}
\]
IV. SIMULATION OF THE STREAMWISE STRONG-WIND TURBULENCE COMPONENT

Let the flow field be homogeneous in the horizontal plane and stationary with respect to time. The wind velocity can be resolved into three components, two in the horizontal plane, one of which is along the mean wind direction ($x$) and one is normal to it ($y$). The third component is taken vertically upward ($z$). The instantaneous components can be written in forms of a mean and a fluctuation, so that

$$U(z,t) = \bar{U}(z) + u(z,t)$$
$$V(z,t) = v(z,t)$$
$$W(z,t) = \bar{W}(z) + w(z,t).$$

The estimated spectral density function of the wind speed in the planetary boundary layer for the eastern United States is given by van der Hover (Ref. 11). It shows that the "spectral gap" between 1 cycle per hour to 10 cycles per hour may be used for the stable estimation of $\bar{U}$ and $\bar{W}$ for a sample function with a duration of about 1/2 hour.

Under strong wind conditions, the mixing action of the mechanical turbulence tends to reduce the atmosphere to a state of neutral stability. Consequently, the turbulence near the ground is only due to frictional effects and will vary only significantly with the surface drag and height above the ground. If this is the case, the turbulence can be described as a random process which may be approximated by a stationary Gaussian process with zero mean (Ref. 5).

Two correlated longitudinal turbulence-components at two different locations A and B are simulated. The direction of the separation distance $A - B$ is normal to the $x$ coordinate in the horizontal plane and consequently parallel to the $y$ coordinate.
The spectral density function of the longitudinal turbulence-component can be estimated by using Davenport's empirical strong-round spectrum (Ref. 12).

\[ S'_u(f) = 4K \frac{U_1}{f^2} \frac{x^2}{(1+x^2)^{4/3}} \]  

(38)

where \( f \) is the frequency in cycles per second, \( x \) is the drag coefficient dependent on the surface roughness and \( \overline{U_1} \) is the reference mean-velocity near the ground at an elevation of 10 m, so that the shear stress near the ground \( \tau' = K \rho \overline{U_1^2} \). The parameter \( x = \frac{1200 f}{\overline{U_1}} \) and \( \int_0^\infty S'_u(f) \, df = \overline{u^2} \).

Using the circular frequency \( \omega \), where \( \omega = 2\pi f \), expression (38) becomes:

\[ S'_u(\omega) = 4K \frac{\overline{U_1}}{\omega} \frac{(1+x')^2}{(1+x'^2)^{4/3}} \]

where \( x' = \frac{500 \omega}{\pi \overline{U_1}} \) for the range \( 0 \leq \omega \leq \infty \)

so that \( \int_0^\infty S'_u(\omega) \, d\omega = \overline{u^2} \).

Hinze (Ref. 13) shows that the auto-correlation coefficient \( R'(\tau) = \frac{\overline{u(t)u(t+\tau)}}{\overline{u^2}} \) and the energy spectrum function \( S'_u(\omega) \) are Fourier cosine transforms. Using the fact that \( R'(\tau) \) and \( S'_u(\omega) \) are even functions and introducing the auto-correlation function \( R(\tau) = R'(\tau) \overline{u^2} \) and the exponential form one obtains

\[ S'_u(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} R(\tau) \, e^{-i\omega \tau} \, d\tau \]

and

\[ R(\tau) = \frac{1}{2} \int_{-\infty}^{\infty} S'_u(\omega) \, e^{i\omega \tau} \, d\omega \]
Now let $S_u(\omega) = 1/2 S'_u(\omega)$ then

$$S_u(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} R(\tau) e^{-i\omega\tau} d\tau \quad \text{and}$$

$$R(\tau) = \int_{-\infty}^{\infty} S_u(\omega) e^{i\omega\tau} d\omega \quad (41)$$

Expression (40) is used in the previous sections of this report and consequently expression (39) becomes

$$S_u(\omega) = 1/2 S'_u(\omega) = \frac{2 K U_1^2}{\omega} \frac{x'^2}{(1+x'^2)^{4/3}} \quad (42)$$

Now Davenport's expression for the power spectral density function corresponds to the one as defined before.

Ang and Amin (Ref. 5) suggest an empirical relation for the coherence function for the longitudinal turbulence components at two points separated by a distance $\Delta y$ parallel to the $y$ coordinate.

$$\gamma(\omega) = \exp \left\{ - \frac{k' \Delta y \omega}{2\pi U_1} \right\} \quad (43)$$

where $k'$ is a dimensionless coefficient between 20 and 25.

The quadrature spectrum is zero when the cross spectrum is even. For this particular case the maximum correlation between $u_A$ and $u_B$ is expected to occur at a zero lag and consequently the cross-spectral density function is expected to be approximately even. Consequently it is assumed that the quadrature-spectrum function, $Q_{xy}(\omega)$, is zero for all $\omega$.

Figures 2 and 9 show two sets of correlated time series representing the streamwise turbulence components based on Davenport's empirical strong-wind spectrum, the exponential expression for the coherence function (Eq. 43) and a vanishing quadrature spectrum density function. The two time series in Fig. 2 were obtained using the exponential model with
unformly distributed phase angle. In Fig. 9 the two time series were obtained from the trigonometric model with normally distributed amplitude.

In both cases the number of generated random variables is 600 (n = 600). Davenport's spectrum was evaluated at intervals of \( \Delta \omega = 0.005236 \text{ rad/sec} \) with a lower wave number cut-off of \( \omega_L = 0.00377 \text{ rad/sec} \) (0.0006 Hz) and an upper wave number cut-off \( \omega_u = 3.14 \text{ rad/sec} \) (0.5 Hz). All simulated turbulence data were evaluated at \( \Delta t = 1.0 \text{ sec} \) time interval in order to avoid the effect of aliasing. The total length of each of the simulated time series is thirty minutes. The average reference velocity at altitude of 10 m. was taken to be \( \bar{U}_1 = 16.5 \text{ m/sec} \). The drag coefficient \( K \) was chosen to be 0.005 and the lateral separation distance \( \Delta y \) was taken at 5 meters.

Figures 4 and 10 show the histograms of the amplitude of the simulated time series and are approximately Gaussian in nature. However, both sets show a non-zero mean-value which can be attributed to the sample length. With increased sample length the mean value will approach zero. The calculated standard deviation turns out to be of the order of 2.6 m/sec in all four cases. Since Davenport's spectrum seems to be independent of altitude the calculated standard deviations will all be of the order of 2.6 m/sec which can be attributed to the shortcomings of this empirical relation for the spectral density function.

Figures 4 and 11 show the calculated auto-correlation functions for the simulated turbulence data. For a time-lag \( \tau = 0 \) of course, the variance of the time series which is the square of the standard deviation must be obtained. For all four time series this requirement was extremely well satisfied. As a rule of thumb, it is considered to be desirable to keep the maximum time lag less than one-tenth of the sample size (Ref. 7).
In figures 5 and 12 the calculated cross-correlation function is shown. Since it was assumed that the quadrature spectrum for the two sets of turbulence data vanished for all $\omega$, the cross-correlation function must be symmetrical such that $R_{xy}(\tau) = R_{yx}(\tau)$. By comparison of the sets of cross-correlation function this requirement seems to be adequately satisfied.

Figures 6 and 13 show the calculated spectral density function and Davenport's empirical spectrum from which the time series were obtained. For the first method the agreement is very good but for the second method the agreement seems not so good. However, the degree of agreement depends on the particular sample realization of the time series. One must keep in mind that the calculated spectrum function is strictly an estimator of the strictest definition of the spectral density function.

Figures 7 and 14 show the calculated cospectra and quadrature spectra. The calculated quadrature spectra should theoretically be zero for all frequencies. However, because of the relatively small sample length (30 min.) of the time series one may expect non-zero values for the quadrature spectra at low frequencies.

The coherence functions for the two sets of simulated turbulence data are shown in figures 8 and 15. By nature of the definition of the coherence function, one may expect large deviation from the empirical expression for the coherence function. It must be remembered that the results given in this report are based on a single set of sample realizations of relatively short duration. Consequently, the calculated functions are simply estimators of the required statistical quantities. The accuracy of these estimators can be improved by using more sample realizations or evaluating the random processes for a longer sample time.
Based on the above results for the two different methods, no significant differences can be found. However, the simulation technique utilizing the trigonometric model with normally distributed amplitudes is more adaptable to the simulation of many correlated random processes simultaneously.
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Fig. 1. Schematic sketch of the continuous and discrete spectrum
Fig. 7. Set of correlated time series representing the stream wise turbulence component using simulation method No. 1
(Random phase angle)
Fig. 3. Hystograms of amplitude of time series of Fig. 2. Dashed curve represents the normal probability density function.

\[ \bar{x} = 0.025925 \text{ m/sec} \]
\[ \sigma_x = 2.6438 \text{ m/sec} \]

\[ \bar{y} = 0.033887 \text{ m/sec} \]
\[ \sigma_y = 2.6657 \text{ m/sec} \]
Fig. 4. Calculated autocorrelation functions of time series of Fig. 2
Fig. 5. Calculated cross-correlation functions of time series of Fig. 2
Fig. 6. Calculated spectra of time series of Fig. 2
Fig. 7. Calculated co-spectrum and quadrature spectrum of time series of Fig. 2
Fig. 8. Calculated coherence function of time series of Fig. 2
Fig. 10. Hystograms of amplitude of time series of Fig. 9
Dashed curve represents the normal probability density function

\( \bar{x} = -0.026439 \text{ m/sec} \)
\( \sigma_x = 2.6985 \text{ m/sec} \)

\( \bar{y} = -0.042449 \text{ m/sec} \)
\( \sigma_y = 2.5629 \text{ m/sec} \)
Fig. 11. Calculated autocorrelation function of time series of Fig. 9
Fig. 12. Calculated cross-correlation functions of time series of Fig. 9
Fig. 13. Calculated spectra of time series of Fig. 9
Fig. 14. Calculated co-spectrum and quadrature spectrum of time series of Fig. 9
Empirical Coherence Function

Fig. 15. Calculated coherence function of time series of Fig. 9
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