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I .  I n t r o d u c t i o n  

This r e p o r t  inves t iga tes  an adaptive approach t o  the a1 1 o c a t i  on 

and re lease o f  b u f f e r  storage w i t h i n  a system. S p e c i f i c a l l y  , three 

techniques are evaluated, These are the  buddy method, the  f i r s t - f i  t 

method, and an adaptive method which uses the buddy system and the  f i r s t -  

f i t  system depending on the user i n p u t  s t a t i s t i c s .  The adaptive approach 

uses a p red i  c t o r  whi ch determi nes when s t a t i s  ti cs change i n d i c a t i n g  when one 

should move from the buddy t o  t h e  f i r s t - f i t  system and vice-versa. The 

approach t o  using the  adaptive method was mot ivated by the  f a c t  t h a t  the  

buddy sys tern was e f f e c t i v e  w i t h  respect  t o  serv ing  small b u f f e r  request 

s izes  wh i l e  the f i r s t - f i t  method was most e f f e c t i v e  f o r  t h e  a l l o c a t i o n  

o f  1 arge b u f f e r  storage. Inves ti g a t i  on, there fore ,  considers the case 

when one i s  dea l ing  w i t h  a system where the s t a t i s t i  ca l  c h a r a c t e r i s t i c  

o f  t he  b u f f e r  request s izes  interchanges between small  and la rge  requests. 

1.1 Scope o f  Study Reported i n  This Paper 

This r e p o r t  i s  a study o f  an adaptive approach t o  the  dynamic 

a l l o c a t i o n  o f  b u f f e r  storage. Three major facets  t o  the  e f f o r t  are 

discussed: a) implementing an adaptive approach whi ch i s  con t ro l  l e d  

automat ica l ly  as a func t i on  o f  t he  user  s t a t i s t i c a l  environment, b )  re -  

duci ng i n e f f i  c i  encies caused by the i n t e r a c t i o n  o f  the  i ndi  v i  dual 

s t r a t e g i e s  used i n  the adaptive mode, and c)  a r r i v i n g  a t  a measure s u i t -  

able f o r  eva luat ing  the performance o f  the  i n d i v i d u a l  s t ra ten ies  as we1 1 

as the  adaptive method. 

5.2 Adaptive Method Control  

The ac tua l  use o f  an adaptive approach i s  dependent on the  user 

s  t a t i  s  ti c a l  inputs  . Depending upon the s t a t i  s  ti cs , one method may be 



preferable t o  another, and we may desire t o  change from using one 

algorithm to using a different  and perhaps more effect ive algorithm. 

Therefore, provision fo r  internal moni toring of the s t a t i s t i c a l  envi ron- 

ment i s  required to  determine when the a1 ternate s t rategies  in the 

adaptive method should be interchanged. In the dynamic allocation of 

buffer storage, the average buffer request s ize  and the existence of 

queued requests are the parameters of interest .  In the simulation models, 

these parameters are determined a t  the end of each processing interval . 
The c r i t e r i a  fo r  alternating s t rategies  in the adaptive mode are based 

on the current average buffer request, the change in the average buffer 

request over the l a s t  interval ,  and the existence of queued requests. 

For comparison purposes, two simulation models were developed. The 

f i r s t  simulation runs were made with perfect prediction. In th i s  model, 

use of the al ternate  algorithms in the adaptive method was controlled so 

that  i f  the request distributions used to  generate the buffer requests 

in the simulati on were interchanged, the a1 locati on algorithms were 

interchanged a t  the same time. Simulation runs were then made using the 

second model where the use of the allocation algorithm was controlled 

based on the monitored average buffer request and the existence of queued 

requests. Here, the decision t o  interchange algorithms i s  based on a 

threshold value and data obtained from internal monitoring of the alloca- 

ti on process. 

This particular aspect of the study i s  essential t o  determine the 

pract ical i ty  and f eas ib i l i t y  of employing an adaptive strategy. 

Specifically,  one must be assured that  effective control of the a1 loca- 

tion process can be obtained through the selection and the implementation 

of function monitors, and tha t  re l iable  control of the allocation Process 



can be maintained through the use of proper control c r i t e r i a .  

1.3 Side Effects of Adaptive Strategy- 

In considering an adaptive s t rategy,  one of the basic problems i s  

t ha t  of making two independent a1 gori thms compatible. Thi s involves de- 

vising a mechanism whi ch wi l l  permit transi t i  on from ei ther  alqori t h m  

t o  the other as required. If  i t  i s  found t h a t  the individual s t ra teq ies ,  

t h e i r  data structures , and the i r  inherent properties permit interchanging 

them, the e f fec t  of a1 ternat i  ng the s t rategies  must be investigated. 

In the simulation of the adaptive strategy f o r  the dynamic alloca- 

t ion of buffer storage which i s  being investigated here, i t  was noted 

tha t  whenever a t ransi t ion was made from the f i r s t - f i  t method to  the 

buddy method, there was a s ignif icant  increase in the number of small 

buffers placed on the available buffer l i s t s .  Some analysis was under- 

taken to  determine the factors giving r i se  t o  th i s  s i tuat ion.  An a t t e m ~ t  

was then made t o  modify the t ransi t ion mechanism in an e f f o r t  t o  e i the r  

reduce or eliminate th i s  phenomenon. The simulation model was then 

modified and the resul ts  were compared. 

I t  was clear from the simulation resul ts  t ha t  the problem had not 

been eliminated. Further i t  could not be eliminated, only reduced. The 

problem lay not with the transit ion mechanism i t s e l f ,  b u t  rather in the 

- basi c i  ncompati bi 1 i  ty of the two a1 1 ocation methods. The buddy method 

requires tha t  every buffer s ize  be a power of two and have a proper 

s ta r t ing  location. The f i r s t - f i t  method insures only tha t  any buffer 

allocated i s  a multiple of four. I t  i s  c lear  then that  the greatest  

number of buffers allocated-by the f i r s t - f i t  method will not be a power 

of two. In the release process, pr ior  t o  use by the buddy method, 



buffers i f  allocated by the f i r s t - f i t  method, must be checked and s p l i t  

as required to insure a valid size and s t a r t  address. As a result ,  an 

increase of small avai lable buffers was introduced. 

1.4 Evaluation of A1 location Performance 

Obtaining a valid measure of performance i s  essential. One would 

1 i ke to compare the performance of the i ndi vi dua 1 a1 1 ocati on s trateai es , 

the adaptive strategy, and any modi f i  cations to these strategies. Further, 

in order to  attain one of the objectives of this  research ; i . e. , to 

determine the effectiveness of the internal moni torinq and the cri ter i  a 

used t o  control the use of the individual algorithms in the adantive 

strategy, a measure of performance i s  essenti a1 . 
Two factors, time and storage uti l i  zati on, were consi dered i ni t i  a1 ly . 

Since in the simulation process algorithm execution times were not 

avai lable, a search was made for a measure of storage utilization. Two 

types of memory loss are present - internal and external memory loss. In 

either type, the memory loss i s  that  part of memory which i s  available 

b u t  unusable to sat isfy a buffer request. 

Denning 151 defines these two types of fragmentation in terms of 

the condi t i  ons under whi ch they occur as fol 1 ows . External fragmentati en 

occurs when i t  i s  found that for  a given buffer request, every available 

buffer i s  too small to be used; or,  external fraqmentation occurs for 

requests of size s with some probability E(s) ,  where E(s) i s  the proba- 

b i l i ty  that s max {xi}, where xi are the available buffer sizes. 

Internal fragmentation occurs in cases where the buffer sizes which are 

acceptable are restricted because storage requests must be rounded U D  to 

the next acceptable buffer size and the difference between the buffer 

size allocated and the buffer size requested i s  lost.  More precisely, 



i f  z 1 i s  the se t  of acceptable buffer sizes with zi arran~ed in 

ascending order and s i s  the size of the request , i f  zi - 5 s < zi , 

then zi-s words are wasted inside the buffer allocated. 

I t  was found that internal memory fragmentation can be monitored 

and measured quanti t a t i  vely . Attempts to  measure external fragmentation 

based on the number of buffers on the available storage l i s t  or words 

represented by those buffers were unsuccessful. A large number of small 

buffers on the available l i s t s  i s  unimportant i f  i t  i s  found t h a t  queues 

of unhonored requests are never present. The length and duration of 

queued requests as a basis for measuring external fragmentation alone 

was unsatisfactory since the formation of queued requests may result 

from either internal o r  external fragmentation or more often a combina- 

tion o f  the two i n  the adaptive method. 

The probabi 11 ty t h a t  a request for a buffer of size x wi 11 be 

queued was the measure finally adopted because of di f f i  cul t i  es determining 

the relative importance of internal and external fragmentation. In this 

measure, two factors were used: the probability that there would be a 

request for a buffer of size x and the probability that the request 

could n o t  be satisfied. Since the measure reflects the effect  of total  

fragmentation i t  i s  useful in comparing the performance of the allocation 

strategies regardless of the type of fragmentation, internal or external , 

which i s  present i n  the allocation process. 



2. Review o f  Prev ious E f f o r t s  

The concept o f  an adapt i ve  s t r a t e g y  f o r  dynamic b u f f e r  s to rage  

a l l o c a t i o n  as descr ibed  i n  t h i s  paper  was f i r s t  i n t r oduced  i n  [I], and 

exp lo red  more e x t e n s i v e l y  i n  [2]. These two s t u d i e s  were d i  r e c t e d  toward 

ana lyz ing  s  t r a t e g i  es f o r  t he  dynami c  a1 1 o c a t i  on o f  b u f f e r  s t o rage  f o r  

temporary, unpredi  c t ab le ,  and sma l l  b u f f e r  requests.  The a n a l y s i s  made 

use o f  r e s u l t s  ob ta ined  f r om s i m u l a t i o n  models and used some da ta  which 

were ob ta ined  f rom i n t e r n a l  m o n i t o r i n g  o f  t h e  EXEC 8 ope ra t i ng  system 

f o r  t he  Uni vac 1108 a t  t h e  U n i v e r s i t y  of Maryland. 

B r i e f l y ,  two b a s i c  s t r a t e g i e s  f o r  hand l i ng  t h e  dynamic a1 l o c a t i o n  

o f  b u f f e r  s to rage  were modeled. The f i r s t  s t r a t e g y  modeled was t h e  buddy 

method. Th is  method was f i r s t  used by  H. Markowi t z  i n  connect ion w i t h  

the  SIMSCRIPT programming system [3] i n  1963. The second method o f  

a l l o c a t i o n  modeled was t he  f i r s t - f i  t method. A lgor i thms f o r  these two 

bas i  c  s t r a t e g i e s  a long  w i t h  l i m i t e d  r e s u l t s  f r om s i m u l a t i o n  models a re  

g i ven  i n  Knuth [4J. 

2.1 Buddy Method 

The c h a r a c t e r i s t i c  fea tu re  o f  t h e  buddy a l l o c a t i o n  method i s  t h a t  

k regard less  o f  t h e  exac t  b u f f e r  s i z e  requested, a  b u f f e r  o f  s i z e  2 i s  

a l l o c a t e d ,  where k i s  t h e  l e a s t  power o f  2 which i s  g r e a t e r  than o r  equal 

t o  t h e  b u f f e r  s i z e  requested p l u s  one word o f  overhead. Al though a r e -  

ques t  may be made f o r  any s i z e  b u f f e r  w i t h i n  a  s p e c i f i e d  range, t h e  s i z e  

of t h e  a1 l o c a t e d  b u f f e r  i s  always a power o f  two, r ep resen t i ng  essent  i a1 l y  

a r e s t r i c t e d  number o f  d i s t i n c t  b u f f e r  r eques t  s i zes .  As a consequence, 

the  l i s t s  o f  a v a i l a b l e  s to rage  b u f f e r s  a re  ma in ta ined  by s i z e .  

C i r c u l a r  l i s t s ,  s i n g l y  1  i n k e d  a re  used f o r  s t o r i n g  ava i  l a b l e  b l ocks  

o f  s torage,  w i  t h  one word o f  overhead i n  each a1 l o c a t e d  b l o c k  used f o r  



allocation control. If  2" i s  the largest  buffer s ize  permitted, then 

(m-1) locations are used t o  serve respectively as heads of the l i s t s  of 

available buffer l i s t s  of s izes  2', 2 3 9 - - 0 2 ~ .  

2.2 Firs t -Fi t  Method 

The basic character is t ic  of th i s  method of allocation i s  t ha t  

allocation i s  made from the f i r s t  available buffer found which i s  greater 

than or equal t o  the s ize  requested. The algorithm modeled fo r  th i s  

study maintains the same number and s t ructure of l i s t s  as found i n  the 

buddy method. In the allocation process, i f  the difference between the 

buffer s ize  requested and the available buffer from which the allocation 

was made i s  less  than four words, the whole block i s  a1 located. This 

avoids the possibi l i ty  of returning a block t o  the available l i s t  which 

i s  so small tha t  i t  i s  v i r tua l ly  useless in  satisfying future requests. 

Further, a1 1 buffers a1 located and a1 1 buffers maintained on the avai l -  

able l i s t s  are a multiple of four,  and i f  a buffer of s i ze  n i s  available 

i t  i s  placed on the ( i+ l ) th  l i s t  where 2i < n - < 2'". 

2.3 Results from Buddy and Fi rst-Fi t Models 

In the work reported on in  [I ,2], the performance of the two 

allocation methods was measured in terms of execution time and memory 

ut i l izat ion.  The decision t o  implement a par t icular  strategy i s  one 

which the system designer, o r  analyst, must make, based on the premi um 

placed on time or  space. 

In order to  estimate re la t ive  execution times, data were obtained 

on the t i  me consuming operati ons wi thin the a1 locati on processes. These 

included the number of searches of the avai 1 able buffer l i s t s  needed t o  

honor a request and the number of possible memory collapses upon return 

7 



of a buffer. As noted by Knuth  [4] and as fur ther  shown in [ Z ] ,  time- 

wise, the buddy method was found t o  be f a s t e r  than the f i r s t - f i t  method. 

Efficient memory uti l i za t i  on involves minimi zing two types of 

memory waste: internal and external fragmentation. Internal fragmen- 

t a t i  on may be introduced whenever the s ize  of the buffers a1 located i s  

e i ther  fixed or restr ic ted to  a limited number of specified s izes .  T4is 

type of memory fragmentation i s  almost unavoidable i f  the buddy alloca- 

tion scheme i s  used since the s i ze  of any buffer a1 located must be a 

power of two regardless of the actual buffer s ize  needed. The f i r s t -  

f i t  method as modeled fo r  this  study also introduces some internal frag- 

mentation since buffers allocated are always a multiple of four. In the 

buddy method the memory loss may be as large as one half 2m, where Zm 

i s  the largest  buffer permitted, while the f i r s t - f i  t method insures that  

the internal memory loss per a1 location wi 11 always be less  than four. 

Based on the simulation models and internal fragmentation only, i t  Ivas 

found that  whenever the average request s ize  i s  greater than four times 

the average overhead of the f i r s t - f i t  method, more memory i s  required by 

the buddy allocation scheme than by the f i r s t - f i t  method [Z]. 

As noted by Randel 1 [6], external fragmentation i s  introduced when 

the acceptable buffer requests are unrestricted as t o  s ize.  I f  external 

fragmentation i s  present, i t  i s  highly improbable that  a l l  available 

space wi 11 be used before apparent overflow occurs in the a1 location pro- 

cess. Apparent overflow resul ts  when a request i s  made f o r  a buffer of 

s ize  n and this  request cannot be honored; however, the difference 

between the to ta l  memory reserved and the to ta l  memory allocated i s  

greater than n .  In such cases, i t  i s  clear tha t  i f  the allocated buffers 

were placed contiguously in the memory pool , n consecutive 1 ocati ons 



would be available t o  sa t i s fy  the buffer request. 

External fragmentation was not measured quantitatively.  From 

simulati on resul ts  and memory maps constructed from EXPOOL in the EXEC 8, 

i t  appears tha t  t h i s  type of fragmentation i s  minimal when using the 

buddy method. Knuth  141 notes tha t  in his simulation of the buddy method, 

' i n  cases where apparent memory overflow occurred, memory was 95% 

packed and this  ref lects  a surprisingly good allocation balance' . The 

external fragmentati on becomes a much more serious problem when using 

the f i r s t - f i  t method since the block s izes  requested are unres t r i  cted. 

The conclusions drawn in [2]  based on a study of the above two 

methods of a1 location may be summarized as follows: 

a )  I f  allocation time i s  the only cr i ter ion for  selecting an 

algorithm, the buddy method i s  superior to  the f i r s t - f i t  

method Since the operations involved in the a1 location and re- 

lease processes are most e f f i  cient.  

b) Internal fragmentation introduced by the buddy method may be 

unacceptable when the average buffer s ize  requested i s  large. 

External fragmentation introduced by the buddy method i s  mini - 
ma1 . 

c) Internal fragmentation introduced through the use of the f i r s t -  

f i t  method may be eliminated or as in th i s  study, have an upper 

l imit  imposed. External fragmentation caused by the f i  rs t - f i  t 

method may be a serious problem because of the number of request 

s izes  permitted and the 1 ong term memory checkerboarding ef fec t  

produced. 

2 .4  Adaptive Method 

The resul ts  presented above i ndi cate tha t  the. type and severity 



of memory fragmentation in each allocation method differ  and are a 

function of the user input s ta t i s t i cs ,  in particular, the user request 

and release distribution for buffer storage. If the average request 

size i s  large, internal fragmentation introduced by the buddy method may 

be unacceptable; however, the buddy method i s  most eff icient  i f  small 

buffers are predominant in the request distribution. I n  view of the 

possibility of change in the request distribution over time or with 

different modes of operati on,  an adaptive approach was i nves t i  qated. 

The implementation of an adaptive scheme in a real operating system 

depends on the solution of two problems. The f i r s t  involves providing 

a mechanism for automatically replacing one algorithm by the other with- 

o u t  interruption to the al location process. The second involves select- 

ing cr i ter ia  which accurately reflect  change or rate of change of con- 

di t i  ons in the user input environment and providing a moni toring devi ce 

which detects and signals the occurrence and direction of any si gni f i  - 
cant change. 

Using the buddy method and the f i r s t - f i t  method of buffer alloca- 

tion, the means of providing for an automatic transition from one 

algorithm to the other was found. The adaptive strategy was modeled and 

simulation results were obtained. (See Chapter IV [2]).  Chanae from 

one algori t h m  t o  the other was control led in the work reported in [2]. 

Two request distributions were used and requests were generated usin? 

these distributions, When one distribution used to generated buffer 

requests was replaced by the other, the allocation algorithms were inter- 

changed. The change from one algorithm t o  the other was in effect based 

on perfect knowledge of when the user distributions were interchanged. 

In a dynamic situation, such knowledge i s  unrealistic. I t  i s  



expected t h a t  the change from one distribution t o  another i s  gradual or 

oven i f  a b r u p t ,  in general no foreknowledge i s  available as to  the time 

of occurrence. For these reasons some monitoring of the request dis- 

tribution i s  needed which can form the basis for  deciding which algorithm 

should be used during each time interval. 



3. Analysis of Adaptive Strategy Implementation and Performance 

Eva1 uati on 

In t h i s  section a detailed description i s  given of the analysis 

performed in implementing and evaluating an adaptive strategy fo r  the 

dynamic a1 locati on of buffer storage. The to ta l  analysis can best be 

described in three parts. The f i r s t  i s  concerned with selecting para- 

meters which could be used to  provide rel iable  control of the use of 

the individual allocation algorithms in the adaptive mode. In the second, 

the interaction of the individual a1 location algorithms when used in the 

adaptive strategy i s  investigated in an e f f o r t  t o  improve allocation 

performance. The th i rd  part  of the analysis i s  concerned with establish- 

ing a measure which pemi t s  the a1 location methods to  be compared. 

3.1 Parameter Monitoring and Control of the Adaptive S t r a t e ~ y  

The objective of th i s  aspect of the analysis was to se lec t  para- 

meters whi ch could be monitored easi ly during the a1 1 ocati on process and 

which could be used to  provide a basis fo r  control of the al ternat ive 

allocation algorithms in the adaptive mode. In [2] the e f f i c i en t  storage 

ut i l izat ion of the f i r s t - f i t  and buddy methods was found t o  be a function 

of the average buffer request s ize.  Therefore, the monitored value of 

the average buffer request s ize and the change in the average request 

s ize  were selected as the basic elements in the formula used t o  predict 

when a1 location s t rategies  should be employed. 

The general form of the prediction i s  as follows: 

(3-1 ) Predicted Value of 2 = (xp) = i + p .  i 

where 2 i s  the average buffer request s i ze ,  2 i s  the buffer request 

change over the processing interval ,  and p i s  an adjustable parameter 

used to  predict change in the succeeding interval based on the change in 



the cu r ren t  i n t e r v a l  . 
Two o the r  fac to rs ,  t he  exis tence o f  queued requests and a th res-  

h o l d  value, are used i n  conjunct ion w i t h  the  p red ic ted  value. The 

existence o f  unhonored requests was found t o  be impor tant  i n  the r e s u l t s  

repor ted  i n  [2] and a th resho ld  value used i s  t h a t  average request s i z e  

a t  which one a l l o c a t i o n  method becomes less  e f f i c i e n t  wh i l e  the  o the r  

becomes more e f f i  c i e n t  depending upon the  d i r e c t i o n  o f  change o f  t h e  

request s ize.  Therefore, whenever the  p red ic ted  value exceeds o r  f a l l s  

below the se lec ted th resho ld  value f o r  two successive processing i n t e r -  

va ls ,  t he  a1 l o c a t i o n  algori thms bes t  s u i t e d  t o  a1 1 ocate those average 

bu f fe r  request s izes  i s  in t roduced.  Two a l l o c a t i o n  i n t e r v a l s  are chosen 

so t h a t  spurious changes do n o t  requi  r e  changing s t ra teg ies  . 
S p e c i f i c a l l y ,  i f  a l l o c a t f  on i s  being made using the  f i r s t - f i t  

method and the p red ic ted  value i s  less  than the  th resho ld  value f o r  two 

~ u c c e s s i  ve processing i n t e r v a l s  and there  are no queued requests, t he  

buddy a l l o c a t i o n  method i s  introduced. I f  queues e x i s t ,  no change i s  

made regardless o f  the  p red ic ted  average request s ize.  I f  the buddy 

method o f  a1 1 oca t i  on i s  i n  use, e i  t h e r  o f  two condi t i ons  may cause the  

f i r s t - f i t  method t o  be introduced. E i t h e r  a queue o f  unhonored requests 

i s  formed, i n  which case a change i s  made t o  the  f i r s t - f i t  method o f  

a1 l o c a t i o n  a t  the  end o f  t h a t  processing i n t e r v a l  ; o r  no queue e x i s t s .  

I n  the  l a t t e r  case i f  the  p red ic ted  value i s  g rea te r  than the  thresh01 d 

value f o r  two successive i n t e r v a l s ,  the f i r s t - f i  t method i s  again em- 

ployed. 

3.1.1 Contro l  o f  Adaptive ~ e t h o d  

As i n d i c a t e d  above, the  two parameters consi dered most c r i  ti ca l  



in control l ing the use of the adaptive strategy were the averaqe request 

s ize  and the formation of queues of unhonored requests. In an actual 

operating system, more memory would be allocated to  the buffer pool so 

tha t  queues would not be present, or ,  as in the EXEC 8 system, a sensi t ive 

mode of operation could be entered where only pr ior i ty  requests are 

honored until  suf f ic ien t  buffers have been released to  resume normal 

operati on. In the simulation process, en1 argi ng the memory pool was not 

possible, so unhonored requests were queued and the existence of queued 

requests i s  included as a factor in the control of the adaptive strategy. 

In [2] i t  was found tha t  the f i r s t - f i t  method of allocation re- 

duces queued requests more quickly than the buddy method. This i s  

particularly t rue i f  queues are formed and a change i s  made from the 

f i r s t - f i t  t o  the buddy method. In this case, the buffers beinu released 

were a1 located by the f i  r s  t - f i  t method and, in general , are not the 

correct s ize  fo r  the buddy method. Therefore, in the process of return- 

ing them to  the available l i s t ,  many large buffers are s p l i t  by the buddy 

method. This i n  e f fec t  reduces the number of large buffers available to  

honor 1 arge requests whi ch were queued. 

In view of the above resu l t s ,  i f  a queue ex i s t s ,  i t  was decided 

that  no change from the f i r s t - f i t  t o  the buddy method should be made 

even i f  the request s ize were favorable fo r  using the buddy method. 

When queues no longer ex i s t ,  the buddy method may be introduced as a 

function of the request size.  On the other hand, i f  queues form while 

allocating using the buddy method, a change i s  made to  the f i r s t - f i t  

method since the f i  r s t - f i  t method introduces less internal fragmentation 

and i s  more economical of the limited space available. 



3.1.2 Simulati on Performed 

A1 though the adaptive strategy a1 location and release execution 

times can not be obtained from the simulation performed, execution time 

was considered in deciding on the internal parameter monitoring t o  be 

used w i t h  the adaptive method. First ,  the interval over which requests 

are averaged i s  determined by the number of requests made and a power 

of two was selected as the number of requests which should define an 

interval. This permits obtaining the average request size for  an inter- 

val with one computer operation, a binary sh i f t ,  as opposed t o  f i r s t  

computing a time interval, and then dividing the request sum by this  

number. The la t t e r  n o t  only increases the computation time, b u t ,  i f  

average request size i s  required, additional computation must be per- 

formed. Second an attempt i s  made to select an interval long enough so 

that the frequency of computing the average request size i s  low and so 

that false predictions are not made that cause rapid oscillations between 

the alternative strategies. Such transitions result in increased running 

time and inefficient a1 location, 

I f  the interval i s  too long, significant change in the request 

size may be averaged out so that the change i s  undetected. Even i f  the 

change i s  detected, introduction of the a1 ternative strategy may be de- 

layed longer than desirable. Using the rate of change of the average 

buffer request and the current average value of the request s ize,  the 

predi cted average for the next interval i s  calculated as a linear com- 

bination of the two estimates. A t  the end of the following interval,  

the calculation i s  again performed. 

In the simulation, the interval i s  determined by 64 buffer 
- 

requests. First ,  the average request size for  an interval,  xi,  and the 



- 
change i n request s i  ze, xi , are computed where: 

and, 

The prediction for  the following interval i s  then based on the current 
- - 

request s i ze ,  x and the change from the previous interval ,  xi, as i '  
follows: 

- - 
(3-4) predicted - - Xi  + p(Xi  - X i - 1 )  

where p i s  a parameter which may be adjusted t o  provide rel iable  pre- 

diction. Here again, i t  i s  recomended that th is  factor he a power of 

two to  take advantage of the binary s h i f t  operation. In th is  study p - 

was s e t  a t  2-I. I f  the requirement tha t  the prediction should be greater 

than the threshold for  two consecutive intervals were not imposed, th i s  

value for  p would lead to  spurious signals t o  change s trategies .  See 

Table 111-1. However, with the two interval requirement and this  set t ing 

of p ,  acceptable control i s  maintained. 

The simul a t i  on was performed using two buffer request di s t r i  buti ons , 

dl and d2, w i t h  an average buffer request s ize of 4 = 15.2 and a2 = 20.3 

words respectively. See Figure 111-1. The selection of these request 

distributions was based on two factors.  F i r s t ,  the shape of the d i s t r i -  

butions i s  r e a l i s t i c  in view of the request distribution found in the 

Univac 1108 EXEC 8 system. Second, the average buffer request sizes 

represented by these distributions are d is t inc t  and sa t i s fy  necessary 

condi t i  ons for  testing the predi ctor  simulated in the adaptive strategy . 
The distributions were used a1 ternately for  s i  gni f i  cant periods 



of time to generate the buffer requests. In Figure 111-2, the average 

request size per interval and the distribution in use are shown. Two 

series of simul a t i  on runs were performed to determi ne the effccti  veness 

of the prediction and control method described above. In the f i r s t ,  

'perfect prediction' of the buffer request size was used to control the 

use of the a1 ternative allocation strategies. In this mode, when the 

request distribution was changed, the a1 location method was changed. 

In the second, the predictor mechanism was used a t  the end of each in- 

terval to  determine whether the allocation method should be changed. 

3.1.3 Simulation Results 

The results show that the f i r s t - f i t  method was i n  use more in the 

predicted control than when control was based only on the request 

distribution in use. This i s  explained by observing that control in the 

predictor method i s  based on the existence of queued requests as we1 1 as 

the average buffer request size whereas the perfect prediction was based 

only on the average request size, i .e. , the distribution used in qenerat- 

ing the requests. As wi 11 be seen la te r  when the allocation performance 

af the various methods are compared, the effect of using the buddy method 

while queued requests exist i s  sianificant.  

The results of the simulation indicate that the predictor method 

of controlling the adaptive method describe above i s  feasible. Based on 

results i t  i s  concluded that  i f  the adaptive strategy were implemented 

in an actual operating system with simi lar  user input s t a t i s t i c s ,  

adequate control could be maintained using this method, Further, the 

parameter monitoring i s  minimal and the predi ct i  on cal cul at i  on i s  

uncomplicated since i t  i s  simply a linear combination of the control 
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TABLE 111-1. 

- - 
x AX p .AT Pred. x 

15.14 - .38 - .19 14.95* 
21.48 +6.34 +3.17 25.65 
15.72 -5.76 -2.88 12.84 
14.69 -1.03 - .52 14.17 
16.55 +1.86 + .93 17.48 
16.00 - .55 - .28 15.72 
20.88 +4.88 +2.44 23.32 
16.20 -4.68 -2.34 13.86 
17.33 +1.13 + .57 17.90 
16.04 -1.29 - .65 15.39 
20.19 +4.15 +2.08 22.27 
12.42 -7.77 -3.89 8.53 
14.20 +1.82 + .91 15.11** 
17.89 +3.69 +1.85 19.74 
28.06 +10.17 +5.08 33.14* 
18.41 -9.65 -4.88 13.58 
25.80 +3.39 +1.70 27.50 
20.97 -4.83 -2.42 18.55 
16.83 -4.14 -2.07 14.76 
21 .58 +4.75 +2.38 23.96 
15.48 -6.10 -3.05 12.43 
18.05 +2.57 + l .  29 19.34 
18.92 + .87 + .44 19.36 
19.42 + .50 + -25 19.67 
20.42 +1 .OO + .50 20.92 
20.38 - .04 - .02 20.36 
22.72 +1 .34 + .67 23.39 
16.76 -5.96 -2.98 1 3.78** 
13.36* -3.40 -1.70 11.66* 
15.42 +2.06 +1.03 16.45 
11.56 -3.86 -1.93 9.63 
13.50 + l .  94 + .97 14.47 
17.30 +3.80 +I.  90 19.20 
13.50 -3.80 -1.90 11.60 
17.30 +3.80 +1.90 19.20 
12.94 -4.36 -2.18 10.76 
19.06 +6.12 +3.06 22.12 
13.81 -5.25 -2.63 11 '18 
17.05 +3.24 +1.62 18.67 
17.52 + .50 + .25 17.77 
13.66 -3.86 -1.93 11.73 
12.88 . - .78 - .39 12.49 
20.40 +7.52 +3,76 24.16 
12.13 -8.27 -4.14 7.99 
20.33 +8.20 +4,10 24.43 
14.63 -5.70 -2.85 11.78 

COMPARISON OF PREDICTOR CONTROL AND PERFECT PREDICTION 
BASED ON REQUEST DISTRIBUTION CHANGE. 
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TABLE 111-1. (Continued) 

- - 
Pred. xirl = xi + p ~ y  i 

* 
denotes when change should occur based on predictor 

** 
denotes when d i s t r ibu t ion  dl and dp were interchanged when xd = 15.18 

1 
and Td = 20.25 

2 

TABLE 111-1. COMPARISON OF'PREDICTOR CONTROL AND PERFECT PREDICTION 
BASED ON REQUEST DISTRIBUTION CHANGE. 
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parameters. I t  should be noted that with other user s t a t i s t i  cal environ- 

ments, the predictor could become more complex through the introduction 

of higher order approximations. However, i t  appears that the same para- 

meters, the average buffer request s ize,  the change in request s ize,  and 

queue formati on, would be involved in control ling the adaptive strategy. 

3.2 Observed Si de-Effects in Adaptive Strategy 

Before arriving a t  the method for comparing the allocation 

strategies described in Section 3.3 of this report, several other methods 

were considered. Among these was one which attempted t o  estimate external 

fragmentation, where external fragmentation was based on the number of 

small buffers on the available buffer l i s t s .  I t  was noticed here that 

when a transition was made from the f i r s t - f i t  method of allocation to  the 

buddy method that there was a surprising increase in the number of buffers 

on the buddy available l i s t s .  This was surprising since i n  general when 

the buddy method i s  used throughout there are fewer available buffers 

than when the f i r s t - f i t  i s  used throughout. See Figure 111-3. 

The external fragmentation based on the number of buffers on the 

available l i s t  was in t u r n  greater for the buddy method for the transi- 

tion period than for the f i r s t - f i t  method, Since [1,2] when the algorithms 

were evaluated separately the opposite was found t o  be true, i .e. , 

external fragmentation i s  more predominant in the f i r s t - f i  t t h a n  in the 

buddy method, an investigation of the adaptlve strategy was needed. I t  

was clear that the phenomenon was a result of attempting to  make the two 

methods of a1 locati on compati ble and interchangeable. The analysis of 

the contributing factors i s  discussed in this  section. 
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3.2.1 Adaptive Strategy Model Simulated in [2 ]  (Mod I )  

A method for making a smooth transition from one a1 location 

method to the other was worked ou t  in [2]. One of the basic objectives 

whi ch influenced the desi gn of the transi t i  on mechanism implemented was 

to  provide a rapid and complete transition. An attempt was made t o  

limit the duration of interruption to the normal operation of either 

method and to keep algorithm memory requi rements a t  a minimun, i ,e.  , 

maintain only one algorithm in core, 

In going from the buddy method to  the f i r s t - f i t  method, the 

transi t i  on was effected immediately through an adjustment of avai 1 able 

buffer l i s t  pointers. The space required by the buddy algorithm was 

then released. The duration of total changeover from the f i r s t - f i  t t o  

the buddy method was also limited as fa r  as possible. In this case, 

al l  allocations possible were made from the f i r s t - f i t  l i s t s  using the 

f i r s t - f i t  method until they were exhausted prior t o  allocation from the 

buddy l i s t s .  During this time, no buffers were returned to the f i r s t -  

f i t  l i s t s  b u t  were returned to the buddy available l i s t s .  After a re- 

latively short period of time, the f i r s t - f i t  l i s t s  were exhausted. 

In the process of releasing buffers which were allocated using 

the f i r s t - f i t  method, buffers were checked for valid size,  i .e . ,  a power 

of two. If the sizes were n o t  a power of two, a released buffer was 

s p l i t  as required to  insure a valid size and s t a r t  address. Since in 

the f i r s t - f i t  allocation process buffers may be any multiple of four, i t  

i s  clear t h a t  more buffers are a1 located in the f i  rs t-f i  t method which 

are n o t  a power of two than are. In t u r n ,  the buddy release process 

creates many more available buffers than would be present i f  release 

were made using the f i r s t - f i t  method. The number of small buffers i s  



i ncreased s i  gni f i can t l y  and ex te rna l  f ragmentati on i s  unavoi dably i n t r o -  

duced. 

An increase i n  small  b u f f e r s  i s  a l so  in t roduced by the  decis ion t o  

make a l l  a l l oca t ions  from the f i r s t - f i t  l i s t s  u n t i l  they are exhausted. 

The smal l  average request s i z e  i s  the bas is  f o r  i n t roduc ing  the  buddy 

method. I n  the process o f  exhaust ing the  f i r s t - f i t  l i s t s ,  a l l  bu f fe rs  

on the f i r s t - f i t  l i s t  regardless o f  s i z e  are being used t o  s a t i s f y  the 

small  b u f f e r  requests. This reduces the  number o f  ava i l ab le  l a rge  

b u f f e r s  unnecessari ly.  A t  t he  same t ime i n  the re lease process, small  

b u f f e r s  are being created and re turned t o  the  buddy l i s t s .  These could 

be used t o  s a t i s f y  small  b u f f e r  requests i ns tead  o f  s p l i t t i n g  l a r g e r  

b u f f e r s  from the  f i r s t - f i t  l i s t .  

3.2.2 Modi f ied  Adaptive Strategy Model (Mod 11) 

As a r e s u l t  o f  t he  above observat ions, an a l t e r n a t i v e  s t ra tegy  

f o r  a l l o c a t i o n  dur ing  the  t r a n s i t i o n  p e r i o d  was modeled. I n  t h i s  model 

the  buddy l i s t s  are checked and a l l o c a t i o n  are made from the  buddy l i s t s  

if possib le.  I f  t h i s  i s  n o t  poss ib le ,  the f i r s t - f i t  l i s t s  are checked 

and the  a l l o c a t i o n  i s  made o r  the  request i s  queued. S imula t ion  runs 

showed t h a t  the number o f  ava i l ab le  b u f f e r s  was reduced over the  

o r i g i n a l  s t ra tegy ,  as seen i n  F igure 111-3. When the memory poo l  was 

l i m i t e d ,  queues were formed e a r l i e r  us ing t h i s  s t ra tegy  than the  

o r i g i n a l  one. See Figure 111-4. This i s  caused s ince the  i n t e r n a l  

fragmentat ion o f  t he  buddy method i s  s i g n i f i c a n t l y  g rea te r  than t h a t  o f  

the  f i r s t - f i  t method. A l l oca t ions  are being made using the  buddy method 

p r i m a r i l y  which does n o t  make economical use o f  the  l i m i t e d  storage 

avai lab le .  



X USE BUDDY LIST FIRST 

A USE FIRST-FIT LISTS 
Q FIRST-FIT THROUGHOUT 
a B U D D Y  THROUGHOUT 

FIGURE 111-4. QUEUE FORMATION IN FIRST-FIT, BUDDY, AND ADAPTIVE MOD 
WITH PERFECT PREDICTION OF REQUEST DISTRIBUTION IN USE. 



Another ser ious consequence o f  t h i s  s t ra tegy  i s  t h a t  t he  f i r s t -  

f i t  l i s t s  are n o t  exhausted r a p i d l y  and the  f i  r s t - f i  t a lgor i thm must 

res ide  i n  core i n d e f i n i t e l y .  I n  some s imu la t i on  runs, the  f i r s t - f i t  

avai 1  able 1  i s  t s  were n o t  exhausted throughout the p e r i o d  dur ing  which 

the buddy method was being employed. 

3.2.3 Simulat ion Results o f  Mod I and Mod I 1  

I t was concluded from the s imu la t i on  r e s u l t s  o f  these two models 

t h a t  some reduct ion  i n  the number o f  small  b u f f e r s  dur ing  t h e  t r a n s i t i o n  

phase was poss ib le  using the  modi f ied  model, Mod 11. See Figure 111-3. 

However i t  appears t h a t  t h i s  reduct ion  i s  n o t  s i g n i f i c a n t  based on the 

p r o b a b i l i t y  o f  queueing requests shown i n  Table 111-3. There i t  i s  

shown t h a t  i f  i n  t h e  p e r f e c t  p r e d i c t i o n  mode, the  p r o b a b i l i t y  o f  queueing 

f o r  Mod I i s  .025 and f o r  Mod I 1  i s  .022; o r  i f  using the  p r e d i c t o r ,  the  

p r o b a b i l i t y  o f  queueing f o r  Wod I i s  .007 and f o r  Mod I 1  i s  .005. I n  

n e i t h e r  case i s  the  d i f f e rence  s i g n f i c a n t .  I n  view o f  the  above r e s u l t s  

and t h e  f a c t  t h a t  Mod I 1  requ i res  both a l l o c a t i o n  algori thms t o  remain 

i n  core i n d e f i n i t e l y ,  Mod I would be p re fe rab le  i f  an adaptive s t ra tegy  

were implemented. 

3 . 3  Eva1 u a t i  on o f  A1 1 oca t i  on Performance 

The primary ob jec t i ve  o f  t he  research discussed i n  t h i s  r e p o r t  was 

t o  explore the poss ib i  li t y  o f  determining and implementing s a t i s f a c t o r y  

c r i t e r i a  t o  con t ro l  the use o f  a l t e r n a t i v e  methods o f  the adaptive 

s t ra tegy .  As the study progressed i t  became c l e a r  t h a t  a  very b a s i c  

problem should be explored. I n  order  t o  compare the  performance of t he  

a1 l o c a t i o n  process, we must be ab le  t o  measure performance. The importance 

o f  a v a l i d  measure of a1 l o c a t i o n  performance can n o t  be overemphasized. 



Memory u t i l iza t ion  was selected as the basis f o r  comparing a1 ter-  

nati ve a1 1 ocati on s t rategies  since algori t h m  executi on times could not 

be obtained readily from the simulation outputs, The question to  be 

answered i s  then 'What i s  a sat isfactory measure of memory u t i l iza t ion? '  . 
Several a1 ternat i  ve measures have been discussed in the 1 i terature  [4]. 

Among these are memory compacti on and memory' fragmentati on. 

Memory compaction i s  defined as the percent of the memory pool 

allocated when apparent memory overflow occurs. This may be viewed as 

a direct  measure of memory u t i l iza t ion .  This measure taken alone was 

considered inadequate since i t  i s  possible tha t  one a1 location strategy 

may provide a high degree of compaction b u t  exhaust the memory pool more 

qui ckly than another. This introduces another element, internal fraq- 

mentati on, which should be included in measuring a1 locati on performance. 

For th is  reason attention was turned to  finding a measure of memory 

fragmentation, 

Memory fragmentation i s  a term used t o  define the amount of unusable 

memory. I t  i s  essent ial ly  an indirect  measure of memory u t i l iza t ion  

since i t  measures the unusable memory as opposed to  the used memory. 

Consi dered properly, i t  includes both i nternal and external 1 oss . 
I n i t i a l l y ,  these two types of memory loss were analyzed independently. 

The results of th i s  analysis showed tha t  a sat isfactory measure of to ta l  

memory fragmentation could not be defined. The problem lay i n  the f ac t  

tha t  internal loss and external loss are different  and must be measured 

in different  terms which could not be combined readily t o  obtain a re- 

sul tan t  value of to ta l  memory loss.  I t  was clear  tha t  a measure of 

total  memory loss was s t i  11 needed. 

Approaching the problem of to ta l  memory fragmentation from another 



viewpoint, the basic question i s  'What i s  the significance of memory 

loss?' .  If  memory i s  unlimited, there i s  none. However, i f  memory i s  

limited, one would l ike to  use tha t  a1 locati on method where the pro- 

bqbili ty of overflow is zero, or the smallest possible. This i s  the 

same as finding the probability tha t  buffer requests will be queued. 

Since th is  could be measured from the simulation outputs and since th i s  

was a measure of to ta l  fragmentation regardless of the relat ive impor- 

tance of internal or external fragmentati on in the parti  cular a1 location 

method in use, the probability tha t  buffer requests would be unhonored 

was the measure of a1 locati on performance adopted. The following 

sections describe in detai 1 the analysis which was performed and the 

resul ts  obtained. 

3.3.1 Memory Fragmentation 

The problem of memory fragmentation i s  two-fold. As discussed in 

Section 2 of th is  report, two d is t inc t  types of memory fragmentation 

are present - internal and external. I t  i s  c lear  tha t  internal frag- 

mentation i s  the predominant type of memory loss in the buddy method and 

external fragmentation i s  the predominant type of memory loss in the 

f i r s t - f i  t method. In the adaptive method which makes use of both the 

buddy and the f i r s t - f i t  method, the to ta l  fragmentation i s  the resultant 

o f  the two types. If  the two types of fragmentation could be measured 

independently, then the sum of the results would be representative of 

the to ta l  fragmentation. This measure could then be used t o  compare the 

performance of the a1 ternati  ve methods of a1 1 ocati on. 

The to ta l  fragmentation was obtained by adding the internal and 

external fragmentation. Plots were made of these three values, As 



observed e a r l i e r ,  t he  p l o t s  gave an i n d i c a t i o n  o f  the  type o f  fragmen- 

t a t i o n  which was c h a r a c t e r i s t i c  o f  each method o f  a1 l oca t i on .  I n  the  

buddy method i n t e r n a l  f ragmentat ion con t r i bu ted  most t o  the  t o t a l  frag- 

mentat i  on and i n  the  f i  r s t - f i  t ex te rna l  f ragmentat ion was predomi nant.  

See Figure 111-5. 

This measure o f  t o t a l  f ragmentat ion was inadequate as a  bas is  

f o r  comparing the  a1 1  o c a t i  on methods s ince  ex te rna l  f ragmentat i  on does 

n o t  r e a l i s t i c a l l y  r e f l e c t  t h e  unusable memory o r  ac tua l  memory l oss  due 

t o  the breaking up o f  the memory pool i n t o  smal l  b u f f e r s .  E s s e n t i a l l y ,  

ex te rna l  f ragmentat ion o f  memory i s  a  ma t te r  o f  concern on l y  when a  re -  

quest  i s  made f o r  a  b u f f e r  which cannot be honored w h i l e  a t  the same 

t ime the  t o t a l  amount o f  a v a i l a b l e  s torage exceeds t h i s  request.  The 

number o f  smal l  b u f f e r s  a v a i l a b l e  i s  o f  no consequence as a  measure of 

ex te rna l  f ragmentat ion i f  i t  i s  found t h a t  t he re  i s  always an a v a i l a b l e  

b u f f e r  equal t o  o r  g rea te r  than the  s i z e  requested. 

From the  above i t  i s  c l e a r  t h a t  ex te rna l  f ragmentat ion i s  s i g n i f i -  

cant on ly  f o r  b u f f e r s  o f  s i z e  x  where the re  i s  a  p r o b a b i l i t y  t h a t  

x  > max Ixl} ,  where xi are the s i zes  o f  t he  a v a i l a b l e  b u f f e r s .  From t h i s  

i t  was concluded t h a t  the  two impor tan t  elements t o  be considered were 

the  p r o b a b i l i t y  t h a t  there  would be a  request  f o r  a  b u f f e r  o f  s i z e  x 

and the p r o b a b i l i t y  t h a t  an a v a i l a b l e  b u f f e r  o f  s i z e  x  o r  g rea te r  would 

n o t  be ava i l ab le .  The e f f e c t  of f ragmentat ion was then def ined i n  terms 

of t he  p r o b a b i l i t y  t h a t  a  request  f o r  s i z e  2i would be queued as fo l l ows :  

'f3-5) i n  k  p(q12i) = m(2 ) - ke i~(2 l i s t  e m ~ t y )  

where ~ ( 2 ~  ) i s  t he  p r o b a b i l i t y  o f  a  request  f o r  a  b u f f e r  o f  s i z e  zi, 
k k 

p(2 l i s t  empty) i s  the p r o b a b i l i t y  t h a t  the  2  l i s t  i s  empty, 

p(q 1 2i ) i s  t he  p r o b a b i l i t y  t h a t ,  g iven a  request f o r  zi, t he  request  
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wi 11 be queued. 

If  using the f i  r s t - f i  t allocation method, the calculation f o r  determining 

when a request wi 11 be queued requires additional analysis, This i s  re- 

qui red since,  unlike in the buddy method, a l i s t  may not be empty b u t  

may contain buffers which are not a power of two. This allows fo r  the 

s i tuat ion where a buffer less than 2i exis ts  on the 2 j  l i s t  and a request 

i s  made fo r  a buffer greater than the available buffer. When this  

occurs, the request i s  queued even though the 1 i s  t , 2i , i s  not empty. 

In order to  obtain the probabi 1i ty of queueing for  the f i  r s t - f i t  allo- 

cati on, the fol 1 owing modi f i  cation was made: 

* ~ ~ ( 2 ~ = 0 )  + lp(req > max (zi  } ) ]  

where p(req > max (2j 1 )  i s  the probability tha t  a 

request i s  made fo r  a buffer which i s  greater than the 

maximum size buffer on l i s t  in an interval .  

Finally , for  ei ther  the f i  r s t - f i  t or the buddy method, the probabi l i  ty  

that  any request wi 11 be queued and not honored given a l l  requests i s  

given by 

The outputs from the simulation of each model were evaluated in 

terms of the above interpretation of memory fragmentation, The parti  - 
cularly important aspect of th i s  approach i s  that  fragmentation need 

not be treated as two d is t inc t  types - internal and external. This 

interpretation of fragmentation avoids the problems of measuring and 

comparing dissimilar en t i t i e s  in an e f f o r t  t o  arrive a t  a single measure 



based on t h e i  r con t r i bu to ry  components. The r e s u l t s  obtained r e f l e c t  

the e f f e c t  o f  t o t a l  fragmentation, regardless o f  t h e  type. 

I n  the  s imu la t i on  the p r o b a b i l i t y  o f  requests f o r  b u f f e r s  o f  

s i z e  zi, i.2,. . . ,8, was obtained d i r e c t l y  from the request d i s t r i b u t i o n s  

used t o  generate the  requests. The p r o b a b i l i t y  t h a t  a l i s t  o f  2i s i z e  

b u f f e r s  would be empty was then obta ined by p l o t t i n g  the  frequency 

d i s t r i b u t i o n  o f  t he  number o f  b u f f e r s  on each ava i l ab le  b u f f e r  l i s t  a t  

the end o f  each processing i n t e r v a l .  Add i t i ona l  s imu la t i on  runs were 

made i n  order  t o  i nsu re  t h a t  steady s t a t e  i n  the  a l l o c a t i o n  process had 

been reached and t o  p e m i  t a s i g n i f i c a n t  p e r i o d  o f  t ime over which t h e  

frequency d i s t r i b u t i o n  was obtained. The percentage o f  the  t ime t h a t  

each l i s t  was empty was then used as the probabi li ty t h a t  a g iven 1 i s t  

would be empty. I f  any l i s t  were never found t o  be empty, then the 

p r ~ b a b i  li t y  t h a t  t h i s  l i s t  would be empty was s e t  t o  zero along w i t h  a l l  

l i s t s  which contained smal ler  buf fers.  

3.3.2 Scope o f  Simulat ion 

I n  t h i s  s imu la t i on  study two d i s t r i b u t i o n s ,  dl and d2, were used 

t o  generate t h e  b u f f e r  requests. The average b u f f e r  request s izes were 
- 
dl = 15.18 and x2 = 20.25 words respect ive ly .  See Figure 111-1. 

The s imu la t i on  runs were s e t  up so t h a t  the  outputs could be used t o  

compare the  a1 l o c a t i o n  performance o f  t h e  f i  r s t - f i  t method, the  buddy 

method throughout, and the two models o f  t h e  adaptive s t ra tegy  discussed 

i n  Sect ion 3.2. For both of the  adaptive models, the a l l o c a t i o n  a lgor i thm 

i n  use was con t ro l  l e d  i n  two ways. The f i r s t ,  a  p e r f e c t  p r e d i c t i o n  o f  

request d i s t r i b u t i o n  change; was c o n t r o l  l e d  as a func t i on  o f  t h e  d i s t r i  - 
b u t i o n  i n  use. I n  the  second, the  dec is ion  t o  use a p a r t i c u l a r  



a lgo r i t hm was based on mon i to r i ng  the  average request  s ize ,  the chanpe 

i n  the  average request  s i ze ,  and the formation of queues o f  unhonored 

requests. This  l a t t e r  method i s  t h a t  method described i n  Sect i  on 3.1. 

Table 111-2 prov ides a c h a r t  of t h e  s imu la t i on  runs performed. 

3.3.3 Results o f  S imula t ion  

I n  us ing  d i s t r i b u t i o n  dl w i t h  an average request s i z e  o f  15.18 

words, i t  was found t h a t  n e i t h e r  the  buddy n o r  the  f i r s t - f i t  method o f  

9 a l l o c a t i o n  ever  exhausted the l a r g e s t  s i z e  b u f f e r  l i s t ,  2 . The pro-  

b a b i l i t y  t h a t  a queue of unhonored requests would e x i s t  was zero. For 

t h i s  d i s t r i b u t i o n  the  buddy method was found t o  be s l i g h t l y  b e t t e r  than 

the  f i  r s t - f i  t method i n  terms o f  memory u t i l i z a t i o n .  This  was based on 

the f a c t  t h a t  throughout t he  use of the  buddy method, there  were always 

9 two o r  more b u f f e r s  o f  s i z e  2 ava i l ab le ,  w h i l e  the f i r s t - f i t  method 

9 reduced the 2 l i s t  t o  j u s t  one buf fe r .  

This  i s  a r a t h e r  i n t e r e s t i n g  r e s u l t  i n  view o f  the f a c t  t h a t  i t  

was found i n  [2] t h a t  based on i n t e r n a l  f ragmentat ion alone whenever 

the  average a l l o c a t e d  s i z e  i n  t he  buddy method i s  g rea te r  than f o u r  

t imes the average overhead o f  t he  f i  r s t - f i  t method, more memory w i  11 be 

used by the buddy method than by the  f i r s t - f i t  method. Here the  average 

overhead o f  the  f i r s t - f i  t method i s  2.5 words and 4x2.5 = 9 would be 

the  p o i n t  a t  which the f i r s t - f i  t method would be pre ferab le .  However, 

t h i s  run shows t h a t  w i t h  an average a1 l o c a t i o n  s i z e  o f  21.24, t h e  buddy 

method i s  s t i l l  s l i g h t l y  more economical o f  memory a v a i l a b l e  than t h e  

f i  r s t - f i  t method. This  i n d i c a t e s  t h a t  ex te rna l  f ragrnentat i  on i s  

s i g n i f i c a n t  and must be considered i f  a meaningful comparison o f  t h e  two 

methods i s  t o  be made. 



TABLE I 11-2. SIMULATION RUNS PERFORMED. (NOTE MOD 1 AND MOD 2 ARE 
ADAPTIVE STRATEGY MODELS WHERE 'USE FIRST-FIT LISTS FIRST' 
OR 'USE BUDDY LISTS FIRST' RESPECTIVELY AS DESCRIBED IN 
SECTION 3.2,)  

dl 
I 

I d2 

dl  + d2 

d2 + d l  
J 

Predi c t e d  
FF-B 

I 
I 

X 

P e r f e c t  Predi c t i on  
FF-B , B-FF 

Buddy 

X 

X 

X 

X 

Mod 1 

X 

Fi  r s t -F i  t 

X 

X 

X 

X 

Mod 2 

X 

Mod 2 

X 



TABLE 111-3. NUMBER OF AVAILABLE BUFFERS ON EACF L I S T  AT THE END OF 
PROCESSING INTERVAL U S I N G  D I S T R I B U T I O N  d, WITK AVERAGE 
BUFFER REQUEST S I Z E  d2 - 20.25 AND THE F ~ K S T - F I T  ALLOCATION 
METHOD, 

(*NOTE. THE NUMBER IN  PARENTHESIS IS THE LARGEST BUFFES AVAILABLE ON 
ANY L I S T .  ) 



Interval 
# z2 2 z4 2 z6 2 2 2 

TABLE 111-4. NUMBER OF AVAILABLE BUFFERS ON EACH LIST AT END OF 
PROCESSING INTERVAL USING DISTRIBUTION a WITH AVERAGE 
BUFFER REQUEST SIZE 5 = 20.25 WITH THE ~ U D D Y  ALLOCATION 
METHOD. 

(NOTE: EVERY BUFFER ON .LIST IS A POWER OF TWO WITH BUDDY ALLOCATION 
METHOD. ) 



Buddy F i r s  t - F i  t 

TABLE 111-5. PROBABILITY OF QUEUEING GIVEN BUFFER REQUESTS FROM DISTRI- 
BUTION d2 WITH AVERAGE BUFFER REQUEST SIZE @ = 20.25. 
(SEE WORKSHEET 1 AND 2 FOR CALCULATIONS USING EQUATIONS 3-5, 
3-6, and 3-7). 



z2 z3 z4 z5 z6 z7 z8 z9 
AVAILABLE BUFFER LIST 

FIGURE 111-6. FREQUENCY WITH WHICH A LIST IS EMPTY. USING DISTRIBUTION d2 
WITH AVERAGE BUFFER REQUEST SIZE dp = 20.25. 



WORKSHEET 1 .  CALCULATION O F  P R O B A B I L I T Y  O F  QUEUEING A REQUEST U S I N G  BUDDY 
METHOD WITH D I S T R I B U T I O N  d . DATA TAKEN FROM TABLE 1 1 1 - 4  
AND F I G U R E  I 11-1. EQUATIO 6 S (3-5) AND (3-7) USED. 



WORKSHEET 2. CALCULATION OF PROBABILITY OF QUEUEING A REQUEST USING 
F I R S T - F I T  METHOD WITH DISTRIBUTION d . DATA TAKEN FROM 
TABLE 111-3  AND FIGURE 111-1, E ~ U A T ~ O N S  (3-6) AND (3-7) 
USED. 



I n  d i s t r i b u t i o n  d2 w i t h  an average b u f f e r  request  s i z e  o f  20.25, 

requests were queued us ing  e i t h e r  the f i r s t - f i  t o r  the  budd.y method. 

For t h i s  d i s t r i b u t i o n  the  a1 l o c a t i o n  performance o f  the  two methods was 

compared us ing  the  probabi li ty o f  queueing method discussed above. 

Here the  p r o b a b i l i t y  t h a t  requests w i  11 be queued was found t o  be .011 

f o r  the  f i r s t - f i t  method and ,164 f o r  t he  buddy method. Tables 111-3 

and 111-4 g i ve  the  frequency d i s t r i b u t i o n  o f  t he  number o f  blocks on 

the avai l a b l e  l i s t s  f o r  the  f i  r s t - f i  t and buddy methods respec t i ve l y .  

F igure  111-6 shows the  frequency w i t h  which each l i s t  i s  empty us ing  

e i t h e r  the  buddy o r  the  f i r s t - f i t  method. Table 111-5 g ives the  pro-  

babi li ty t h a t  a request  f o r  a b u f f e r  o f  zi , i.2,. . . ,8, w i  11 be queued 

f o r  t he  two methods. The t o t a l  p r o b a b i l i t y  o f  queueing i s  t he  r e s u l t  

of summing these probabi li t i e s .  A d i r e c t  comparison o f  t he  performance 

o f  the a1 t e r n a t i v e  a1 l o c a t i  on s t r a t e g i e s  i s  poss ib le  from the  values 

g iven i n  t h i s  tab le .  

S i m i l a r  t ab les  and ca1 cu l  a t i ons  were performed f o r  each s imu la t i on  

run. The r e s u l t s ,  t he  t o t a l  p r o b a b i l i t y  of queueing f o r  each run, are 

g iven i n  Table 111-6. It should be po in ted  o u t  t h a t  i n  a l l  runs data 

f rom processing i n t e r v a l s  39 t o  77 were used. This  permi t s  t he  use o f  

data obta ined a f t e r  steady s t a t e  cond i t ions  have been es tab l i shed  and 

prov ides a common processing p e r i o d  f o r  t he  comparison o f  t h e  a1 l o c a t i o n  

methods. 

3.4 Summary o f  Conclusions 

The s imu la t i on  r e s u l t s  show: 

(1) The p r e d i c t o r  method o f  c o n t r o l  l i n g  the  adapt ive method i s  

f e a s i b l e  and provides adequate c o n t r o l  i n  view o f  the  d i s t r i b u t i o n s  used 



TABLE 111-6. PROBABILITY OF QUEUEING RESULTS BASED ON SIMULATION RUNS 
(NOTE MOD I AND MOD IT ARE ADAPTIVE STRATEGY MODELS WHERE 
'USE FIRST-FIT LISTS FIRST'OR 'USE BUDDY LIST FIRST' 
RESPECTIVELY AS DESCRIBED I N  SECTION 3.2). 
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t o  generate the buffer requests, 

( 2 )  The result indicates that the control of the allocation 

algori t h m  in use should be based not only on the average buffer request 

size b u t  also on the existence of queued requests. 

( 3 )  The attempt t o  improve allocation performance by reducing the 

numbers of small buffers placed on the available buffer l i s t s  during 

the transition from the f i r s t - f i t  to the buddy method did not produce 

significant improvement due t o  the basic incompati b i  1 i ty of the f i r s t -  

f i t  and buddy methods of allocation. If one decides t o  use the adaptive 

strategy, the model (Mod I ) ,  which i f  possible uses buffers from the 

f i r s t - f i t  l i s t s  prior to allocating from the buddy l i s t s ,  should be im- 

plemented. This avoids the necessity of maintaining b o t h  a1 gori thms , 

the f i r s t - f i  t and the buddy, in core indefinitely. 

(4) A comparison of the performance of the a1 location methods 

simulated i s  possible using the probabi l i  ty of queueing calculation pro- 

posed in this report. 

(5) The attractive feature of using the probability of queueing 

as a basis for comparing allocation performance i s  that i t  reflects the 

effect  of total fragmentation whi ch includes bo th  internal and external 

fragmentati on. This avoids the problem of determining the re1 a t i  ve 

importance of internal or external fragmentation i  ndi vi dual ly in an 

effor t  t o  arrive a t  a  measure of total fragmentation. 

( 6 )  Finally Table 111-6 shows that for the request distribution 

used in the simulation the adaptive strategy i s  slightly better t h a n  

the f i r s t - f i  t method and significantly better t h a n  the buddy method. 

The difference i n  the a7 location performance of the f i  rs t-f i  t method 

and the adaptive strategy i s  clearly not significant. Further in view 



of  t h e  need f o r  monitor ing,  predi  c t i n g  when t o  a1 t e r n a t e  a1 l o c a t i o n  

s t r a t e g i e s ,  and the added complexity of  the ind iv idua l  a lgori thms t o  

make them compatible i n  the adap t ive  mode, one would be advised t o  i m -  

plement t h e  f i  rst-fi t method. 

(7)  Simulat ion is  an e f f e c t i v e  t o o l  f o r  s tudying  the cha rac t e r -  

i s t i c s  of a l t e r n a t e  methods of handl ing computer ope ra t i ng  system 

func t ions  p r i o r  t o  modifying an e x i s t i n g  system o r  i nc lud ing  a  proposed 

s t r a t e g y  i n  a  proposed system design.  
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Appendix 

The purpose of th i s  appendix i s  t o  present in some detail  the logic 

and data s t ructure of the allocation methods simulated. F i rs t  a skele- 

tq1 outline of the to ta l  model i s  given. This i s  followed by a detailed 

flow chart of the GPSS routine which serves as the basic control i n  the 

simulation. A flow chart of the HELP routine* gives the models used in 

simulating the f i  r s t - f i  t ,  buddy, and adaptive a1 location methods. 

Finally, the data s t ructure employed to  make the f i r s t  f i t  and buddy 

allocation methods compatible i s  discussed. I t  i s  hoped tha t  the dis- 

cussion and detai 1 given in th i s  appendix will permit a be t te r  under- 

standing of the simulation performed and the results which were obtained. 

*Notes HELP i s  a Fortran routine called using a standard GPSS block 
type* 
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In GPSS, each transaction may have eight  words, P I ,  . . . ,P8, 

associated with i t  and may be used by the programer t o  describe the 

transaction. In th is  simulation, the following use i s  made: 

P1 - The actual buffer request s i ze  as obrained using request dis- 

tr ibution FN1 or FN3. (See Figure 111-1 f o r  graph of these 

functions. ) 

P2 - The s t a r t  location of the buffer allocated. 

P3 - the exponent of the l eas t  power of two which i s  equal to  or  

greater than the buffer request s ize  in PI. 

P4 - The actual buffer s ize allocated. I f  allocation i s  made 

using the f i r s t - f i t  method, P4 i s  the mu1 t i p l e  of four which 

i s  equal t o  or greater than the request s i ze  contained in P I .  

I f  allocation i s  made using the buddy method, P4 i s  a power 

of two. 

P5 - P8 unused. 

Certain storage may be used fo r  temporary storage and may be re- 

ferenced by Xn where n i s  the ce l l  number in the temporary storage area. 

In th i s  program X1 through X6 are used as follows: 

X1 - Indicates e i ther  a request f o r  buffer allocation, or  a request 

f o r  buffer release upon entering the HELP routine. Upon re- 

t u r n  from the HELP routine, XI contains the s t a r t  location 

of the buffer allocated. 

X2 - Contains the l eas t  power of two which i s  equal t o  or greater 

than the buffer requested. Upon e x i t  from the HELP routine, 

X2 contains s i ze  of buffer allocated. 

X3 - Indicates which allocation method should be used i f  control 

i s  t o  be a function of the request distribution in use. 



X4 - Contains total  number of requests currently queued. 

X5 - Size of most recently released buffer. 

X6 - Total number of releases. 



O r i g i n a t  T r a n s a c t i o n s  ( b u f f e r  r e q u e s t s )  

0-1 Q.  a r e  o r i z i n a t e d  u s ing  a P > i -  D S O ~  

d i s t r i b u t i o n .  Th i s  d i s t r i b u t i o n  
i s  ob t a ined  u s ing  t h e  mean i n t e r -  

3 - a r  i v a l  t ime,  m = 3 ,  and x o d i f i e d  

Both Advance by t h e  func t i on  FN2 as s i v e n  i n  
Table  A-1. 

Determine r e q u e s t  d i s t r i b u t i o n  
t o  be used and X3 as a f u d c t i o n  
of  t h e  va lue  of ~6 where ~6 is 
t h e  number o f  s roces sed  r e q u e s t s ,  
t h a t  is, t h e  number of r e l e a s e d  
b u f f e r s .  

S e t  = t h e  a c t u a l  b u f f e r  r e q u e s t  
s i z e  ob t a ined  u s i n g  r e q u e s t  
d i s t r i b u t i o n  FN1 o r  FN3. 

S e t  3 t o  i n d i c a t e  wnich a l l o c a -  
t i o n m e t h o d  shou ld  be used 
a s  a f u n c t i o n  of t h e  r e -  
ques t  d i s t r i b u t i o n  used,  
FN1 o r  FN3. 

S e t  P3 = t h e  l e a s t  power of  two 
A - 

which is e - - u a l  t o  o r  
g r e a t e r  t h a n  t h e  b u f f e r  
r e q u e s t  s i z e  i n  P1. 

A s s  ig - S e t  X 1  = t o  i n d i c a t e  r e q u e s t  f o r  - 
b u f f e r  a l l o c a t i o n .  

S e t  X2 = power of two found i n  P3. 
Save S e t  X4 - = t o t a l  number o f  r e q u e s t s  

queued a t  t n e  time c u r r e n t  
r e q u e s t  p rocessed .  

I 
26 Save 

a 

Save 

I 
' . 
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-- 1 
1- - 

1 
. 2- c r i t r 3 - r i s  t ' , e  

1 7  nuir.iser ~f .t ~ r -  
1250,k1Ni \ l , ~ ' t ; ~ t . x - e  ige cell t:> .le 

1- - -- \_i a l l o c a t e d .  
<ue ue W- --- Tne stsr'e t ~ f  e z  

1 9  a r e  os  t : ~ i n e t r  
vs1nC; n s  res in ,  
I 1 : \ / - f ~ '  A t n  
by  tr!e f , nc : i c t r , ,  
r'YL c i v e n  i:, 
' T ~ d l f ?  A-1. 

I 39 iidvan c e 

j 5 S a v e  

C~rnpare  

,. * 

i 
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t 
v -- 

Save 2 2 

Terminate Pk 
1 

! - -y 
Save Both 

\ 
.- - 1-3- -- - I 

Both , Advsnce 

Save 1-1 save 



TABLE A-1. FUNCTION FN2 - EXPONENTIAL DISTRIBUTION 



The HELP subrout ine i s  w r i t t e n  i n  For t ran.  I t s  bas ic  f u n c t i o n  i s  

t o  main ta in  the  memory map and data s t r u c t u r e  o f  the  b u f f e r  pool .  Two 

methods o f  b u f f e r  a l l o c a t i o n  are provided: t h e  f i r s t - f i  t and the  buddy 

method. The data s t r u c t u r e  mainta ined i s  such t h a t  the  methods may be 

use4 interchangeably. P rov i s ion  i s  made f o r  in te rchang ing  the  methods 

as a  f u n c t i o n  o f  t h e  request  d i s t r i b u t i o n  i n  use. The request  d i s t r i -  

b u t i o n  may be determined e i t h e r  from a  parameter passed through the  

c a l l i n g  sequence t o  HELP o r  by c a l c u l a t i n g  the average request  

s i z e  and the  observed change i n  the  average request  s ize .  

The f l ow  c h a r t  of t he  HELP r o u t i n e  o u t l i n e s  the  models used f o r  

the f i  r s t - f i  t a1 1  ocat ion  and re lease processes, t he  buddy a1 l o c a t i  on 

and re lease processes, t h e  method o f  c a l c u l a t i n g  t h e  average request  

s i z e  and the  change i n  request  s i ze ,  and the means prov ided f o r  chang- 

i p g  from one a1 l o c a t i o n  method t o  the  o t h e r  as a  f u n c t i o n  o f  the  request  

d i  q t r i  b u t i  on. 

F i n a l  l y  , the  b u f f e r  pool da ta  s t r u c t u r e  which permi t s  the  use of 

e i t h e r  a1 1  o c a t i  on method i s descr i  bed, 



; entry to  HELP 1 \ 
r---.- - 

1 .  

I I 
1 Set QCUR I 

I 
- 

QCUR = current 
queue s i ze  

1 
QMAX = maximum 

queue s i ze  

\. 

I "  no 
.- --- 

i 

Q I N T  = maximum queue 

Q I N T  s i ze  i n  samp- 
1 i ng interval 

MAD may be s e t  in the 
i ni t i  a1 i zati on, or con- 
t ro l  led dynami cal ly by 
parameter X3. 

es 

- . - -- - -- - - - -- 100 

Move buddy 1 i s  t s  
t o  buddy l i s t  

t o  f i r s t - f i t  l i s t s  
L _ -- 

1 

- -  . 

release 400 

j f i r s t - f i  t 
buffer re1 ease 

I- 
103 , a1 1 ocati on 

f i  r s t - f i  t buffer buddy buffer \ return [return 
a1 1 ocati on a1 1 ocati on i \\A- 

,/ 

I :  ! 

 AT^, GENERAL OUTLINE OF HELP ROUTINE 
5 6 



I j Print interval i 
! data 
i 

1 
I 

i 

/ required 
i j r 

re turn ) 
/ I  

,'. --'/ 

A?3 [CONTINUED] 

57 



F i  r s  t- F i  t Rout ines 

IFIRST = 0  1 

102 - 
/ Move a v a i l a b l e  b u f f e r s  

c u r r e n t l y  on buddy l i s t  
t o  f i r s t - f i t  l i s t s  and c l e a r  

buddy l i s t s  

F i  r s  t- F i  t A1 1 o c a t i  on 

103 1 I n i t i a l i z e  1 
1 X5 = IDIM (X2) N i s  number L3 = X2 1 

Of to N = PI - MAD(PI ,4)+4 be a1 l o c a t -  
e  d  

- -- -- . I 

-. 1 
104-120 Look f o r  a v a i l a b l e  I 

b u f f e r  which i s  
-- greater'than o r  1 f equal  t o  N 

K i s  now . t h e  
d i f f e r e n c e  
between t he  
s i z e  o f  t h e  
avai  1  a b l e  
b u f f e r  and the  
t h e  b u f f e r  req  

! 

13 a v a i l a b l e  
b u f f e r  

I 
. . . - - + 4  , 

i K = MEM(U+I)-N I 
used = used + 1  

1 
I s i z e  o f  i 
ues t e d  

X1 = 1  f o r  b u f f e r  
a1 l o c a t i o n  

= 2 f o r  b u f f e r  
r e l ease  

MEM( - ) i s  p o i n t e r  t o  
n e x t  b u f f e r  
on l i s t  

PIEM( - + I )  i s  t h e  s i t e  
o f  t h e  b u f f e r .  
I f  t h e  b u f f e r  . 

i s  a l l o c a t e d ,  
t h e  s i g n  i s  minus. 

MEM( - + 2 ) i s  t h e  l i s t  on 
which t h e  b u f f e r  
i s  found. 

] n o n i  a v a i l a b l e  t o  
s a t i s f y  r eques t  

was ~b.. 
, - a l l o c a t i o n  

en te red  from, a l l o c a t i o n  poss 
\ddy ,, (X2 = 20000) 

1 Yes 

( re tu rn )  
\ 
".-- . 

' no I 
i b l e '  

I 
- -- 1 

A-4. DETAILED OUTLINE OF HELP ROUTINE 



L i s  the loc- 
ation of the ..- 
f i r s t w o r d o f  L = N + K  the avai 1 able - - 1 - - -  - 
block t o  be I 
returned to  . A. 
the l i s t  I X 1 = N  1 

/ yes - *  --..._- I Set IFLAG = N / t o  indicate tha t  
I no request L N can 
I be honored from 
I the f i r s t - f i t  l i s t s  , 

-. 
- r I 

1 return to  buddy allocation 
g u t i n e  a t  303 

142.. . .-.. L -. A - 
/ *--~emo\(e buffer from 
/ current l i s t  and place 
/ remainder on proper 1 i s  t 

- ----- 

,- . . . . - - .-L- 
Remove buffer 

from l i s t  

143 (a1 locate whole block) 

I Set: xz = N 1 
-.--.--. --  

I 

/ Set: X1 = L 
I 

I MEM(L+I) = - XZ 
X3 = X2 - PI 

--! 

Update data for  
s t a t i s t i c a l  summary 

Find available l i s t  

Ar4 (CONTINUED) 

----- - - -- - 1  which T w i  ce of buffer 
buffer should be a1 1 ocated ---- 

placed 

- -  

- -- . I  



F i r s  t - F i  t Re1 ease Rout ine 

- - - - - - - 
Set  N equal t o  b l o c k  s i z e  re l eased  

--I - 
- - 

J. -. 

- - '-1 Update da ta  f o r  s t a t i s t i c a l  summary: , 
USED - USED - 1 I 

I 
AVAIL = AVAIL + 1 I 

SPACE = SPACE + N I 

SPUSED = SPUSED - N 
ICNT = ICNT + 1 I 

201 
-- .- 

'05 / P lace b u f f e r  on 
I 

t h i s  las tx ,  yes a p p r o p r i a t e  1  i s t  ,-_ _.+ ' b u f f e r  i n  ,-- 
I / 

-4 accord ing  t o  s i z e  

i / 
1 no 

v' 

I s'; I n  r e l eased  b u f f e r  I s e t :  l i n k  t o  n e x t  b u f -  n e x t  
ad jacen t  f e r  on l i s t ,  b u f f e r  s i z e  

b u f f e r  f r e e  and l i s t  on which p laced  

+ <512 wds I \/ 
I /' 

- - 
, 
I Set  X I  = N 
I 

t 

bes 
I 202 coalesce Two b locks  r e t u r n  

I 
- 

Inc rease  b u f f e r  s i z e  (N) I 
1 

---- '--4 - - -- -. . I 
Reduce number o f  a v a i l a b l e  b u f f e r s  (AVAIL) 1 

r -. . - -. -. - - --- - - 

203-204 4 
/ F ind  b u f f e r  be ing  combined w i t h  b u f f e r  

be ing  r e t u r n e d  and d e l e t e  f rom a v a i l a b l e  
i - i  l i s t  

A-4 (CONTINUED) 

60 



Ini t i  a1 ize Buddy Routines 

300 MAD = 2 

9 Move 2 blocks from f i r s t - f i t  

A-5. BUDDY ROUTINE 

-7- 

MEM(18) = MEM(9) 
MEM( 9)  = o 
IFIRST = 1 

Buddy A1 1 ocati on 
/, *Note 

302 
'can th i s  \ 

/ request be \ y e s  0 First-f i  t allocation routine 
/ f i l l e d  from , ' ~t f i t  lists, 

\ 
/ 
/' 

/ \*Note 

*Note: A search of the f i r s t - f i t  l i s t s  may be made a t  e i the r  of these 
points in the program. For any given r u n ,  only one i s  program- 
med. 

l i s t  t o  buddy 29 l i s t .  Clear f i r s t -  
f i t  l i s t ,  s e t  f lag to  indicate i n i t i a l  
entry to  Buddy routine made. 

30 3 no (an t h i h  

Look f o r  available ' reqves t be\ 

buffer on buddy l i s t s  ~ v ~ % b l e  < f i l l e d  from ) _?e @ 
1 s t  f i t  lists, 

avi i lable  1 \ / 



31 5 

1 - location of f i r s t  word of 
avai 1  able block 

-zzEI- 
Remove block from 

available l i s t  

310 

s e t  f l ag  t h a t  'no al location 
possible '  

(X2 = 20000) 

Return 0 

I 

Reduce block s i z e  
t o  one half  

Yes 

Set  XI = buffer s t a r t  location 
X2 = buffer s i z e  
X3 = in terval  memory loss  

Place one half  of 

, ? 
update s t a t i s t i c a l  

buffer  on correct  data c e l l  s  

available l i s t  7 



Buddy Release 

Set buffer s i  ze 
posi t i  ve 

Set X1 = buffer size 

7 
( Set K = XI I 
v 

405 

reduce 

Find the s t a r t  loc of 
the buddy of the 

buffer being released 

450 

Set: buffer size 
and buffer l i s t  -. 

Place buffer on 
available l i s t  

I 

Find buffer to be 
combined and delete 
from l i s t  on which 

found 
I 

A-5 (CONTINUED) 



I I 
454 

G 

/ K = 0 yes Return 
-'. /' 

/ '. / ' 
1 

4 - - - - - - -. - - 
455 

Set s t a r t  location of r- -- 

new buffer 1 s e t 7  flLiOi 
= old s t a r t  location I buffer s i ze  

-1 equal t o  k 
K 5 2  

+ size of buffer just  (402, . ,  

released 
- -- -- - - - -- - -- 

I 1 
i 

," 
j no 

I 

Calculate and print  twa -., 

l ines of data 
1 - -. . - - .- - .-- - 

4 

Calculate and print 
next data l ine  

(buddy 

v-- 

I Calculate and print  next i 
data l ine  I / L -' 

I I $ ;  
. - - . . . . - 

i \ > O  , \ , i r s t - f i t )  , /* - \ 
'\ 

> THOLD 
," 

' yes ,\ 540 

CFLAG '\ 
> THOLD 



5 3 O,,, 531 
-...-- 

I Increment ; 
IPRINT I 

I 

. 
_____( 

MAD = 2 -. (Reset t o  a1 locate  using 
buddy) I 

1."- -I- --. --A - : 
/yes 

.-.-- -- 

s e t  IPRINT = 0 

Print s t a r t  locat ion,  s i z e  1 
and l i s t  # of a l l  avai lable  
buffers 

- -  - -- P-. " --- 
i 

-- i 

Set  up from change t o  
other a l locat ion method 

---- - - - 



Data S t r u c t u r e s  

When t h e  f i r s t - f i t  method o f  a l l o c a t i o n  i s  i n  use, a l l  a v a i l a b l e  

b u f f e r s  a r e  accessed f rom MEM(2) t o  MEM(9). L i s t s  headed by MEM(11) t o  

MEM(18) a r e  empty. Whenever t h e  f i r s t - f i t  r o u t i n e s  a r e  en te red  a f t e r  

hav ing  a l l o c a t e d  u s i n g  t h e  buddy method, t he  b u f f e r s  f rom t h e  buddy 

l i s t s  a re  p laced  a t  t h e  end o f  any e x i s t i n g  f i r s t - f i t  l i s t s .  

When t h e  buddy method o f  a l l o c a t i o n  i s  i n  use t h e  a v a i l a b l e  b u f f e r s  

may be found on e i t h e r  t h e  f i r s t - f i t  o r  buddy l i s t s .  I n  t h e  a l l o c a t i o n  

process, b u f f e r  requests  a r e  f i l l e d  f rom t h e  f i r s t - f i t  l i s t s  i f  poss ib l e .  

The b u f f e r s  con ta ined  on t h e  f i r s t - f i t  l i s t s  may be any m u l t i p l e  o f  f o u r  

w h i l e  t h e  b u f f e r s  con ta ined  on t h e  buddy l i s t s  must be a  power o f  two. 



MEM(2) t o  MEM(9) con ta ins  
p o i n t e r s  o  l i s t s  o f  b u f f e r s  5 of s i z e  2 t o  29 when f i r s t -  
f i t  method i s  i n  use 

YEM(11] t o  MEM(18) con ta ins  
p o i n t e r s  t o  l i s t s  o f  b u f f e r s  
o f  s i z e  22 t o  29 when buddy 
method i s  i n  use 

I n i  ti a1 l y  memory i s  broken 
i n t o  512 word b u f f e r s  and l i n k e d  
toge ther .  Th is  l i s t  o f  b u f f e r s  
i s  accessed f rom e i  t h e r  VEY ( 9 )  
i f  f i r s t - f i t  i s  i n  use o r  f r om 
MEY(18) i f  buddy method i s  i n  
use. 

Each buf fer  has t h e  f o l l o w i n g  format .  

MEM( X) i s  a  p o i n t e r  t o  t h e  n e x t  a v a i l a b l e  b u f f e r  on t h e  l i s t ,  I f  
t h i s  i s  t h e  l a s t  b u f f e r  on a  l i s t  t h i s  l o c a t i o n  i s  s e t  t o  zero. 

MEfl(X+1) Contains t h e  b u f f e r  s i ze .  If t h e  b u f f e r  i s  i n  use t h e  s i g n  i s  

A-6. DATA STRUCTURES 



negative. I f  t h e  b u f f e r  i s  ava i l ab le ,  t he  s ign  i s  p o s i t i v e .  

MEM(X+2) Contains the  l e a s t  power o f  two which i s  g rea te r  than the  
b u f f e r  s ize .  I f  the  b u f f e r  were p laced on a  l i s t  us ing  the  
budd,y method, t he  s i g n  o f  t h i s  word i s  negat ive.  

Aa6 (CONTINUED) 




