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1 INTRODUCTION
 

This report summarizes the results of a study performed under Subtask
 

II of Task 707 entitled "Space Communication System Specification and Per­

formance Criteria Study "
 

The general objective of this subtask is to supply part of the solution
 

of the problem facing NASA MSC in connection with the development of a new
 

communication system for advanced spacecraft The problem is that of
 

ensuring that any new communication system meets expected performance cri­

teria with a minimum of compatibility conflicts between subsystems, between
 

spacecraft and ground terminals, and possibly between spacecraft and relay
 

satellites It is felt that if adequate performance criteria, toqether
 

with standardized test configurations and standard test and calibration
 

material can be provided to subsystem manufacturers and assembly and test
 

facilities early in the development cycle, that expensive and time consuming
 

changes and retrofits which have sometimes occured in past programs can be
 

prevented
 

Figure 1 illustrates the features of a general test plan suggested as
 

a guide for implementing a system of test standardization which could help
 

realize this goal The Manned Spacecraft Center and each off-site operation
 

(manufacturers test areas, launch sites, etc ) would be provided with a
 

standard test configuration for each system tested Magnetic recorder/
 

reproducers would be used to provide test and calibration signals, and to
 

record test results on magnetic tapes or discs For each system, a master
 

tape or disc would be prepared containing identification, calibration sig­

nals and test signals In addition to the data tracks, a timing signal
 

track would be provided for precise speed control of the tape on playback
 

From the master copy, a file copy will be retained for use at MSC, and
 

working copies will be sent to the off-site locations For each system,
 

the calibration signals would include test signals which have varying amounts
 

of noise and distortion added to produce results which cover the expected
 

range of conditions to be encountered in the systems to be tested Thus,
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the calibration signals would simulate the output of the system under test
 

under various conditions with the standard test inputs applied. When these
 

calibration signals are applied to the standardized test equipment at the
 
field locations, the results should compare closely with the results ob­

tained when the calibration signals are applied to the standardized test
 
equipment at MSC
 

When the field locations have verified that their standardized test
 

equipment results are in agreement with those at MSC, the test signals would
 

be applied to the system under test and the results would be recorded on the
 
tape or disc containing the results of the calibration, as well as being
 

displayed at the test site The tape or disc containing the calibration
 

and test results would be returned to MSC where verification that the system
 
under test has met the criteria can be made Inaddition, the tape or disc
 

provides a permanent record of the test which could be filed at MSC. When
 
MSC had been satisfied that the system under test has met the criteria, the
 

system could be released for shipment to the next test location, where the
 
procedure would be repeated At the flight test location, the procedure
 

could be utilized for pre-flight readiness checks Details of the calibra­
tion and test signals are provided inthe sections on voice, video, and
 

digital data
 

The more specific objectives of this subtask can be listed inthe fol­

lowing general categories
 

1. Investigation of the adequacy of criteria presently used or proposed
 
to specify and evaluate communication systems in the areas of voice,
 
video, and data transmission
 

2 Development of new performance and test criteria in those areas
 

where current criteria are not considered adequate.
 

3 
Development of representative methods of mechanizing tests to
 

determine compliance with specific selected criteria.
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After consideration of criteria presently used (Reference 1) a number
 
of methods of specifying criteria were examined inmore detail and were
 
compared on the basis of their performance in the following five categories
 

(Reference 2)
 

1 
Precision of test data
 

2. Conciseness of results
 
3 Required data reduction
 

4. Pertinent to actual system performance
 
5 Ease of simulation
 

As a result of this comparison, three me-hods of specifying criteria
 
were selected for more detailed study - one each for voice, video, and
 
digital data systems Suggested methods of mechanizing the implementation
 

of these mei~hods are included inSection 4
 

1-4
 



2. BACKGROUND SURVEY OF PERFORMANCE CRITERIA
 

2.1 GENERAL DISCUSSION
 

2 1.1 Introduction
 

A common problem in the establishment of performance criteria for com­

munication transmission systems is the availability of widely accepted
 
standards against which candidate criteria can be evaluated. The standards
 

must incorporate sensitivity to all types of transmission impairments and
 

in the case of speech or picture information, must relate these impairments
 
to their subjective effects on the human user. This section summarizes the
 
results of a survey of performance criteria conducted in the areas of voice,
 

television picture quality, and digital data.
 

2 1.2 Voice Criteria
 

Speech transmission and processing systems have been the subject of
 
intensive study over the past forty years and a large quantity of experi­
mental data is available on the performance of such systems under a wide
 
range of transmission and processing impairments Over the years, a general
 
method of articulation testing has evolved to serve as a means of evaluating
 
the subjective effects of these transmission impairments More recently,
 
the detailed procedures for performing articulation testing have, to a large
 

extent, become standardized and are the subject of a United States Standards
 
Association document The detailed procedures contained in this document
 
constitute an acceptable standard against which non-subjective performance
 

criteria for speech transmission systems can be evaluated A brief review
 
of the subject of articulation testing and its relationship to word intel­
ligibility and signal-to-noise ratio is contained inSection 2.2. It is
 
concluded that the use of the articulation index as a means of determining
 
speech intelligibility should be considered as a prime candidate for speech
 

criteria
 

2 1 3 Television Picture Quality Criteria
 

The investigations of the subjective effects of transmission impariments
 
on picture perception are of more recent origin and not nearly so extensive
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as those for speech transmission systems. Although most investigators have
 

modeled their picture impairment investigations to a considerable degree on
 

the previous work in speech systems, as yet there seems to be no wide agree­
ment on the detailed testing arrangement that could be used to establish a
 

standard of performance for picture transmission.
 

However, several agencies, including NASA MSC, the International Radio
 

Consultative Committee (CCIR) and the Electronic Industries Association
 
CEIA), do include a minimum required SNR as part of their television stan­

dards. These standards set limits on such parameters as the peak-to-peak
 
picture signal level, polarity of the picture signal, frequency response of
 

the video channel, as well as minimum requirements for picture signal-to­

noise ratios (Reference 3) These SNR standards are generally set higher
 
than the value at which noise would become just perceptible, and do not
 
attempt to define a relationship between picture quality and SNR.
 

Since the question of a suitable standard for evaluating picture trans­

mission impairments is still essentially unresolved, the study effort which
 
forms the basis for this section has been largely concentrated in the area
 
of picture evaluation. The purpose of Section 2.3 is to examine some of
 
the methods which have been used to define picture quality of television
 

signals Methods used by a number oF researchers concerning the rating of
 
subjective picture quality, viewing conditions, use of weighted noise, and
 

the relationship of SNR to picture quality are discussed It is concluded
 
that it is feasible to establish television quality criteria related to
 

picture SNR
 

2 1 4 Digital Data Criteria
 

A brief discussion of the use oF average bit error rate (BER) as a
 

criteria for digital data systems is contained inSection 2.4, where tech­
niques for shortening the measurement time for average BER are referenced.
 

The problem involved inusing average BER for systems with error correcting
 

codes is also discussed, as well as a similar problem involved inacquiring
 

synchronizing information.
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2 2 VOICE INTELLIGIBILITY CRITERIA
 

2.2 1 Articulation Testing
 

In attempting to set criteria for voice communication an obvious choice 

is a criterion which measures the ability of an individual receiving the 

communication to understand it, i.e., how well can the individual receiving 

the connunication repeat the message content transmitted7 One method of 
implementing such a criterion makes use of articulation testing to establish 

how well a communication is understood 

Articulation testing is often used as a means of evaluating the per­

formance of speech transmission systems A typical testing arrangement
 

includes the test material in the form of a prerecorded tape which is fed
 

into the system under test The output of the system under test is recorded
 

and then played back into an audio system where it is listened to by a panel
 

of trained listeners The method used and typical word lists are contained
 

in "Monosyllabic Word Intelligibility," a standard produced by the U S A
 

Standards Institute (Reference 4).
 

The listeners record the test material they hear Their record is
 

compared with the transmitted material and the percent correct received
 

material is taken as a measure of voice intelligibility transmitted chrough
 

the system under test. In order to obtain uniform results from this test
 
procedure, standardized test material must be used. Although sentences and
 

nonsense syllables have been used at times, by far the most widely used
 

material is isolated words which are phonetically balanced
 

Some ground rules that are commonly employed in performing articulation
 

tests are
 

1. A fixed length list of test words is used One length commonly
 

employed is 50 words long and is referred to as the "PB 50 word
 

list."
 

2 
The listening team has practiced thoroughly with the list to be
 

used in the test and have memorized the words in the list
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3. Listeners always make a forced choice decision of which one of the
 

test words was sent
 

4. Only percent words correctly understood, i.e., intelligibility, is
 

of interest indetermining the final score No weight is given
 
to lack of speaker identification or emotional content of the
 
received test material
 

2 2.2 Articulation Index
 

Because of the difficulty in performing actual articulation tests with 
listeners, it is often desireable to employ some more easily measured 
quantity which ismonotonically related to intelligibilly One such per­

formance indicator is signal-to-noise ratio. The computational link between 
signal-to-nolse ratio and word intelligibility is the Articulation Index, 
commonly abbreviated AI. 

The concept of Al is based on the experimentally observed fact that
 
speech signals can be divided into frequency bands in such a way that the
 

speech information in each band has an equal effect on the intelligibility
 
of the overall speech signal. The deletion of any one of the bands will
 
degrade the intelligibility of the speech signal inthe same manner as
 

would the deletion of any other band. It has been found that 20 bands is a
 
sufficient number of bands to describe the range from 200 to 6100 Hz These
 

bands are listed inTable 1 It has also been established that numbers
 
representing the articulation values for each band can be considered as
 
probabilities (Reference 5). Thus, the overall articulazion can be repre­
sented as the product of the individual articulation values of each band
 
This fact allows AI to be defined as the sum of weighting functions (wl)
 
which are related to the signal-to-noise ratios of each band, since they
 
are expressed as decibels
 

The weighting functions wI applied to each equal importance frequency
 
band depend on the observation that if the SNR in a particular band is less
 
than -12 dB, the effect of that band on the overall articulation index (AX)
 



Table 1
 

Equal Importance Bands for Normal Speech
 

Articulation Frequency Bandwidth
 
Band Number Ranqe in Hz in Hz
 

1 200 - 330 130
 

2 330 - 430 100
 

3 430 - 560 130
 

4 560 - 700 140
 

5 700 - 840 140
 

6 840 - 1000 160
 

7 1000 - 1150 150
 

8 1150 - 1310 160
 

9 1310 - 1480 170
 

10 1480 - 1660 180
 

11 1660 - 1830 170
 

12 1830 - 2020 190
 

13 2020 - 2240 220
 

14 2240 - 2500 260
 

15 2500 - 2820 320
 

16 2820 - 3200 380
 

17 3200 - 3650 450
 

18 3650 - 4250 600
 

19 4250 - 5050 800
 

20 5050 - 6100 1050
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can be disregarded, and also that the effect of increasing the SNR in a
 
particular band beyond +18 dB has no additional affect For each band the
 

values of SNR between -12 dB and +18 dB have a linear effect on Al, result­

ing inthe values of wi given below.
 

wI 0 if (S/N) < - 12 dB
 

(s/N) + 12 
= if - 12 dB s (SIN) < 18 dB (I) 

30 

W 1 if (S/N)1 > 18 dB
 

where (S/N)I is the SNR inthe ith band expressed in dB
 

The articulation index (Al) is then computed from
 

AI w (2)
i=1
 

where N = number of articulation bands inthe pass band of the system under
 
test N = 20 for the pass band of normal speech ranging from 200 to 6,100
 
Hz
 

For a system whose pass band is restricted to something much less than
 
6,100 Hz, the values of some of the w, will be zero Since the remaining w
 
are always in the range 0 <w, <1I, the AI for such a system will always be
 
less than 1 even for very large SNR The corresponding percent word intel­
ligibility will always be less than 100%
 

2.2 3 Relationship of Articulation Index and Voice Intelligibility
 

Unfortunately there is no direct computational procedure linking Al
 
and word intelligibility, and the relationship has been established empiri­
cally This empirical relation was established be means of listening tests
 
performed under various signal-to-noise conditions The intelligibility
 
values were obtained by noting the percent of the transmitted test material
 
that was correctly received by the listeners The test materials used
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included words, sentences, and syllables. The calibration curves obtained
 
for the different types of test materials are shown in Figure 2 One im­

portant thing to notice about these curves isthat for a given Al the
 
corresponding value of intelligibility is a strong function of the test
 
material employed The correct curve for use with any particular system
 

would depend on the length of the word list employed in the test. Until
 
the length of the list used in specifying the word intelligibility require­

ments for the system can be determined, no corresponding Articulation Index
 
requirements can be established
 

Once a particular calibration curve has been specified, it is possible
 
to use this curve to compute word intelligibility for the comunication
 

system interms of the power spectra of the signal and noise appearing at
 
the output of the system The procedure for performing this calculation
 

is as follows
 

1. 	Determine the signal-to-noise ratio in each of the 20 equally
 
important bands covering the range 200 to 6,100 Hz If the band­

pass oF the system under consideration isrestricted to something
 
less than 6,100 Hz, then the signal-to-noise ratio in those bands
 
not covered by the system response is set equal to zero, resulting
 

inwi = 0 for those bands.
 

2. 	Use the values of signal-to-noise ratio in each band to compute
 

the values of the w, by means of Equation 1 

3 Substitute these values of wi in Equation 2 to compute AI 

4 	Using the appropriate calibration curve in Figure 2,find the
 

value of word intelligibility corresponding to this given value
 

of Al
 

2.2 	4 Relationship of Articulation Index, Word Intelligibility and SNR
 

Since the Al, and hence the percent word intelligibility (PWI), depends
 
on the spectral distribution of the signal and noise over the 20 articulation
 
bands, i:t isapparent that two voice signals having the same overall signal­

to-noise ratio might have different PWI. Some feeling for the magnitude
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of this effect can be obtained from the results shown in Figure 3 These
 

curves show the computed PWI versus SNR for both normal speech and speech
 

equalized to have a flat power spectrum, both in the presence of white
 

Gaussian noise The pass band of the system assumed in making these calcu­

lations was 0-3 kHz, so that only the first 15 articulation bands were
 

used in the computation The results show that at least for these two
 
particular speech spectrums, the PWI versus SNR relationship for normal
 

voice spectral distribution is similar to that produced by "flat" speech
 

On the other hand, use of articulation index in computing PWI shows that
 

PWI is sensitive to relative spectral distribution of speech and noise in
 

the pass band Curve B of Figure 4 shows that noise concentrated in higher
 

end of the spectrum has little effect on Al and hence PWI Curve B results
 

from computing the AI assuming normal voice frequency distribution and use
 

of 500 word list over a 0-3200 Hz band, in the presence of hypothetical
 

noise that isflat from 2000 Hz to 3200 Hz and has very steep rise (,35 dB
 

per octave) This noise band is illustrated in Figure 5 together with a
 

graph of normal voice spectrum With an average SNR of -20 dB the percent
 

intelligibility is still approximately 76% in the presence of the high
 

frequency noise, thus illustrating the point that use of the AI gives a
 

better indication of voice intelligibility that might be assumed from
 

knowledge of the SNR alone
 

2 2 5 Summary and Conclusions
 

Results of the literature survey conducted indicate the desirability
 

of speech criteria based on the determination of articulation index
 

(1) Articulation testing has been the subject of interest, research
 

and testing over a long period of time The method of determining
 

Al and percent word intelligibility as described in Section 2 2 2,
 

thus is one in which considerable confidence may be placed
 

(2) The method of determination of articulation index considers the
 

spectral distribution of both the voice signal and the noise
 

throughout the pass band This method reduces erroneous conclu­

sions which may result if an average signal to noise ratio is
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determined for the voice band and the voice signal and noise power
 

happen to be concentrated at opposite ends of the pass band
 

The use of articulation index as a standard for voice criteria does
 

present some problem areas
 

(1) Implementation of test methods involving articulation index may
 

be a problem, especially ifautomation or semi-automation is
 

desired Speech to noise ratios for fifteen or twenty frequency
 

bands in the voice pass band must be determined
 

(2) The method does not take into account the time relationship of
 

the signal and the noise Noise interspersed between speech
 

sounds could give erroneously low articulation indices
 

2 3 CRITERIA FOR EVALUATING TELEVISION PICTURE QUALITY
 

2 3 1 Quality Rating Scales
 

The basic problem associated with any method of specifying criteria
 

for television pictures based on subjective evaluation of picture quality
 

is that of determining the quality rating or index to be associated with
 

various amounts and kinds of impairments Involved in this rating are the
 
type of testing involved, class of observers used, test material (kinds of
 

pictures) and viewing conditions Only when these factors have been deter­

mined, can the relationship of the quality standards and some measurable
 

physical quantity such as picture signal to noise ratio be determined The
 

purpose of this section isto examine some of the work that has been done
 
in this area As the authors of Reference 6 point out, the unfortunate
 

fact is that the several investigations which have been made into this
 

problem used different quality "indices", different classes of observers,
 

and different viewing conditions
 

Three types of psychometric methods have been used indetermining
 

picture quality in television testing
 

1. Comparison - The magnitude of one kind of impairment is varied 
until it is judged to be equal to a fixed magnitude of another
 

kind of impairment used as a reference
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2. Discrimination - Which seeks to establish the threshold at which
 

an impairment just becomes visible.
 

3 	Opinion-rating - Different magnitudes of impairment are applied
 

inrandom order to a picture and the observer rates them by
 
selecting one value of a pre-determined scale
 

The creation of a rating "code" or "index" isone of the first problems
 

requiring solution inpsychrometric testing Most of the scales used in
 

the past whether for "impairment" type testing or "quality" (opinion-rating)
 
type testing involve the use of six or seven levels of quality. Investi­

gators at the Bell Laboratories and at the British Broadcasting Corporation
 

(BBC) have used impairment scales which exhibit substantial agreement,
 

Bell Laboratories "Impairment Scale" BBC "Impairment" Scale
 

Comment Number Score
 

1. 	Not perceptible 1 Imperceptible 

2. 	Just perceptible 2. Just perceptible
 

3. Definitely perceptible, but only 3. DeFinitely perceptible
 
slight impairment to picture but not disturbing
 

4. Impairment to picture, but not
 
objectionable
 

5. 	Somewhat objectionable 4 Somewhat objectionable
 

6. 	Definitely objectionable 5. Definitely objectionable
 

7. Extremely objectionable 6. Unusable
 

It is to be noted that the two scales would be almost identical if
 
comment number 4 were deleted from the Bell Laboratories Scale.
 

Inaddition, BBC has used a "quality" scale
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Score
 

1. Excellent
 

2 Good
 

3 
Fairly Good
 
4 
Rather Poor
 

5. Poor
 

6. Very Poor
 

R D Prosser, et al (Reference 6)have proposed a simple quality scale
 

of 5 "grades" with the same text as the BBC scale, but with grades 3 and 4
 

combined into one grade labeled "Fair"
 

A - Excellent
 

B = Good 

C - Fair 

D - Poor 

E - Bad 

A scale or index combining both "impairment" and "quality" was used by
 

the Television Allocation Study Organization CTASO) in tests conducted in
 

1958 

Number Name Description 

1 Excellent The picture isof extremely high quality, as 
good as you could desire. 

2. Fine The picture is of high quality providing enjoyable 
viewing InterFerence is perceptible 

3 Passable The picture is of acceptable quality Inzer­
ference is not objectionable 

4 Marginal The picture is poor inquality and you wish you 
could improve it. Interference issomewhat 
objectionable 

5 Inferior The picture is very poor but you could watch it 
Definitely objectionable interference is 
present 

Unusable The picture is so bad that you could not watch it
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Since "still" pictures seem to inspire more critical judgement than
 

do moving pictures, the test material used inmost tests were colored slides
 

(Reference 6, 7, 8).
 

2 3.2 Viewing Conditions
 

As regards viewing conditions, the ambient illumination in the test
 

areas was quite low, generally the light From the picture tube reflected
 

from light colored walls and ceilings The picture peak luminance ranged
 
from 10 to 30 foot-lamberts in the highlights The parameter of observer
 

viewing distance was usually expressed in terms of "viewing ratio" (distance
 
divided by picture height), the ratio used varied from 4 (Reference 7) to
 

8 (some TASO tests)
 

2 3 3 Relationship of Picture Quality and SNR
 

Having determined a suitable test method (comparison), and a scale or
 

index to be used with the tests, the next requirement isto determine the
 
relationship between the subjective measurements and some objective standard
 

Use of signal-to-noise ratio (SNR) as a standard of comparison is an ob­

vious choice, and has been used inmost of the studies considered
 

Use of SNR, however, raises several questions The SNR is to be
 

measured inwhat portion of the television receiver circuit - RF input or
 

video? What isthe noise bandwidth? What isnoise spectral distribution?
 

How well does the test configuration simulate a real world Television link?
 

Since picture quality impairment is directly related to the level and 

spectral distribution of noise in the video channel, it is common to use 

picture SNR as objective standard against which the subjective quality 

ratings are compared This picture SNR can be defined as 

(S/N) =(blank-white video voltage 2
 p RMS voltage of video noise) (Reference 9)
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where the blank-to-white video voltage range isfrom 0 to 0 714 volts, and
 

the RMS noise bandwidth isthe nominal video bandwidth of 4 2 MHz (inthe
 
American Standard NTSC system) Inthe NTSC system, each television chan­
nel occupies a 6 MHz bandwidth with the picture carrier (amplitude modulated)
 

separated from the sound carrier (frequency-modulated) by 4 5 MHz In
 
color broadcasting a color subcarrier is spaced 3 58 MHz from the picture
 
carrier
 

The most common method of testing uses a flying spot scanning device
 

to create the desired video signal with the noise added inthe video channel
 
to create a picture SNR However, one important series of tests, that
 

performed by TASO, utilized a standard closed circuit television test con­

figuration when RF noise was added at the receiver input resulting inRF
 

carrier-to-nolse ratio, which must be converted to an equivalent picture
 
SNR before comparisons can be made with other test results An example of
 

the direct picture SNR method isshown in Figure 6 (from Reference 7), and
 
a simplified version of the TASO test configuration is shown in Figure 7
 

2 3 4 Use of Noise Weighting
 

The concept of picture SNR as standard for subjective picture quality
 
rating is not very meaningful unless the spectral distribution of the noise
 
isknown, since noise near the upper end of the video band is considerably
 

less objectionable than noise at the low end of the video band Barstow
 
and Christopher of Bell Laboratories (Reference 7) have conducted a series
 

of experiments to determine a method by which random interference to tele­

vision pictures could be measured so that equal measured magnitude of noise
 

(RMS) would produce equal picture impairment. These tests, initially per­
formed in 1953 for monochrome television and repeated in 1962 with the
 

addition of color TV tests, resulted in the concept of weighted noise,
 
defined as video noise measured with a weighting network which represents
 

the perception of noise of different frequency bands by an average viewer
 

The test configuration shown in Figure 6 was used to determine the
 
characteristic of the noise weighting filter by means of the comparison
 

technique mentioned earlier. The test observer was instructed to adjust
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the level of the test noise until the interfering effect was judged equal
 

to the standard (that passed through the 0-200 kHz L P filter). The test
 
results of a number of observers when averaged resulted in Figure 8 where
 

the weighting characteristics are normalized to 0 dB at zero frequency
 

The 1962 monochrome characteristic agrees very closely with the weighting
 

characteristic described by Jansen and Jorden indefining weighted picture
 
SNR (Reference 9) The "hump" in the color characteristic is due to inter­

ference with the color subcarrier at 3 58 MHz The test results used to
 
determine the weighting characteristic show that interfering effect of noise
 
near the color subcarrier is strongly dependent upon the subject picture,
 

for colors with low saturation approaching grey, or highly saturated bright
 
colors such as yellow, cyan or light blue, the "peak" would be approximately
 

5 dB lower than that shown, while for heavily saturated reds and blues the
 

peak would be 2 or 3 dB higher The "hump" shown is,ineffect, a somewhat
 
conservative compromise between weightings of bright colors and heavily
 

saturated red and blue colors
 

As a test of the effectiveness of the weighted noise concept, Barstow
 
and Christopher conducted a series of companion tests using the test set up
 

of Figure 6 In the monochrome tests, a series of 3 or 4 pictures were
 

shown to a total of 30 observers (3panels of 10 observers) for each of 12
 

different conditions of impainment due to 12 different bands of noise,
 

ranging from flat noise (0to 4 5 MHz) to 500 kHz noise bands centered at
 
different frequencies within the television video spectrum The noise was
 

measured in each case by two RMS devices, one employing no weighting, and
 

one with the weighting shown inFigure 8 Compared to an SNR (peak-to­
peak signal to RMS noise) of 50 dB for the reference noise of 0-200 kHz,
 

the average SNR resulting from tests using the weighted noise was 49 4 dB
 
with a standard deviation 0 7 dB, while the average SNR for the unweighted
 

noise was 41.8 dB with a standard deviation of 4 3 dB, showing that use of
 

noise weighting results in substantially equal subjective effects correspon­
ding to equal magnitudes of noise with different spectral content For
 

the color tests, more different noise frequency bands were added, resulting
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in a total of 20 Compared to the 51.7 dB SNR of the reference noise,
 
the average of the weighted data was 51.1 dB with a standard deviation of
 
0.7 dB, while the unweiqhted data averaqe was 46 4 dB with a standard devia­
tion of 3 2 dB Thus, ithas been demonstrated that the use of weighted
 
noise enables correlation of picture SNR with subjective picture quality 
criteria
 

2 3 5 Results of Quality Rating Tests Versus SNR
 

Utilizing the same test configuration, Barstow and Christopher ran a
 
series of opinion rating tests using the Bell Laboratories "impairment"
 
scale discussed earlier The results of two series of tests are shown in
 
Figure 9,where the quality scores versus noise levels are plotted for the
 
reference noise (0-200 kHz) and flat noise for both the monochrome and color
 
tests The two curves are shown since they represent the extremes in noise
 
bandwidth tested, and thus best illustrate the phenomenon that the slope
 
of the curve of impairment resulting from narrow band noise as a function
 
of noise amplitude is sLeeper than that for broad band noise This indicates
 
that visual judgement of impairment does not follow exactly an RMS rule
 
(Since the noise in each case was measured with an RMS device, the visual
 
judgement of impairment for the narrow band noise versus noise magnitude
 
should produce a curve parallel to that produced by flat noise ) It is
 
seen that this is very nearly the case in the monochrome tests and justifies
 
the use of RMS devices inmeasuring noise in these types of tests. Even for
 
the color tests, the effect when considered over the range of values of
 
2 "just perceptible" to 4 "not objectionable" (the range most generally of
 
interest) the difference between the two curves increases from about 1 5
 
dB at the 2 level to approximately 3 dB at the 4 level, or about 1.5 dB
 
difference while the noise magnitude increases approximately 8 dB from
 

-53 dB to -45 dB
 

When attempts are made to compare the results of these "quality rating"
 
tests with similar tests such as the TASO tests, several difficulties are
 
encountered. In addition to the differences inrating scales pointed out
 
earlier, the results of the Bell Laboratories tests are plotted in terms
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Test Results (Reference 3)
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of noise magnitude (dB below 1 volt RMS) while the TASO results are given
 

interms of SNR in dB. Also, the TASO results were orginally measured in
 

terms of RF carrier-to-noise ratios J. Jansen, and P. L Jordan, in a
 

television broadcasting satellite study (Reference 9)manipulated the TASO
 

carrier-to-noise ratios to picture SNR values by including the effects of
 

an FM RF channel and TV camera noise. Their results are compared with the
 

Bell Laboratories results inFigure 10 The Bell Laboratories noise level
 

figures have been adjusted so that the weighted noise magnitude (dB below
 

1 volt RMS) corresponding to number one on the quality scale was made equal
 

to the picture SNR corresponding to the number one on the TASO quality scale
 

In addition, the six point TASO scale was adjusted so that each impairment
 
rating number was aligned with the rating in the Bell Laboratory scale to
 
which itcorresponded most closely as regards word description This
 

resulted inthere being one point on the Bell Laboratories scale to which
 

there was no corresponding point on the TASO scale Number 2 "perceptible
 

interference" on the TASO scale could be paired with either number 2 "just
 

perceptible" or number 3 "definitely perceptible" on the Bell Laboratories
 

scale As shown on Figure 10, a straight line connecting points 1, 3, 4,
 

and 5 of the TASO scale passes approximately midway through points corre­

sponding to quality numbers 2 or 3 as plotted against the SNR value (40.3
 
dB) given as corresponding to TASO quality number 2 inReference 2, sug­

gesting that 2 on the TASO scale has a subjective effect somewhere between
 
2 and 3 on the Bell Laboratory scale
 

Aside from the differences in the slope of the curve of the picture
 

quality versus SNR between the TASO and Bell Laboratories results, it is
 

interesting to compare the minimum or allowable SNR specified by different
 
groups and agencies which have set standards inthe past These minimum SNR
 

values are shown inTable 2 The NTSC and CCIR-I standards are taken from
 
Reference 9, as isthe TASO number The Bell Laboratories numbers are from
 

Reference 3 and actually are the noise magnitudes in dB below 1 volt RMS
 
that correspond to quality scale number one on the Bell Laboratories scale.
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6 Definitely Objectionable 5 Definitely Objectionable
 
Interference
 

7 	 Extremely Objectionable 6 Unusable
 

Figure 10
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The SNR values of the NTSC and CCIR standards, as well as the Bell Labora­

tories value are not based on consideration of source noise, such as tele­

vision camera noise The TASO value includes an allowance for this noise
 

source
 

Since the spread of values of SNR corresponding to the best quality
 

or less perceptible impairment isabout + 4 5 dB from the average of the
 

five values for monochrome TV, itwould seem that the average of about
 

54 5 dB (picture SNR as defined on page 7) would be a reasonable value for
 

good grade of television picture
 

Table 2
 

Allowable Video (Picture) SNR
 

NTSC 525 CCIR-I 625 
Line 4 2 Line 5.5 Bell 
MHz Bw EIA MHz Laboratories TASO 

Monochrome 56 dB 59 dB 52 dB 55 dB 49 5 dB 

Color
 

Composite 56 dB 57 dB
 
Video
 

Luminance 52 dB
 
Channel
 

Color 46 dB
 
Channel
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2 3 6 Video Background Survey
 

Based on the literature survey conducted to date, several conclusions
 

can be drawn
 

I Itappears feasible that a television picture quality rating scale 

can be incorporated in NASA specifications and test criteria. 

2 Based on specified test conditions, a picture SNR can be defined, 

and a relationship between picture SNR and input RF signal level 

determined 

3 A picture quality rating scale can be defined in terms of the 

picture SNR Inherent in this relationship of picture quality 
versus SNR is the use of a noise weighting network which permits 

noise of equal magnitude to have the same visual subjective effect 

regardless of spectral composition 

2 4 DIGITAL DATA CRITERIA
 

Techniques for evaluating the performance of digital data transmission
 

systems are more widely agreed upon than those used to evaluate speech or
 
picture transmission systems The existence of this widespread agreement
 

stems primarily from the fact that, for most data transmission systems, the
 

human perception mechanism is not directly involved and subjective evalua­

tions of the effects of transmission impairments are not required The
 

results of transmission impairments to digital data can be evaluated by
 
performing a counting operation inwhich a decision ismade concerning the
 

correctness of incorrectness of each transmitted bit By observing the
 

resulting time sequence of errors over a sufficiently long interval, the
 

error statistics of the transmission system can be determined Although
 

it is possible to measure all orders of error statistics by observation of
 

the error sequence, inpractice this process can be time consuming and
 
difficult The most readily obtained statistic is the average bit error
 

rate which describes the probability of making N errors in a transmitted
 

sequence of K bits The attainment of a given average bit error rate is a
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widely used criteria for specifying the performance of digital data trans­
10
mission systems . For systems where the distribution of errors in
 

unimportant, the average bit error is an acceptable method of specifying
 

system performance. The measurement technique commonly employed to measure
 

average bit error is to let a large number of bits, say K,pass through
 

the system under test and count the total number of errors, N, that occur
 

The average bit error (BER) is then given by
 

BER = NK
 

When the operating bit rate is low or the bit error rate is very small, an
 

excessively long time may be required to obtain large enough values for N
 

and K for the computed bit error rate to be statistically significant
 

Techniques for shortening the measurement time for average bit error raze
 

have been developedII  These techniques make use of a multiple level
 
decision mechanism to establish a pseudo-error rate. This pseudo-error
 

rate can subsequently be used to estimate the true error rate Since the
 

pseudo-error rate is larger than the true error rate, a shorter time is
 

required to obtain a statistically significant measurement.
 

For some systems, average bit error rate is not an adequate criterion
 

for specifying system performance because the error performance of these
 

systems depends on both the number and distribution of errors in the trans­

mission channel For example, a digital transmission system employing an
 

error correcting code may be capable of correcting at the receiver any
 

single or paired errors that occur in the transmission channel For such
 

a system there is not necessarily any direct relationship which expresses
 

the error rate the output of the system in terms of the average bit error
 

in the channel Consequently, the specification of performance for such
 

a system should not be made in terms of the average bit error rate in the
 

transmission channel. Instead, the performance requirement should be imposed
 

on the average bit error rate at the output of the receiver decoder. If
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the decoder is not an integral part of the receiving equipment, the speci­

fication of the system performance can be written in terms of the higher
 

order statistics of the data sequence appearing at the output of the
 

systems decision device. For the example cited above, the statistic re­

quired is the probability of occurrence of triple and higher order errors.
 

One method of obtaining this statistic is to arrange three counters which
 
are driven by the error sequence. One counter totals the number of single
 

errors, the second counter totals the number of paired errors, and the third
 

counter totals all the errors regardless of type. If, in a long sequence
 

of K bits, the first counter total is M, the second counter totals N, and
 

the third counter totals P,the probability of making triple and higher
 

order errors, Pe' is given by
 

P = P - (N+ M) 
K
 

Another situation in which the distribution of errors is important is
 

inthe acquisition and maintenance of synchronizing information For
 

example, an error which causes loss of frame synchronization is a more
 
significant error than one which affects only one message bit. Unless
 

the system is specifically designed to provide more protection against
 

synchronization errors than message bit errors, the errors caused by loss
 

of synchronization will be the determining factor in setting the overall
 

error rate for the system. In such an event, average channel bit error
 

rate is not as desireable a performance indicator as average frame synchro­

nization error rate If only frame synchronization errors are observed
 

and it is desireable to specify the system performance in terms of average
 

bit error rate, the technique discussed by Rohde12 can be used to relate
 

these two quantities Rohde shows that the average bit error rate, P.,
 

is related to the frame synchronization error rate by
 

=
Pe N
N2-2
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where Xi is the number of bit errors inthe ith sync word, N is the total
 

number of words observed snd K is the number of bits in each sync word
 

It is concluded that while the average bit error rate (BER) is suffi­

cient for situations where the distribution of errors is not important,
 

the increased use of coding techniques indigital communications requires
 

that criteria be written in terms of higher order statistics, depending
 

upon the error correction capabilicies of the system under consideration
 

For systems where the actual BER is so low that it causes difficulties in
 

measuring, pseudo-error rates which are larger than the actual rates may
 

be generated, from which the actual rates may be determined.
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3. NEW CRITERIA DEVELOPMENT AND SELECTION
 

3.1 GENERAL DISCUSSION
 

The previous section reviewed performance criteria presently used in
 

evaluating voice, video, and digital data systems The conclusions reached
 

were that measurement of articulation index for voice systems, weighted
 

picture SNR for video systems, and measurement of BER for digital data
 

systems offered the most promising areas for continued investigation
 

Within these broad categories, different methods of specifying criteria
 

are possible In addition, several methods which do not fall within these
 

categories are considered
 

The purpose of this section is to describe and evaluate a number of
 

methods of specifying criteria The method employed is to propose several
 

candidate evaluation systems in each category, and make an evaluation of
 

each system based on a number of parameters precision of test data,
 

conciseness of results, required data reduction, pertinence to actual
 

system performance, and ease of simulation Each of these parameters is
 

assigned a relative weighting value. In order to evaluate the candidate
 

systems, the factors affecting each of the performance parameters of each
 

of the candidate systems are considered, and a numerical rating value is
 

assiqned to each By this procedure an overall score for each of the
 

candidate systems is achieved which will provide the basis for recommenda­

tions concerning these methods of specifying performance criteria Before
 

these criteria are applied in the evaluation of a specific system, the
 

numerical ratings assigned in the trade-off matrix should be re-examined to
 

determine ifmore specific information is available which is sufficient to
 

warrant the selection of a different test criteria
 

The discussion of each candidate system includes a description of the
 

method involved in mechanizing the test and computing the criteria, and a
 

simplified block diagram of the process A least one method, Method B
 

for television, represents an unproven principle - that video signals can
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be separated into frequency bands having equal sub3ective importance to
 

the viewer, in a manner similar to the principle involved in determining
 

the articulation index of a voice system
 

Two of the candidate systems, Methods C and F for determining speech
 

SNR for voice systems have been developed and tested under NASA MSC direction
 

by the Philco-Ford Corporation (Reference 13 and 14).
 

3 2 VOICE SYSTEMS CRITERIA
 

3.2 	1 Method A - Determination of Articulation Index 

Method A described below is a method of mechanizing the testing to 

determine the AI of a voice communication system A block diagram isshown
 

in Figure 11
 

Description of Method
 

A. The input tape is composed of a standard phonetically balanced
 

word list scored for word intelligibility
 

B 	Modulation, RF source and RF link simulation are determined by the
 

system under test Ifthe test is an end-to-end test of a complete
 

link, the modulator and RF source would be replaced with components
 

of the system under test I
 

C 	The input tape signal isfed into a variable equalizer to match
 

the magnitude, A(u)I, and phase, 4(0), of the system under test.
 

D 	The output signal S is fed through switch S1 to a difference net­

work, to which the output S+N from the system under test is also
 

applied
 

E 	Inswitch position 1, only the output S+N from the system under
 

test isfed to the difference network, resulting in an output S+N
 

F. Inswitch position 2, both the matched output S and the output
 

S+N are fed to the difference network resulting inN, the system
 

noise, as an output.
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G The output of the difference network is applied to an RMS meter 

to read the S+N and N values in order to compute an overall S/N 

ratio 

H The output is also sent in parallel to 20 bandpass filters corre­

sponding to the equal importance bands of the articulation index 

The S/N ratio of each band is then computed, and the weighting 

functions w, determined for each band as indicated in Equation (1), 

page 2-5 

I The articulation index (AI) is then computed by Equation (2), 

page 2-5 

J The AI isconverted to word intelligibility (WI) by means of an 

empirical relationship determined by subjective testing Such a 

relationship iscontrolled by the word list used in preparing 

the input tape An example of this type of relationship is shown 

in Figure 2 

K The overall S/N ratio computed in Step G could also be converted 

to WI by an appropriately developed empirical relationship as 

shown in Figure 3 

3 2 2 Method B - Determination of Articulation Index Using Discrete
 
Input Frequencies
 

Method B is a variation of the method for mechanizing the articulation
 

index testing inwhich the input voice signal isreplaced by a series of
 

discrete frequencies centered in each of the "equal importance" frequency
 

bands Such a system should be easier to implement since the requirement
 

for an equalizer to match the input and output would not exist This method
 

is suggested by references to "Test Tone SNR" contained in a draft document
 

of a CCIR study group (Reference 15) A block diagram is shown in Figure
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Description of Method
 

A The input to the equipment under test consists of a series of 
single frequencies centered in each of the "equal importance" 
frequency bands The amplitudes of the signal frequencies would 
be adjusted relative to each other in order to conform with a 
standard speech frequency distribution 

B Modulation, RF source and RF link simulation are determined by 
the system under test If the test isan end-to-end test of a 

complete link, the modulator and RF source would be replaced with 
components of the system under test 

C A wave analyzer is used to measure the signal power of each of the 
center frequencies of the equal importance bands Since the filter 
characteristics of the analyzer can be very sharp, only a small 
amount of broad-band system noise will be measured, resulting in 
measuring only signal power 

D Signal plus noise (S+N) for each of the equal importance bands is 
measured using filters with the proper response for each band 

E. The S/N ratio of each band is then computed from the signal and
 
signal plus noise measured in steps C and D, and weighting
 

functions derived per Equation (1)
 

F. 	The articulation index (AI) is then computed by Equation (2)
 

G 	The AI can then be converted to word intelligibility (WI) by means
 

of an empirical relationship Since the WI versus AI character­
istic depends upon the length of the word list used, determination
 

of WI would require subjective testing of the system using standard
 
word lists and techniques such as those developed by the U S
 
Standards Association The WI would be determined using the same
 
average SNR as was used in determining the AI A relationship
 

between the test signal AI and WI would thus be determined for
 
one 	value of average SNR
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H. Determination of test signal Al for several different average
 

SNR's could also be determined, and conversion into WI could be
 
accomplished using methods indicated inStep G, resulting in a
 

calibration curve.
 

3.2.3 	Method C - Development of Speech-to-Noise Ratio Using
 
Analog Measurements
 

The unique feature of Method C is the method of identifying speech in
 

the presence of noise, based on the identification of the speech plus noise
 

and noise only segments of an analog record These analog records are used
 

to separate and identify the corresponding binary coded decimal (BCD) print­

outs of a digital voltmeter used to integrate the instantaneous squared
 
waveform of the voice input. The BCD values of speech plus noise and noise
 

only are then averaged to produce a speech to noise ratio This method was
 

developed under NASA MSC direction by the Philco Ford Corporation (Reference
 

13). A block diagram is shown in Figure 13
 

Description of Method
 

A 	This method is based on the ability of recognizing vowel sounds
 

which represent approximately 90% of speech power spectrum
 

B. Standard test tape records scored for word intelligibility will
 

be used as input.
 

C 	Modulation, RF source and RF link simulation are determined by the
 

system under test If the test is an end-to-end test of a complete
 

link, the modulator and RF source would be replaced with components
 

of the system under test
 

D 	The output is converted to an instantaneous squared waveform by
 

the true RNS meter, and recorded on a paper recorder.
 

E 	Also, a time averaged output over a pre-selected time interval is
 

provided by an integrating digital voltmeter
 

F. The digital voltmeter converts the average power ineach sample
 
time to BCD and prints out the decimal values. At the same time
 
"print commands" from the DVM are recorded on the paper tape along
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with the squared analog output. An example of the combined analog
 
and digital printer output isshown inFigure 14
 

G. The analog record is used to time correlate the digitd1 printout
 

of S+N and N. (To distinguish noise samples from speech plus
 

noise samples.)
 

H Speech SNR is then calculated by speech SNR = 10 log
 

PI = average value of speech plus noise
 

P2 = average value of noise
 

I. To determine word intelligibility (WI) versus SNR relationship,
 

several tapes o? different quality will be used as input to the
 

system under test The output take will be scored by a trained
 

listening team for WI, and compared to the SNR's.
 

3 2 4 Method D - Cross Correlation of Input and Output
 

3 2 4 1 General Discussion
 

One method of assessing overall system performance isto measure how
 
well the system input and output functions are correlated (Reference 15)
 

More specifically, the cross correlation function, RXY(T), defined by
 

T
 
Rxy(r) 0 X(t +r) y(t) dt (3)
 

where x(t) is the system input and y(t) is the system output, can be used 

as a measure of system performance The value of RxyC-) vares with the 

delay, T, reaching its maximum value when the value of T approximates the 

delay through the system under test. Since the presence of a fixed delay 

in a transmission system generally causes no degradation of the transmitted 

information, only the maximum value of Rxy(T) is needed to rate system 
performance Ifthe cross correlation function defined by Equation (3) 

is normalized by dividing by the geometric mean of the mean square values 

of the input and output signals, the maximum value of the normalized cor­

relation function is confined to the range -i <p XY(t) < 1 The quantity, 
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R, needed to specify performance is given by
 

R = Jxy )max (4)xy)iax(r)R x(0) y(0) 

and isconfined to the range 0 < R < 1 

The quantities Rxx(O) and Ryy(0) are the autocorrelation functions of 

the input and output signals evaluated at T = 0, and are equal to the mean 

square values of input and output signals respectively If the system under 

test provides distortionless transmission, the output, y(t), is simple a 

delayed version of the input, x(t), i.e 

y(t) = Kx(t + T) 

Then from Equation (4)
 

IKO T x(t+) x(t+T) dtlmax
 
-- T 

V[JT (t) x(t) dtffK2 f (t) x(t)dtl 

Kf T [x(t + T)]2dt
 
0 T (5)
 

Kf [x(t)] 2 dt 
0 

If,on the other hand, the system output, y(t), were pure noise when a
 

deterministic x(t) was used as a system input, then
 

y(t) = Kn(t),
 

3-11
 



and K fo Tx(t + r) n(t) drimax 

R = 

K V 	Rxx(O) Rnn(O ) 

but
 

Tx(t + r) n(t) dT- , for large T 

Consequently, R - 0. 

The block diagram of Figure 15 outlines one method of implementing
 

the 	normalized correlation coefficient measurement for a receiving system
 

for 	voice transmission.
 

3.2 	4 2 Description of Method
 

A The input tape is composed of phonetically balanced word list
 
scored for percent word intelliqibility
 

B Modulation, RF source and RF link simulation are determined by
 

the system under test
 

C 	The input tape signal, x(t), and the system output signal, y(t),
 

are fed to the correlation coefficient computer if the test is
 
being made inreal time Otherwise, the two signals, x(t) and
 

y(t), are recorded for off-line processing at a later time.
 

D 	The value of the performance parameter, R, isobtained from the
 
computation of the normalized cross correlation function
 

E 	This value of R is used to determine a corresponding value of the
 
Articulation Index, Al, from a calibration curve which has been
 

previously determined by experiment
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F. The value of AI is converted to percent Word Intelligibility by
 
means of the standard calibration curve already determined by
 

subjective testing for the particular type and length of word
 

list used on the input voice tape.
 

3 2 5 Method E - Difference of Power Spectra Between Input and Output
 

This method is based on the fact that the essential intelligence of
 
speech signals is contained inthe short term running power spectrum The
 

criterion used therefore is a measure of the mean squared error between
 
the input and output power spectra of the system under test The input
 

and output tapes are converted to digital form, accumulated over a specified
 
time period, subjected to a Fourier transform routine, and compared in a
 
difference circuit The output error is then squared and accumulated at the
 
end of each test word The average of the accumulated errors is the evalu­

ation criterion Figure 16 illustrates a means of mechanizing this method
 

Description of Method
 

A. Standard voice test tapes scored for word intelligibility are used
 

as the input 

B Modulation, RF source and RF link simulation are determined by the 

system under test Ifthe test isan end-to-end test of a com­

plete link, the modulator and RF source would be replaced with 

components of the system under test 

C The tape recording of the output of the system under test is con­

verted into digital form by an analog-to-digital converter, stored 

in a computer and examined in short time blocks, subjected to a 

Fourier transform routine to compute the power spectra of each 
block, and compared to the power spectra of the input tape pro­

cessed by a similar routine 
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D 	The difference between the input and output spectra is squared
 
and accumilated for each test word The average difference is the
 
criteria for voice quality
 

E 	To relate to word intelligibility, the output tape would also be
 
scored by an experimental test team Several different tapes
 

would be used as inputs, and the output word intelligibility for
 
each would be plotted as a function of the differences of the
 

power spectra, providing a calibration curve
 

3.2 	6 Method F - Digital Method of Determining Speech SNR
 

Method F is based on the fact that vowel sounds are much longer and
 

stronger than consonants Ithas been estimated that vowels contribute
 
over 90 percent of the total power spectrum of speech Use can then be
 

made of this fact to determine speech to noise ratios ifmonosyllabic test
 
words (or words spoken so slowly that the syllables can be separated) are
 

used in preparing input speech tables
 

This method converts the output of the system under test to digital
 

form and uses a computer routine to separate speech plus voice from the
 
noise that occurs between words or syllables To effect this separation
 

the following assumptions are made
 

1 The average power of a vowel plus noise waveform will not deviate
 

more than 1 dB throughout the duration of the word or syllable
 

(100 msec minimum to 200 msec maximum)
 

2 The average power of the in-between-syllable noise (or in-between­

word noise) will not deviate more than 1 dB for approximately the
 
same time interval as that of a vowel sound
 

This method was developed under NASA MSC direction by the Philco Ford 
Corporation (Reference 14) A block diagram is shown in Figure 17 

Description of Method 

A Standard voice test tapes scored for WI are used as the input
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'B 	Modulation, RF source and RF link simulation are determined by
 
the system under test If the test isan end-to-end test of a
 

complete link, the modulator and RF source would be replaced with
 

components of the system under test
 

C 	After analog to digital conversion, the output isapplied to a
 
computer with a program designed to mechanize solution of the
 

problem and provide the output on a line printer
 

D 	The computer program is based on
 

1 	 Use of 20 msec as the measurement interval, with the average 
power inat least three consecutive intervals being compared 

to be within 1 dB, (each 20 msec interval contains 400 samples 

at sample rate of 20K) 

2 Three or more consecutive intervals are averaged and placed 

in storage until 50 consecutive intervals have been accumu­

lated 

3 	The logic assumes that the smallest value of average power
 

for three or more consecutive intervals (which agree within
 

1 dB) represents noise and this value is taken as a reference
 

level
 

4 	All other values of (three or more consecutive intervals) are
 

compared to this reference level
 

5 If a value compares with 1 dB of the reference value, it is 

considered noise for the purpose of computation 

6 If a value is 3 dB or greater than the reference value, it is 
considered S + N for the purpose of computation 

Values between 1 dB and 3 dB or the reference value are ignored
 

8 	The mean iscalculated for all values of N and for all values
 

of S + N, thus providinq the basis for speech signal-to-noise
 

3-18
 

7 



ratio CSPNR) computation for each are second interval'
 

SPNR = (S+N)N -
N 

Thus, the minimum SPNR is0 dB and occurs when S + N = 2N 

E 	The value of SPNR calculated above are converted to word intelli­

gibility by producing a system output analog tape for scoring by
 
trained observers Several input tapes of different quality would
 
be used to produce a SPNR versus WI calibration
 

3 2.7 Method G - Bit-by-Bit Comparison of Input and Output Tapes
 

This method issimple in concept in that it merely takes the input
 

and output of the system under test, converts them into digital form and
 

compares them bit-by-bit to determine the bit-error-rate BER versus word
 
intelligibility calibration would have to be made by subjective testing of
 
the 	analog output of the system under test. Figure 18 is a block diagram
 

illustratinq this method
 

Description of Method
 

A 	As a system input, standard voice test tapes of scored for word
 

intelligibility (WI) will be used
 

B 	Modulation, RF source and RF link simulation are determined by
 
the system under test If test is end-to-end, the modulator and
 

RF source would be replaced with components of the system under
 

test
 

C. 	The output of system under test is converted into digital form by
 
an A/D converter, in addition, an analog tape output is provided
 

for comparison
 

D The input is also fed through a delay calibrated to match the system 

delay to an identical A/D converter. 

E The output of the two A/D converters are compared on a bit-by-bit 
basis and a bit error rate (BER) is calculated 
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F. 	To establish a calibration of BER versus WI, the output analog
 

tape would be scored by a trained observer team Input tapes of
 

different qualities would be used to produce a BER-WI calibration
 

curve.
 

3 3 VIDEO SYSTEMS CRITERIA
 

3 3 1 Method A - Video Signal to Noise Ratio Measurement Using a
 

Weighted Noise Concept
 

Use of a noise weighting scheme in determining picture signal-to-noise
 

ratios (SNR) is based on the fact that noise in the lower end of the video
 

spectrum has a greater effect on picture quality than noise at the upper
 

end of the spectrum Methods using noise weighting have been investigated
 

by several groups of researchers such as the Interna-ional Radio Consulta­

tive Comittee (CCIR), the Electronic Industries Association (EIA), Bell
 

Telephone Allocation Study Organization (TASO), and the United States
 

Standards Association This method is described in more detail in Section
 

2 3 Since the noise weighting curve is an experimentally determined
 

relationship describing relative video picture degradation as a function
 

of noise frequency, use of the noise weighting curve should be applicable
 

to systems which have non-flat video noise spectrums as well as to those
 

which have white noise For example, the noise weighting function should
 

be applicable to frequency modulated television systems which result in
 

parabolic noise Figure 19 is block diagram of Fiqure 19 is a block diagram
 

of a system to measure weighted picture SNR
 

Description of Method
 

A A video tape or a color slide scanner and selected color slides 

will be used to provide video input to the system under test A 

noise generator capable of providing a flat noise spectrum over 

the video bandwidth may be used to inject noise into the system 

either at the input or as part of the link simulator 

B Modulation, RF source and RF link simulation are determined by 

the system under test If the test is an end-to-end test of a 

complete link, the modulator and RF source would be replaced with 

components of the system under test 
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C 
A noise shaping network at the output will provide noise weighting
 

in accordance with the noise weighting curve provided by the United
 

States Standards Association This curve isshown inFigure 8
 

The weighted noise will be measured by a true RMS voltmeter when
 

no video signal is provided to the input of the system under test
 

D 	With the video signal applied, the white to blank video signal
 

will be measured
 

E. 	The weighted picture SNR wil] be calculated'
 

_ (blank to white video voltage 2 
S/N weighted RMS voltage of video noise"-

F 	At the same time, an observer team will make an assessment of the
 

quality of the output picture on the TV monitor, using a standard
 

5 or 6 point Bell Laboratories, CCIR or TASO scale. Use could be
 

made of the curves shown in Figure 9, but improvements made inTV
 

equipment since the time the curves were taken could make this
 

curve obsolete
 

G 	Several combinations of video signal level input and noise input
 

(either at the input or as part of the link simulation) will be
 

measured and scored by the observer team, resulting in a calibra­

tion curve of picture SNR versus picture quality.
 

3 3 2 Method B - Cross Correlation oF Input and Output
 

Description of Method
 

This 	method is essentially the same as that described for Method
 
D, Voice Criteria, with the substitution of a standard video tape or
 

the output of a slide scanner used in place of the voice tape as input
 

to the system under test The analog-to-digital conversion of the
 

input x(t) and output y(t) to the correlation computer would operate
 

at a higher data rate because of the video bandwidth, but the princi­

ples 	and method would be the same as those described for the voide
 

system
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3 3.3 Method C - Equal Importance Frequency Bands 

Description of Method
 

This method is hypothetical and is based on the fact that in the
 

weighted noise concept of measuring video signal-to-noise ratios, bands
 
of noise centered at different frequencies in the video band cause
 

equal subjective interference effects when the applied through a noise
 

weighting network (Reference 7) The frequency composition of a
 

typical series of noise bands is shown in Figure 20 When the noise
 

amplitudes in these bands were weighted in accordance with the standard
 

of the U. S Standards Association, equal SNR's caused equal subjective
 

effects as judged by a panel of observers Additionally, a more or
 

less linear relationship of a picture quality rating scale and the
 

weighted noise level in dB appears to exist Thus it is postulated
 

that itmight be possible to divide the video frequency bands into a
 

number of "equal importance" frequency bands which could be used as a
 

basis for establishing video criteria in a manner similar to that
 

used in calculating the articulation index of voice systems
 

The method used in such a system would be similar to that described
 

in Method A, Voice Criteria
 

3.3 4 Method D - Mean Squared Error of Input and Output Spectra
 

Description of Method
 

This method would be essentially the same as that described for 

Method E - Digital Voice Criteria, with the substitution of a standard 

video tape or the output of a slide scanner in place of the voice tape 
as input to the system under test The A to D converters would require 

a larger number of quanitizing levels (128 levels, or 7 bits has been 

suggested as adequate for picture information encoding, Reference 16) 

and higher data rates, but the technique would be the same The 

analog video output would be scored for quality by an observer team 
to provide a calibration relationship to the difference of the mean
 

squared errors
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3 3.5 Method E - Bit-by-Bit Comparison of Input and Output
 

Description of Method
 

This method would be similar to Voice Criteria - Method G A
 

standard video tape or the output of a slide scanner would provide the
 

input The A to D converters and digital comparators would be re­

quired to operate at a much higher data rate The analog video output
 

would be scored for quallny by an observer team in order to provide a
 

calibration relationship of picture quality versus BER
 

3 4 DIGITAL DATA SYSTEM CRITERIA
 

3 4.1 Method A - Bit-by-Bit Comparison
 

Bit-by-bit comparison of digital tapes of the input and output of a
 

system under test is conceptually one of the most simple methods of deter­
mining bit error rate. Timing and synchronization of the input and output
 

can be a problem For very low error rates, the counting time may be
 

appreciable A block diagram isshown in Figure 21
 

Description of Method
 

A 	The input to the system under test is digital test tape of known
 

message content.
 

B 	Modulation, RF source and RF link simulation are determined by
 
the system under test If the test isan end-to-end test of a
 

complete link, the modulator and RF source would be replaced with
 

components of the system under test.
 

C. The output of the system under test isfed to a comparator where
 

it is compared to the input bit stream, after the input bit stream
 

has been corrected for system delay
 

D 	The comparator produces a BER directly by counting the errors in
 

a specified length of zime A problem with this method is that
 

if the BER isvery low, an unacceptably long time may be required
 
to count enough errors to give a reliable estimate of the actual
 

error rate
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3 4 2 Method B - Pseudo-Error Extrapolation
 

3.4 2.1 General Discussion
 

In an effort to overcome the problem of long counting time which may
 
occur in conventional bit-by-bit comparison of input and output data streams
 

when the error rate is very low, the technique of computing pseudo error
 

rates which are much larger than the actual error rate, has been developed
 

(Reference 11) This method, illustrated in Figure 22, creates large pseudo
 

error rates by biasing modified one-zero decision circuits infavor of
 
the incorrect decision, and is characterized by the following features
 

1) The pseudo error rates are generated by use of modified decision
 
thresholds inthe "one" and "zero" channels
 

2) A method of estimating the pseudo error rates corresponding to
 

two or more modified decision thresholds.
 

3) Two or more estimated pseudo error rates based on different deci­

sion thresholds are used to generate a function ofpseudo error
 

rates versus a parameter representing the m6dified decision thresh­

olds
 

4) This function is extrapolated to a point where the decision thresh­

old parameter corresponds to that of the actual decision threshold
 

Thus, at this point the estimated pseudo error rate equals the
 

estimated actual error rate
 

The principle of operation of a device designed to produce a pseudo­

error rate (Pp) is based on the following observation "for a given type
 

of modulation and given form of probability distribution of the noise and
 

fading processes, it is possible to define a threshold parameter K such
 
that the logarithm of the pseudo-error rate Pp is a linear function of K
 

for a wide range of values of Pp The linear portion of this curve, when
 
extended to K=O, coincides with the logarithm of the actual error rate
 

Thus, by measuring Pp for two values of the parameter K and linearly extra­

polating through these two points to the value K=O, one obtains an estimate
 
of the logarithm of the actual error rate" (Reference 11) This estimate
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of actual error rate is valid for the particular SNR used in calculating
 

the Pp versus K curve Thus, if it is desired to produce an estimated BER
 

versus SNR curve the procedure would have to be repeated to determine the
 
estimated actual BER for the number of SNR values desired
 

Figure 23 shows the graph (A)of the logarithm of the actual receiver
 

error rate Pe as function of signal-to-noise ratio (R)for some propagation
 

criteria, plotted with curve (B)oF the logarithm of the pseudo error rate
 

Pp versus the parameter K for a particular value of received signal-to-noise
 

ratio, R. The point where the linear extrapolation of curve (B)intersects
 

the Ro ordinate isalso the point when the curve (A)intersects the Re
 
ordinate Curve (A) is included to illustrate the principle involved In
 
practice, of course, curve (A)is the desired result The log Pp curve (B)
 

would be extrapolated from the points (x)and (y)representing the log Pp
 
values for threshold parameter values (Kl) and (K2) respectively, which
 

would result from the condition where the value of SNR is (Ro) Where the
 

linear extrapolation of curve (B)intersects the value of K=O represents
 
the value of the estimated BER for the value of SNR (Ro) for which the
 

points (x)and (y)were calculated This process would have to be repeated
 

for each SNR value for which it is desired to estimate the actual value of
 
BER
 

Since this method of computing pseudo-errors depends on modified thresh­

olds in the "one" and "zero" channels, access to these points prior to the
 
threshold detector must be made available in the system under test
 

3 4 2 2 Description of Method
 

A The input to the system under test is a digital test tape of known
 

message content
 

B Modulation, RF source and RF link simulation are determined by the
 

system under test Ifthe test is an end-to-end test of a complete
 

link, the modulator and RF source would be replaced with components
 

of the system under test.
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C. The "one" and "zero" outputs (prior to the threshold detection)
 

of the system under test are fed to a series of modified decision
 

circuits where they are compared with the input data stream in
 

such a manner that the pseudo error rates generated are larger
 
than the actual error rate of the output
 

D. The pseudo error rates are counted and fed to an extrapolator where
 

a linear extrapolation of the pseudo errors versus their respective
 

threshold parameters K, K2, Kn ismade to extend to the point K=O
 
(the point at which the modified threshold isequal to the actual
 

threshold in the system under test) At this point, the estimated
 

pseudo error rate isequal to the actual estimated error rate
 

E. Since the pseudo error rates are larger than the actual error rates,
 

the time to count the estimated error ismuch shorter than that
 

required by a bit-by-bit counting process
 

3 5 COMPARISON OF CANDIDATE SYSTEMS
 

3 5 1 Rating of Comparison Parameters
 

Inorder to determine the relative value of each oF the candidate
 

criteria systems, some scheme of numerical rating must be used The method
 

used here is to assign a rating number for each comparison parameter for
 

each of the candidate systems This number ranges from 1 to 5, with number
 

1 representing the best However, the numbers are not exclusive That is,
 
if for any particular parameter, such as Precision of Test Data, it is felt
 

that two of the candidate systems result inabout the same precision of
 

data, each is assigned the same numerical rating These rating numbers,
 

when multiplied by the weighting values discussed in Section 3 5 2 yield a
 
value for each parameter for each of the candidate systems These parameter
 

values, when added for each candidate system, give an indication of the
 

overall rating for each system, with the system resulting in the lowest
 

total value being considered the best
 

Each parameter rating was assigned after consideration of the pertinent
 

factors for each parameter for each of the candidate systems One of the
 

3-32
 



basic difficulties in the rating scheme is the definition of the comparison
 
parameters For the purpose of this report the parameter "Precision of Test
 
Data" isused more or less synonymously with accuracy Inassigning values
 
to Parameter One, Precision of Test Data, each factor listed was considered
 

for accuracy, and an "average" accuracy of each system was determined.
 
Those systems with the best "average" accuracy were assigned a rating of 1,
 

etc
 

The parameter "Conciseness of Results" presents something of a problem
 
of interpretation Since all of the candidate systems provide a number
 
value output for a given input, it could be said that they were equally
 
concise The values arrived at in this report, however, are based on the
 
relative amount and complexity of the computations required to achieve the
 
final value for each of the candidate systems
 

The parameters "Data Reduction Required" and "Ease of Simulation" are
 
interdependent and are nearly redundant in concept As used herein, "Data
 
Reduction" is taken to indicate not only the total amount of data computa­

tion involved in a given system, but also the amount of computation required
 
by the operator after the process has been completed. It can be seen, then,
 
that "Data Reduction Required" and "Ease of Simulation" are somewhat recip­
rocal - a system with a low rating score for required data reduction could
 
be expected to have a relatively high rating score For ease of simulation.
 

"Relation to Actual System Performance" is the most difficult of com­
parison parameters to rate for some of the candidate systems Most of the
 
systems require calibration by subjective testing to establish a relation­
ship between the quantity derived as a result of the test and the desired
 
result - percent word intelligibility or picture quality Since some of
 
the candidate systems have not been mechanized, the question of whether
 
there is a monotonic relationship between the quantity derived from the
 
test and a subjective evaluation can only be determined by test
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3 5.2 Weighting of Comparison Parameters
 

After first determining the parameters to be used inevaluacing per­

formance criteria, a second question to be considered is that of the rela­

tive weighting of each of the parameters Do all of them affect the overall
 

value of performance equally, or are some of them more important than others?
 

The answer to this question depends upon Lhose who are using the criteria
 

to evaluate the perFormance of a system 

In determining a weighting system, the precision of the test data 

appears an obvious choice as the most, or one of the most, important param­

eters and was thus assigned a value of 1 Relationship to actual system 

performance seems almost as important as precision of data and was also 

assigned a value of 1 Ease of simulation and the amount of data reduction 

required were determined to be of about equal importance, but were judged 

to be of less critical nature, and were assigned values of 2 The last 

parameter, "Conciseness of Results", was assigned a value of 3, not so much 

because it was felt to be of less importance zhan the others, but because 

the very nature of the candidate criteria systems is such that the results 

tend to represent averages of measured and computed values In addition, 

the results of criteria systems for voice and video quality must be related 

to subjective evaluation 

This arbitrary numerical weighting, which is listed below, has been
 

used inTable 3, which lists numerical values of the parameters for each
 

of the candidate systems, as well as the total rating for each system
 

Parameter Weighting 

Precision of Data I 

Ease of Simulation 2 

Data Reduction Required 2 

Relation to Actual System 1 
Performance 

Conciseness of Results 3 
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Criteria Evaluation Weiqhted Parameters
 

Voice Systems 

Precision Conciseness Data Relation 
of of Reduction to Actual Ease of Total Overall 
Data Results Required System Simulation Values Ranking 

A Al-Equal Importance Bands 1 3 4 1 6 15 3 

B Al-Discrete Frequency 1 3 4 2 2 12 1 

C Speech SNR-Analog 2 6 6 3 6 23 5 

D Cross Correlation 2 6 6 5 8 27 7 

E Mean Squared Error 2 9 2 3 8 24 6 

F Speech SNR-Digital 2 6 2 3 8 21 4 

w G Bit-by-Bit Comparison 1 3 2 4 4 14 2 

Video Systems 

A Picture SNR 1 3 2 1 2 9 1 

B Equal Importance Bands 3 6 6 5 6 26 5 

C Cross Correlation 2 6 6 5 6 25 4 

D Mean Squared Error 3 9 6 3 4 25 3 

E Bit-by-Bit Comparison 2 6 6 3 6 23 2 

Digital Data Systems 

A Bit-by-Bit Comoarison 1 3 2 1 2 9 1 

B Pseudo Error Extrapolation 2 3 2 3 4 14 2 

Table 3 



Another weighting system, or none at all (assuming all the parameters to
 

have equal importance) could be used, depending upon the needs of the users
 

of the performance criteria The intention here is to indicate how such a
 
weighting scheme, when combined with a rating for each parameter assigned
 

to each of the candidate systems can assist in determining the overall
 
ranking of a particular candidate system Table 4 lists the unweighted
 
values, assuming that each of the parameters has equal weight
 

3 6 NEW CRITERIA SYSTEMS SUMMARY AND CONCLUSIONS
 

3 6.1 General Considerations
 

Some of the difficulties pertaining to the assignment of numerical
 
ranking of the different criteria systems which have been pointed out in
 

this section are
 

1. The difficulty associated with defining the parameters
 

2 Use of a weighting system for the comparison parameters, and the
 
weighting values assigned to each parameter if used
 

3 Ratinq each system for each parameter
 

4 The uncertainties associated with untried methods
 

One problem not treated inthe section is that of differentiating
 

between criteria and methods used to test a system to meet that criteria
 
The approach taken inthis report isto consider criteria systems or methods
 

This leads to some duplication as regards criteria - for instance, the two
 
methods described to achieve voice articulation index Since the two
 
methods result indifferent ratings, it is felt that this approach is of
 

value
 

An additional factor not considered in the final selection of a per­
formance criteria is the ease with which the criteria can be used by the
 

systems or equipment designer indeveloping the design of the system For
 
example, the performance of a portion of a system might be specified in
 

terms of a criterion which is accurately related to system performance,
 

3-36
 



Criteria Evaluation Unweighted Parameters
 

Voice Systems 

Precision Conciseness Data Relation 
of of Reduction to Actual Ease of Total Overall 

Data Results Required System Simulation Values Ranking 

A AI-Equal Imoortance Bands 1 1 , 2 1 3 8 2 

B Al-Discrete Frequency 1 1 2 2 1 17 1 

C Speech SNR-Analog 2 2 3 3 3 13 4 

D Cross Correlation 2 2 3 5 4 16 6 

E Mean Squared Error 2 3 1 3 4 13 5 

F Speech SNR-Digital 2 2 1 3 4 12 4 

G Bit-by-Bit Comparison 1 1 1 4 2 9 3 

Video Systems 

A Picture SNR 1 1 I 1 1 5 1 

B Equal Importance Bands 3 2 3 5 3 16 5 

C Cross Correlation 2 2 3 5 3 15 4 

D Mean Squared Error 3 3 3 3 2 14 3 

E Bit-by-Bit Comparison 2 2 3 3 3 13 2 

Diqital Data Systems 

A Bit-by-Bit Comparison 1 1 1 1 1 5 1 

B Pseudo Error Extrapolation 2 1 1 3 2 9 2 

Table 4
 



but which is very difficult for the designer to compute. Although this
 

computational difficulty is not an overriding consideration in criteria
 

selection, it could be considered in assigning a weight to the trade-off
 

parameter "Ease of Simulation
 

3 6 2 Voice Systems
 

Based on both the unweighted and weighted parameters, calculation of 

articulation index using discrete frequencies centered in the equal impor­

tance bands appears to be the best method for specifying voice performance 

This ranking is different from that published inTRW report No 17618-

H174-RO-O0, "New Criteria Development", in that the original ratings showed 

Method A using voice signals to be superior Further consideration of the 

relative difficulty of mechanization and relation to actual system perfor­

mance resulted in changes in these parameters and in the total scores.
 

References to Tables 3 and 4 reveals the composition of the ratings
 

of the other systems It is of interest to note that the weighted and
 

unweighted overall ranks are quite similar The important feature of the
 

tables is that it assists users with different requirements to determine
 

which of the systems would be more suited to his needs For instance, if
 

the amount of data reduction required were not of prime importance to a
 

particular user, he could downgrade or ignore this particular parameter
 

and re-compute the total for each system, thus arriving at a rating suited
 

to his requirements
 

3 6 3 Video Systems
 

The picture SNR method using a standard noise weighting is the clear
 

choice based on both the weighted and unweighted parameter systems The
 

vact that this scheme has had considerable proven experience undoubtedly
 

affected the results
 

3 6 4 Data Systems
 

There is really only one choice for the digital systems criteria - bit
 

error rate based on comparison of input and output Method B is actually a
 

sub-method, and under the circumstances of very low BER conditions could be
 

the number one choice
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4. CRITERIA TEST MECHANIZATION
 

4.1 GENERAL DISCUSSION
 

Section 4 presents several methods of mechanizing tests designed to de­
termine compliance with performance criteria discussed inprevious sections
 

The criteria systems discussed in this section are determination of voice
 

articulation index (AI) using discrete frequency inputs, video picture signal­

to-noise measurements using weighted noise, and use of pseudo bit error rate
 

measurements for digital data
 

4.2 DETERMINATION OF ARTICULATION INDEX USING DISCRETE INPUT FREQUENCIES
 

4 2.1 Input Signals
 

As discussed in Section 1, the input to the system under test is a
 
magnetic tape recording consisting of calibration signals to check out the
 

standardized test equipment and test signals to be applied to tne system
 

under test
 

The test signal inputs will consist of a set of signal frequencies cen­

tered ineach of the equal importance bands listed inTable 1. These "band
 

center" frequencies are tabulated inTable 5. Itwill be noted that the
 

frequencies chosen for Bands 2, 8, 10, 12, and 20 are not exactly mdband
 

These frequencies have been slightly offset to minimize the effects of pos­
sible harmonics of the test frequencies resulting from non-linear system
 

operation. This precaution is taken because of the relatively low level
 

of the high test frequencies. The frequencies chosen insure that possible
 

harmonics up to and including the seventh, are separated from any test fre­
quency and any other harmonics by at least 10 Hz. The power contained in
 

each frequency is based on the normal voice spectrum illustrated in Figure
 
24 For each band, the power was determined by first calculating the average
 

power level ineach band by determining the average of the band edge power
 

levels. This average power level was multiplied by the bandwidth inHz.
 
Finally, the power in each band was normalized by dividing the product by
 

the sum of all the products in the 20 bands, as shown inEquation 6. The
 

resulting relative power levels are listed inTable 5.
 

4-1
 



TABLE 5
 

Discrete Frequencies for Equal Importance Bands
 

Articulation Band Center Normalized
 
Band Number Frequency in Hz Power Level
 

1 265 0.2065
 

2 375 0.1758
 

3 495 0 1960
 

4 630 0.1440
 

5 770 0 0925
 

6 920 0 0628
 

7 1075 0.0346
 

8 1235 0 0235
 

9 1395 0 0161
 

10 1560 0.0114
 

11 1745 0.00743
 

12 1915 0 00611
 

13 2130 0 00567
 

14 2370 0.00528
 

15 2660 0 00505
 

16 3010 0.00439
 

17 3425 0 00329
 

18 3950 0.001945
 

19 4650 0 000763
 

20 5560 0 000475
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2+1x
BW
 
Pi 2 (6)
 

20
 

n=l
 

where P1 and P2 are the power levels at the band edge frequencies,
 

and BW, is the bandwidth in Hz of band i.
 

As shown in Figure 25, the input test frequencies could be recorded
 

simultaneously by using separate oscillators set at the band center frequen­

cies with the amplitudes adjusted in accordance with Table 5
 

4.2.2 Output Signal Mechanization
 

There are a number of methods of mechanizing the calculation of the AI
 

from the output of the system under test, varying from the simple manual
 

type operation shown in Figure 26 to more automated mechanization
 

In Figure 26 the signal and noise power ismeasured at the output of
 

each band filter, and a wave analyzer is used to measure the signal power of
 

each center band frequency The output of the band filzers is signal plus
 

noise, but since the filter characteristics of the wave analyzer can be
 

very narrow, essentially only signal ismeasured when the analyzer is tuned
 

to each center band frequency From these quantities the signal-to-noise
 

(S/N) of each band can be calculated From these S/N's, the weighting fun­

ction (wl ) of each band is calculated by Equation 1, page 2-6, repeated
 

below for convenience as Equation 7
 

= 0 if (S/N) 1 < -12 dB 

(7)
(S/N)1 + 12 

w 30NI1 if -12 dB (S/1I) < +18 dB
 

= 1 if (S/N)I > 18 dB 
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The articulation index (AI) if then computed from the weighting functions
 

by Equation 2, page 2-6, repeated below as Equation 8
 

Al1 
 N (8)
AI = 

*i=l 


where N = the number of equal importance articulation bands in
 

the voice pass band of the system under test
 

(N = 20 for the pass band of normal speech ranging
 

from 200 Hz to 6100 Hz)
 

Figure 27 illustrates a more automated method of mechanizing the calcu­

lation of AI using a combination of analog and digital circuitry.
 

The output of the system under test is fed to a bank of filters which
 

match the equal importance bands shown inTable 1 The output of each
 

filter isfed to a solid state multiplexer, as well as to a very narrow band
 

filter tuned to the center frequency of that band Thus, the output of
 
the band filter represents signal plus noise (S+N), and the output of the
 

narrow band filter is almost pure signal (S)
 

The multiplexer is illustrated in Figure 28, and is arranged to simul­

taneously sample the output S and S+N for each band insequence, with each
 

band being sampled for 05 seconds The total time for sequencing the entire
 

voice band is 1 0 seconds as shown in Figure 29
 

After conversion into RMS voltages, the S, and (S+N)i for each band
 

are fed to a differential amplifier where the S is subtracted from the
 

(S+N)I resultinq in N, for each band Both the S1 and N1 are fed to
 

logarithmic amplifiers the output of which are representative of S1 in
 

dB and N in dB, respectively The dB outputs of S] and (S+1N) are applied
 
to a differential amplifier resulting in (S/N) in dB The output (S/N),
 

in dB is applied to a sample and hold circuit which is triggered by a
 

delayed clock trigger The delay (with reference to the standard 20 Hz
 

clock) is such that the voltage representing (S/N), is sampled near the
 

end of the 05 second gate time to ensure that the voltaqe has reached a
 

stable value
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The mechanization of Equation 7 is accomplished by applying the (S/N)1
 
to three circuits in parallel, the outputs of which are fed to a variable
 
pulse width generator which is voltage controlled If the (S/N)i is less
 
than -12 dB the variable width pulse generator remains biased in the off
 
condition for the duration of that particular band input ( 05 seconds)
 
If the (S/N) Is greater than -12 dB but less than +18 dB, the (S/N) I is
 
added to +12 dB and divided by 30, and causes the output of the gate 
generator to be a proportional amount of the maximum width If the (S/N) 
is equal to or greater than +18 dB, the variable width pulse generator is 

set to the maximum of 025 seconds for that band interval 

The variable width pulse generator is triggered by the same 20 Hz
 
clock that triqgers the multiplexer For each band, the width of the output
 
pulse varies from 0 to 025 seconds, depending on the (S/N) of that
 
particular band The maximum width of the variable width pulse generator
 
is set to 025 seconds instead of the maximum allowable time of 05 seconds
 
to prevent timing problems which could occur if successive (S/N), outputs
 

exceeded +18dB, equivalent to maximum width
 

The output of the variable width pulse generator is used to gate 

100 kHz pulses into a counter, where the count, proportional in each 
case to the wI , is added until the cycle of 20 bands is completed, when 
it is reset (Figure 29) The output of the counter over the entire cycle is 
also outputed on a printer resulting in permanent record of the Al
 

The frequency of the clock trigger acts as the scale factor (I/N) in
 
Equation 2. For the 20 band example, the 200 kHz used would result in a
 

count of 100,000, equivalent to an AI of 1, if the (S/N)i ineach band
 
equaled or exceeded +18 dB
 

4 2.3 Alternate Mechanization
 

An alternate method of mechanizing the AI solution is shown in Figure
 
30 The method is the same as the preceeding example up to the determina­
tion of (S/N)I Here the values of (S/N) between -12 dB and +18 dB would
 
be converted into digital form after mechanization of formula 2, and stored
 

in shift registers, one for each band The values of (S/N)i greater than
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+18 dB would set all l's inthe register, and values less than 12 dB would
 

set all O's. At the end of the N band cycle the outputs of the N registers
 

would be added and the sum divided by N to provide the AI.
 

4 3 VIDEO SIGNAL TO NOISE RATIO MEASUREMENT USING WEIGHTED NOISE
 

4 3 1 Input Signals
 

The picture signal-to-noise ratio (SNR) is defined by
 

2

/sync to white level video voltage
SNR 
 k weighted iR4S video noise voltaqe ) 
(Reference 9) Since this definition sets as limits the allowable signal 

voltage swing peak-to-peak, the input video signal level must be determined 

by the system under test to produce the maximum demodulated signal The 

actual limits will be determined by the type of modulation, permissable 

carrier deviations, etc , of the system under test The picture SNR defined 

above is based on the use of actual video input (selected still pictures 

scanned by a slide viewer) However, the picture SNR definition itself is 

not picture dependent, since it is based on a maximum allowable signal 

level When use is made of simulation for actual video input, this fact 

must be talen into account The picture SNR criteria when used with a 

simulated vidco input, must be used in combination with other criteria, 
including video bandwidth A standard bandwidth criteria is an essentially 

flat (+ 25 dB) response from d c to 4 MHz (Reference 13) 

The composite video signal input is composed of actual video signals,
 

blanking and synchronizing signals (Figure 31) In order to sinulate the
 

effects of the synchronizing signals and high frequency video frequencies,
 

a square wave input of 15 75 kHz (representative of the television line
 

frequency) is proposed as test signal input
 

4 3.2 Output Signal Mechanization
 

One method mechanizing the measurement of picture SNR is shown in
 

Figure 32 The input signal square wave, properly attenuated, is fed to
 

the system under test through a solid state switch S1, operating synchro­

nously with switch S2 which switches the output of the system under test
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to the test equipment. In the switch position shown in Figure 32, the input
 

signal S is fed into the system under test, and the output signal plus noise
 
(S+N) is fed to a peak-to-peak detector. The output of the peak-to-peak
 

detector is fed to a differential amplifier. The solid state switches S1 
and S2 are controlled by the timing circuitry, and are opened and closed 

during alternate one half second periods The timing circuits also provide 

the sampling pulse to the sample and hold and peak-to-peak detector cir­
cuits Figure 33 shows a means of providing the switching action for S1 and 

S2 and a timing diagram showing the relative timing of the S and S+N signals 

and the sampling pulses. 

In the other position, switch S1, terminates the input to the system 

under test in the correct impedance and S2 allows the system noise to be 

fed to an RMS detector. The output of the R5 detector, system noise (N), 

issampled during this period and held for comparison with the S+N Since 

the amplitude of the peak value of white Gaussian noise is approximately 
three times its RMS value, the noise from the sample and hold circuit is 
multiplied by a factor of six to enable its comparison with the peak-to­

peak value of the S N 

The output of the differential amplifier isthe difference between
 
(S+N) and N, and thus represents the signal S This output S is fed through
 

a logarithmic amplifier providing an output signal S in dB The use of this 
circuit to subtract the noise from the signal pulse noise is a refinement
 

which may not be necessary when the values of signal to noise ratios which
 

are likely to be encountered are considered A representative value of SNR
 
required to produce a "good" picture is generally taken to be approximately
 

50 dB for cornerical television, while the lowest value to be tolerated is
 

somewhere in the region of 30 dB (Reference 3). In other words the noise
 

to be expected isabout one percent of the signal, or lower. Thus, the
 

error involved in considering (S+N) to be S issmall.
 

The noise output from switch S2 is fed to a noise weighting network
 
which has a frequency response shown in Figure 8. The weighted noise is
 

fed to a RMS detector and a sample and hold circuit and is converted into
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dB by a logarithmic amplifier and fed to a differential amplifier where it
 

is compared to the peak-to-peak signa, S, to produce the weighted picture
 

SNR.
 

Sp 
The output weighted picture SNR :f4rms from the differential amplifier 

is applied to the tape recorder either in analog form or digital form. 

In addition, itcan be displayed on an analog or digital voltmeter. 

4 3.3 Calibration Signals
 

Aside from the measurement of the picture SNR, the principal parameter
 

to be determined isvideo frequency response (Reference 3 shows the required
 

response to be flat to 4 M1z within + 0 25 dB for commerical television) 

Figure 34 shows a calibration circuit for measuring video frequency response, 

The calibration signals will include a swept frequency of constant amplitude. 

The output will be displayed on an oscilloscope whose time base is set by 

the sweep voltage controlling the frequency The outpuc frequency response 

will also be recorded 

Also shown in Figure 34 is a means of mechanizing the output to provide
 

an indication that the response has exceeded the + 0 25 dB limits of flat­

ness. The output from the system is passed through a 100 kHz filter to be
 

used as a reference. After detection by an RMS detector the 100 kHz re­

sponse is sampled and held A portion of the 100 kHz reference proportional
 

to 0.25 dB is also obtained and fed to the final comparator stage. The
 

unfiltered output is detected and fed to a window comparator circuit where 
it is compared with the output of the 100 kHz reference The input stage
 

of the window comparator is an obsolute value circuit where the absolute
 

value of the difference of between the reference and unfiltered output is
 

obtained. This is compared to the 0 25 dB reference in a differential
 

amplifier. When the absolute value of the differential exceeds 0 25 dB, an
 

indication is obtained which can be used to produce a visual or other dis­

play
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4 4 ESTIMATION OF BIT ERROR RATE BY EXTRAPOLATION OF PSEUDO ERROR RATE
 

4.4 1 General Discussion
 

Indigital data systems, the Bit Error Rate (BER) is the performance
 

criterion most qenerally specfied BER ismost simply measured by com­

paring the output to a true copy of the input, and counting the errors
 

over a period of time In a system with a very small actual error rate,
 

the time required to count a statistically significant number of errors may
 

become unacceptably larqe One method of reducing this time is based on
 

the generation of psuedo error rates which are greater than the actual
 

rate, and the estimation of the actual error rate by extrapolation
 

The time required to measure error rates in a digital data system can
 

be considerably reduced by means of an external variable threshold decision
 

device connected in parallel with the decision device in the data system
 
under test By biasinq the decision threshold of the external decision
 

device, its error rate can be made to greatly exceed that of the unbiased
 

decision 	device in the system under test By plottin the logarithm of
 
this pseudo-error rate from the external decision device versus the thresh­

old bias, and extrapolating the resulting curve to the error rate for zero
 
threshold bias, an estimate of the true error rate of the system under test
 

can be obtained
 

The measurement of the average bit error rate by the pseudo-error
 
rate extrapolation method ismost simply implemented by a manual data
 

acouisition system of the type shown in Fiqure 35 In this manual system,
 
a threshold parameter, K, is defined by
 

M
 

K = , 	 where A is the peak signal amplitude at the external 

decision device, and M is the threshold level of the 

decision device 

Thus, K is the fractional threshold setting Values of error rate, PT'
 

are measured at each of several values of K The resulting data is plotted
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as K versus 10g10 PT and the resulting curve extrapolated to K=O The
 

PT corresponding to K=O is an estimate of the true error rate.
 

A clearer picture of the operation of this technique can be gained by
 

considering the example of a binary PSK demodulator operating in a Gaussian
 

noise environment If the threshold ismodified so as to increase the
 

number of l's errors, then the probability of l's error can be determined
 

by computing the cross-hatched area in the sketch of Figure 36(a) This
 

probability is given by
 

PE,I - 7-2;-2a - 62 

1 A -u2/2
eK-) 

S(K-l d (9) 

Similarly, the probability of a O's error is given by the cross-hatched
 

area in Figure 36(b) This probability is given by
 

(X+A)2
 

PE,O 1 
c M.e 2a2 

1 o ei 2/2 dp (10) 

-7(K+l)/271 

where a is the rms value of the noise and
 

M, A, and K are as previously defined
 

The total probability of error, PT' is
 

=T (PE, + PE,O ) (11) 
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Table 6 gives a tabulation of lOg 10 PT as a function of the parameter,
 
K. The values were obtained by evaluating equations (9)and (10) for a
 
A/ = 4 0 This data is plotted in Figure 37 which shows the essentially
 

straight line relationship that exists between K and loql0 PET' The
 
extrapolated curve qives a value of loqlo PET of -4 49 which corresponds
 

closely to the calculated value of -450 given inTable 6
 

SEI 	 E, E,T E
10 


- 5 	 I0- 5 0 4 3 2 x 10 4 3 2 x 3 2 x 10- 5  -4 50 
-4  	 -7
0 2 32 6 9 x 10 4 8 7 9 x 1O 3 5 x 10-4 _3 46
 

-3 	 "7 3
0 3 2 8 2 6 x 1O 5 2 1 x 1O 1 3 x -0
-2 B9
 

0 4 2 4 8 2 x 10-3 5 6 1 1 x 10- 8 4 1 x 10 -2 39 

Table 6 	 Tabulation of Error Probabilities for
 
Signal with Peak signal to ms noise
 
(A/) 4
 

4 4 2 System Mechanization
 

The pseudo-error rate extrapolation technique can be readily automated 
to provide a device whose output isan estimate of the true error rate of 

the system under test. The general arrangement is shown inthe block 

diagram of Figure 38 

Inthis arrangement, the three separate decision devices have three
 
different values of K set for the duration of the test The error counters
 

compare the outputs of the decision devices with a true copy of the original
 
data and supply a number proportional to pseudo-error, PEK' to the extra­

polator The extrapolator forms the logarithm of each PE,K value and forms
 
a least squares straight line fit to the three values of log(PE,K) The
 
intercept of this line uith the loq(P[) axis is determined, the antiloga­
rithm formed and supplied as an output estimate of the true error rate
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Figure 37 Logarithm of Estimated Error Rate, 
with Peak Signal to RMS Noise = 4 

PT' versus K, 
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SYSTEM UNDER TEST
 

SYSTEM 
INPUT 

REMAINDER 
OF SYSTEM 

DECISION 
DEVICE 

DATA OUTPUT 

EQUIVALENT 
SYSTEM_ 
DELAY 

SET 
K=K1 

DECISION 
DEVICE 

SET 
K=K 2 DECISION 

DEVICE 

SET 
K=K DECISION 

DEVICE 

ERROR 
COUNTER 

ERROR 
COUNTER 

ERROR 
COUNTER 

PEKI PEK 2 Ij 

EXTRAPOLATOR 

PEK3 

ESTIMATED TRUE 

ERROR RATE 

Figure 38 Error Rate Estimator 



If the equation of the least squares fit straight line is
 

log PC = a0 + aIK 1 (12) 

then the desired intercept is a The value of a can be Lomputed from
 

ao = 1EK 11=1" I E, (13) 
2 0a~~~ ~- __________________ (3


Z-I (Reference 17)
 

An analog mechanization of this solution for ao is shown in Figure 39.
 

In Figure 39, the quantities B, C, D, R are convenient scaling factors
 

which allow convenient values to be cssigned to the various summing and
 

feedback resistors
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PROPORTIONAL 
TO log PE,KAA 

FROi ERROR 
COUNTERS 
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B -EK 

FB('+ K'+ K') 
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2) .. 

C/K2> 

C/K3 _­

a0 = ESTIMATED TRUE 
ERROR RATE 

Figure 39. Pseudo Error Extrapolator Mechanization 



5. CONCLUSIONS AND RECOMMENDATIONS
 

The following conclusions are drawn as results of the study described
 

in this report
 

1. 	In the area of voice communication, the use of the articulation
 

index, which represents a weighted average of the SNR's of a
 

number of frequency bands comprising the voice band, emerges as a
 

clear choice of performance criteria.
 

Although the AI of a particular system must be related to word
 

intelligibility by empirical means, the Al itsplf as a criteria
 

is one which is repeatable, reasonably easy to measure, and is
 

more definitive than a gross SNR taken over the entire voice band
 

2 	 As regards video information, the choice is not so clear Picture
 

quality evaluation is more subjective and is not as easily defined
 

as word intelligibility The use of weighted picture SNR appears
 

to be the best answer as a repeatable, easily measured criteria
 

Weighted picture SNR does appear to have a reasonably linear
 

relationship to picture quality, as determined by several inves­

tigators
 

3 	 For digital data, average bit error rate (BER) remains the obvious 

standard criteria for uncoded systems where the distribution of 

errors is not important 

An evaluation of a number of methods of mechanizing criteria evaluation
 

results in the following
 

1 	 For voice systems, a system of mechanizing the measurement of AI
 

by determining the response of the system under test to a series
 

of discrete frequencies centered in the "equal importance bands"
 

is proposed as offering a reasonable method of achieving the
 

desired result.
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2. 	Use of a square wave with frequency equal to the standard
 
television line frequency and use of a noise weighting filter
 

are the chief features of the method suggested for mechanizing
 

picture SNR measurements.
 

3 	A method of mechanizing the use of psuedo error rates to re­
duce the time required to determine actual bit error rates in 
digital data systems with low BER's is proposed Pseudo error 
rates which are large with respect to the actual error rates 

are created by biasing the "mark" and "space" decision thresh­

old detectors away from the average reference. The actual 
error rate is determined from the pseudo rate 
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APPENDIX A
 

COST ESTIMATES
 

Inorder to provide a gross estimate of what might be involved in
 
realizing the hardware mechanization of the techniques described inSection
 

4, the following parts lists and cost estimates are presented They are
 
intended as guidelines and are furnished for information only Based on
 

the use of commercially available test equipment and off-the-shelf packaged
 

units where possible, they do not include preparation of the test signal
 

tapes or the tape recorder/playback system No labor cost estimates are
 

included
 

Voice Articulation Index Mechanization
 

20 "Equal Importance Band" Filters @ $125 $ 2,500 00 
20 Narrow Band Filters @ $125 2,500.00 

Multiplexer (shift register and gates) 250 00 

2 RMS Meters @ $575 1,150 00 

2 Logarithmic Amplifiers @ $420 840 00 
10 Operational Amplifiers @ $50 500 00 

Timing Circuitry 100 00 

Counter 1,000 00 

Printer 1,200 00 

Rack, Power Supply, Cabling, etc 500 00 

Total $10,540 00 
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840.00 

VIDEO SNR MECHANIZATION
 

Peak-to-Peak Detector $ 150 00
 

2 RMS Meters at $575 1,150 00
 

8 Operational Amplifiers @ $50 400 00
 

2 Logarithmic Amplifiers @ $420 


Timing and Switchanq 150 00
 

Noise Weiqhting Network 50.00
 

Analog to Digital Converter 500 00
 

Pack, Pover Supply, Cabling, etc 300 00
 

Total $ 3,454 00
 

VIDEO SNR CALIBRATION CIRCUIT
 

100 kHz Filter $ 150 00
 

2 RMS Meters @ $575 O 1,150 00
 

4 Operational Amplifier @ $50 150 00
 

Indication Circuits 
 10.00
 

Rack, Power Supply, Cablinq, etc 250 00
 

Total $ 1,710.00
 

BER ESTIMATION MECHANIZATION
 

3 Decision Circuits @ $150 $ 450 00
 

3 Error Circuits @ $500 1,500 00
 

Extrapolatlon Circuits 250 00
 

Rack, Power Supply, Cabling, etc 
 250 0
 

Total $ 2,450 00
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