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ABSTRACT

THE PURPOSE OF THIS NOTE IS TO DESCRIBE THE GENERAL FEATURES OF THE 'GENET' SYSTEM FOR SIMULATING NETWORKS UNDER DEVELOPMENT AT THE UNIVERSITY OF MARYLAND. A SET OF FEATURES WHICH ARE DESIRABLE FOR NETWORK SIMULATIONS IS PRESENTED IN THIS NOTE AND IT IS EXPECTED THAT THE FEATURES WILL BE ACHIEVED BY THE SYSTEM 'GENET'.

AMONG THESE FEATURES ARE:

(A) TWO LEVEL OF NETWORK MODELING: A NETWORK CAN BE VIEWED AS A SET OF PROCESSORS CONNECTED BY A SET OF COMMUNICATION FACILITIES. EACH PROCESSOR PERFORMS ITS OWN FUNCTIONS AND COMMUNICATE WITH OTHERS THROUGH THE COMMUNICATION FACILITIES. IN THIS CONTEXT, A NETWORK CAN BE MODELED AS A TWO LEVEL TASK: A COMMUNICATION-SWITCHING ORIENTED SUBMODEL AND A SET OF PROCESSOR ORIENTED SUBMODELS. A CONCEPTUAL FRAMEWORK IS PRESENTED IN CHAPTER 2.

(B) PROBLEM ORIENTED OPERATIONS: THE 'GENET' SYSTEM IS INTENDED AS A USER AND PROBLEM ORIENTED SIMULATION TOOL FOR USE IN NETWORK MODELING. A SET OF PRIMITIVE OPERATIONS SHOULD BE INCLUDED IN THE 'GENET' SYSTEM. EACH OF THESE PRIMITIVE OPERATION IS THOROUGHLY DISCUSSED IN CHAPTER 2.

IN CHAPTERS 3, 4, AND 5, THERE ARE SEVERAL TYPICAL NETWORK SYSTEMS ARE MODELED IN GENET FRAMEWORK TO ILLUSTRATE VARIOUS OF THE FEATURES AND TO SHOW ITS APPLICABILITY.
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1. INTRODUCTION

This note is the first of a series of notes entitled 'A Proposed Network Research Tool'. The aim of this research is to develop analytical and simulation tools for the modeling, analysis and simulation of a wide range of networks. Special emphasis has been placed on the capability of modeling and analysis of a complex network of computers.

In general, the study of a network system can be divided into four stages: they are:

(1) Physical system investigation and model construction,
(2) Model analysis,
(3) Model simulation, and
(4) Result documentation.

The physical (or conceptual) network system under question is first thoroughly investigated and represented by a functional model. Then, either a proper mathematical algorithm is selected to solve or analyze some of the mathematical properties of the network, or a suitable simulator is selected to simulate and observe the dynamic behavior or states of the network. The results obtained from the above analyzer or simulator are then carefully studied and documented. Each of these four stages interacts with one another, yet, each has its own distinct properties.
Fig. 1 Functional Block Diagram of the GENET System
THE GENERAL NETWORK SIMULATION AND ANALYSIS SYSTEM, 'GENET', UNDER DEVELOPMENT IS BEING DESIGNED TO SERVE ALL OF THE ABOVE FOUR STAGES. AS SHOWN IN FIGURE 1, THE 'GENET' SYSTEM IS TO BE STRUCTURED INTO FOUR INTERACTIVE SUBSYSTEMS. THEY ARE:

(1) MODEL CONSTRUCTION AND/OR MODIFICATION SUBSYSTEM:

THIS SUBSYSTEM IS EXPECTED TO CONSIST OF AN ASSEMBLER, AN EDITOR, AND A COMPONENT LIBRARY. A MODEL MAY BE BUILT BY MEANS OF ASSEMBLING THE PIECES OF COMPONENTS TOGETHER. EACH OF THESE COMPONENTS MAY BE OBTAINED FROM THE COMPONENT LIBRARY OR MAY BE A USER CREATED COMPONENT. THE USER MAY CREATE A NEW COMPONENT BY MEANS OF EDITING AND/OR MODIFYING AN EXISTING COMPONENT OR HE MAY BUILD THE COMPONENT FROM SCRATCH.

(2) MODEL ANALYSIS SUBSYSTEM:

THIS SUBSYSTEM IS EXPECTED TO CONSIST OF A SET OF NETWORK ANALYSIS PROGRAMS AND A MODEL ABSTRACTOR. THE MODEL ABSTRACTOR IS USED INTERACTIVELY TO EXTRACT THE NECESSARY INFORMATION FROM A NETWORK MODEL FOR A PARTICULAR ANALYSIS PROGRAM.

(3) MODEL SIMULATION SUBSYSTEM:

THIS IS THE CENTRAL PART OF THE 'GENET' SYSTEM. IT IS EXPECTED TO CONTAIN AN ON-LINE, INTERACTIVE SIMULATOR WHICH SIMULATES THE DYNAMIC BEHAVIOR OF THE NETWORK MODEL AND PRODUCES THE RESULTS ON-LINE AND/OR TO USER SPECIFIED FILES FOR FURTHER
 ANALYSIS.

(4) RESULT ANALYSIS AND DOCUMENTATION SUBSYSTEM:

This subsystem is expected to consist of a set of statistical programs and a set of data display routines. The statistical programs are required for calculation, tabulation, recording and reduction of statistical data. The display routines may be routines for producing graphs, histograms, frequency tables and general reports.

The operation of any of these four subsystems may be suspended automatically or manually and resumed at a later time. In the study of network systems, we are particularly interested in the operations carried out by a network. These complex operations can best be considered as consisting of two points of view: a global and a local point of view. In the global point of view, a network consists of a set of nodes which are in turn connected by a set of links. The operations carried out by this network can be observed from the flows which pass through the network. A typical operation is as follows: create a message at one of the terminal nodes, process the message, send the message from node to node, and terminate the message. On the other hand, in the local point of view, a network can be considered as a set of components. All components can only recognize their own process functions and some limited information about their neighbouring components. This information involves: allocating devices and
STORING, SCHEDULING FOR PROCESSING, AND PASSING THE FLOW TO ONE OF ITS NEIGHBOURING COMPONENTS. ONE MAY CONSIDER THE GLOBAL MODELING OF A NETWORK AS A TELESCOPE WHICH REVEALS THE OVERALL PERFORMANCE OF THE ENTIRE NETWORK, WHILE THE 'LOCAL MODELING' CAN BE REGARDED AS A MICROSCOPE WHICH GIVES DETAILED RESULTS OF INDIVIDUAL COMPONENTS.

THIS NOTE ATTEMPTS TO PRESENT A CONCEPTUAL FRAMEWORK IN TERMS OF THIS TWO-LEVEL MODELING. IN THIS FRAMEWORK, THE GLOBAL VIEW OF A NETWORK IS A FLOW (OR SWITCHING) ORIENTED NETWORK, AND THE LOCAL VIEW OF A NETWORK IS A PROCESSOR ORIENTED NETWORK. IN CHAPTER 2, THIS CONCEPTUAL FRAMEWORK IS PRESENTED IN DETAIL, AND SOME BASIC TECHNIQUES FOR DESIGNING AND ANALYZING A NETWORK SYSTEM ARE DISCUSSED BRIEFLY FOLLOWING THIS DISCUSSION, THREE NETWORK EXAMPLES - A COMMUNICATION NETWORK, A TIME-SHARING NETWORK, AND A COMPUTER NETWORK - ARE USED TO ILLUSTRATE THE CONCEPTUAL FRAMEWORK OF NETWORK STUDY. THERE ARE A NUMBER OF SPECIFIC FEATURES REQUIRED TO ACCOMPLISH A GENERAL NETWORK SIMULATION. THESE FEATURES INCLUDE:

(A) COMMUNICATION ORIENTED OPERATIONS:
1. LINE CONNECTING AND DISCONNECTING,
2. MESSAGE SENDING AND RECEIVING,
3. MESSAGE PACKING AND UNPACKING,
4. LINE/MESSAGE CONCENTRATING AND MULTIPLEXING,
5. POLLING, ADDRESSING, AND CONTENTION TRANSMISSIONS, AND
6. POSITIVE AND NEGATIVE ACKNOWLEDGMENTS.
(B) PROCESSOR ORIENTED OPERATIONS:

1. FACILITY ALLOCATING, AND RELEASING,
2. INFORMATION STORING AND RETRIEVING,
3. FILE LOCATING AND MOVING,
4. AND FACILITY SELECTING AND SCHEDULING, AND
5. INTERRUPT RECEIVING AND HANDLING.

A REVIEW HAS BEEN MADE OF SEVERAL WELL-KNOWN SIMULATION SYSTEMS, WHICH INCLUDE (1) GENERAL PURPOSE SIMULATION SYSTEMS — GPSS[ ], SIMSCRIPT[ ], SIMULAI[ ], OPS-4[ ], JASPE[ ]; AND OF SEVERAL COMMUNICATION SYSTEM (2) COMMUNICATION NETWORK SIMULATION SYSTEMS — UNSC [ ], COMSLI [ ]; (3) COMPUTER SYSTEM SIMULATION SYSTEMS — CSSC [ ], AND ECSII [ ].

BASED ON THE REVIEW WE HAVE CONCLUDED THAT:

(1) GENERAL PURPOSE SIMULATION SYSTEM LANGUAGES (E.G. GPSS) ARE NOT FEASIBLE FOR NETWORK SIMULATIONS. IN THE USE OF GENERAL PURPOSE SYSTEMS, A LARGE AMOUNT OF PROGRAMMING EFFORT WOULD HAVE TO BE PROVIDED BY THE INDIVIDUAL USER. IN ADDITION, BECAUSE OF THE LACK OF A CONCEPTUAL FRAMEWORK ORIENTED TOWARDS NETWORKS, IT MAY CAUSE PROGRAMMING AND EXPERIMENTATION DIFFiculties.

(2) BOTH THE COMMUNICATION ORIENTED AND PROCESSOR ORIENTED SIMULATORS HAVE INSUFFICIENT OPERATIONS, WHICH ARE REQUIRED FOR A GENERAL NETWORK SIMULATION (SUCH AS THOSE OPERATIONS WHICH WE HAVE LISTED IN THE ABOVE PARAGRAPH). IN GENERAL, MOST OF THESE SIMULATORS HAVE THEIR OWN SPECIAL PURPOSE AND
LOSE GENERALITY. IN OTHER WORDS, IF THE SIMULATOR DOES NOT CONTAIN A REQUIRED OPERATION THEN THE USER CAN DO LITTLE TO OVERCOME THIS DIFFICULT.

(3) A SPECIAL SIMULATION SYSTEM WHICH HAS THE ABILITY TO MODEL BOTH NETWORK PROCESSORS AND NETWORK FLOWS IS REQUIRED. THAT IS, A SYSTEM WHICH HAS THE OPERATIONS AS LISTED ABOVE IS REQUIRED TO PROVIDE USERS WITH THE CAPABILITY TO SIMULATE A WIDE RANGE OF NETWORKS.

A SPECIAL SIMULATION SYSTEM WHICH HAS THE ABILITY TO MODEL BOTH NETWORK PROCESSORS AND NETWORK FLOWS IS REQUIRED TO PROVIDE USERS WITH THE CAPABILITY TO ANALYZE SUCH SYSTEMS BEFORE LARGE EXPENDITURES ARE MADE IN THEIR IMPLEMENTATION AND STUDY.
2. ANATOMY OF A NETWORK

In our study of networks, we are particularly interested in the operations carried out by the network. Fig. 2 illustrates a conceptual model of a general network. In this model, a network is viewed as a set of space-shared devices (e.g., memories, secondary stores, or files in the computer networks) and a set of time-shared devices (e.g., computer systems in a computer network) which are interconnected by a special communication facility called an exchange loop or switching mechanism (e.g., common carrier facilities in computer networks). Every device has its own performance function and is independent of the others, but can communicate with the others by means of the exchange loop.

In this network, a message is created and processed through one of the time-shared devices. After being processed it is switched by the exchange loop to another device (or the same device) which may be a time-shared device or a space-shared device. This message will continue to stay in the loop of 'process at one device and then switch to other device' until it reaches its destination device, where the message will be processed and moved out of the network. In this context, a network can be modeled as a two-level task as shown in Fig. 2, the global (switching oriented) view and the local (processor oriented) view. Some typical models are presented in Fig. 3.
Fig 2. A Conceptual Model of a General Network
A SIMPLE SWITCHING NETWORK HAS A TOPOLOGICAL STRUCTURE AS SHOWN IN FIG. 3(A), AND CAN BE VIEWED AS A TWO LEVEL PROCESSING TASKS (SEE FIG. 3(A)):

1. COMMUNICATION - SWITCHING CENTER
2. PROCESSOR - TERMINAL

A MORE COMPLICATED NETWORK AS SHOWN IN FIG. 3(B), CAN BE VIEWED AS A NESTING OF TWO NETWORKS, EACH (NETWORK) HAS TWO LEVELS OF PROCESSING TASKS AS DESCRIBED IN THE ABOVE EXAMPLE, NAMELY COMMUNICATION AND PROCESSING. THAT IS (SEE FIG. 3(B)),

1.1. INTERCENTER COMMUNICATIONS
1.2. HIGH LEVEL PROCESSOR - SWITCHING CENTER
2.1. COMMUNICATIONS - SWITCHING CENTER
2.2. PROCESSOR - TERMINAL

IN SOME COMPUTERIZED NETWORK SYSTEMS, A SPECIAL COMPUTER IS DESIGNATED TO SERVE ALL INTERCENTER COMMUNICATIONS, AN EXAMPLE OF THIS KIND OF NETWORKS IS SHOWN IN FIG. 3(C), AND ITS PROCESSING IS SHOWN IN FIG. 3(C').

NETWORK PROBLEMS CAN ALSO BE CLASSIFIED INTO TWO CATEGORIES: SWITCHING (OR FLOW) ORIENTED PROBLEMS AND PROCESSOR (OR DEVICE) ORIENTED PROBLEMS.

SWITCHING ORIENTED PROBLEMS INVOLVE:

- THE STRUCTURE OF THE NETWORK,
- THE COMMUNICATION STRATEGY, AND
- THE SWITCHING AND EXCHANGE MECHANISM.

PROCESSOR ORIENTED PROBLEMS INVOLVE:
Topological Structure

Two-level Processing Tasks

Fig. 3 (a) A Simple Switching Network

Fig. 3 (b) A General Switching Network

Fig. 3 (c) A Computerized Network
. THE PROCESSING TIME AND RESPONSE TIME,  
. THE PROCESSOR THROUGHPUT, RELIABILITY AND UTILIZATION,  
AND  
. THE RESOURCE ALLOCATION STRATEGY.  

FROM THE GLOBAL OR SWITCHING POINT OF VIEW, THE FIRST  
CONSIDERATION IS THE 'NETWORK CONFIGURATION'. FOR A GIVEN SET OF  
NODES, THERE ARE MANY POSSIBLE CONFIGURATIONS. AS NOTED BY FRANKI  
], THE DIRECT ENUMERATION OF ALL POSSIBLE CONFIGURATIONS FOR A  
TWENTY-NODE NETWORK IS BEYOND THE CAPABILITIES OF THE MOST  
POWERFUL PRESENT-DAY COMPUTER  

BECAUSE OF THE ENORMOUS NUMBER OF COMBINATIONS OF LINKS THAT CAN  
BE USED TO CONNECT A RELATIVELY SMALL NUMBER OF NODES, FRANKI  
ESTIMATES THAT FOR AS FEW AS A FIVE NODES NETWORK, THERE MAY BE AS  
MANY AS 1,500 DIFFERENT CONFIGURATIONS OF THE NETWORKS. THIS  
LEAVES THE PROBLEM OF DETERMINING WHICH IS THE MOST ECONOMICAL  
NETWORK SUBJECT TO A SET OF CONSTRAINTS. IT IS NOT POSSIBLE TO  
EXAMINE EVEN A SMALL FRACTION OF THE POSSIBLE NETWORK  
CONFIGURATIONS THAT MIGHT LEAD TO ECONOMICAL DESIGNS. FOR THIS  
REASON, SOME APPROXIMATION STRATEGIES AND HEURISTIC METHODS HAVE  
RECENTLY BEEN DEVELOPED FOR SOLVING THE ABOVE PROBLEM. A  
CONSIDERABLE AMOUNT OF WORK IN THIS AREA IS STILL UNDER  
development by a group of researchers, supported by the Advanced  
Research Project Agency of the Department of Defense (known as  
The ARPA Network Research). Furthermore, even if a configuration  
of a network is fixed, the 'network flows' between nodes are still
NOT CONSTANT OR PRECISELY PREDICTABLE. THIS INVOLVES THE PROBLEM OF 'FLOW TRANSMISSION'. FLOWS (OR MESSAGES) WILL REACH A NETWORK AT RANDOM, THE (MESSAGE) LOAD ON A NETWORK WILL VARY SECOND BY SECOND. DIFFERENT FLOWS HAVE DIFFERENT SOURCES AND SINKS, AND THE TRANSMISSION NOT ONLY DEPENDS ON ITS SOURCE AND SINK BUT ALSO DEPENDS ON THE TRAFFIC PATTERNS AT THAT PARTICULAR MOMENT. THERE ARE MANY TECHNIQUES THAT HAVE BEEN DEVELOPED TO ACHIEVE THE EFFICIENCY OF FLOW TRANSMISSION. THIS IS ONE OF THE MOST ACTIVE AREAS OF TELECOMMUNICATION NETWORK RESEARCH.

WHENEVER ECONOMIC CONSIDERATIONS ARE INVOLVED IN NETWORK DESIGN AND EVALUATION, A MAJOR OBJECTIVE IS THAT OF REDUCING THE COST OF TRANSMISSION AND INSTALLATION. THE STRATEGIES USED IN THIS AREA ARE: MULTIPLEXING, CONCENTRATING, AND FACILITY SHARING. A COMBINATION OF THESE TECHNIQUES IS USUALLY CALLED 'EXCHANGE AND SWITCHING' MECHANISMS. IN AN EXCHANGE AND SWITCHING NETWORK, THE SPECIAL NODES, NAMED SWITCHING CENTERS, ARE ADDED INTO A NETWORK SYSTEM. THE ORIGINAL NODES BECOME THE SUBSCRIBERS OF THESE SWITCHING CENTERS. THERE ARE NO DIRECT CONNECTIONS BETWEEN SUBSCRIBERS, BUT ANY SUBSCRIBER CAN REQUEST THE SWITCHING CENTER TO CONNECT ANY OTHER SUBSCRIBER AS DESIRED. THE SWITCHING CENTERS WILL ESTABLISH A CONNECTION AND MAINTAIN THIS CONNECTION FOR THE DURATION OF THE TRANSMISSION AS THE SUBSCRIBER REQUESTED. THE TRANSMISSION FACILITY IS SHARED BY ALL SUBSCRIBERS. THIS TECHNIQUE HAS BEEN USED WIDELY IN THE FIELD OF ELECTRONIC DATA COMMUNICATION SUCH AS TELEPHONE, TELEGRAMS, AND TELETYPES.
Communications. To achieve a wide-range of switching functions, this then involves combinatorial problems, such as optimal route, efficient dialing procedures, etc.

Now we turn our attention to each individual processor which may be a space shared device or a time shared device.

To achieve 'good performance' for each processor is the objective of network designers or analysts. The term 'good performance' can be interpreted in several different ways depending on the interests of the user of the simulation package. For the user of the network system, 'good performance' may mean fast processing time and fast response time. For a network engineer, mean-time between-failure, throughput, and processor reliability are essential ingredients of the performance. On the other hand, the network designer and analyst sees performance in terms of degree of utilization of various components, and simultaneously must be concerned with performance for the user's and engineer's points of view.

Over a given period of operation, say 10 seconds, there are precisely 10,000,000 microseconds of processing time available. During this period of operation, these 10,000,000 microseconds will be distributed among the actual message processing time, the system overhead and the system idle time. These three events cannot occur at the same time. Therefore, when no messages are being executed, and the system is not idleing, then the system overhead must take place. In general, an increase in the actual
PROCESSING TIME CORRESPONDS TO A DECREASE IN IDLE TIME BUT ALSO CORRESPONDS TO AN INCREASE IN OVERHEAD TIME AS WELL. THIS IMPLIES THEN THAT THE BASIC GOAL FOR REDUCING PROCESSING COST IS TO SEEK A WAY TO MINIMIZE THE OVERHEAD TIME WHILE TRYING TO MAXIMIZE THE ACTUAL PROCESSING TIME. THE RESULT OF THIS MIGHT CAUSE AN INCREASE IN THE NUMBER OF CONCURRENT USERS OF THE PROCESSOR'S FACILITIES AND THEREBY CAUSE AN INCREASE IN THE RESPONSE TIME (OR TURN-AROUND TIME) OF INDIVIDUAL MESSAGES.

THE RESPONSE TIME (OR TURN AROUND TIME) IS THE TIME A PROCESSOR TAKES TO RESPOND TO A GIVEN INCOMING MESSAGE. AS MENTIONED ABOVE, A PROCESSOR MAY PROVIDE ITS CURRENT USERS WITH A SATISFACTORY RESPONSE TIME BUT AT A BURDENsome OVERHEAD COST. IN SOME NETWORK SYSTEMS WHERE RAPID-RESPONSE IS REQUIRED, SUCH AS IN A SO CALLED REAL-TIME NETWORK SYSTEM, THE TRADE-OFF BETWEEN PROCESSING COST AND THE RESPONSE TIME BECOMES A MAJOR TASK FOR DESIGN AND EVALUATION. ANOTHER IMPORTANT CONSIDERATION IN THE SYSTEM PERFORMANCE IS THE 'RELIABILITY'. THE SERIOUSNESS OF A PROCESSOR BREAK-DOWN IS OFTEN RELATED TO THE RESPONSE-TIME REQUIRED. FOR EXAMPLE TWO HOURS INTERRUPTION MAY NOT BE TOO SERIOUS IF THE PROCESSOR HAS ONE HOUR OF RESPONSE TIME, BUT IT WILL BE DISRUPTED IF THE PROCESSOR REQUIRES SECONDS OF RESPONSE TIME. DIFFERENT PROCESSORS OFTEN HAVE DIFFERENT RELIABILITY REQUIREMENTS, AND THEN HAVE DIFFERENT WAYS TO OVERCOME FAILURES.

PROVIDING AS FAIL-SAFE AS POSSIBLE A SYSTEM WILL GENERALLY DEGRADE THE SERVICE OF THE PROCESSOR. IN OTHER WORDS, IT MAY DECREASE THE
"THROUGHPUT (ANOTHER PERFORMANCE CRITERION)" OF A PROCESSOR.

The total number of actual processing time available in a period of operation is referred to as the 'throughput' for that period. In general, the maximization of device throughput, and maximization of the simultaneity of device use may be an important consideration for a network design and evaluation. The difficulty in doing so is to assign each requirement with a proper weight, and to seek for a proper balance between these interactive requirements.

A second way of viewing processor performance is to consider the resource allocation strategies used in the processor.

A primary task of any system is to transform the capabilities of the hardware components into resources that can be used to perform desired functions for users of the system. In a multiuser environment, such as a network system, processes (e.g., jobs) compete for the use of resources. The management of these resources must then include a systematic mechanism for allocating and releasing resources. Moreover, the allocation of resources may take account of the relative importance of jobs, that is, the higher priority (most important) job should have control of a resource before a less important job. The priority may change during the course of operations. A well-known problem in the design of a multiuser system is the selection of a resource allocation strategy that will prevent deadlock. Deadlock is the situation in which resources have been allocated to various jobs.
IN SUCH A WAY THAT NONE OF THE JOBS CAN CONTINUE PROCESS. FOR EXAMPLE, EACH OF TWO JOBS 'A' AND 'B' NEEDS THE RESOURCES 'X' AND 'Y' AT THE SAME TIME, I.E. WHEN EITHER 'X' OR 'Y' HAS BEEN ALLOCATED TO IT. 'A' WILL CERTAINLY NOT RELEASE THE ALLOCATED RESOURCE BEFORE THE OTHER ONE HAS ALSO BEEN ALLOCATED TO IT (likewise 'B'). SUPPOSE THE STRATEGY IS SUCH THAT ALLOCATION WILL FOLLOW ON REQUEST IF THE RESOURCE IS FREE. THEN THE SITUATION MAY ARISE THAT 'A' HAS SEIZED RESOURCE 'X' AND 'B' RESOURCE 'Y'. FROM THEN ON, 'A' AND 'B' WILL WAIT FOR EACH OTHER INDEFINITELY, SINCE 'A' CERTAINLY DOES NOT RELEASE 'X' UNTIL IT HAS SEIZED 'Y', I.E. NOT UNTIL 'B' HAS RELEASED 'Y', WHILE 'B' WILL NOT RELEASE 'Y' UNTIL IT HAS SEIZED 'X'. THE DEADLOCK PREVENTION PROBLEMS ARE ONLY A PART OF A RESOURCE ALLOCATION STRATEGY. THE ALLOCATION METHOD SHOULD ALSO DISTRIBUTE RESOURCES EQUITABLY, IN SOME SENSE, AMONG THE USERS AND SHOULD NOT INTRODUCE ANY GROSS INEFFICIENCIES. IN OTHER WORDS, IT SHOULD MINIMIZE THE CHANGE OF JOBS ON PROCESSING AND REDUCE THE SYSTEM OVERHEAD. A MORE DETAILED DISCUSSION FOR SOLVING THESE PROBLEMS WILL BE PRESENTED IN SECTION 2.2.

2.1 SWITCHING ORIENTED TECHNIQUES:

SWITCHING ORIENTED TECHNIQUES MAY BE GROUPED INTO THREE CLASSES:
(1) THE TECHNIQUES ASSOCIATED WITH THE TOPOLOGICAL STRUCTURE OF THE NETWORK.

(2) THE TECHNIQUES ASSOCIATED WITH THE TRANSMISSION STRATEGY, AND

(3) THE TECHNIQUES OF SWITCHING AND EXCHANGING.

2.1.1. NETWORK STRUCTURES:

THERE ARE TWO BASIC STRUCTURES, NAMELY THE CENTRALIZED STRUCTURE AND THE DISTRIBUTED STRUCTURE (FIG. 4-A AND 4-B). BY A CENTRALIZED STRUCTURE, WE MEAN THAT ALL PROCESSING AND ROUTING ACTIVITIES ARE CARRIED OUT AT A DISTINCT CENTRAL NODE (OR MASTER NODE). THIS TYPE OF NETWORK INVOLVES COMMUNICATION TRAFFIC ONLY BETWEEN THE CENTRAL SITE AND THE REMOTE TERMINALS. AN IMMEDIATE CONSEQUENCE IS THAT THE ENTIRE PERFORMANCE FUNCTION OF THE NETWORK IS MAINTAINED AT THE CENTRAL SITE. IN MOST APPLICATIONS, THE CENTRALIZED STRUCTURE DOES OFFER CONSIDERABLE ADVANTAGE IN REDUCING THE MAINTAINENCE COST. A DISTRIBUTED STRUCTURE AS SHOWN IN FIG. 4-B, IS ONE IN WHICH THE NETWORK PROCESSING ACTIVITY IS CARRIED OUT BY EACH NODE. AN ESSENTIAL DIFFERENCE BETWEEN THE ABOVE TWO NETWORK STRUCTURES IS THAT THERE IS NO MASTER-SLAVE TYPE OF OPERATION IN THE DISTRIBUTED STRUCTURE. ONE CAN HAVE A MIXED SYSTEM CONTAINING BOTH STRUCTURES. IN THE DISTRIBUTED STRUCTURE, EACH NODE HAS EQUAL OPPORTUNITY TO PERFORM ITS OWN FUNCTIONS. IN MOST NETWORKS, THE NETWORK STRUCTURE CAN BE SUBDIVIDED INTO TWO
Fig. 4 (a) A Centrolized Structure

Fig. 4 (b) A Distributed Structure

Fig. 4 (c) A Generalize Network Structure
LEVELS AS SHOWN IN FIG. 4-C. THE LOW-LEVEL SUBNETS EMPLOY THE CENTRALIZED STRUCTURE, AND CONSIST OF A CENTRAL (OR MASTER) NODE WHICH CONNECTS A SET OF TERMINAL NODES THROUGH TRANSMISSION LINKS. THE CENTRAL NODE CONTROLS THE LOW-LEVEL SUBNET AND INTERFACES WITH THE HIGHER-LEVEL NETWORK. THE HIGHER-LEVEL NETWORK USUALLY FORMS A DISTRIBUTED STRUCTURE AS SHOWN IN FIG. 4-C. A SUMMARY OF THE ADVANTAGES AND DISADVANTAGES OF A DISTRIBUTED VS. A CENTRALIZED CONFIGURATION IS SHOWN IN THE TABLE 1. BESIDES THE CONSIDERATION OF THE GENERAL STRUCTURE OF A NETWORK, THE LINK CONNECTIONS OF ALL NODES MAY ALSO BE A DIFFICULT PROBLEM. CONSIDER A SYSTEM THAT CONSISTS OF SEVEN NODES AS ILLUSTRATED IN FIG. 5-A. ONE NETWORK CONFIGURATION IS TO PROVIDE COMMUNICATION LINKS BETWEEN ALL NODES SO AS TO HAVE DIRECT LINK BETWEEN EVERY PAIR OF NODES AS IN FIG. 5-B. IN SOME APPLICATIONS, THE COMMUNICATION LINE COST IS OF GREAT SIGNIFICANCE IN DESIGNING OR MAINTAINING THE NETWORK. THEREFORE, REDUCING LINE COSTS BECOMES OF MAJOR IMPORTANCE. A CENTRALIZED STRUCTURE IS ONE SOLUTION TO ACHIEVE THIS GOAL, SINCE FAR FEWER COMMUNICATION LINES ARE REQUIRED TO CONNECT ALL NODES (SEE FIG. 5-C). HERE WE ASSUME THAT NODE 'C' IS CHOSEN AS THE CENTRAL NODE. A FURTHER REDUCTION IN LINE COSTS MAY BE ACHIEVED BY USING A SPECIAL TECHNIQUE CALLED 'MULTI PORT CONNECTION' OR 'MULTIDROP LINE', IN WHICH ONE LINE CONNECTS SEVERAL NODES (FIG. 5-D). IN GENERAL, THERE ARE TWO TYPES OF MULTIPORT CONNECTIONS, ONE IS TERMED 'LINEAR MULTIDROP LINE' AND THE OTHER IS CALLED 'LOOP (OR RING) MULTIDROP LINE'. THIS MULTIDROP-LINE
<table>
<thead>
<tr>
<th>Type</th>
<th>Primary Applications</th>
<th>Major Advantages</th>
<th>Major Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized</td>
<td>Network with a clustering of terminals in the geographic sense but little clustering of the operating functions.</td>
<td>Low cost for maintaining and controlling the network functions without mutual interference problem.</td>
<td>Higher cost and complexity for data communications.</td>
</tr>
<tr>
<td>Distributed</td>
<td>Network with many clustering of terminals both in the geographic sense and function of operations.</td>
<td>More reliable and independent. Easier to expend and to reconfigure of the network.</td>
<td>High cost and complexity for interfacing various incompatibilities.</td>
</tr>
</tbody>
</table>

Table 1. A summary of the advantages and disadvantages of a distributed vs a centralized configurations.
Fig. 5 The Different Structures of the Line Connection
Configuration requires the central node to have the ability to address each individual node on the line, and also requires each node to be able to recognize and to process only those messages addressed to it. The different transmission strategies are discussed in the next section.

2.1.2. Transmission Strategies

We describe several transmission strategies that we expect to incorporate into the system:

1. Multiplexing
2. Buffering
3. Concentrating
4. Store-and-forwarding

2.1.2.1. Multiplexing:

The main purpose of using the multiplexing technique is to reduce transmission costs. The classical definition of multiplexing is sharing the transmission media by the allocation of capacity to separate channels through time or frequency division. The largest number of practical multiplexing is the time-division type of multiplexing. This type of multiplexing is characterized by the addressing methods for transmission. The major categories are: contention, polling, and switching. Both contention and polling make use of multipoint (or multi-drop) line where each terminal node is permanently connected, party-line
FASHION, TO EACH OTHER TERMINAL OF THE NETWORK. IN A CONTENTION TRANSMISSION, ANY NODE DESIRING TO COMMUNICATE WITH ANOTHER NODE MUST WAIT UNTIL THE LINE IS FREE AND ATTEMPTS TO 'SEIZE THE LINE FOR ITS OWN USE. A POLLED TRANSMISSION DIFFERS FROM A CONTENTION TRANSMISSION, IN WHICH, A SINGLE MASTER NODE SEQUENTIALY ADDRESSES EACH SLAVE NODE TO DETERMINE WHETHER IT HAS INFORMATION TO TRANSMIT. THE SWITCHING TRANSMISSIONS ARE SIGNIFICANTLY DIFFERENT FROM BOTH OF THE ABOVE TWO TYPES, IN THAT, THEY ALLOW A COMMUNICATION FACILITY TO BE DEDICATED TO A NODE PAIR (OR A SET OF NODES) FOR TRANSMISSION. SOME MAJOR APPLICATIONS, ADVANTAGES AND DISADVANTAGES OF VARIOUS MULTIPLEXING TECHNIQUES ARE PRESENTED IN THE TABLE 2.

2.1.2.2. BUFFERING

IN MOST APPLICATIONS, THE TRANSMISSION RATE OF A LINE IS USUALLY DIFFERENT FROM THE PROCESSING RATE OF A NODE WHICH IS ATTACHED TO THE LINE.

<table>
<thead>
<tr>
<th>Type</th>
<th>Primary Application</th>
<th>Major Advantage</th>
<th>Major Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contention</td>
<td>Networks with terminals dispersed over a wide geographic area.</td>
<td>Low cost for dispersed terminal networks.</td>
<td>Possible mutual terminal interference and possible large queuing times.</td>
</tr>
<tr>
<td>Polling</td>
<td>Same as Contention type</td>
<td>Low cost in some applications without mutual interference problems.</td>
<td>Possible long queuing times except for wide bandwidth facilities.</td>
</tr>
<tr>
<td>Switching</td>
<td>Any multi-terminal network.</td>
<td>Can be configured to maximally utilize trunk capacity.</td>
<td>High cost and complexity for small and medium size networks.</td>
</tr>
</tbody>
</table>

Table 2 Major applications of Various Multiplexing Arrangements.
Processes on the other buffer areas. On input, when the buffer area currently in use by node is empty, the buffer routine switches it for transmitting data and switches the next full buffer for processing. The similar concepts applies to the output process.

2.1.2.3. Concentrating

Concentrating is a technique which is used primarily to match the input line transmission speeds and the output line transmission speed. A concentrator collects the messages from a set of low-speed lines (usually transmits data in asynchronous fashion) then packs them and transmits these messages over the high-speed line (usually using synchronous transmission). Replies will travel back in a converse manner.

The concept is illustrated in Fig. 6.

2.1.2.4. Store and Forwarding

The store and forwarding technique is frequently used in the data communication networks. It holds incoming messages on a buffer area until they can be transmitted forward at more desirable conditions. A message switching network, such as telex network, which employs this concept is sometimes referred to as a 'store-and-forward' network. In Chapter 3 a store-and-forward switching network is discussed in detail.
2.1.3. TECHNIQUES OF SWITCHING AND EXCHANGING

As described earlier, if a network involves a large number of nodes then a direct connection between every two nodes may not be economically feasible. In this case the designer of a practical system economizes by using the techniques of switching and exchanging. There two kinds of switching and exchanging methods, namely message switching and line switching. In line switching, a communication path through a message center is established between the sending node and the receiving node. This path is assigned permanently for the duration of the transmission. In message switching, on the other hand, no direct connection exists between the sender and the receiver. In this system, a message is routed through the network to its designated node in a store-and-forward fashion.

In this section we introduce some techniques that are commonly founded in the above two types of switching networks. Among these techniques are:

1. Subscriber (or Node) identification technique,
2. Hierarchy structure of switching centers,
3. Dialing and routing procedures, and
4. Mutual co-operation.

(1) Subscriber (or Node ) identification technique
IT IS CLEAR THAT EACH NODE WITHIN A GIVEN NETWORK HAS TO HAVE AN UNIQUE IDENTIFIER IN ORDER TO HAVE AN UNIQUE REFERENCE. IN MOST APPLICATIONS, A DIGIT CODING SYSTEM IS USED WHICH NOT ONLY PROVIDES AN UNIQUE REPRESENTATION BUT ALSO PROVIDES ROUTING INFORMATION. FOR EXAMPLE, IN THE SEVEN DIGITS CODE WHICH IS USED IN THE UNITED STATES TELEPHONE NETWORK. (SEE FIG. 7).
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(2) HIERARCHY STRUCTURE OF SWITCHING CENTERS

IN GENERAL, A SWITCHING CENTER CAN ONLY HANDLE A FIXED AMOUNT OF EXCHANGE REQUESTS. IN ORDER TO HANDLE A LARGE AMOUNT OF EXCHANGE REQUESTS, A HIGHER LEVEL SWITCHING CENTER IS ESTABLISHED WHICH HANDLES THE INTERCONNECTION BETWEEN LOWER LEVEL SWITCHING CENTERS. (SEE FIG. 6). A LARGE NETWORK REQUIRES A HIERARCHICAL STRUCTURE OF SWITCHING CENTERS. THIS
Fig. 6 The Hierarchy Structure of a Switching Center
Fig. 7 A Hierarchy Structure of a Telephone System
TECHNIQUE HAS BEEN USED IN THE TELEPHONE SYSTEMS AS SHOWN IN FIG. 7. THE ADVANTAGES OF THIS HIERARCHICALLY STRUCTURED NETWORK, IN ADDITION TO THOSE WE HAVE MENTIONED ABOVE, ARE: (A) BETTER RELIABILITY - IF ONE SWITCHING CENTER IS INOPERATIVE FOR SOME REASON, IT AFFECTS ONLY ITS OWN SUBSCRIBERS, (B) INCREASED LOAD SHARING - EACH CENTER HAS ONLY A LIMITED AMOUNT OF EXCHANGE REQUESTS, (C) EASY EXPANDABILITY - IT CAN BE EXPANDED BY MEANS OF ADDING ONE MORE LEVEL INTO THE HIERARCHICAL STRUCTURE. THE MAJOR DISADVANTAGE IS THE COMPLEXITY OF THE NETWORK.

(3) DIALING AND ROUTING PROCEDURES

THE PRIMARY CONSIDERATION OF DIALING AND ROUTING PROCEDURES IS TO SEEK AN ECONOMIC PATH BETWEEN TWO GIVEN NODES. BECAUSE OF EITHER THE LACK OF ENOUGH INFORMATION, OR THE LIMITED CAPABILITY OF A SWITCHING CENTER, THIS ECONOMIC PATH MAY NOT BE FOUND. THEREFORE, SOME OTHER TECHNIQUES SUCH AS CYCLE ROUTE DETECTION, MUST BE INCORPORATED INTO THE PATH FINDING PROCEDURE.

IN GENERAL, FOR EVERY POSSIBLE CONNECTING MODE, THE SWITCHING CENTER HAS A LIST OF BEST ROUTES ASSOCIATED WITH IT. THE SWITCHING CENTER WILL TRY TO ESTABLISH A DIAL (OR TO ROUTE THROUGH) THE BEST POSSIBLE ROUTE AT THE TIME A DIALING REQUEST (OR A ROUTING REQUEST) IS BEING PROCESSED. AN EXAMPLE OF THIS DIALING (OR ROUTING) PROCESS IS SHOWN IN FIG. 8.
Fig. 8 An Example of Telephone Routing Process

1: First Choice
2: Second Choice
3: Third Choice
4: Fourth Choice
F: Final Choice

S.C.: Switching center
T.: Terminal
(4) MUTUAL COOPERATION AMONG NODES

WHEN A NODE SENDS A MESSAGE TO ONE ANOTHER NODE, A VARIETY OF CONTROL SIGNALS MUST PASS TO AND FROM BETWEEN THE NODES TO ENSURE THAT THEY ARE WORKING IN STEP WITH EACH OTHER. FOR EXAMPLE, THE SENDING NODE MAKES A REQUEST FOR TRANSMISSION AND THE RECEIVING NODE ACKNOWLEDGE THE REQUEST. IN GENERAL, THERE ARE TWO TYPES OF COOPERATION, NAMELY 'HANDSHAKING' COOPERATION, AND 'MASTER-SLAVE' COOPERATION. 'HANDSHAKING' COOPERATION IS A CONVERSATIONAL TYPE OF OPERATION IN A FLIP-FLOP FASHION BETWEEN REQUEST AND ACKNOWLEDGMENT. THE TRANSMITTER SENDS A MESSAGE AND WHEN COMPLETED, THE RECEIVER SENDS AN ACKNOWLEDGMENT. IF A HALF-DUPLEX LINK (ONE WAY AT A TIME) IS USED BETWEEN TWO NODES THEN THE DELAY OF CHANGING THE LINE TRANSMISSION DIRECTION MUST BE TAKEN INTO ACCOUNT IN HANDSHAKING. AN EXAMPLE OF AN HANDSHAKING COOPERATING PROCEDURE IS ILLUSTRATED IN FIG. 9.

Fig. 9 An Example of Handshaking Cooperating Procedure
Fig. 10 An Example of 'Master-Slave' Cooperation Procedure
2.2. PROCESSOR ORIENTED TECHNIQUES:

PROCESSOR ORIENTED TECHNIQUES MAY BE GROUPED INTO THREE CLASSES:

1. THE TECHNIQUES ASSOCIATED WITH THE PROCESSOR EFFICIENCY AND EFFICIENCY;
2. THE TECHNIQUES ASSOCIATED WITH THE RESOURCE ALLOCATION STRATEGIES;
3. THE TECHNIQUES ASSOCIATED WITH THE PROCESSOR FAILURES AND RECOVERY.

2.2.1. PROCESSOR EFFICIENCY AND EFFECTIVITY

2.2.1.1. INTERRUPTS AND TRAPS

Interrupt and traps are required to communicate among asynchronous devices, and for cooperation with the resource scheduler. Priority interrupts are an important feature of a resource sharing system, for the various processors and devices can communicate with each other. The basic concept of the interrupt is very simple. Whenever a processor (or device) has a message for another processor, an interrupt signal is sent through a prespecified interrupt line. The processor that receives the interrupt signal will suspend the current job and
PROCESS THE INTERRUPT SIGNAL. AFTER THIS SIGNAL HAS BEEN PROCESSED, THE INTERRUPTED JOB IS THEN RESUMED FROM THE POINT IT SUSPENDED OPERATION. WITH SUCH AN INTERRUPT SYSTEM, A PROCESSOR (SAY 'A') CAN START OR STOP A JOB FOR ANOTHER PROCESSOR (SAY 'B') WITHOUT SPENDING MUCH TIME IN MONITORING THE PROCESSING OF THAT JOB. IT MAY IGNORE ALL PROCESSING DONE BY THE PROCESSOR 'B' UNTIL AN EXPLICIT SIGNAL IS RECEIVED FROM IT. IN GENERAL, FOUR TYPES OF INTERRUPTS EXIST ON A CONVENTIONAL INTERRUPTABLE PROCESSOR, THEY ARE: SERVICE COMPLETION, INTERVAL TIMER, SYSTEM FAILURE, AND REQUEST FOR SERVICE INTERRUPTS.

A 'TRAP' IS A SELF-INTERRUPT, WHERE THE INTERRUPT SIGNAL GENERATED WITHIN A PROCESSOR. INTERRUPTS SUCH AS INTERVAL TIMER, AND SYSTEM FAILURE CAN BE CALLED TRAPS.

IN MOST INTERRUPTABLE SYSTEMS, THE DEVICE OF HANDLING INTERRUPTS IS A MAJOR DRIVER (OR SUPERVISOR) OF THE RESOURCE-SHARING SYSTEM. FACILITY SCHEDULING AND RESOURCE ALLOCATION ARE STARTED, STOPPED, AND CONDITIONED BY THE VARIOUS INTERRUPTS. ALL INTERRUPTS ARE EXPLICIT CALLS TO THE SUPERVISOR FOR ACTION OR ASSISTANCE.

2.2.1.2. MUTUAL COOPERATION

THERE ARE TWO BASIC SOURCE OF INTERTASK (OR INTERPROCESS) COMMUNICATION. A PRIME SOURCE ARE THE INTERRUPT SIGNALS AS DISCUSSED IN THE PREVIOUS SECTION. THE SECOND SOURCE IS THE
MUTUAL COOPERATION PROCESS INTRODUCED BY DIJKSTRA. IN THIS METHOD, ALL COMMUNICATION INFORMATION IS KEPT IN A SHARED STORAGE KNOWN AS AN 'EVENT CHANNEL'. THERE CAN BE MANY EVENT CHANNELS IN A RESOURCE-SHARING SYSTEM. EVENT CHANNELS CAN BE PROTECTED SUCH THAT ONLY AUTHORIZED TASKS (OR JOBS) CAN COMMUNICATE WITH A GIVEN CHANNEL. WHEN A TASK WISHES TO COMMUNICATE WITH OTHER TASKS, IT SENDS A MESSAGE ADDRESSED TO A GIVEN EVENT CHANNEL OR CHANNELS. WHEN A TASK 'REACHES A POINT WHERE IT IS EXPECTING COMMUNICATION, IT EXAMINES THE APPROPRIATE CHANNEL. IF THERE IS A MESSAGE, THE MESSAGE MAY THEN BE MOVED FROM THE CHANNEL. IF THERE IS NOT SUCH EXPECTING MESSAGE, THE TASK IS BLOCKED UNTIL AN EXPECTED MESSAGE IS RECEIVED.

2.2.1.3. INTERLOCK AND PROTECTION

WHEN SEVERAL PROCESSORS OR USERS SHARE A COMMON FACILITY, CERTAIN PRECAUTIONS AND PROTECTION ARE REQUIRED. FOR EXAMPLE, SEVERAL USERS MAY BE SHARING A COMMON DATA BASE. WHEN THE DATA BASE IS BEING MODIFIED BY ONE USER, IT IS DANGEROUS TO ALLOW ANOTHER USER TO ACCESS IT. IT IS THEREFORE NECESSARY TO LOCK OUT FURTHER ACCESS TO THE DATA BASE UNTIL THE MODIFICATION IS COMPLETED. ONE OF THE MOST TROUBLESOME AREAS OF THE INTERLOCK MECHANISM IS THE 'SYSTEM DEADLOCK'. THERE ARE TWO TYPES OF SYSTEM DEADLOCK: (A) TASKS WAITING FOR EACH OTHER, AND (B) TASKS COMPETING DEMANDS FOR RESOURCES. DESIGNING FOR INTERLOCK MUST PROVIDE MEANS OF RECOGNIZING POTENTIAL DEADLOCK SITUATIONS.
A resource can be protected by using interlocis which lock out all possibility of further access. The other way of protection is to protect the access mechanism for the resources. An example of the second type of protection is the access control by using a 'pass word'. In addition to these, a protection scheme is usually accomplished in several levels. This kind of multiple layers of protection will increase the reliability of protection.

2.2.2. Resource Allocation Strategies

The central problem of a resource-sharing system is to share the existing resources among a large number of demands. One way to look at this problem is to use the 'virtual resource' to model the arbitrary demands for 'actual resource'. The actual resources are the physical components or devices of a network. The virtual resources are physical devices independent in the sense that the user does not have to be aware of the physical configurations and capabilities of the system. Each user can think that he is working with a system with characteristics oriented toward his job. Each user can specify his own virtual configuration and capabilities. This concept of the virtual resource is illustrated in Fig. 11.

Since a user's job can be processed only when the actual resources are available to it, the system must have an allocator which assigns the available actual resource to meet
Physical Network

Virtual Network
(with Respect to User A)

Fig. 11 The Concept of Virtual Resource
THE DEMANDS OF THE VIRTUAL RESOURCES. THE ALLOCATOR MUST ALSO 'RELEASE' A PHYSICAL RESOURCE FROM ITS BOUND VIRTUAL RESOURCE SO IT CAN BE USED FOR OTHER DEMANDS. RESOURCE ALLOCATION IS AN INTERFACE BETWEEN ACTUAL AND VIRTUAL RESOURCES, AND IS AIMED AT CONVERTING THE ACTUAL RESOURCES INTO VIRTUAL RESOURCES UNDER CERTAIN REQUIREMENTS, SUCH AS RAPID RESPONSE TO EACH USER, AND MINIMIZED SYSTEM OVERHEAD. IN PARTICULAR, THESE ALLOCATORS INVOLVE 'QUEUEING' AND 'SCHEDULING' PROBLEMS. BY 'SCHEDULING' WE MEAN A PLAN WHICH DETERMINES WHICH DEMAND IS TO BE BOUND NEXT TO AN ACTUAL RESOURCE. 'QUEUEING' TECHNIQUES, IN GENERAL, ARE USED FOR PLANNING SUCH A SCHEDULER.

2.2.3. PROCESSOR FAILURES AND RECOVERY

THE PROBLEMS OF WHAT TO DO ABOUT PROCESSOR FAILURES AND HOW TO RECOVER FROM THEM ARE PARTICULARLY AWKWARD. THIS IS NOT ONLY BECAUSE FAILURES ARISE FROM MANY DIFFERENT SOURCES, BUT ALSO BECAUSE IT IS QUITE IMPOSSIBLE TO PREDICT THE NATURE OF MANY OF THE FAILURES WHICH WILL OCCUR IN PRACTICE. THESE FACTS MEAN THAT THE PROCESSOR FAILURES WILL OCCUR EVEN AFTER CONSIDERABLE DEVELOPMENT AND TESTING. THERE ARE BASICALLY TWO TECHNIQUES FOR PLANNING TO REDUCE SYSTEM INTERRUPTION.

(1) COMPONENT REDUNDANCY - WHEN ONE COMPONENT FAILS, A SECOND ONE TAKES OVER ITS WORK.
(2) FALLBACK (OR RECONFIGURATION) PROCEDURES - WHEN ONE
COMPONENT FAILS, THE SYSTEM MODIFIES ITS MODE OF
OPERATION (E.G. CONFIGURATION) TO CIRCUMVENT THE ERROR.
IN SO DOING IT MAY GIVE A DEGRADED FORM OF SERVICE BUT
WILL STILL CARRY OUT THE URGENT PART OF ITS JOB.
THE PROBLEM OF RECOVERY IS DEPENDENT ON THE TYPE OF ERROR.
MOST ERRORS ARE RECOVERABLE PROVIDED THAT IT HAS BEEN DETECTED
EARLY ENOUGH. IF AN ERROR IS DETERMINED TO BE NOT RECOVERABLE, A
FRESH COPY OF THE FAILURE COMPONENT SHOULD BE RESTORED. IN EITHER
CASES, THE SYSTEM SHOULD BE ABLE TO BACK TO BE BROUGHT ITS
ORIGINAL MODE OF OPERATION.
3. TWO LEVEL VIEWS OF A COMMUNICATION NETWORK

ELECTRICAL DATA COMMUNICATIONS SYSTEMS HAVE BEEN IN SERVICE FOR MORE THAN ONE HUNDRED YEARS. THERE ARE TWO PRINCIPAL TYPES OF COMMUNICATION NETWORKS: 'CIRCUIT SWITCHING' AND 'MESSAGE SWITCHING' NETWORKS. BOTH NETWORKS CONSIST OF ONE OR MORE SWITCHING CENTERS WHICH HAVE THE SAME GENERAL FUNCTION TO COMMUNICATE WITH A NUMBER OF TERMINALS AND TO TRANSMIT MESSAGES AMONG THEM.

IN A CIRCUIT SWITCHING NETWORK, THE ROLE OF THE SWITCHING CENTERS IS TO ESTABLISH A DIRECT CONNECTION FROM ONE TERMINAL TO ANOTHER. AFTER THE CONNECTION IS SET UP, THE TERMINALS CARRY ON THEIR COMMUNICATION, ONE-WAY OR TWO-WAYS. WHEN THE TERMINALS FINISH COMMUNICATING, THE SWITCHING CENTERS DISCONNECT THE CIRCUIT, RESTORING THE SYSTEM TO READINESS FOR OTHER CONNECTIONS. AN EXAMPLE OF THIS TYPE OF NETWORK IS A TELEPHONE NETWORK.

THE DISTINGUISHING CHARACTERISTIC OF A MESSAGE SWITCHING NETWORK IS THAT MESSAGES ARE STORED AND FORWARDED. A TYPICAL EXAMPLE WILL BE TELTGRAPH NETWORK, OR TELETYPE (TELEX) NETWORKS. IN A MESSAGE SWITCHING NETWORK, A MESSAGE IS CREATED AND TRANSMITTED INTO A SWITCHING CENTER FROM THE ORIGINATING TERMINAL, AS SOON AS AN INPUT CHANNEL IS AVAILABLE WITHOUT WAITING FOR A DIRECT CONNECTION BETWEEN ORIGINATING AND DESIGNATING TERMINALS. WHENEVER THIS INPUT TRANSMISSION HAS BEEN COMPLETED, THE
ORIGINATOR IS FREE TO SEND THE REST OF THE MESSAGE OR ANOTHER MESSAGE. MEANWHILE THE NETWORK TAKES RESPONSIBILITY FOR RELAYING THE MESSAGE TO ITS DESIGNATED TERMINALS. IN GENERAL, A MESSAGE SWITCHING NETWORK IS MORE COMPLICATED THAN A CIRCUIT-SWITCHING NETWORK. HERE WE ONLY DESCRIBE THE TWO LEVEL VIEW FOR A MESSAGE SWITCHING NETWORK. FOR A CIRCUIT-SWITCHING NETWORK THE SAME TREATMENT CAN ALSO BE APPLIED.

AS MENTIONED IN THE INTRODUCTION, WE ARE ESPECIALLY INTERESTED IN THE OPERATIONS OF NETWORKS. THE DETAILS OF THE COMPLEX OPERATIONS OF A MESSAGE-SWITCHING NETWORK CAN BEST BE STUDIED OR ILLUSTRATED IN TWO WAYS. AGAIN, ONE IS CALLED GLOBAL OR SWITCHING ORIENTED VIEW—WHICH REPRESENTS THE HISTORY OF A MESSAGE AS IT IS PASSED THROUGH THE NETWORK; THE OTHER IS LOCAL OR PROCESSOR ORIENTED VIEW—WHICH SPECIFIES THE OPERATIONS TO BE CARRIED OUT BY EACH INDIVIDUAL COMPONENT.

AS THE FIRST EXAMPLE (SEE FIG. 12), THIS TWO LEVEL VIEW FOR A MESSAGE SWITCH NETWORK IS ILLUSTRATED IN DETAIL AS FOLLOWS.

3.1. GLOBAL OR SWITCHING ORIENTED OPERATIONS:

THE PRIME MOVER OF THIS LEVEL OF OPERATION IS THE MESSAGE AS IT FLOWS THROUGH THE NETWORK. THE WHOLE PROCESS CAN BE DESCRIBED WITH THE FLOW DIAGRAM AS SHOWN IN FIG. 13.

THE PROCESS BEGINS WITH AN APPROPRIATE LINE CONNECTION
Fig. 12 A Communication Network
Fig. 13 The Flow Diagram of the Message Switching
PROCEDURE SUCH AS A DIALING PROCEDURE TO CONNECT A MESSAGE WITH A SWITCHING CENTER (STATE1). AS SOON AS THE CONNECTION IS ESTABLISHED, AN INPUT-BUFFER IN THE SWITCHING CENTER IS RESERVED FOR THIS COMMUNICATION (STATE2) AND THE SENDER MAY THEN TRANSMIT A MESSAGE INTO THE MESSAGE SWITCHING CENTER (STATE3). HE USES A FORMAT THAT IS ACCEPTABLE TO THE CENTER. IN GENERAL, IT BEGINS WITH A HEADER AND ENDS WITH A TRAILER AS SHOWN IN FIG.14. THE HEADER INCLUDES A LIST OF ADDRESSES AND OTHER PERTINENT INFORMATION SUCH AS PACKAGE NUMBER, MESSAGE LENGTH, AND PRIORITY. THE HEADER IS FOLLOWED BY THE TEXT AND THEN BY A TRAILER. THE TEXT ARE THOSE MESSAGES WHICH WILL TRANSMIT TO THE RECEIVER.

Fig. 14 A General Format of a Message

ID :  Message identifier
DEST : Designating Node's ID
SOUR : Originating Node's ID
P# : Package number
LEN : Message length
P : Priority

REP : Reply flag
T# : Total number of packages
THE TERMINAL OR TO START OTHER COMMUNICATIONS (STATE 7), AND MEANWHILE THE NETWORK CONTINUES TO PROCESS THE MESSAGE. IF THE DESIGNATING TERMINAL (RECEIVER) IS CONNECTED WITH DIFFERENT CENTERS, THE MESSAGE IS THEN ROUTED THROUGH ONE OR MORE CENTERS (STATE 9).

IS THEN RELEASED FOR SUBSEQUENT USE.

NOTE THAT THE TRANSMISSION BETWEEN SENDING-NODE AND RECEIVING NODE IS A 'HAND SHAKING' TYPE OF MUTUAL OPERATION. EVERY PIECE OF THE MESSAGE IN THE SENDING-NODE BUFFER WILL NOT BE RELEASED UNTIL THAT PIECE OF MESSAGE IS COMPLETELY RECEIVED AND CHECKED WITH NO ERROR BY THE RECEIVING-NODE (OR NODES). (SEE STATES 3, 4, 5, 6, AND 7, OR STATES 12, 4, 5, 6 AND 13). THIS PREVENTS THE LOSS OF INFORMATION AND PROVIDES A POSSIBILITY OF AN ERROR RECOVERY.

THE MESSAGE WILL THEN BE TRANSMITTED FROM CENTER TO CENTER (AS SHOWN BY THE DOTTED LINE FROM STATE 9 TO STATE 10 IN THE FIG.13), UNTIL IT REACHES A CENTER TO WHICH THE DESIGNATED TERMINAL (I.E. THE RECEIVER) IS CONNECTED.

THE OUTPUT-PROCESS FOR TRANSMITTING A MESSAGE TO ITS RECEIVER IS SLIGHTLY DIFFERENT THAN AS MENTIONED ABOVE FOR TRANSMITTING MESSAGES BETWEEN CENTERS. (SEE FIG.13, THE OUTPUT PROCESS BETWEEN CENTERS (OUTPUT 1) CONTAINS STATES 10, 11, 12 AND 13, WHILE THE OUTPUT PROCESS FOR TRANSMITTING A MESSAGE TO ITS TERMINAL (OUTPUT 2) INVOLVES STATES 14, 11, 12, 13, AND 8). THE TRANSMISSION FROM A CENTER TO ITS TERMINAL IS AN ADDRESSING TRANSMISSION WHERE THE TRANSMISSION IS PROCESSED AS SOON AS THE ADDRESSED TERMINAL IS FREE. THE OUTPUT 2 PROCESS BEGINS WITH A TERMINAL ADDRESSING PROCEDURE (STATE 14) WHICH ESTABLISHES A CONNECTION BETWEEN THE CENTER AND THE ADDRESSED TERMINAL, AND ALSO CALLS THE TERMINAL'S ATTENTION FOR RECEIVING THE MESSAGE.
(STATE 15). When this procedure is finished, an output buffer of the center is then allocated (STATE 11), the message is loaded into the buffer, and sent out to the terminal as the same operation in output 1 process (STATE 12). Upon receipt of the message, the terminal will assemble the message, translate the code, etc (STATE 16). At the end of transmission, the center releases the output buffer (STATE 13) and the communication line (STATE 8), and signals the terminal to disconnect from the center (STATE 17).

As illustrated in the above description, and in Fig. 13, a message's life can be represented by a flow diagram that consists of 17 states. Where a message is created at state 1 and is terminated at state 17, it may be in any one of the 17 states at any given time.

This global study of a network gives an overall picture of the entire network. A closer look at some special interesting parts of the network will be necessary. This is included in the study of the local processor oriented operations.

3.2. LOCAL OR PROCESSOR ORIENTED VIEW

In this view, a communication network consists of a set of processors which correspond to nodes, links, or even subnets in the graph representation of a network. A processor is a logical
UNIT WHICH HAS THREE ASPECTS: (1) IT IS A DATA CARRIER WHICH HOLDS THE DATA (OR MESSAGES) WHILE THE MESSAGE FLOWS THROUGH IT; (2) IT HAS A SPECIFIC PROCESSING FUNCTION AND WILL EXECUTE ACCORDINGLY; (3) IT MAY HAVE ONE OR MORE COMPONENTS, AND THOSE COMPONENTS ARE LOGICALLY CONNECTED THROUGH A SPECIAL MECHANISM. IN THIS SECTION WE ARE GOING TO STUDY THE SAME COMMUNICATION NETWORK, AS PRESENTED IN THE PREVIOUS SECTION, FROM A RATHER DIFFERENT POINT OF VIEW, NAMELY THE LOCAL OR PROCESSOR POINT OF VIEW.

IN THEORY, THE PROCESS OF MOVING INFORMATION FROM ONE POINT TO ANOTHER CAN BE BROKEN DOWN INTO FIVE STAGES, EACH OF WHICH CAN BE REPRESENTED BY A DISCRETE COMPONENT. THESE COMPONENTS ARE: THE 'ENCODER', WHICH PUTS THE INFORMATION INTO A FORM IN WHICH IT CAN BE TRANSMITTED; THE 'TRANSMITTER', WHICH CHANGES THE INFORMATION INTO SIGNALS FOR TRANSMISSION; THE 'MEDIUM', WHICH CONVERTS THE INFORMATION TO SIGNAL FORM; THE 'RECEIVER', WHICH ACCEPTS THE SIGNALS; AND THE 'ENCODER', WHICH TRANSFORMS THE RECEIVED SIGNAL BACK INTO AN UNDERSTANDABLE FORM. IN THE ELECTRONIC DATA COMMUNICATION FIELD, THESE FIVE STAGES OF THE COMMUNICATION PROCESS CORRESPOND TO THE TERMINALS OR SWITCHING CENTERS (ENCODERS AND DECODERS), THE 'MODEM' OR 'DATASET' (TRANSMITTERS AND RECEIVERS), AND THE SIMPLEX, OR HALF-DUPLEX, OR FULL-DUPLEX LINK (MEDIUMS). A SIMPLIFIED MODEL CAN BE MADE WHICH COMBINES THE MODEM AND TRANSMISSION LINE TO FORM A COMMUNICATION LINK AS SHOWN IN FIG. 15 A MODEM IS A COMPONENT WHICH TAKES THE 'DIGITAL SIGNALS' FROM A TERMINAL AND MODULATES THE CARRIER WAVE TO ACHIEVE AN
Fig. 15 (a) The Five Stages of a Data Transmission

Fig. 15 (b) A Simplified Model of a Data Transmission
'ANALOG SIGNAL' AT THE SENDING END AND, CORRESPONDINGLY
DEMULATES IT AT THE RECEIVING END.

THEREFORE, A COMMUNICATION NETWORK AS PRESENTED IN THE
PREVIOUS SECTION CAN BE CONSIDERED AS A SET OF THREE TYPES OF
PROCESSORS, NAMELY COMMUNICATION LINKS, SWITCHING CENTERS, AND
TERMINAL NODES. EACH OR THESE IS DISCUSSED BELOW.

3.2.1. A COMMUNICATION LINK:

IN GENERAL, COMMUNICATION LINKS ARE CLASSED AS SIMPLEX, HALF
DUPLEX, AND FULL DUPLEX. THE 'SIMPLEX' LINKS TRANSMIT IN ONE
DIRECTION ONLY. THE 'HALF DUPLEX' LINKS CAN TRANSMIT IN EITHER
DIRECTION, BUT ONLY IN ONE DIRECTION AT ONCE. THE 'FULL DUPLEX'
LINKS TRANSMIT IN BOTH DIRECTIONS AT THE SAME TIME. TRANSMISSION
IN TWO DIRECTIONS CAN BE OBTAINED ON TWO-WIRE OR FOUR-WIRE LINES.
A TYPICAL TWO-WIRE TRANSMISSION LINK IS SHOWN IN FIG. 16-A. AS
SHOWN, AT ANY GIVEN MOMENT ONE END WILL SERVE AS TRANSMITTER AND
THE OTHER AS RECEIVER. THE TRANSMITTER SENDS A MESSAGE TO THE
RECEIVER. UPON RECEIPT OF THE MESSAGE, THE RECEIVER MUST
ACKNOWLEDGE THE MESSAGE AS ACCEPTABLE OR ERRONEOUS. IN ORDER TO
DO THIS, THE NORMAL RECEIVER REVERSES ITS ROLE AND ACTS AS A
TRANSMITTER. TO ACCOMPLISH THIS REVERSAL, THE DIRECTION OF THE
DATA FLOW ON THE LINK MUST BE REVERSED. A SPECIFIC AMOUNT OF TIME
IS CONSUMED AND KNOWN AS 'MODEM TURN AROUND TIME'. AFTER THIS
REVERSAL, AN ACKNOWLEDGEMENT IS SENT FROM THE NORMAL RECEIVER TO
Fig. 16 (a) A Two-Wire Half-Duplex line

Fig. 16 (b) A Four-Wire Full-Duplex Line

Fig. 17 (a) A Serial Transmission

Fig. 17 (b) A Parallel Transmission
THE NORMAL TRANSMITTER. UPON RECEIPT OF THE ACKNOWLEDGMENT, ANOTHER REVERSAL OF THE LINK DIRECTION IS REQUIRED IN ORDER TO TRANSMIT THE NEXT MESSAGE. IT IS APPARENT THAT TWO 'MODEM TURN AROUND TIME' PER MESSAGE TRANSMISSION IS REQUIRED FOR A 'HALF-DUPLEX' LINK. IN A FULL DUPLEX LINK, FOUR WIRES ARE USUALLY USED, AS REPRESENTED IN FIG. 16-B. TWO WIRES ARE USED FOR TRANSMISSION AND THE OTHER TWO WIRES ARE USED TO 'REPLY TO DENOTE ACCEPTANCE.' AT THE END OF EACH DATA TRANSMISSION, THE TERMINALS REVERSE THEIR ROLES OF RECEIVER OR TRANSMITTER, BY A SIMPLE SWITCH, BUT THE LINK DOES NOT CHANGE ITS STATUS. THAT IS, THERE IS NO 'MODEM TURN AROUND' DELAY INVOLVED IN THE TRANSMISSION OF A FULL DUPLEX LINK. IN ADDITION TO THE TRANSMISSION DIRECTION OF A LINK, ANOTHER PRIMARY CONSIDERATION OF A LINK IS THE CONNECTIVITY OF A LINK. A LINK CAN BE SWITCHED THROUGH AN EXCHANGE OFFICE, OR PERMANENTLY CONNECTED, OR SHARED WITH SOME OTHER PARTIES. THIS LINK, REFERED TO AS A 'SWITCHED', 'PRIVATE', OR 'PARTY', LINK, THE COST OF A PRIVATE LINE USUALLY IS MUCH HIGHER THAN OTHERS, SO IT IS USED WHEN THE CONSTANT CONNECTION AND FREQUENTLY USE ARE NECESSARY. THE PARTY LINK IS THE NEXT EXPENSIVE 'LINK BECAUSE THE COST IS SHARED BY PARTIES. IF THE TERMINAL HAS ONLY A LOW USAGE THEN THE SWITCHED LINK WILL BE THE MOST ECONOMIC ONE. THE SWITCHED LINK ALSO PROVIDES THE ABILITY TO DIAL ANY TERMINAL CONNECTED WITH THE SAME SWITCHING SYSTEM AND GIVE'S GREAT FLEXIBILITY.

THE OTHER CATEGORIZATION OF A LINK TYPE IS THE TRANSMISSION
RATE. TABLE 3 LISTS SEVERAL TYPES OF COMMUNICATION LINKS RELATED TO ITS TRANSMISSION RATE. THE COMMUNICATION LINKS USED IN COMMON CARRIERS FALL INTO THREE CATEGORIES: (A) SUBVOICE GRADE: 45BITS/SEC - 500 BITS/SEC, (B) VOICE GRADE: 600 BITS/SEC - 5000 BITS/SEC, (C) WIDE BAND: MORE THAN 10000 BITS/SEC.

BESIDES THOSE MENTIONED ABOVE, EACH LINK HAS ITS OWN DEGRADING FACTORS WHICH SPECIFY THE CONDITIONS OF A TRANSMISSION LINK SUCH AS NOISE RATE, FAILURE RATE, ETC.

3.2.2. A TERMINAL NODE:

AS DISCUSSED EARLIER, A TERMINAL NODE IS NEEDED TO ENABLE TRANSMISSION AND TO DISPLAY THE MESSAGE BETWEEN THE NETWORK AND THE OUTSIDE WORLD. REGARDLESS OF THE VARIETY OF INPUT/OUTPUT MEDIA EMPLOYED FOR DISPLAYING THE MESSAGE, THE CONCEPT IS ESSENTIALLY THE SAME. IN THIS SECTION, WE ARE CONCERNED WITH THE TRANSMISSION MODE WHICH WAS GENERATED BY A TERMINAL NODE. IN GENERAL, THESE TRANSMISSION MODES CAN BE SUMMARIZED AS FOLLOWS: PARALLEL VS SERIAL; SYNCHRONOUS VS ASYNCHRONOUS; BIT OR CHARACTER VS BLOCK TRANSMISSION.

(A) PARALLEL VS SERIAL TRANSMISSION - DIGITAL DATA CAN BE SENT OVER COMMUNICATION LINKS EITHER IN A SERIAL MODE OR IN A PARALLEL MODE. IN SERIAL TRANSMISSION THE INFORMATION IS HANDLED SEQUENTIALLY AS SHOWN IN FIG. 17-A. IN PARALLEL TRANSMISSION, ON THE OTHER HAND, THE INFORMATION IS DIVIDED
Table 3. Advantages and Disadvantages of the Various Transmission Modes

<table>
<thead>
<tr>
<th>Mode of Transmission</th>
<th>Advantages and Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Four-wire</td>
<td>Permits full-duplex transmission.</td>
</tr>
<tr>
<td>Two-wire</td>
<td>Full-duplex transmission still possible with separate frequency bands for the two directions.</td>
</tr>
<tr>
<td>Simplex</td>
<td>Rarely used for data transmission, as there is no return path for control or error signals.</td>
</tr>
<tr>
<td>Half duplex</td>
<td>Commonly used for data transmission, though a full-duplex line may cost little more. (Often 10% more in the United States.)</td>
</tr>
<tr>
<td>Full duplex</td>
<td>System sometimes cannot take advantage of this, as data cannot be made available for transmitting in both directions simultaneously. Can substantially reduce the response time, however, on a conversational multidrop line. Often requires a more expensive terminal. Commonly used on a link between concentrator and computer.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mode of Transmission</th>
<th>Advantages and Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Serial-by-character</td>
<td>Low transmitter cost, but high line cost. Economical for in-plant use. Line costs too expensive for long distances.</td>
</tr>
<tr>
<td>Parallel-by-bit</td>
<td></td>
</tr>
<tr>
<td>Separate wires</td>
<td>Used on voice lines to give a slow but inexpensive terminal. For efficient line utilization, however, data set costs are high, and receiver cost can be high.</td>
</tr>
<tr>
<td>Separate frequencies</td>
<td></td>
</tr>
<tr>
<td>Serial-by-character</td>
<td>The most common system, especially on long lines.</td>
</tr>
<tr>
<td>Serial-by-bit</td>
<td></td>
</tr>
<tr>
<td>Start-stop transmission</td>
<td>Inexpensive terminal, e.g., telegraph machines. Only one character lost if synchronization fails. Not too resilient to distortion at high speeds.</td>
</tr>
<tr>
<td>Synchronous transmission</td>
<td>More expensive terminal. More resilient to noise and jitters than start-stop transmission, especially at high transmission speeds. The most common system on lines of 600 bits per second and faster.</td>
</tr>
<tr>
<td>High-speed pulse train</td>
<td>In-plant or private wiring only at present. Low wiring cost with low terminal cost. High accuracy.</td>
</tr>
</tbody>
</table>

...
INTO CHARACTERS (OR BITS) WHICH ARE TRANSMITTED SIMULTANEously. (SEE FIG. 17-B). THE STREAM OF DATA IS OFTEN DIVIDED INTO CHARACTERS (OR BITS) AND SENT EITHER SERIAL-BY-CHARACTER, SERIAL-BY-BIT; OR SERIAL-BY CHARACTER, PARALLEL-BY-BIT. IF THE CHARACTERS ARE COMPOSED OF SIX BITS EACH, THEN SIX LINES WOULD BE NEEDED FOR TRANSMISSION IN A SERIAL-BY-CHARACTER, PARALLEL-BY-BIT SYSTEM. IN SPITE OF THE OBVIOUS COST DISADVANTAGES OF MAINTAINING SIX LINES OVER A LONG DISTANCE INSTEAD OF ONE, THERE IS THE ADVANTAGE THAT ALL SIX BITS (I.E. ONE CHARACTER) WILL REACH THE RECEIVER AT THE SAME TIME.

(B) SYNCHRONOUS VS ASYNCHRONOUS TRANSMISSION - WITH SYNCHRONOUS TRANSMISSION, A MESSAGE IS SENT IN A CONTINUOUS CHARACTER (OR BIT) STREAM. WITH ASYNCHRONOUS TRANSMISSION, SOMETIMES REFERRED TO AS 'START-STOP' TRANSMISSION, A MESSAGE IS DIVIDED INTO SEGMENTS (CHARACTERS, OR BITS) AND ONE SEGMENT IS SENT AT A TIME. THE SEGMENT IS INITIALIZED BY A 'START' SIGNAL AND TERMINATED BY A 'STOP' SIGNAL. IN A SYNCHRONOUS TRANSMISSION, A SYNCHRONIZING SIGNAL IS SENT AT SPECIFIED TIMES TO ENSURE THE SYNCHRONIZATION BETWEEN TWO TERMINAL NODES. WHEN TERMINALS TRANSMIT TO EACH OTHER CONTINUOUSLY WITH REGULAR TIMING, SYNCHRONOUS TRANSMISSION CAN GIVE THE MOST EFFICIENT LINE UTILIZATION (I.E. FASTER, MORE ACCURATE, MORE COMPACT.) HOWEVER, START-STOP TERMINALS ARE GENERALLY LESS EXPENSIVE THAN SYNCHRONOUS TERMINALS.
(C) BIT OR CHARACTER VS BLOCK TRANSMISSION

The transmission methods described above are used primarily for transmitting single items (e.g., bits) or small groups of items (e.g., characters, or words). Much of transmission that takes place to and from switching centers is of large batches of items (e.g., messages). In FIG. 18, we see that two control characters 'STX' (start of text) and 'ETX' (end of text) enclose a sequence of characters that is to be treated as an entity and is referred to as the 'text'. In this mode of transmission, a message header is accomplished with the text. In general, the header precedes the text and contains the routing informations as shown FIG. 18.

3.2.3. A SWITCHING CENTER

As discussed in section - - a message switching center stands as a decision maker for the entire communication flow. We summarize the operations performed by the switching center below:

1. The center accepts messages from remote terminals.
2. The center detects any error in transmission and requests a retransmission of faulty messages.
3. On receipt of a message, it analyzes the message's header to determine the destination or destinations to which the message must be sent.
4. The center may analyze the header for a priority indication or some necessary processing indication, and then stores all messages.

5. The center redirects messages from the store and sends them to the designated terminals.

6. If messages are sent to a destination at which the terminal is temporarily inoperative, the center intercepts these messages. It may reroute them to alternative terminals or it may store them until the inoperative terminal is working again.

7. The center maintains an awareness of the status of links and terminals which are connected to it.

8. The center may conduct a statistical analysis of the traffic that it is handling.

9. The center may maintain a log file and an account system, which periodically produces reports of its operation and bills for users.
A TWO LEVEL VIEW OF A COMPUTER NETWORK

DATA COMMUNICATIONS AND COMPUTER NETWORKS HAVE RECENTLY BECOME A SUBJECT OF CONSIDERABLE INTEREST IN THE FIELD OF NETWORK RESEARCH. IN THE PRECEDING SECTIONS, WE HAVE DISCUSSED SOME MAJOR CHARACTERISTICS IN TERMS OF GLOBAL AND LOCAL POINTS OF VIEW. IN THIS SECTION AND IN THE FOLLOWING SECTION, A BRIEF DISCUSSION OF THE COMPUTER NETWORK WILL BE PRESENTED. BY THE TERM 'COMPUTER NETWORK' WE MEAN THE DEFINITION AS DEFINED BY THE 1968 NETWORK OF COMPUTER CONFERENCE[1]. THAT IS,

'COMPUTER NETWORK': A SINGLE COMPUTER CENTER HAVING A MULTIPLICITY OF REMOTE TERMINALS.

'NETWORK OF COMPUTERS': TWO OR MORE COMPUTER SYSTEMS WHICH COMMUNICATE WITH ONE ANOTHER, AND

(1) MAY HAVE THEIR OWN FAMILY OF REMOTE TERMINALS, WHERE A TERMINAL IS DEFINED AS THE FIRST ECHelon HARDWARE BEYOND THE COMPUTER INTERFACE; AND

(2) MAY BE, BUT NOT NECESSARILY MUST BE, GEOGRAPHICALLY SEPARATED.

A TIME-SHARED COMPUTER SYSTEM IS ESSENTIALLY A COMPUTER NETWORK BY THE ABOVE DEFINITION. TWO OR MORE COMPUTER SYSTEMS SEPARATED EITHER PHYSICALLY OR LOGICALLY, YET CONNECTED, CONSTITUTE A NETWORK OF COMPUTERS. SOME EXAMPLES OF NETWORKS OF COMPUTERS SUCH AS THE ARPA NETWORK[1], AND THE OCTOPUS NETWORK[1]
ARE BRIEFLY PRESENTED IN THE NEXT CHAPTER. IN THIS CHAPTER, A GENERAL TIME SHARING SYSTEM IS PRESENTED FROM THE VIEW OF GLOBAL AND LOCAL STUDIES.

4.1. GLOBAL VIEW OF A COMPUTER NETWORK

TIME-SHARED COMPUTER SYSTEMS WERE DESIGNED TO OVERCOME THE SHORTCOMINGS OF THE TRADITIONAL BATCH OPERATING SYSTEM. THESE SHORTCOMINGS ARE: (1) USERS MUST WAIT AN HOUR OR MORE (EVEN THOUGH A MINIMUM AMOUNT OF SERVICE MAY BE REQUIRED); (2) MANY APPLICATIONS, SUCH AS REAL-TIME INTERACTION, ARE IMPOSSIBLE TO CARRY OUT. IN A TYPICAL TIME-SHARING SYSTEM, THE USER COMMUNICATES WITH A SMALL INTERMEDIATE COMPUTER WHICH HAS SIMULTANEOUS CONVERSATIONS WITH MANY DIFFERENT USERS. IT INTERRUPTS A LARGER CENTRAL PROCESSOR ONLY WHEN A USER NEEDS COMPUTING SERVICE, CUSTOMARILY FOR A VERY BRIEF PERIOD OF TIME. THE CENTRAL PROCESSOR'S TIME IS DIVIDED INTO SMALL TIME SLICE (SEGMENTS), AND A USER CAN OBTAIN A QUICK SHOT OF PROCESSING ON DEMAND. IN A WELL-ORGANIZED SYSTEM, THE AVERAGE USER CAN EXPECT RESPONSE TIMES WITHIN TEN SECONDS AND AS MANY AS A DOZEN SERVICE REQUESTS PERFORMED WITHIN THE SPAN OF FIFTEEN MINUTES. THUS, A TIME-SHARED SYSTEM ALLOW THE USER TO INTERACT EFFECTIVELY WITH HIS PROGRAM.

THE TIME-SHARING USER SITS AT A TERMINAL DEVICE SUCH AS A
TYPEWRITER, TELETYPIRTER, OR CATHODE-RAY DISPLAY HAVING BOTH INPUT AND OUTPUT FACILITIES. THE USER TYPES HIS PROGRAM INTO THE SYSTEM IN A NATURAL MANNER AND RECEIVES ERROR MESSAGES AND ANSWERS. THE TERMINAL DEVICE ACTS AS IF IT WERE DIRECTLY ATTACHED TO THE COMPUTER. IN ESSENCE THEN, A PORTION OF COMPUTER MEMORY, INPUT/OUTPUT FACILITIES, AND ALL ASSOCIATED FACILITIES ARE PROVIDED AT EACH REMOTE TERMINAL SITE.

THE COMPLEX OF THESE ACTIONS CAN BE STUDIED BY TRACING THE VARIOUS STATES THROUGH WHICH A PROGRAM PASSES DURING THE TIME IT IS ACTIVE. THE FOLLOWING IS AN EXAMPLE WHICH ILLUSTRATES A TYPICAL FLOW THROUGH A TIME-SHARED COMPUTER SYSTEM AS SHOWN IN FIG. 19.

1. A USER SITS DOWN AT HIS TERMINAL AND TURNS IT ON. IF IT IS DIRECTLY CONNECTED, OR DIALS THE COMPUTER, IF IT IS CONNECTED BY SWITCHED TELEPHONE LINE, THE COMMUNICATION UNIT (CU) RECEIVES THE CALL.

2. THE CU 'INTERRUPTS' THE CENTRAL PROCESS UNIT (CP1). A 'PRIORITY ROUTINE' DETECTS THAT A NEW JOB IS REQUIRED TO BE ESTABLISHED. IT ALLOCATES AND INITIALIZES CERTAIN TABLES, ASSIGNS A JOB IDENTIFIER, AND ACQUIRES A BLOCK OF CORE FOR ACCEPTING THE INPUT FORM, AND COMMUNICATES WITH THE TERMINAL. CONTROL THEN RETURNS TO THE INTERRUPTED PROGRAM.

3. A SYSTEM SIGN-ON MESSAGE IS SENT TO THE TERMINAL TO INDICATE THAT THE SYSTEM IS READY TO ACCEPT HIS COMMAND. THE JOB IS NOW IN THE 'COMMAND STATE', TO ACCEPT INPUT COMMANDS TO THE
Fig. 19. An Example of Computer Network
SYSTEM. NOTE THEN AT THIS STATE, THE SYSTEM WILL INTERPRET ANY SENTENCE THAT THE USER TYPES AS A COMMAND AND WILL SEARCH FOR THE CORRESPONDING INTERPRETATION.

4. THE CU CONTINUES TO READ COMMANDS FROM THE COMMUNICATION LINES INTO THE BUFFER STORE, AT THE SAME TIME AS THE COMPUTER IS PROCESSING OTHER TASKS.

5. AT EVERY FIXED TIME PERIOD, THE CPU POLLS THE CHARACTERS FROM THE CU'S BUFFER ONE CHARACTER AT A TIME. IF THE CHARACTER JUST POLLED IS NOT A CARRIAGE RETURN INDICATOR, IT WILL BE ADDED TO THE BUFFER; OTHERWISE THE SYSTEM COMMAND INTERPRETER WILL BE CALLED, AND A SEARCH FOR THE CORRESPONDING INTERPRETATION PERFORMED. THE JOB IS NOW IN THE 'READY FOR PROCESSING' STATE, AND REQUIRES ATTENTION FROM THE APPROPRIATE SCHEDULING ALGORITHMS.

6. ONCE THIS PROGRAM HAS BEEN SCHEDULED FOR EXECUTION, IT IS IN THE 'PROCESSING' STATE. NOTE THEN AT THIS STATE ANY NONCOMMAND STATEMENTS WHICH THE USER TYPES WILL BE TREATED AS INPUT DATA AND STORED IN THE INPUT BUFFER. WHENEVER THE INPUT BUFFER BECOMES IN DANGER OF OVERFLOWING, THE CPU STOPS POLLING CHARACTERS FROM THE CU FOR THAT BUFFER. THIS MAY THEN CAUSE THE INPUT BUFFER OF THE CU TO BECOME IN DANGER OF OVERFLOWING. IF OVERFLOW OCCURS, THE CU WILL THEN LOCK AND INFORM THE USER BY SENDING A 'WAIT' MESSAGE TO THE TERMINAL.

7. WHENEVER THE USER'S PROGRAM REQUESTS INPUT DATA FROM THE
TERMINAL, the system examines the input buffer belonging to that user. If there is sufficient data in the buffer, data is transferred to the user's program, which continues to run. If there is not sufficient data in the buffer, the system will place the program in the 'input wait' state. It is then temporarily ignored by the scheduling mechanism until the user has input enough data. Note that when the data is moved from the input buffer and the overflow condition no longer exists, the system will put that buffer into the polling list. At the next poll time, the CU will unlock the terminal and will send a 'ready' message to inform the user that the system is ready to accept inputs.

8. A program may generate outputs to the terminal. These outputs are first stored in the output buffer and then sent through the CU to the terminal. If the program generates so much output that the output buffer becomes in danger of overflowing, the system will place the program into the 'output wait' state.

9. A program may refer to a file in auxiliary storage. In this case, a 'file read' or 'file write' request will be send to I/O channel. If the channel or device is busy or there are earlier requests for that file, the program is then put in the 'file wait' state.

10. When a program is in one of the waiting states, it will cause control to be returned to the scheduling routine, and
THIS WILL IN TURN GIVE CONTROL TO ANOTHER JOB. THIS INSURES THAT THE COMPUTER WILL PERFORM OTHER WORK WHILE THE ABOVE PROGRAM WAITS.

11. AT SOME LATER TIME, SOME OTHER JOB WILL BE INTERRUPTED BECAUSE THE WAIT CONDITION WHICH CAUSED THE DEDICATED JOB TO BE HELD UP HAS CHANGED. IN SOME CASES, THE PROGRAM IS PLACED INTO "READY FOR PROCESSING" STATE. THE ENTIRE PROCESS FORMS A LOOP FROM STEP 5, THROUGH 11, UNTIL THE PROGRAM FINALLY TERMINATES.

THIS COMPLETES THE LIFE OF A JOB IN THE SYSTEM. THE USER MAY SEND AN 'END OF TRANSMISSION' SIGNAL WHICH CAUSES THE 'CU' TO RELEASE THE COMMUNICATION LINE AND BUFFER.

4.2. LOCAL OR PROCESSOR VIEW

THERE ARE THREE BASIC COMPONENTS IN A COMPUTER NETWORK:

(A) COMMUNICATION FACILITIES AND THEIR INTERFACES TO DIGITAL EQUIPMENTS, (B) COMPUTER HARDWARE AND SOFTWARE, AND (C) REMOTE USER'S TERMINALS.

4.2.1. COMMUNICATION FACILITIES

THREE MAJOR COMMUNICATION FACILITIES HAVE BEEN USED IN THIS EXAMPLE: LINKS, SWITCHING CENTERS, AND COMMUNICATION CONTROL UNIT.
MOST OF THE FUNCTIONS HAVE BEEN DISCUSSED IN SECTION *...*, A FUNCTION WHICH SHOULD STAND OUT, HOWEVER, IS THE COMMUNICATION CONTROL UNIT. A TYPICAL COMMUNICATION CONTROL UNIT IS SHOWN IN FIG. 20. AS SHOWN, THERE ARE TWO LINE CONTROLLERS PER CHANNEL (OR LINK), ONE FOR THE INPUT AND ONE FOR THE OUTPUT. THIS IS THE CASE IN ALL COMMUNICATION CONTROL UNITS EXCEPT THOSE OPERATING ON THE SIMPLEX PRINCIPLE (I.E. ONLY ONE FIXED DIRECTION). THE MAJOR FUNCTIONS OF A COMMUNICATION CONTROL UNIT ARE LISTED AS FOLLOWS:

(A) INPUT

(1) RECEIVE AN INPUT REQUEST FROM ONE OF THE LINE CONTROLLERS. AN INPUT FLAG OF THAT CONTROLLER IS SET TO PREVENT THE INPUT/OUTPUT CONFLICT.

(2) THE COMMUNICATION CONTROLLER EXAMINES THE LINE CONTROLLERS SEQUENTIALLY. WHEN IT FINDS ONE WHICH HAS RAISED ITS INPUT FLAG, IT STOPS AND ASSEMBLES ON THE INCOMING CHARACTER IN THE WORD BUFFER.

(3) WHEN THE WORD BUFFER IS FULL, THE COMMUNICATION CONTROLLER GENERATES AN INTERRUPT SIGNAL TO THE CPU. THIS WILL CAUSE THE CPU TO FETCH THE ASSEMBLED WORD IN MEMORY.

(B) OUTPUT:

(1) WHEN THE OUTPUT BUFFER HAS COMPLETED OUTPUTTING ALL CHARACTERS, IT RAISE AN OUTPUT-COMPLETED FLAG.

(2) THE COMMUNICATION CONTROLLER STOPS ITS SCAN AT THIS LINE WHEN THE OUTPUT-COMPLETION FLAG IS SENSED AND SENDS AN INTERRUPT TO THE CPU.
MULTIPLEXING THEORY: ONE HIGH SPEED (UT-PARALLEL) CHANNEL CONSTANTLY SERVES EACH OF MANY SLOWER (UT-SERIAL) CHANNELS.

Computer data terminals are supplied with varying numbers of line terminals. When employed at the central site, the configuration generally appears as shown above. When computers communicate with each other, the "remote" computer would need only one line terminal module (one input, one output functional) and the controller with its housing, power supply and indexing capability, etc. (Not all computer data terminals have all of the features shown above. See Appendix B.)

Fig. 20 Typical Communication Control Unit
(3) THE CPU CHECKS TO SEE IF ADDITIONAL MESSAGES ARE TO BE OUTPUT. IF SO, THE CPU SEND A WORD TO THE COMMUNICATION CONTROLLER.

(4) THE COMMUNICATION CONTROLLER DEPOTTE THE WORD IN A APPROPRIATE OUTPUT BUFFER AND CONTINUES ITS SCAN.

4.2.2. COMPUTER

A COMPUTER CONSISTS OF AT LEAST THE FOLLOWING COMPONENTS: MEMORIES, PROCESSORS, PERIPHERALS, AND CHANNELS. THE COMMUNICATION BETWEEN ANY PAIR OF COMPONENTS IS VIA CHANNELS WHICH PROVIDE BOTH 'DATA AND CONTROL' INFORMATION PATHS. HERE WE DISCUSS BRIEFLY, SOME PRIMARY FUNCTIONS OF EVERY COMPONENT. FOR MORE DETAILED INFORMATION, REFER TO [ ].

(A) MEMORY COMPONENTS:

ALL MEMORY COMPONENTS ARE FUNCTIONALLY SIMILAR BECAUSE THEY STORE PROGRAMS WHILE THEY ARE BEING INTERPRETED BY A PROCESSOR; STORE DATA FOR PROGRAMS; AND STORE OTHER STATE INFORMATION AS REQUIRED BY THE PROCESSORS. A MEMORY COMPONENT MAY BE DESCRIBED BY: (1) THE NUMBER OF INDEPENDENT MEMORY MODULES,

(2) THE PROPERTIES OF EACH MEMORY MODULE

• THE DATA WIDTH (I.E. WORD LENGTH)OF INFORMATION ACCESSED AT ONE TIME,

• THE QUANTITY OF INFORMATION STORED,

THE CYCLE TIME - THE TIME THE MODULE REQUIRES TO COMPLETELY ACKNOWLEDGE A REQUEST, AND BECOME FREE FOR THE NEXT REQUEST.

MEMORY FAILURE PROBABILITY (INCLUDES DETECTED FAILURES AND UNDETECTED FAILURES).

ADDRESS SCHEME - THE METHOD USED TO ASSIGN PHYSICAL ADDRESS.

PROCESSOR COMPONENTS:

A SINGLE COMPUTER MAY HAVE ONLY ONE PROCESSOR, WHILE A MULTI-PROCESSOR COMPUTER HAS MORE THAN ONE PROCESSOR. PROCESSORS CONNECT WITH MEMORY COMPONENTS AND ENACT USER COMPUTATIONAL PROCESSES. A PROCESSOR CAN BE SPECIFIED BY THE FOLLOWING PARAMETERS:

INSTRUCTION SET ABILITY

PROCESSING TIME REQUIRED FOR A GIVEN INSTRUCTION OR ALGORITHM.

MEMORY SPACE REQUIRED FOR A GIVEN INSTRUCTION OR ALGORITHM.

THE NUMBER OF PROGRAMS WHICH ARE RECOGNIZED AS INDEPENDENT PROCESSES.

PROGRAM SWITCHING (OR SWAPPING) TIME.

THE NUMBER OF REGISTERS ASSOCIATED WITH A PROCESS WHICH
RESIDE IN THE PROCESSOR AND MUST SWAPPED WHEN A NEW PROCESS IS SELECTED.

(C) PERIPHERAL COMPONENTS:
THE PERIPHERAL COMPONENTS ARE THOSE DEVICES WHICH ARE PHYSICAL AND LOGICALLY PERIPHERY OF A COMPUTER, E.G. I/O DEVICES, TERMINALS, FILE SYSTEMS. THE FOLLOWING PARAMETERS, IN GENERAL, ARE USED IN DESCRIBING A PERIPHERAL COMPONENT:

(1) CAPACITY OF THE COMPONENT,

(2) ACCESS TIME - INFORMATION SELECTION OR ACCESS TIME MAY BE EXPRESSED IN TERM OF THE FOLLOWING OPERATORS:
   . RANDOM - DATA SELECTION IS A CONSTANT AND INDEPENDENT OF THE ADDRESS.
   . LINEAR - DATA SELECTION TIME VARIES PROPORTIONATELY WITH THE ADDRESS REQUIRED.
   . CYCLIC LINEAR - DATA SELECTION TIME VARIES PROPORTIONALLY WITH THE ADDRESS, ADDRESSES ARE BEING CHANGED AUTOMATICALLY, AND TAKE ON CYCLIC VALUES AT SOME RATE.

(3) ADDRESSABILITY OF INFORMATION,

(4) REPLACEABILITY OF INFORMATION,

(5) REMOVEABILITY OR PORTABILITY OF INFORMATION.

(D) CHANNEL COMPONENTS:
A CHANNEL PROVIDES A COMMUNICATION PATH BETWEEN TWO DIFFERENT COMPONENT TYPES. THE FUNCTION OF A CHANNEL IS NETWORK, THE
NETWORK. IN GENERAL, THEY ARE PHYSICALLY IDENTICAL. THE FUNCTION OF LINKS IN A COMMUNICATION NETWORK HAVE BEEN DISCUSSED IN SECTION 4.2.2.

4.2.3. TERMINALS:

IN GENERAL, A DATA TERMINAL INCLUDES THREE MAJOR PARTS: THE LINE TERMINALS, THE LINE TERMINAL CONTROLLERS, THE INPUT/OUTPUT DEVICES. A DATA TERMINAL MAY OPERATE ON THE SIMPLEX PRINCIPLE, USING EITHER AN INPUT OR AN OUTPUT FUNCTION, IN WHICH CASE ONLY ONE LINE TERMINAL WOULD BE NEEDED. A TYPICAL DATA TERMINAL IS SHOWN IN FIG. 21. MOST OF THE FUNCTIONS MAY BE RECOGNIZED FROM THE DISCUSSION OF COMMUNICATION LINE TERMINALS.
Figure 21. A Typical Remote Data Terminal (idealized)
5. TWO LEVEL VIEW OF A NETWORK OF COMPUTERS

TO LOOK BEYOND THE PREVIOUS TWO SECTIONS, NAMELY COMMUNICATION NETWORKS AND COMPUTER NETWORKS, WE COME TO THE NETWORK OF COMPUTERS, WHICH ARE COMPUTER NETWORKS CONNECTED TOGETHER. IT WOULD, PERHAPS, BE BETTER TO TALK OF A COMMUNICATION NETWORK WITH A SET OF COMPUTER NETWORKS CONNECTED TO IT.

THE PAST FEW YEARS HAVE SEEN THE DEVELOPMENT OF SEVERAL NETWORKS OF COMPUTERS. MOST OF THESE ARE RELATIVELY MODEST ARRANGEMENTS FOR REASONABLY HIGH SPEED DATA LINKS BETWEEN TWO OR THREE COMPUTERS PHYSICALLY LOCATED REASONABLY CLOSELY TO ONE ANOTHER, OR BETWEEN A LARGE COMPUTER AND ONE OR MORE 'REMOTE-JOB-ENTRY' STATIONS, USUALLY SMALL COMPUTERS THEMSELVES. HOWEVER, ONE NETWORK, NOW IN THE EARLY STAGES OF ACTUAL OPERATION, IS CONSIDERABLY MORE SOPHISTICATED. THIS IS THE ARPA NETWORK. CURRENTLY THE ARPA NETWORK HAS OVER A SCORE OF NODES, PHYSICALLY DISPERSED FROM CALIFORNIA TO MASSACHUSETTS (AND SOON TO INCLUDE ENGLAND AND NORWAY). EACH NODE CONSISTS OF AN IMP (INTERFACE MESSAGE PROCESSOR) TO WHICH IS CONNECTED ONE OR MORE HOST COMPUTERS (RANGING FROM THE PDP-11S TO THE ILLIAC-IV IN SIZE); THE IMPS ARE INTER-CONNECTED VIA HIGH BANDWIDTH TELEPHONE LINES. THE DATA RATES AVAILABLE FOR DATA (STREAMS OF BITS) ARE OF THE ORDER OF 50,000 BITS PER SECOND AND THE DELAY IN ROUTING A MESSAGE BETWEEN THE SENDER AND THE RECEIVER IS MEASURED IN TENS OF
MILLISECONDS. THE COST OF SENDING DATA IS CONSIDERABLY LESS THAN A DOLLAR PER MEGABIT AND WITHIN THE NEXT YEAR OR 'SO THE NETWORK WILL HAVE LARGE CAPACITY STORAGE DEVICES WHICH WILL PERMIT INDEFINITE STORAGE OF INFORMATION AT A COST OF ABOUT ONE DOLLAR PER MEGABIT. ALTHOUGH THE ARPA NETWORK IS STILL IN THE ADVANCED DEVELOPMENT STAGE ITS FEASIBILITY HAS BEEN PROVED; IT IS QUITE CLEAR AT THIS POINT THAT SUCH NETWORKS ARE TECHNICALLY FEASIBLE AND THERE SEEMS NO QUESTION BUT THAT THEY WILL PLAY AN EXTREMELY IMPORTANT ROLE OVER THE NEXT DECADE.

SEVERAL BRIEF EXAMPLES OF NETWORKS ARE DESCRIBED TO PROVIDE ILLUSTRATIONS OF NETWORKS OF COMPUTERS. THE MORE INTERESTING EXAMPLES ARE STILL IN THE PLANNING STAGE; THOSE THAT EXIST CURRENTLY ARE HIGHLY SPECIALIZED.

5.1. GLOBAL OR SWITCHING ORIENTED VIEW:

AS MENTIONED ABOVE, A NETWORK OF COMPUTERS IS A COLLECTION OF COMPUTER NETWORKS CONNECTED TOGETHER BY A COMMUNICATION NETWORK (AS SHOWN IN FIG. 22). THE COMMUNICATION NETWORK CARRIES MESSAGES IN THE 'STORE AND FORWARD' MANNER. EACH MESSAGE ENTERS THE COMMUNICATION NETWORK IN A WELL-ARRANGED FORMAT REQUIRED BY THE COMMUNICATION NETWORK. THE RESPONSIBILITY FOR PUTTING MESSAGES INTO THIS FORMAT BELONGS TO A SPECIAL PURPOSE INTERFACE MESSAGE PROCESSOR. THIS INTERFACE PROCESSOR CONNECTS A COMPUTER NETWORK
Fig. 22 An Example of a Network of Computers

MPx: Multiplexer

IN THIS SECTION WE PRESENT AN EXAMPLE OF A NETWORK PROGRAM WHICH IS WRITTEN ON A BLOCK STRUCTURED TYPE OF 'NETWORK JOB-CONTROL-LANGUAGE'. IN THIS EXAMPLE WE ASSUME THAT A NETWORK-RELATED SOFTWARE, CALLED NETWORK-CONTROL SUBSYSTEM (NCS), HAS BEEN IMPLEMENTED IN EACH COMPUTER CENTER. THE NCS WILL ALLOW USERS AT THE TERMINAL OF A HOST NODE TO CONNECT TO OTHER HOST NODES, AND TO APPEAR AS REGULAR TERMINAL USER OF FOREIGN HOST NODES.

A USER AT THE HOST NODE Z IS SITTING AT A TELETYPewriter DIALED INTO ITS HOST COMPUTER. HE WISHES TO PROCESS SOME INFORMATION ON THE HOST X AND THE HOST Y COMPUTERS. A TYPICAL DIALOGUE IS ILLUSTRATED IN FIG. 24. THE MEANING OF EACH LINE OF THE DIALOG IS DISCUSSED HERE.

(1) THE USER SIGNS ON THE HOST Z.
(2) A SEQUENCE OF HOST Z'S RUN COMMANDS.
(3) THE USER STARTS UP A NETWORK JOB BY SPECIFYING THE COMMAND SIGN ON THE NETWORK CONTROL SUBSYSTEM (NCS), AND SPECIFIES ALL NECESSARY INFORMATION, SUCH AS NETWORK ACCESS,
Fig. 23 An Example of a network of computers
<table>
<thead>
<tr>
<th>USER appears as ( Z' )</th>
<th>User appears as ( X' )</th>
<th>User appears as ( X' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terminal user</td>
<td>Terminal user</td>
<td>Terminal user</td>
</tr>
</tbody>
</table>

1. **LOGIN** \( Z \)  
2. ...  
3. **ENTER NCS, BREAK KEY #**  
4. **CONNECT** \( X \)  
5. ...  
6. #  
7. **CONNECT** \( Y \)  
8. ...  
9. **ENTER NCS, BREAK KEY #**  
10. **CONNECT** \( X \)  
11. ...  
12. #  
13. **DISCONNECT** \( (Y, X) \)  
14. #  
15. **END**

**Fig. 24** A Typical Dialogue
AUTHORIZED IDENTIFICATION, BREAK KEY, ETC. A BREAK KEY IS USED TO IDENTIFY ANY MESSAGE FOLLOWING THE BREAK KEY TO BE INTERPRETED LOCALLY RATHER THAN BEING SENT ON TO THE FOREIGN HOST.

(4) THE USER REQUESTS THE NCS TO ESTABLISH A CONNECTION TO THE HOST X. THE NCS WILL MAKE THE APPROPRIATE CONNECTION REQUEST THROUGH THE COMMUNICATION NETWORK (HIGH LEVEL NETWORK) TO CONNECT WITH THE HOST X. THE CONNECTIONS WILL BE ESTABLISHED ONLY IF THE HOST X ACCEPTS THIS FOREIGN USER.

THE USER IS NOW IN THE PRE-LOGGED-IN STAGE FOR THE HOST X. THIS IS ANALOGOUS TO THE STANDARD TERMINAL USER'S STATE AFTER DIALING INTO A COMPUTER AND MAKING A CONNECTION BUT BEFORE THE RESPONSE BY THE COMPUTER.


(6) A BREAK KEY IS PRESSED. THIS WILL THEN SWITCH THE USER'S STATE BACK FROM THE HOST X'S TERMINAL-USER TO THE HOST Z'S TERMINAL-USER. THE CONNECTION BETWEEN HOST Z AND HOST X IS
Retained until the network job is terminated or a disconnect command is issued.

(7) The NCS is called again to establish another connection between the host Z and the host Y. The user is now in the pre-logged-in state of the host Y. When the connection is established, there will be two virtual links which connect host X and host Y, respectively.

(8) A response message from host Y indicates that the user is in the state of host Y's terminal-user. Characters typed on the user's terminal will be transmitted into the host Y just the same as the standard host Y's terminal's did. A sequence of host Y's run commands can then be typed in and processed at the host Y.

(9) The host Y's NCS is called by the user. Similarly for line (3), a break key is specified and a connection to host X is requested. Note that this connection may be established by host Y through the communication network to host X.

(10) The response message of host X is routed through the host Y to the user's terminal. The user is said to be in the state of host X's terminal-user. The user can type in any host X command he wants and processing is performed at host X. Although, the user enters the same state as in line (5), the message routing has a significant difference. In line (5), the messages are routed from host Z through the virtual link ZX (message switching path established by the
COMMUNICATION NETWORK) TO HOST X. HERE, ALL MESSAGES ARE ROUTED THROUGH VIRTUAL LINKSZY, AND YX, TO HOST X. NOTE THAT THE MESSAGES BETWEEN THE USER AND HOST X MAY TRAVEL A LONGER DISTANCE THAN IT DOES IN LINE (5). BUT THERE IS A VIRTUAL LINK BETWEEN HOST Y AND HOST X, WHICH ALLOWS THE INFORMATION TO MOVE AMONG THESE HOSTS X, Y, AND Z.

(11) A BREAK KEY $ IS PRESSED TO INDICATE THAT THE USER WANTS TO RETURN BACK TO HIS PREVIOUS STATE, NAMELY 'AS A TERMINAL USE HOST Y'.


(13) THE NCS OF THE HOST Y IS CALLED AGAIN TO DISCONNECT THE VIRTUAL LINKS ZX AND ZY.

(14) FINALLY, A BREAK KEY # TERMINATES THE NETWORK JOB. THE USER IS NOW RETURNED TO THE STATE OF THE STANDARD TERMINAL-USER OF ITS HOST. THIS ALLOWS THE USER TO CREATE AS MANY NETWORK JOBS HE WANTS WITHIN ONE STANDARD JOB.

(15) THE USER TERMINATES HIS JOB BY A STANDARD TERMINATION PROCEDURE.

* EACH OF THE ABOVE STATES CAN BE SUBSTITUTED BY THE ENTIRE
5.2. LOCAL VIEW OF A NETWORK OF COMPUTERS

A network of computers can be divided into two groups, namely high level communication nets and local nets (see the illustration in Fig. 25). The high level communication net consists of communication nodes connected by links. The local nets, on the other hand, consist of computers and terminals, which are connected by links. Between the high level network and the local nets, there are 'interfaces' each handling a mixed collection of subscribers within a local net.

(A) HIGH LEVEL NET - A COMMUNICATION NET

The high level net carries messages in the 'store-and-forward' manner. These messages have a well-formed format, an example of this format is shown in Fig. 26. In order to distinguish the fixed formatted messages between those messages that appear in the lower level net, we called them 'packets'. The length of a packet is fixed and can be equally divided into several units. These units are sometimes called 'segments'. In general, the format of the first segment of a packet differs from the rest since it contains the transmission information (called 'envelope') of the packet. A typical example is shown in Fig. 27. The first field of the first
Fig. 25 Two-Level Viewed of a Network of Computers
Fig. 26 An Format of a communication Message

Fig. 27 A Typical Example of a Message Header
SEGMENT DISTINGUISHES STANDARD PACKETS FROM LINK MESSAGES AND SERVES TO IDENTIFY THE START OF A PACKET. THE 'INDICATOR' (2ND FIELD) IS A TAG ALLOCATED TO PACKING DURING ITS STAY IN A COMMUNICATION NODE AND REMAINS AS ITS IDENTIFICATION UNTIL THE PACKET HAS BEEN ACCEPTED BY THE NEXT COMMUNICATION NODE. IN ORDER TO MINIMIZE THE PROCESSING TIME, THE PACKET IS ALWAYS LEFT IN ITS ORIGINAL STORE LOCATION AND IS REPRESENTED IN THE QUEUING PROCESS INDICATOR. THE INDICATOR IS ALSO USED TO ACCESS THE STORAGE AREA AT OUTPUT WHEN THE CONTENTS OF THE PACKET ARE TRANSMITTED FORWARDS. FOLLOWING THE DESTINATION AND ORIGINATION ADDRESSES MAY BE A 'HANDOVER NUMBER'. WHEN A NUMBER REACHES A CERTAIN VALUE, THE PACKET WILL EITHER RETURN TO ITS ORIGINATING NODE OR DROP OUT FROM THE NETWORK. SINCE THE OUTPUT LINK TO BE USED IS DETERMINED BY EACH NODE IN TURN BY REFERENCE TO THE DESTINATION, BECAUSE OF THE ADAPTIVE ROUTING TECHNIQUE IT IS POSSIBLE UNDER HEAVY LOAD CONDITIONS THAT A PACKET MAY BE CAUSED TO CIRCLE AROUND ITS REQUIRED DESTINATION NODE. THIS 'HANDOVER NUMBER' IS INCREASED BY ONE AT EVERY NODE TO PREVENT A PACKET REMAIN IN ORBIT FOR EVER. FOLLOWING THE ABOVE INFORMATION, THE FIRST SEGMENT MAY CONTAIN SOME MESSAGE CONTENT PROVIDED THAT THERE IS SOME MORE SPACE AVAILABLE. EVERY SEGMENT IS THE LAST IN A PACKET. EVERY SEGMENT ALSO CARRIES A 'CHECK SUM' USED TO DETECT ERRORS AND NOISES.

CHARACTERISTICS OF THE COMMUNICATION NODE:

THE HARDWARE OF A COMMUNICATION NODE CONSISTS OF A GENERAL

THE INPUT PROCESSOR PERFORMS THE IMMEDIATE SERVICE OF INPUT PACKETS AND SCHEDULING THE INPUT PACKETS FOR MAIN PROCESSOR. THE MAIN PROCESSOR IS THE EXECUTIVE WHICH HANDLES THE QUEUING AND ROUTING OF PACKETS. THE OUTPUT PROCESSOR SENDS THE PACKET THROUGH A FREE LINK TO OTHER NODES.

(B) THE INTERFACE:

IN PRACTICE THE COMMUNICATION NODE OF THE HIGH LEVEL NET MAY CARRY OUT SOME OF THE INTERFACING FUNCTIONS, FOR SIMPLICITY, HOWEVER, WE WILL REGARD THESE FUNCTIONS TO BE CARRIED OUT BY A SEPARATE INTERFACE NODE (OR COMPUTER). THE COMMON FUNCTIONS IT PROVIDES ARE:

1. DIVIDING MESSAGES INTO PACKETS AND RE-ASSEMBLING WHERE NECESSARY.
2. ADDING THE 'ENVELOPE' (THE FIRST SEGMENT) TO THE PACKET.
IN FIXED FORMAT,

(3) ACCOUNTING,

(4) INTERPRETING COMMANDS AND MAINTAINING THE STATISTICS
INFORMATION FOR EACH USER.

IN ADDITION TO THESE FUNCTIONS IT CARRIES OUT THE ASSEMBLY
OF BITS OR CHARACTERS INTO MESSAGES AND THE CORRESPONDING
DISTRIBUTION OF BITS OR CHARACTERS FOR APPROPRIATE PERIPHERALS.

(c) THE LOCAL NET:

SUBSCRIBING NODES OF A LOCAL NET CAN BE DIVIDED INTO TWO
MAIN CATEGORIES:

(1) THOSE NODES HAVING SUFFICIENT INTELLIGENCE AND COMPUTING
FACILITIES, E.G. COMPUTER CENTER.

(2) LESS COMPLICATED NODES WHICH MAY NOT HAVE SUFFICIENT
COMPUTING CAPACITY, E.G. DATA TERMINAL, MINICOMPUTER.

THE PRIMARY CHARACTERISTICS OF THESE TWO CATEGORIES OF
NODES HAVE BEEN DISCUSSED IN THE PREVIOUS SECTIONS. FOR MORE
DETAILED INFORMATION REFER TO [ ].

5.3. EXAMPLES:

WITH THIS GENERAL VIEW OF A NETWORK OF COMPUTERS, LET US
CONSIDER SEVERAL EXAMPLES.
5.3.1. ARPA NETWORK


IN ORDER TO INTERFERE LEAST WITH THE EXISTING OPERATION OF THESE VARIOUS FACILITIES, THE MESSAGE HANDLING TASKS (DELAY, ACKNOWLEDGMENT, ROUTING, BUFFERING, ETC.) ARE CARRIED OUT IN A SPECIAL PURPOSE INTERFACE MESSAGE PROCESSOR ('IMP') COLLOCATED WITH THE PRINCIPLE COMPUTER (DENOTED 'HOST' COMPUTER) AT EACH OF THE COMPUTER CENTERS. THE COMMUNICATION CHANNELS WILL (IN MOST CASES) BE 50 KILOBIT/SEC FULLY DUPLEX TELEPHONE LINE, AND ONLY THE 'IMP'S (NOT THE 'HOST') WILL BE CONNECTED (THROUGH TYPE 303 DATA SETS) TO THESE LINES. THIS COMMUNICATION NET, CONSISTING OF THE
Fig. 28 ARPA Network

UCB: U.C. Berkeley
SRI: Stanford Research Inst.
SU: Stanford U.
UU: U. Utah
UCSB: U.C. Santa Barbara
UCLA: U.C. Los Angeles
SDC: System Development Corp.
RAND: The Rand Corp.
DC: Dartmouth Collage

UI: U. Illinois
WASH: Washington U.
(APRA: Pentagon)
M.I.T: Mass Inst. of Tech.
LL: Lincoln Lab. of M.I.T.
BBN: B.B. and N.
CMU: Carnegie Mellon U.
UM: U. of Michigan
HU: Harvard U.
LINES, 'IMP'S AND DATA SETS, SERVES AS THE STORE-AND-FORWARD SYSTEM FOR THE 'HOST' COMPUTER NET. THUS, FOR TRANSMISSION BETWEEN UCLA AND UTAH UNIVERSITY (UU), THE DIRECT PATH OF STORE-AND-FORWARD TRANSMISSION WOULD PASS THROUGH THE 'UCLA HOST' TO 'UCLA IMP' TO THE 'SRI IMP' TO THE 'UU IMP' AND THEN FINALLY TO THE 'UU HOST', AS SHOWN IN THE FIG. 29. WHEN THE 'HOST' HAS A MESSAGE READY FOR TRANSMISSION, IT WILL BE BROKEN INTO A SET OF SMALLER PACKET (EACH SIZE APPROXIMATELY 1024 BITS, OR LESS) WITH APPROPRIATE HEADER INFORMATION (AS SHOWN IN FIG. 30). THE 'IMP' WILL ACCEPT UP TO EIGHT OF THESE (AN ASSEMBLY SET) AT ONE TIME. THE PACKETS THEN INDIVIDUALLY MAKE THEIR WAY THROUGH THE 'IMP' NETWORK WHERE THE APPROPRIATE ROUTING PROCEDURE DIRECTS THE TRAFFIC FLOW. FROM EACH 'IMP' TO 'IMP' PACKET TRANSMISSION, A POSITIVE ACKNOWLEDGMENT IS EXPECTED WITHIN A GIVEN TIME; ABSENCE OF AN ACKNOWLEDGMENT ( CAUSED PERHAPS BY CHANNEL NOISE, OR BY LACK OF BUFFER SPACE, ETC.) WILL FORCE THE TRANSMITTING 'IMP' TO TRY THE SAME OR SOME DIFFERENT CHANNEL FOR RETRANSMISSION. ONE OF THE DESIGN GOALS IS TO ACHIEVE A RESPONSE TIME LESS THAN 1/2 SECOND (ROUND-TRIP) FOR SHORT MESSAGES.
Figure 29 A typical message from a 24-bit machine
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