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Abstract

We have completed the determination of the lifetimes and fine structure of He$^-$ using time-of-flight techniques and quenching by a static axial magnetic field.

Using the techniques of level-crossing spectroscopy, we have measured the hyperfine constants $A$ (magnetic dipole) and $B$ (electric quadrupole), and the lifetime $\tau$ of the $3\ ^2P_3/2$ state of lithium 7. The results were obtained by using a computer to curve-fit the experimental data taken by a signal averager, $A = -0.98 \pm 0.01$ MHz, $B = -0.092 \pm 0.005$ MHz, and $\tau = 212 \pm 4$ nsec. We have also created a polarization of the rubidium 7S level as a first step in determining the hyperfine structure of the alkali excited S state.

We have studied the parametric interaction between light and microwaves in optically pumped Rb$^{87}$ vapor, and the results are in excellent qualitative agreement with theory.

Measurements and analyses of the $l_{10} - l_{11}$ transitions in formaldehyde (H$_2$CO) and its isotopic species HDCO, H$_2^{13}$CO, and H$_2^{18}$O, and in the lowest two excited vibrational states of H$_2$CO have been completed. Also, we have begun measurements on transitions in furan...
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13. ABSTRACT (cont'd)

(C₄H₄O), pyrrole (C₄H₅N), formic acid (H₂CO₂), and cyanoacetylene (HC₃N).

We have continued our study of the Hanle effect in the NO molecule and have developed rf-power oscillators with flat, wide-band output to observe excited-state hyperfine transitions at zero field predicted by detailed calculations based on the theory of optical-rf double resonance.

A substantial amount of data has been generated on the time-dependent behavior of photon echoes in ruby, and we are currently attempting to develop theories which will explain the observed behavior in terms of electron-electron and electron-nucleus-spin interactions in the ground state of ruby. We have constructed a microwave spectrometer to observe electron-spin echoes in the E(2B) excited state of ruby at 16.24 GHz and 9.31 GHz. The parameters of a least-squares fit of our data are in essential agreement with ENDOR results; but if used to predict positions at which ENDOR lines should have been observed, they do not agree with published experimental data.

We have produced interesting results in our investigation of stimulated Raman scattering in atomic thallium vapor. Preliminary results on the dependence of Stokes scattering at 1.513 μ on the polarization of the exciting ruby laser are in agreement with theory. Our interrogation dye laser is now tunable in the 2P₃/2 – 2S₁/2 resonance region at 5350 Å, thereby giving stronger signals and enhancing echo detectability.

We have built a Q-switched, temperature-tuned ruby laser that operates between 6934 Å and 6938 Å. We have obtained pulses with a peak greater than 2 MW and a 15-nsec width. We have observed the 5846.68-Å, 9D₅/2 – 6P₃/2 fluorescent decay following absorption of two 6935.76-Å laser photons in the transition 6S₁/2 – 9D₅/2.

We have calculated the frequency shift due to resonant interaction between identical radiating atoms and have shown that in some cases the shift exceeds 1/10 of the pressure-broadened width. We will attempt to measure the shift in cesium vapor using high resolution Fabry-Perot interferometers.

We propose to measure the superfluid density ρₛ of helium II as a function of the velocity vₛ of the superfluid relative to the normal fluid. Our apparatus should resolve changes in ρₛ/ρ of ~10⁻⁵ by sensing changes in the resonant frequency of a high-Q torsion pendulum whose moment of inertia is partly determined by ρₛ.
Object of the research:

Physical research in fields in which microwave frequency techniques are employed; the development of microwave electronic and circuit devices.

The research reported in this document was made possible through support extended the Columbia Radiation Laboratory, Columbia University, by the Joint Services Electronics Program (U. S. Army Electronics Command and U. S. Army Research Office, Office of Naval Research, and the Air Force Office of Scientific Research) under Contract DAAB07-69-C-0383.
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ABSTRACT

We have completed the determination of the lifetimes and fine structure of He$^+$ using time-of-flight techniques and quenching by a static axial magnetic field.

Using the techniques of level-crossing spectroscopy, we have measured the hyperfine constants $A$ (magnetic dipole) and $B$ (electric quadrupole), and the lifetime $\tau$ of the $3^2P_{3/2}$ state of lithium $7$. The results were obtained by using a computer to curve-fit the experimental data taken by a signal averager, $A = -0.98 \pm 0.01 \text{ MHz}$, $B = -0.092 \pm 0.005 \text{ MHz}$, and $\tau = 212 \pm 4$ nsec. We have also created a polarization of the rubidium $7S$ level as a first step in determining the hyperfine structure of the alkali excited $5S$ state.

We have studied the parametric interaction between light and microwaves in optically pumped Rb$^{87}$ vapor, and the results are in excellent qualitative agreement with theory.

Measurements and analyses of the $1^1O \rightarrow 1^1I$ transitions in formaldehyde (H$_2$CO) and its isotopic species HDCO, H$_2^{13}$CO, and H$_2^1$C$^{18}$O, and in the lowest two excited vibrational states of H$_2$CO have been completed. Also, we have begun measurements on transitions in furan (C$_4$H$_4$O), pyrrole (C$_4$H$_5$N), formic acid (H$_2$CO$_2$), and cyanoacetylene (HC$_3$N).

We have continued our study of the Hanle effect in the NO molecule and have developed rf-power oscillators with flat, wide-band output to observe excited-state hyperfine transitions at zero field predicted by detailed calculations based on the theory of optical-rf double resonance.

A substantial amount of data has been generated on the time-dependent behavior of photon echoes in ruby, and we are currently attempting to develop theories which will explain the observed behavior in terms of electron-electron and electron-nucleus spin interactions in the ground state of ruby. The parameters of a least-squares fit of our data from electron-spin echoes in the ground state are in essential agreement with ENDOR results; but if used to predict positions at which ENDOR lines should have been observed, they do not agree with published experimental data. We have constructed a microwave spectrometer to observe electron-spin echoes in the $E(2E)$ excited state of ruby at 16.24 GHz.

We have produced interesting results in our investigation of stimulated Raman scattering in atomic thallium vapor. Preliminary results on the dependence of Stokes scattering at 1.513 $\mu m$ on the polarization of the exciting ruby laser are in agreement with theory. Our interrogation dye laser is now tunable in the $2P_{3/2} \rightarrow 2S_{1/2}$ resonance region at 5350 $\AA$, thereby giving stronger signals and enhancing echo detectability.
We have built a Q-switched, temperature-tuned ruby laser that operates between 6934 Å and 6938 Å. We have obtained pulses with a peak power greater than 2 MW and a 15-nsec width. We have observed the 5846.68-Å, $^9D_5/2 \rightarrow ^6P_{3/2}$ fluorescent decay following absorption of two 6935.76-Å laser photons in the transition $^6S_{1/2} \rightarrow ^9D_{5/2}$.

We have calculated the frequency shift due to resonant interaction between identical radiating atoms and have shown that in some cases the shift exceeds 1/10 of the pressure-broadened width. We will attempt to measure the shift in cesium vapor using high resolution Fabry-Perot interferometers.

We propose to measure the superfluid density $\rho_S$ of helium II as a function of the velocity $v_S$ of the superfluid relative to the normal fluid. Our apparatus should resolve changes in $\rho_S/\rho$ of $\sim 10^{-5}$ by sensing changes in the resonant frequency of a high-Q torsion pendulum whose moment of inertia is partly determined by $\rho_S$. 
I. ATOMIC PHYSICS

A. METASTABLE AUTOIONIZING ATOMS

1. Rf Spectroscopy of Metastable Alkali Atoms
(T. Lucatorto, R. Novick, G. Sprott)

Research on this project has been completed, and the results are now being prepared for publication.

2. Rf Spectroscopy of Metastable Lithium Atoms
(M. R. Levitt, R. Novick, S. Skwire)

This project has been transferred to the Columbia Astrophysics Laboratory.

3. He\textsuperscript{-} Ion
(R. Novick, D. Weinflash)

During this period, we concluded the study by a time-of-flight technique of the metastable, autoionizing \(1s2s2p{^4P}_j\) states of the helium negative ion. Important new data was obtained for Zeeman quenching of the metastable He\textsuperscript{-} beam. Zeeman quenching causes the increase in the decay rate produced by application of a magnetic field. The new data (Fig. 1) provide the basis for a more rigorous analysis of previous observations. The results of the new analysis, described in some detail below, are lifetimes for all three \(4{P}_j\) states of He\textsuperscript{-}, as well as for the 5/2 - 3/2 fine structure interval \(\Delta_53\).

The He\textsuperscript{-} metastable current varies with the distance of the detector from the source, the magnetic field, the beam velocity, and the residual pressure. The dependence of the decay on these variables is analyzed to obtain the lifetimes and fine structure of the \((1s2s2p)^4{P}_j\) states of He\textsuperscript{-}. By the hypothesis of differential metastability, we conclude that the graph of the He\textsuperscript{-} current versus the distance from the source should be a sum of a large number of exponential components arising from the various Zeeman substates in the beam.
Fig. 1. $^4\text{He}^-$ metastable current received by the Faraday cup as a function of axial magnetic field with the detector stationary at positions corresponding to flight times of 11 &mu;sec and 80 &mu;sec. The data were recorded continuously on an x-y recorder as the field was raised.
However, the observed decay curves can be fitted within experimental error with just two exponential components. It is assumed that each of these two exponential components is itself a sum of unresolved exponentials. The longer-lived component is identified with the net current from the $^4P_{5/2}$ Zeeman sub-states, while the shorter-lived component is assumed to be the sum of the $^4P_{3/2}$ and $^4P_{1/2}$ currents. The decay rate of the shorter-lived component $\gamma_S$ is essentially independent of the magnetic field, the beam velocity, and the residual pressure. The decay rate of the longer-lived component $\gamma_L$ increases with all three of these variables and must be extrapolated to zero pressure and zero magnetic field to obtain the decay rate of the $^4P_{5/2}$ state, $\gamma_{5/2}$.

The gas-quenching rate is assumed to be of the form $PQ_v$, and $\gamma_L$ for $H = 400$ G is extrapolated to zero pressure by varying the pressure and velocity independently. The two methods of pressure extrapolation agree within experimental error.

The zero-pressure decay rates of the two components at 400 G are:

$$\gamma_L = (5.2 \pm 0.3) \times 10^3 \text{ sec}^{-1} \quad \text{and} \quad \gamma_S = (71 \pm 12) \times 10^3 \text{ sec}^{-1}.$$ 

The corresponding lifetimes at 400 G are:

$$\tau_L = 190 \pm 20 \text{ \mu sec} \quad \text{and} \quad \tau_S = 13 \pm 2 \text{ \mu sec}.$$ 

The extrapolation of $\gamma_L$ to zero magnetic field is accomplished by analyzing the Zeeman-quenching curve, i.e. the curve of the metastable current as a function of magnetic field, with the detector stationary. Figure 1 shows experimental Zeeman-quenching curves for two flight times. The influence of the $J = 1/2$ state is ignored, as can be theoretically justified for the magnetic fields used in this work. In this approximation, the $5/2 - 1/2$ fine structure interval, $\Delta_{53}$, and the differential decay rate, $(\gamma_{3/2} - \gamma_{5/2})$, can be determined from the Zeeman-
Comparison of theoretical curves and experimental data points for Zeeman quenching of the He\textsuperscript{-} beam. The three curves correspond to different choices for the fine structure interval, $\Delta_{53}$, and for the differential decay rate, $(\gamma_{3/2} - \gamma_{5/2})$. At the flight time of 80 \muosec, only $4\text{P}_{5/2}$ substates are still present in the beam.
quenching data alone. Figure 2 shows three theoretical quenching curves that agree with the data between 350 and 450 G. Only one of these theoretical curves gives the observed quenching at higher magnetic fields. The results for the fine structure interval and the differential decay rate are:

\[
\Delta_{53} = 0.036 \pm 0.009 \text{ cm}^{-1} \text{ and } \\
(\gamma_{3/2} - \gamma_{5/2}) = (100 \pm 20) \times 10^3 \text{ sec}^{-1}.
\]

These two atomic parameters are sufficient for us to calculate the decay rate of the \(^4P_{5/2}\) state, \(\gamma_{5/2}\), from the experimental zero-pressure value of \(\gamma_L\) at 400 G. We find the value \(\gamma_{5/2} = (2.0 \pm 0.5) \times 10^3 \text{ sec}^{-1} (\tau_{5/2} = 500 \pm 200 \mu\text{sec})\).

With the decay rates of the \(J = 5/2\) and \(J = 3/2\) states now determined, the decay rate of the \(J = 1/2\) state can be estimated by returning to the time-of-flight data, which previously was fit using two exponential components. The decay rate of the shorter-lived component \(\gamma_S\) was assumed to be an average of the \(J = 3/2\) and \(J = 1/2\) decay rates. With \(\gamma_{3/2}\) now known independently, one can determine \(\gamma_{1/2}\). The \(J = 1/2\) current was obtained graphically from the total metastable current by subtracting the current arising from the \(J = 5/2\) and \(J = 3/2\) states. The result is a fit of the decay data with three components, as shown in Fig. 3.

The relative weights \(w_J\) of the three components, when extrapolated back to the source, are in proportion to their statistical weights. The value of the ratio \(w_{3/2}/w_{5/2} = 0.667\) must be assumed to calculate the \(J = 3/2\) current. However, the value of the ratio \(w_{1/2}/w_{5/2} = 0.33 \pm 0.09\), which is a consequence of the analysis, is an independent check of the validity of the three-component fit.

As a result of this analysis, values for the zero-field lifetimes of all three \(^4P_J\) states of He\(^{-}\) have been obtained, as well as the value of the 5/2 - 3/2 fine structure interval \(\Delta_{53}\). Only the 5/2 - 1/2 fine structure interval \(\Delta_{51}\) remains inaccessible using the present experimental technique.
Fig. 3. He⁻ time-of-flight data fitted with two and then three exponential components. The two-component fit (circles and dots) is based on these data alone. The three-component fit uses $\tau_{3/2}$ from the Zeeman-quenching data to determine $\tau_{1/2}$ (triangles). The relative strengths of the three components extrapolated back to the source at S agree with the statistical weights of the assigned J states.
Conclusions: The values obtained for the zero-field decay rates are:

\[
\gamma_{5/2} = (2.0 \pm 0.5) \times 10^3 \text{ sec}^{-1},
\gamma_{3/2} = (100 \pm 20) \times 10^3 \text{ sec}^{-1}, \text{ and}
\gamma_{1/2} = (60 \pm 10) \times 10^3 \text{ sec}^{-1}.
\]

The corresponding lifetimes are:

\[
\tau_{5/2} = 500 \pm 200 \mu\text{sec},
\tau_{3/2} = 10 \pm 2 \mu\text{sec}, \text{ and}
\tau_{1/2} = 16 \pm 4 \mu\text{sec}.
\]

The value of the \(5/2 - 1/2\) fine structure interval, as determined from the Zeeman-quenching data, is

\[
\Delta_{53} = 0.036 \pm 0.009 \text{ cm}^{-1}.
\]

Program for the next interval: The study of the helium negative ion by rf spectroscopy is being continued at the Columbia Astrophysics Laboratory under NSF Grant GP 13479.

B. LEVEL-CROSSING AND OPTICAL DOUBLE-RESONANCE SPECTROSCOPY

1. Hyperfine Structure of \(2\text{P}\) and \(3\text{P}\) States of Lithium\(^*\)
(W. Happer, A. Lurio, W. Nagourney)

We have completed our measurements of the hyperfine constants \(A\) and \(B\) and the lifetime for the \(3\text{P}_{3/2}\) state of \(\text{Li}^7\). As with the \(2\text{P}_{3/2}\) state measurement, \(^{(1)}\) we used the technique of level-crossing spectroscopy. There were two main differences between the methods used in making the \(3\text{P}_{3/2}\) state measurements and those used for the \(2\text{P}_{3/2}\) state. First, a stronger source of resonance radiation was needed for this state than for the \(2\text{P}_{3/2}\) state. The hollow cathode lamp used for the \(2\text{P}_{3/2}\) state was tried but was not strong enough. We found a modified flow lamp to be satisfactory. The second difference was our choice of polarizations. As we mentioned in the previous Progress Report, \(^{(2)}\) the best lifetime data and good data for the hyperfine constant \(A\) were obtained with both source and detector polarizations aligned along the direction of the magnetic field. We chose this alignment
by examining sets of computer-generated theoretical curves for the various possible choices of polarization. When this was done with $3P_{3/2}$ state curves, it was evident that the best data for the lifetime and the constant $A$ would be obtained with both polarizations at right angles to the magnetic field.

Several small problems which did not appear in the first state were encountered in the $3P_{3/2}$ measurements. First, to obtain an adequate signal for the second state, we needed a greater beam density, and hence oven temperature, than we used for the first state. This required a modest revision in the design of the beam oven, the main change in which being the incorporation of about twice as many nichrome heaters as were used previously. Secondly, since the Hanle width was much narrower, and the experiment was performed over a much smaller sweep range (-2.5 to +2.5 G), the requirements for magnetic field calibration were much more stringent. This problem was never completely solved, although the estimated magnetic field-calibration error was reduced to about 30 mG. A third problem was the uncertainty in the orientations of the polarizers. In order to take this source of error into account, several runs were taken without any polarizers. Although the signal-to-noise ratio for these runs was much worse than for the others, the results were in fairly good agreement with the results of the runs that used polarizers.

Our preliminary results for the second state are as follows:

$$A = -0.098 \pm 0.01 \text{ MHz};$$
$$\tau = 212 \pm 4 \text{ nsec};$$
$$B = -0.092 \pm 0.005 \text{ MHz}.$$
resonance; the main problem is an inadequate signal-to-noise ratio, since the fractional signal for the double resonance in the P_{1/2} state is about 60 times smaller than that of the P_{3/2} state Hanle effect. We are now searching for ways of increasing the amount of scattered signal so that the signal-to-noise ratios may be improved.

*This research was also supported by the Air Force Office of Scientific Research under Grant AFOSR-68-1454.

(1) CRL Progress Report, June 30, 1970, p. 10.
(2) Ibid., p. 10.

2. Electric-Quadrupole Hyperfine Structure in Lithium
(H. M. Foley, S. Hameed)

The effect of the core on quadrupole hyperfine structure has traditionally been estimated by calculating the quadrupole moment induced in the core by the nucleus and evaluating its interaction with the valence electron. In terms of perturbation theory of many-electron terms in the Hamiltonian, this corresponds to a first order correction beyond a single-particle approximation to the atomic wavefunction. Recently, two calculations have been reported which include higher order correlation effects. One of these \(^{(1)}\) uses the Brueckner-Goldstone perturbation formalism and results in a slight modification of the first order result. The other \(^{(2)}\) employs variational procedures to obtain solutions to atomic Bethe-Goldstone equations and reports that the higher order effects nearly cancel out the first order correction. Thus the importance of correlation effects in the determination of quadrupole hfs is not clear at present.

To investigate this question we have undertaken a perturbation calculation with a restricted Hartree-Fock wavefunction as the starting point. The first order correction, which can be calculated by obtaining the first order correction to the wavefunction with respect to the quadrupole interaction, is found to be nearly 10% of the zeroth order effect. The second order correction is
\[
\langle \psi^{(1)} | \sum_i \frac{e^2 Q (3 \cos^2 \theta_i - 1)}{\gamma_i^3} | \psi^{(1)} \rangle \\
+ 2 \text{Re} \langle \psi^{(0)} | \sum_i \frac{e^2 Q (3 \cos^2 \theta_i - 1)}{\gamma_i^3} | \psi^{(2)} \rangle.
\]

It is found that the second term can be expressed in terms of \(\psi^{(1)}\), and the evaluation of the second order correlated wavefunction \(\psi^{(2)}\) is not necessary. The first order function \(\psi^{(1)}\) is taken to be a linear combination of 45 singly and doubly excited configurations:

\[
\psi^{(1)} = \sum_k c_k \psi_k.
\]

Each \(\psi_k\) is a determinant of Slater-type orbitals. The coefficients \(c_k\) are determined by calculating \(E^{(2)}\) variationally:

\[
E^{(2)} = \langle \psi^{(1)} | H^{(0)} - E^{(0)} | \psi^{(1)} \rangle + 2 \text{Re} \langle \psi^{(0)} | H^{(1)} - E^{(1)} | \psi^{(1)} \rangle.
\]

The amount of correlation energy given by \(E^{(2)}\) would be a criterion of the adequacy of \(\psi^{(1)}\) obtained by this procedure. Thus, starting from the Hartree-Fock approximation to calculate the first and second order corrections in an accurate manner, we should be able to determine the importance of correlation effects in quadrupole hyperfine structure.

---

3. Fine Structure of Singly Ionized Lithium  
(T. Lucatorto, R. Novick, G. Sprott)

Research on this project has been discontinued because of changes in personnel.
4. Hyperfine Structures of Excited $^2S_{1/2}$ States of Alkali Atoms*
(S. Chang, R. Gupta, W. Happer)

We have continued our work on the experiment to measure the hyperfine structure of the excited S state of alkali atoms. Using electron excitation in a discharge, we have created an electronic polarization of the 7S level of rubidium. A second method of obtaining orientation is being tested.

Figure 4 shows the resonance curves obtained using the apparatus described in the previous Progress Report. The radio-frequency field, which destroys the ground-state polarization, is frequency modulated, and the signal is detected on a lock-in amplifier. Curve A indicates the intensity of the transmitted 7947Å pumping light, which is a measure of the ground-state polarization. Curve B shows the intensity of circularly polarized 7408Å fluorescent light, which is a measure of the excited-state polarization. Changing the sense of polarization of the lamp light changes the sign of curve B while leaving curve A unchanged. The light pipe shown in the previous Report has been removed, because with the light pipe in place the solid angle of the incident light exceeded the tolerance of the interference filter.

We are now investigating an alternative way to produce orientation in the excited state. Unpolarized ground-state atoms are excited with circularly polarized radiation to a P level that is energetically higher than the 7S state (see Fig. 5). Some of the P-state atoms decay to the 7S state, and a portion of the polarization of the P state is carried over to the 7S state. The advantage of this method is that the buffer gas and discharge can be eliminated. The discharge has been difficult to regulate. Since the resonance cell contains no buffer gas, we should be able to avoid an accidental discharge when large rf fields are applied.

Figure 6 shows the present apparatus. A 4 in x 4 in, 7408Å interference filter allows a large solid angle of
Fig. 4. Graph of the photomultiplier-tube output versus the magnetic field. The letter A indicates the rubidium ground-state resonance signal, while B shows the rubidium $^7S_{1/2}$ polarization signal.
Fig. 5. Energy levels of rubidium.
Fig. 6. Apparatus.
detection. A rotating quarter-wave plate modulates any 7408-Å circular polarization for phase-sensitive detection. We are now trying to improve the rubidium spectral lamp.

Program for the next interval: We will continue our investigation of the 7S magnetic sublevels.

*This research was supported by the Air Force Office of Scientific Research under Grant AFOSR-68-1454.

(1) CRL Progress Report, June 30, 1970, p. 15.

C. COLLISION PHENOMENA

1. Relaxation of Excited Atoms*
   (B. R. Bulos, W. Happer)

The study of the collision-induced quenching of excited alkali atoms has continued. Cross sections for quenching of rubidium by nitrogen, hydrogen, deuterium, methane, ethane, and ethylene have been measured. The experimental procedure employed to determine these cross sections has been perfected and is now being applied to the quenching of cesium.

In the previous Progress Report, (1) filter leakage and its effects on the experiment were discussed. Interference filters are designed for rays normal to their surfaces, and this requires that nearly parallel light beams be used for excitation and detection. This restriction reduces the amount of light flux that can be used, and a compromise must be reached. In the present apparatus, the solid angles subtended by the excitation lamp and detectors at the cell have been reduced to the point where unwanted resonance lines have been effectively eliminated. This decreases the signal-to-noise ratio of the two-channel outputs; however, the ratio is still adequate for accurate measurements.

The procedure we have developed to measure the four quenching rates of a gas requires that four experimental runs be made: The first employs a D₁ filter in the excitation path and D₁ filters for both detection channels, while the second uses a D₁ filter in the excitation path, a D₁ filter in the transmitted channel, and no filter in the fluorescent channel.
The third uses a D$_2$ filter in the excitation path and D$_2$ filters for both detection channels, and the fourth has a D$_2$ filter in the excitation path, a D$_2$ filter in the transmitted channel, and no filter in the fluorescent channel. The four ratios obtained for transmitted-to-fluorescent differential signals are denoted by

$$\frac{A_1}{B_1}, \frac{A_1}{B_1 + B_2}, \frac{A_2}{B_2}, \text{ and } \frac{A_2}{B_1 + B_2}.$$ 

These ratios can be calculated in terms of the four quenching rates $\gamma_{10}, \gamma_{20}, \gamma_{21}$ by solving the rate equations for the $^2P_{1/2}$ and $^2P_{3/2}$ levels of an alkali. The pressure dependence of quenching rates is linear, since binary collisions are assumed. Thus, if we define

$$k_{ij}^p = \gamma_{ij}/\Gamma,$$

where $\Gamma$ is the natural decay rate, $\gamma_{ij}$ is the quenching rate from level $i$ to $j$, and $p$ is the pressure of the quenching in torr; and we then define

$$k_{10} + k_{12} = k_1 \text{ and }$$

$$k_{20} + k_{21} = k_2,$$

we can write the intensity ratios for the four cases mentioned as

$$\frac{A_1}{B_1} = \frac{a_1}{b_1} \left[ \frac{(k_1k_2 - k_{12}k_{21})p^2 + (k_1 + k_2)p + 1}{1 + k_2p} \right];$$

$$\frac{A_1}{B_1 + B_2} = \frac{a_1}{b_{12}} \left[ \frac{(k_1k_2 - k_{12}k_{21})p^2 + (k_1 + k_2)p + 1}{1 + (k_2 + k_{12})p} \right];$$

$$\frac{A_2}{B_2} = \frac{a_2}{b_2} \left[ \frac{(k_1k_2 - k_{12}k_{21})p^2 + (k_1 + k_2)p + 1}{1 + k_1p} \right];$$

$$\frac{A_2}{B_1 + B_2} = \frac{a_2}{b_{12}} \left[ \frac{(k_1k_2 - k_{12}k_{21})p^2 + (k_1 + k_2)p + 1}{1 + (k_1 + k_{21})p} \right].$$
As we said above, for each gas we conduct four experimental runs which yield four curves relating the ratio of the transmitted channel-differential signal to the fluorescent channel differential signal. The above four functions are then simultaneously fitted to the four experimental curves with a least-squares computer program employing the four rates \( k_1, k_2, k_{12}, \) and \( k_{21} \) as free parameters. The program yields the best values for these parameters.

For illustration, we show the four curves obtained for the quenching of rubidium by hydrogen (see Fig. 7). The points are the experimentally-determined values, and the solid curves are the computer-fitted functions.

We have included a table of our results for the quenching of rubidium.

The ratio of the quenching rates \( \gamma_{12}/\gamma_{21} \) is predicted by the principle of detailed balance, which gives the ratio as

\[
\frac{\gamma_{12}}{\gamma_{21}} = \frac{2J_2 + 1}{2J_1 + 1} \exp \left( -\frac{\Delta E}{kT} \right).
\]

For rubidium at 20°C, this yields

\[
\frac{\gamma_{12}}{\gamma_{21}} = 0.62
\]

Comparing this value to those obtained from the experimental results, one sees good agreement.

Upon studying the results, one notices large differences in the quenching ability of the gases studied. The unsaturated hydrocarbons \( \text{CH}_4 \) and \( \text{C}_2\text{H}_6 \) are poor direct quenching agents and good cross quenching agents, while the unsaturated hydrocarbon \( \text{C}_2\text{H}_4 \) is a very good agent for both types of quenching.

There are no existing theoretical calculations to account for these large differences. The process is probably a very complicated chemical interaction, which makes it a difficult problem to solve.
Fig. 7. Graph showing the dependence of the four ratios on hydrogen-gas pressure. Circles are measured data, while the solid lines are the computer fits.
TABLE I. Results obtained for the quenching of rubidium.

<table>
<thead>
<tr>
<th>Gas-Metal</th>
<th>$\sigma_{10}$ $\overset{\text{Å}^2}{\text{Å}^2}$</th>
<th>$\sigma_{20}$ $\overset{\text{Å}^2}{\text{Å}^2}$</th>
<th>$\sigma_{12}$ $\overset{\text{Å}^2}{\text{Å}^2}$</th>
<th>$\sigma_{21}$ $\overset{\text{Å}^2}{\text{Å}^2}$</th>
<th>$\sigma_{12}/\sigma_{21}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{N}_2$ - Rb</td>
<td>57.8</td>
<td>42.2</td>
<td>14.1</td>
<td>23.6</td>
<td>0.60</td>
</tr>
<tr>
<td>$\text{H}_2$ - Rb</td>
<td>5.7</td>
<td>2.5</td>
<td>9.09</td>
<td>14.9</td>
<td>0.61</td>
</tr>
<tr>
<td>$\text{D}_2$ - Rb</td>
<td>1.3</td>
<td>2.2</td>
<td>19.6</td>
<td>28.6</td>
<td>0.68</td>
</tr>
<tr>
<td>$\text{CH}_4$ - Rb</td>
<td>0.0</td>
<td>3.5</td>
<td>31.6</td>
<td>52.7</td>
<td>0.60</td>
</tr>
<tr>
<td>$\text{C}_2\text{H}_4$ - Rb</td>
<td>174</td>
<td>112</td>
<td>11.9</td>
<td>18.7</td>
<td>0.64</td>
</tr>
<tr>
<td>$\text{C}_2\text{H}_6$ - Rb</td>
<td>0.0</td>
<td>4.5</td>
<td>56.5</td>
<td>86.0</td>
<td>0.65</td>
</tr>
</tbody>
</table>
The experimental work we have been performing dealt with quenching, which is one phenomenon resulting from collisions with atoms in the excited state. Another effect of the collision is depolarization of the state. Extensive work has been done in the past to study this important phenomenon.

A basic assumption common to all theories about depolarization caused by collisions is that the nucleus remains unaffected during the collision process. This is true because the collision duration (~10^{-12} sec) is much shorter than that of a nuclear period (~10^{-9} sec). This has been shown to hold for depolarization in the ground state of alkalis, and there are no theoretical reasons to expect it to be otherwise for the excited states. It was previously assumed that, because the nucleus remained inert during the collision, the nuclear spin had no effect on the depolarization process. However, we now know that the nuclear spin greatly increases the effective depolarization time. This occurs because the polarization of the electrons is transferred to the nucleus as a result of the hyperfine interaction. Since the nucleus then becomes polarized, it can again recouple to the electron, thereby causing it to repolarize after a collision. This effect, which increases with increasing nuclear spin, should be taken into account when measuring depolarization lifetimes.

We have performed an experiment to measure the depolarization rate of the \( ^2P_{1/2} \) state of rubidium. It is the standard Hanle-type experiment of zero-field crossing, that has been extensively employed in the past to measure lifetimes, depolarization rates, and other atomic parameters.

Circularly polarized \( D_1 \) rubidium resonance radiation is incident on a cell containing rubidium metal and a foreign gas. A static magnetic field is applied in a direction orthogonal to the light path. A photomultiplier monitors the fluorescence in an orthogonal direction to both input excitations and magnetic field through a circular analyzer. The circular polarizer in the excitation path is rotated at a frequency \( \omega \) which switches the sense of polarization from positive to negative at \( 2\omega \), and the
2-component of the photomultiplier-tube output is detected with a phase-sensitive amplifier whose output drives a chart recorder.

The experimental procedure determines the value of the magnetic field at which the Hanle signal becomes maximum for a given foreign gas pressure. This is repeated for different gas pressures and for the two rubidium isotopes. The results are shown in the following graph, where helium was used as the depolarizing gas.

As we said above, the nuclear spin plays an important role in the depolarization process using the hyperfine interaction. We have calculated the functional dependence of the Hanle signal on magnetic field and foreign gas electron-randomization time, and we have obtained the following equation:

\[ S = \frac{R}{3(2I+1)^2} \left[ \frac{3}{2}(2I+1) + \frac{2\Gamma(4I^2+4I+3)}{T(2I+1)} + \frac{6}{T^2(2I+1)} + \frac{3}{2} (2I+1)w^2 \right] \cdot \left[ \left[ \frac{\Gamma}{T(2I+1)} \right] + \frac{1}{T} + w^2 \right] + \frac{w^2}{T^2(2I+1)^2} \]

where \( R \) is the mean pumping rate, \( w = g_F \mu_O H \) is the Larmor-precession frequency, \( T \) is the characteristic electron-randomization time, and \( \Gamma \) is the natural decay rate.

This equation differs slightly from a Lorentzian, which is the curve obtained for the Hanle signal when no nuclear spin exists. This equation can be used to determine the functional dependence of the Hanle-signal maximum on the foreign gas-randomization rate \( \gamma = 1/T \), and following is a plot of such a function for a nuclear spin of 0, 3/2, 5/2, and 7/2 (see Fig. 8).

It can be seen that the experimental curves for Rb\(^{85} \), I = 5/2 and Rb\(^{87} \), I = 3/2 agree very well with the theoretical curves for I = 5/2 and 3/2 (see Fig. 9). By fitting the experimental points to the curves and by using only one adjustable parameter \( \alpha \) such that \( \alpha \gamma \Gamma = 1/TT \), we obtain \( \alpha = 0.380 \text{ torr}^{-1} \), from which we determine an electronic randomization cross section for helium of \( 23 \times 10^{-16} \text{ cm}^2 \). This number is to be compared with \( 9 \times 10^{-16} \text{ cm}^2 \), which was obtained by Gallagher\(^4\) by ignoring
Fig. 8. Calculated values of the relative broadening as a function of the relative depolarization rate for \( I = 0, I = 3/2, I = 5/2, \) and \( I = 7/2. \)
Fig. 9. Experimental values of the broadening as a function of helium-gas pressure for the $^{52}P_{1/2}$ state of Rb$^{85}$, $I = 5/2$ and Rb$^{87}$, $I = 3/2$. 
Fig. 10. A sample energy-loss spectrum at a fixed 10° scattering angle.
nuclear spin. Our value is larger than his, as is predicted by the foregoing analysis.

Further work on the depolarization of the $^{2}\text{P}_{3/2}$ state of alkalis will be done in the near future.

*This research was supported by the Air Force Office of Scientific Research under Grant AFOSR-68-1454.

(1) CRL Progress Report, June 30, 1970, p. 20.
(3) W. Hanle, Z. Physik 30, 93 (1964).

2. Study of Electron-Impact Excitation of Atoms by a Coincidence Technique
(M. Eminyan, M. Levitt, R. Novick)

We have used the 127° electron-energy analyzer described in previous Progress Reports(1) to observe the electron-energy-loss spectrum at a fixed scattering angle of 10° and at a number of electron energies from 30 to 100 eV. A sample energy-loss spectrum is shown in Fig. 10. The energy spread of the electron gun is on the order of 0.3 eV, and, consequently, the n = 2 and n = 3 peaks are not resolved.

This spectrum was observed as a preliminary measurement to the search for electron-photon coincidences. We expected that the poor energy resolution of the electron gun would not be of significant importance when the scattered electrons were measured in coincidence with the photons. A number of runs taken in the coincidence mode did not show any electron-photon coincidences. While trying to observe the 5016-Å line, which had a bandwidth of 3 Å, we discovered that the interference filter for this line had shifted and gave a transmission of < 1%.

In addition to using the correct filter, we will now try to improve the reduction of the light background, and we plan to use a 127° electron monochromator to get a better energy resolution.
Fig. 11. (a) Spectral profile of sidebands observed with lock-in detection; (b) spectral profile of transmitted carrier; (c) spectral profile of Rb85 D1 light from probing lamp; (d) spectral profile of Rb87 D1 light; and (e) spectral profile observed when the probing lamp was removed.
Program for the next interval: As of Fall, 1970, this project was transferred from the Columbia Radiation Laboratory to the University of Stirling, Scotland, Great Britain.


D. ATOMIC FREQUENCY STANDARDS

1. Interaction of Light with Atomic Vapors*
(W. Happer, H. Tang)

We had previously reported\(^{(1)}\) the direct observation of sidebands in the spectral profile of Rb\(^{85}\) resonance light that had passed through Rb\(^{87}\) vapor with "0-0" hfs coherence. During the last period we have made a detailed study of the parametric interaction between light and microwaves in optically pumped Rb\(^{87}\) vapor, and our results are in excellent qualitative agreement with the theory.\(^{(2,3,4)}\)

The apparatus used for this study is the same as that shown in Fig. 11 of the previous Progress Report,\(^{(5)}\) except that lower buffer-gas pressure (~8 torr) was used in the resonance cell, and the guide wavelength of the cavity was adjusted to provide better phase matching than we had achieved previously.\(^{(6)}\) We also used a new photomultiplier tube with an extended red-response photocathode\(^{(7)}\) to monitor the central fringe of the interference pattern from the etalon. The spectral profiles observed with the improved apparatus are shown in Fig. 11. Figure 11c shows the initial spectral profile of Rb\(^{85}\) D\(_1\) light (carrier light). Figure 11b shows the transmitted carrier light from the vapor, observed with polarized P\(_1\) and P\(_2\) parallel.\(^{(8)}\) For comparison, the spectral profile of Rb\(^{187}\) D\(_1\) light is shown in Fig. 11d. The spectral profile of the sidebands observed with the polarizers P\(_1\) and P\(_2\) crossed is shown in Fig. 11a. We note in Fig. 11a that four sideband components a, b, c, and d are
Oscillogram of photomultiplier-tube output when the polarizers $P_1$ and $P_2$ were parallel.

Oscillograms of photomultiplier-tube output when the polarizers $P_1$ and $P_2$ were crossed.

Oscillogram of photomultiplier-tube output when the polarizers $P_1$ and $P_2$ were crossed but the probing lamp was removed.

Oscillograms of photomultiplier output when the polarizers $P_1$ and $P_2$ were crossed; the probing lamp was in place, but the microwaves were off resonance.

Fig. 12.
present. The components a and b are displaced by 228 mk on the low frequency side of the components e and f, respectively, of Fig. 11c, while components c and d are displaced by 228 mk on the high frequency side of the components e and f, respectively, of Fig. 11c. The quantity 228 mk is equal to the microwave frequency, 6.835 GHz. The largest sideband component is the lower sideband component b, whose peak intensity is about 1.3% of the intensity of the carrier component e. Figure 11e shows the spectral profile that was observed when the carrier beam was blocked.

With the improved photomultiplier tube, the signal-to-noise ratio of the sideband signal was good enough to permit the observation of the sideband spectral profile on an oscilloscope. These oscillograms are shown in Fig. 12. Figure 12a shows the spectral profile of the transmitted carrier light (polarizers \( P_1 \) and \( P_2 \) were parallel). The spectral profile observed when the polarizers \( P_1 \) and \( P_2 \) were crossed is shown in Fig. 12b. We note that the sideband components a, b, c, and d are visible along with the components e and f of the Rb\(^{85} \) light. The components e and f are present in Fig. 12b despite the crossed polarizers because an appreciable amount of light from the Rb\(^{85} \) pumping lamp is scattered in the forward direction by the resonance-cell walls and by the plates of the cavity. Figure 12c shows the spectral profile observed when the carrier beam is removed. The sidebands have disappeared, but components e and f are still present along with the small components g and h, which are caused by Rb\(^{87} \) light fluorescently scattered from the vapor. The spectral profile observed when the carrier-light beam was replaced, but with the microwave frequency tuned off-resonance, is shown in Fig. 12d, and we note that the sideband components are again absent. The oscillograms of Fig. 13 (a-d) show the behavior of the sideband components as the microwave power fed to the cavity was varied. The amount of attenuation of the microwave power is indicated on each oscillogram. We observe that the sideband components decrease
Fig. 13. Oscillogram of the photomultiplier output when the polarizers $P_1$ and $P_2$ were crossed, for different values of microwave power.
for high and low microwave power. This is in accordance with the theory, since the sidebands are related to the magnitude of the microwave coherence in the vapor.\(^9\)

We had predicted in the previous Progress Report\(^{10}\) (see Fig. 15 of Ref. 1) that under the conditions of perfect phase matching, the sideband spectral profile should exhibit only one intense sideband component. In Fig. 11a we see that all four sideband components are present, which indicates that we had still not achieved perfect phase matching. The phase-matching is adjusted via the guide wavelength \(\lambda_G\) of the microwaves in the cavity. The correct value of \(\lambda_G\) required for perfect phase matching depends critically on the number density \(N\) of \(^{87}\text{Rb}\) atoms in the vapor and on the degree of hyperfine polarization, \(\langle \vec{I} \cdot \vec{J} \rangle\), of the vapor. Because of the difficulty involved, we did not attempt to measure the absolute atomic densities. Instead, we based our estimates of the atomic density on published data giving the saturated vapor pressure of rubidium.\(^{11}\) However, it is well known that the atomic number density in a resonance cell depends on many factors and may deviate considerably from the saturated value.\(^{12}\) We had also attempted to measure the quantity \(\langle \vec{I} \cdot \vec{J} \rangle\) of the vapor, but the accuracy of our measurements was less than that required to precisely determine \(\lambda_G\). It can be shown that if the value of \(\lambda_G\) which is used in the theoretical calculation differed from the correct value for perfect phase matching by only a few percent, the calculated sideband profile would very much resemble that shown in Fig. 11d.

To study the effects of phase matching on the sideband-conversion efficiency, we observed the dependence of the integrated intensity of all the sideband components shown in Fig. 11a as a function of the active cell length. This length was varied by blocking off a portion of the resonance cell from the pumping light. In the unpumped portions of the vapor, there is no coherence; hence no sidebands are generated in these
Fig. 14. Integrated sideband intensity versus active length for various values of cell temperature (\(\lambda_g = 4.58\) cm).
Fig. 15. Integrated sideband intensity versus active length ($\Lambda_g = 7.44$ cm).
Fig. 16. Integrated sideband intensity versus cell length for a cell which had segments blocked off from the pumping light ($\Lambda_g = 7.44$ cm). The blocked-off regions of the cell are represented by the shaded areas.
regions. Furthermore, since the sideband components do not overlap the Rb$^{87}$ absorption line, they suffer no attenuation in the unpumped Rb$^{87}$ vapor. Figure 14 shows a plot of the integrated sideband intensity versus the active cell length for the case in which $\Lambda_G = 4.58$ cm. Data taken at several values of cell temperature are shown in this figure, and we see that at each cell temperature, the integrated sideband intensity grows monotonically with the active cell length. Figure 15 shows a plot of the integrated sideband intensity versus the active cell length for the case in which $\Lambda_G = 7.44$ cm. We note that the integrated sideband intensity no longer grows monotonically with active cell length but exhibits an oscillatory behavior. The rapid oscillations whose period is equal to $\Lambda_G/2$ are believed to arise because the carrier-light waves can couple to microwaves travelling in both the forward and backward directions in the cavity. The sideband waves which are generated by the forward wave interaction will interfere with the sideband waves generated by the backward wave interaction, with the minima of the sideband intensity occurring at the nodes of the microwave fields in the cavity. The backward wave interaction is usually small because it is poorly phase matched; however, it becomes better phase matched for large values of $\Lambda_G$. One can also observe in Fig. 15 that the integrated sideband intensity exhibits a slower oscillatory behavior with a period of about 17 cm. These latter oscillations are caused by poor phase matching.

It was found that in poorly phase-matched situations such as the one shown in Fig. 15 the sideband-conversion efficiency can be enhanced by blocking off certain segments of the resonance cell from the pumping light. Figure 16 shows the integrated sideband intensity versus the active cell length in the case where the cell temperature and $\Lambda_G$ are the same as in the example shown in Fig. 14, but where segments of the resonance cell have been blocked off from the pumping light.
The shaded regions in Fig. 16 represent the unpumped regions of the resonance cell. We note that the sideband-conversion efficiency has improved. This effect is not yet fully understood, but it can be used to increase conversion efficiency in poorly phase-matched situations.

*This research was also supported by the Air Force Office of Scientific Research under Grant AFOSR-68-1454.

(1) CRL Progress Report, June 30, 1970, p. 31.


(5) CRL Progress Report, op. cit., p. 31.

(6) Previously we had used a guide wavelength of 4.4 cm. Because of improved estimates of the vapor parameters, we changed the guide wavelength to 4.58 cm.

(7) EMI 9658 RA.

(8) For a linearly polarized carrier, the sidebands are also linearly polarized, but in a direction which is orthogonal to that of the carrier polarization. Hence, when the polarizers P1 and P2 shown in Fig. 11 of Ref. 1 are parallel, then only the carrier light passes P2. However, when P1 and P2 are crossed, then only the sidebands pass P2.


(10) CRL Progress Report, op. cit., p. 31.

(11) T. J. Killian, Phys. Rev. 27, 578 (1926).

(12) Rubidium is known to react chemically with the resonance cell walls (quartz). Therefore, the vapor pressure in the cell is not solely a function of the temperature of the coldest region of the cell, but also depends on the wall material and the past history of the walls.
2. An Optically Pumped Rb$^{85}$ Maser Oscillator
(R. Novick, W. A. Stern)

At 3035.73... MHz, continuous self-sustained oscillation between the field-independent ground-state hyperfine levels of Rb$^{85}$, $5^2S_{1/2}(F=3, m_F=0)$ to $5^2S_{1/2} (F=2, m_F=0)$, has been obtained in a magnetically unshielded optically pumped maser.

The maser oscillator operates on the field-independent transition in fields as high as 0.8 G with inhomogeneities of up to 0.2 G. This relative insensitivity to magnetic disturbances together with an observed power output of $8 \times 10^{-10}$ W gives this maser oscillator good short-term frequency characteristics. Simple estimates indicate a stability of better than 1 part in $10^{13}$ for averaging times between 1.0 and 0.01 sec.

The Rb$^{85}$ maser will be limited in its long-term stability by cavity pulling and changes in the pumping-lamp profile, as well as chemical changes in the buffer gas caused by outgassing.

The pumped Rb$^{85}$ is contained in a vacuum-tight TE$_{021}$ microwave cavity resonant at 3035.73... MHz and filled with nitrogen gas at a pressure of 8 torr. The nitrogen buffer gas reduces the collision frequency of the aligned Rb$^{85}$ atoms with the walls and quenches reradiation from the upper P states. The cavity is made of copper-plated 305 nonmagnetic stainless steel. Pumping light is admitted through Pyrex windows sealed to the ends of the cavity with nonmagnetic stainless steel housekeeper seals. The light enters the cavity region through perforated end walls. Tuning is accomplished over a 2-MHz range by use of a tuning stub. A movable microwave loop provides proper coupling to the desired mode. After evacuation, 25 mg of Rb$^{85}$ metal (99.85% pure) is introduced into the cavity and settles in a pool on the bottom of the cavity. Very severe Rb$^{85}$ density gradients appear initially and inhibit operation of the maser until the Rb$^{85}$ is uniformly distributed throughout the cavity and uniformly coats the walls. After proper mixing with the buffer gas the Rb$^{85}$ density gradients disappear.
The unloaded cavity Q of 85,000 is high enough to permit oscillation with a relatively small cavity-filling factor and pumping-light intensity. In addition to the high cavity Q, the large cavity volume \((9 \times 10^3 \text{ cm}^3)\) permits high power output for low vapor densities and facilitates the study of various relaxation processes within the vapor.

The maser is operated at 50 °C by a simple temperature-control system. The nitrogen buffer-gas pressure is not critical, and the maser has been operated over a range of pressures from 6 to 12 torr with little change in output power.

The frequency shift caused by the buffer gas is 274.5 Hz/torr. Insufficient light intensity was available to quench oscillation. The maser oscillates over a 2:1 range of light intensity, and the corresponding change in frequency (light shift) is 10 Hz.

Since the \(\text{Rb}^{85}\) pumping lamp profile almost overlaps the \(\text{Rb}^{85}\) absorption line in the maser, the light shifts predicted by the theory for low light fluxes are small. However, if natural rubidium is used as a resonance lamp, the lamp profile would be asymmetric and strongly dependent on the filter-cell temperature. Hence for a natural rubidium lamp the light shifts would be larger and more sensitive to filter-cell temperature than they would be for a \(\text{Rb}^{85}\) resonance lamp.

Since the light causes shifts of \(\sim 20\) Hz for a change of 100% light intensity, the lamp intensity must be stable to 1 part in \(10^4\) to achieve a maser stability of 1 part in \(10^{13}\). It is possible to obtain this lamp stability, especially over a short term.

Table II summarizes the measured frequency shifts observed with various buffer gases. It is interesting to compare the buffer-gas shift in \(\text{Rb}^{87}\) with that in \(\text{Rb}^{85}\). For example, the \(\text{Rb}^{85}\)-neon shift is +170 Hz/torr, while the \(\text{Rb}^{87}\)-neon shift is 392 Hz/torr. Similarly, the \(\text{Rb}^{85}\)-nitrogen shift is 247.5 Hz/torr, while the \(\text{Rb}^{87}\)-nitrogen shift is 543 Hz/torr. In order to make a
TABLE II. Frequency Shift Caused by Buffer Gas.

<table>
<thead>
<tr>
<th>Buffer Gas</th>
<th>$^{85}$Rb Hyperfine Shift (0-30 torr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helium</td>
<td>+308 Hz/torr</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>+274.5 Hz/torr</td>
</tr>
<tr>
<td>Neon</td>
<td>+170 Hz/torr</td>
</tr>
<tr>
<td>Argon</td>
<td>-22.2 Hz/torr</td>
</tr>
<tr>
<td>Methane</td>
<td>-203.8 Hz/torr</td>
</tr>
</tbody>
</table>
comparison between the two isotopes, it is useful to consider that the shift caused by the buffer gas is simply a result of a distortion of the ground-state wave function $\psi(0)$. The ground-state hyperfine splitting for either isotope is given by

$$\nu_0 = \frac{(16\pi/3)}{\mu_B^2} (I + 1/2) q_I |\psi(0)|^2.$$ 

If the term $\frac{\partial |\psi(0)|^2}{\partial P}$ is the same for each isotope, then the ratio of the pressure shifts of each isotope for a particular buffer gas should be in the same ratio as the ground-state hyperfine splitting. In the case of the $^{85}\text{Rb} - ^{87}\text{Rb}$ isotope system this ratio is $6834/3035 \approx 2.25$. Observed ratios of pressure shifts are 2.25 for neon and 2.2 for nitrogen.

The work described here brings to a successful conclusion a continuing effort at the Columbia Radiation Laboratory to build auto-oscillating rubidium masers. It now appears that the rubidium maser can be brought out of the laboratory and put to work in the field as a practical short-term frequency standard.

One of the most difficult tasks facing scientists involved in time and frequency control is the generation of high frequencies possessing high spectral purity. It is relatively easy using cesium-beam standards to obtain long-term stabilities of 1 part in $10^{13}$ for averaging times of a few hours or more. However, when the 5-MHz cesium-beam standard output is multiplied into the gigahertz region for practical applications, the spectral impurities that are present at 5 MHz because of a lack of comparable short-term stability render the resulting signal too noisy. Specific examples of this occur in master oscillators for high-speed digital communications, coherent radar, long-base line interferometry, clock synchronization, and extremely precise navigation.

Rubidium masers permit direct generation of X-band or S-band frequencies with short-term stabilities of better than 1 part in $10^{13}$. Although the long-term stabilities would be
on the order of 1 part in $10^{12}$ for 1-hr averaging, this can be improved by phase locking the maser to a cesium device. The rubidium-cesium combination would then be a primary standard with the short-term stability of the rubidium maser and the long-term stability of the cesium beam. Either alone or in combination with the cesium beam, the rubidium maser is a small, relatively simple frequency standard that will probably have many applications in the communications and the navigation systems of the future.
II. PHYSICS OF MOLECULES

A. MOLECULAR SPECTRA OF CESIUM*
(M. M. Hessel, P. Kusch)

This project has been transferred to Fordham University, Bronx, New York.

*This research was also supported in part by the Air Force Office of Scientific Research under Grant AFOSR-68-1454 and in part by the Office of Naval Research under Contract N00014-67-A-0108-0002.

B. MICROWAVE SPECTROSCOPY*
(R. Nerf, P. Thaddeus)

Several investigations in microwave spectroscopy of interest to the radio astronomy of interstellar molecules have been pursued during the past six months. During this time we have measured the pressure broadening of the $^1_{10} \to ^2_{11}$ rotational transition of formaldehyde at 150,498.36 MHz. The effects of formaldehyde, argon, and helium collisions on the width of the line have been studied.

The millimeter-wave spectrum of formaldehyde has been investigated in considerable detail. Twenty-eight lines of the $^{12}C$ and $^{13}C$ isotopic species of formaldehyde, ranging in frequency from 45 to 300 GHz, have been measured to a precision of six parts in $10^7$ or higher. An analysis of the spectrum to obtain the centrifugal distortion coefficients of both isotopic species is nearly completed and will be published soon.

We have also measured a number of millimeter-wavelength lines of the ground and excited vibrational states of cyanoacetylene. Accurate frequencies for these lines have been used to refine the values of the rotation constant and the centrifugal distortion coefficient of the molecule.

*This research was also supported by the National Aeronautics and Space Administration under Grant NGR 33-008-012: Scope F.
The microwave spectra of a number of light molecules are being investigated in a high-resolution beam-maser spectrometer. The molecules under study are of interest to radio astronomy, which requires precise laboratory measurements of absolute transition frequencies. In addition, they possess interesting magnetic and electric hyperfine structure (hfs), which can be resolved only in a molecular-beam device.

The first molecule under study is formaldehyde, $\text{H}_2\text{CO}$, and its isotopic species, $\text{H}_2^{13}\text{C}^{16}\text{O}$, $\text{H}_2^{12}\text{C}^{18}\text{O}$, and $\text{HD}^{12}\text{C}^{16}\text{O}$. Work on the $1_{10} \rightarrow 1_{11}$ rotational transition has nearly been completed. Because of the high sensitivity of our spectrometer, the $^{13}\text{C}$ and $^{18}\text{O}$ species could be studied in natural abundance. Absolute transition frequencies were measured to an accuracy of a few parts in $10^8$. The analysis of these spectra yielded hyperfine interaction parameters for H, D, and $^{13}\text{C}$ nuclei. The measured frequencies and hyperfine parameters appear in Tables III and IV. The $\text{D}_2^{12}\text{C}^{16}\text{O}$ molecule and, hopefully, the $\text{H}_2^{12}\text{C}^{17}\text{O}$ molecule will be studied in the same way.

In addition, a hot-nozzle beam source was constructed for studying excited vibrational states of $\text{H}_2\text{CO}$. With this source, the $1_{10} \rightarrow 1_{11}$ transition was measured in the first bending vibrational modes $\nu_5$ and $\nu_6$, which lie 1250 and 1160 cm$^{-1}$, respectively, above the ground state. Since these modes have the opposite symmetry (with respect to 180° rotation about the symmetry axis of the molecule) as the ground vibrational state, nuclear statistics require that the two H spins couple to 0 in the $1_{10}$ and $1_{11}$ rotational states. Consequently, all hyperfine interactions vanish, and the transition appears as a single line.

In the case of $\text{H}_2^{13}\text{CO}$, not all of the hyperfine components of the upper rotational state could be state-selected; and therefore an additional resonance region was added between the state-selector and the microwave cavity. The application of perpendicular static and alternating electric fields in this region
TABLE III. Measured Hyperfine Frequencies of $^{110} \rightarrow ^{111}$ Formaldehyde Transitions.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Transition (a)</th>
<th>Line Center ($\nu_o$) (kHz)</th>
<th>Relative Intensity</th>
<th>$\nu - \nu_o$ (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^3$H$_2$CO</td>
<td>$F \rightarrow F'$ or $F_1 F \rightarrow F_1 ' F'$</td>
<td>4 829 659.96 ± 0.05</td>
<td>4</td>
<td>-18.53 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>1 → 0</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0 → 1</td>
<td>4</td>
<td></td>
<td>-1.34 ± 0.12</td>
</tr>
<tr>
<td></td>
<td>2 → 2</td>
<td>15</td>
<td></td>
<td>-0.35 ± 0.05(b)</td>
</tr>
<tr>
<td></td>
<td>2 → 1</td>
<td>5</td>
<td></td>
<td>+4.05 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>1 → 2</td>
<td>3</td>
<td></td>
<td>+6.48 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>1 → 1</td>
<td>3</td>
<td></td>
<td>+11.08 ± 0.05</td>
</tr>
<tr>
<td>$^3$H$_2$C$^{13}$O</td>
<td>4 593 088.54 ± 0.06</td>
<td>1.05</td>
<td>-132.22 ± 0.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\frac{1}{2} \frac{1}{2} \rightarrow \frac{3}{2} \frac{1}{2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\frac{1}{2} \frac{1}{2} \rightarrow \frac{3}{2} \frac{3}{2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\frac{1}{2} \frac{1}{2} \rightarrow \frac{3}{2} \frac{1}{2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\frac{1}{2} \frac{1}{2} \rightarrow \frac{3}{2} \frac{5}{2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\frac{1}{2} \frac{1}{2} \rightarrow \frac{3}{2} \frac{3}{2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\frac{1}{2} \frac{1}{2} \rightarrow \frac{1}{2} \frac{1}{2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\frac{1}{2} \frac{1}{2} \rightarrow \frac{1}{2} \frac{1}{2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Molecule</th>
<th>Transition (a)</th>
<th>Line Center ($\nu_0$) (kHz)</th>
<th>Relative Intensity</th>
<th>$\nu-\nu_0$</th>
</tr>
</thead>
</table>
| $\text{H}_2\text{C}^{13}\text{O}$ | $\begin{array}{c} \frac{1}{2} \frac{1}{2} \\ \frac{3}{2} \frac{1}{2} \\ \frac{3}{2} \frac{3}{2} \\ \frac{3}{2} \frac{5}{2} \\ \frac{3}{2} \frac{5}{2} \\ \frac{3}{2} \frac{3}{2} \\ \frac{3}{2} \frac{1}{2} \\ \frac{3}{2} \frac{1}{2} \\ \frac{3}{2} \frac{3}{2} \\ \frac{3}{2} \frac{5}{2} \\ \frac{3}{2} \frac{1}{2} \\ \frac{3}{2} \frac{3}{2} \\ \frac{2}{2} \frac{1}{2} \\ \frac{2}{2} \frac{1}{2} \\ \frac{2}{2} \frac{1}{2} \\
\end{array}$ | $4593088.54 \pm 0.06$ | 4.18 | $-8.59 \pm 0.25$ |
<p>|               |              |                             | 2.74              | $-7.39 \pm 0.10$    |
|               |              |                             | 2.84              | $-2.16 \pm 0.25^{(b)}$ |
|               |              |                             | 14.00             | $-2.00 \pm 0.05$    |
|               |              |                             | 2.31              | $+5.70 \pm 0.15$    |
|               |              |                             | 3.02              | $+7.58 \pm 0.15$    |
|               |              |                             | 2.44              | $+9.97 \pm 0.15$    |
|               |              |                             | 4.86              | $+10.89 \pm 0.25^{(b)}$ |
|               |              |                             | 5.90              | $+15.37 \pm 0.11$   |
|               |              |                             | 1.40              | $+85.54 \pm 0.10$   |
|               |              |                             | 1.07              | $+90.93 \pm 0.10$   |
|               |              |                             | 3.69              | $+111.78 \pm 0.08$  |
|               |              |                             | 0.09              | $+116.04 \pm 0.25^{(b)}$ |
|               |              |                             | 0.51              | $+121.38 \pm 0.20$  |</p>
<table>
<thead>
<tr>
<th>Molecule</th>
<th>Transition(a)</th>
<th>Line Center ($v_o$) (kHz)</th>
<th>Relative Intensity</th>
<th>$v - v_o$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2\text{CO}^{18}$</td>
<td>4 388 796.98 ± 0.12</td>
<td>1 → 0</td>
<td>4</td>
<td>-18.43 ± 0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 → 1</td>
<td>4</td>
<td>-1.02 ± 0.30(b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 → 2</td>
<td>15</td>
<td>-0.68 ± 0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 → 1</td>
<td>5</td>
<td>+4.09 ± 0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 → 2</td>
<td>5</td>
<td>+6.56 ± 0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 → 1</td>
<td>3</td>
<td>+11.45 ± 0.13</td>
</tr>
<tr>
<td>$\text{HDCO}^{16}$</td>
<td>5 346 141.59 ± 0.09</td>
<td>$\frac{1}{2}$ → $\frac{1}{2}$</td>
<td>0.89</td>
<td>-46.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\frac{3}{2}$ → $\frac{1}{2}$</td>
<td>0.65</td>
<td>-45.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\frac{1}{2}$ → $\frac{3}{2}$</td>
<td>0.67</td>
<td>-39.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\frac{3}{2}$ → $\frac{3}{2}$</td>
<td>2.76</td>
<td>-38.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\frac{1}{2}$ → $\frac{5}{2}$</td>
<td>2.66</td>
<td>-19.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\frac{3}{2}$ → $\frac{5}{2}$</td>
<td>0.96</td>
<td>-19.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\frac{3}{2}$ → $\frac{1}{2}$</td>
<td>2.91</td>
<td>-18.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\frac{3}{2}$ → $\frac{5}{2}$</td>
<td>4.76</td>
<td>-15.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\frac{5}{2}$ → $\frac{3}{2}$</td>
<td>5.20</td>
<td>-13.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\frac{3}{2}$ → $\frac{3}{2}$</td>
<td>0.27</td>
<td>-11.14</td>
</tr>
<tr>
<td>Molecule</td>
<td>Transition (a)</td>
<td>Line Center ($\nu_o$) (kHz)</td>
<td>Relative Intensity</td>
<td>$\nu - \nu_o$</td>
</tr>
<tr>
<td>-------------</td>
<td>----------------</td>
<td>------------------------------</td>
<td>--------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>HDCO(c)</td>
<td>$^{5}<em>{2} \rightarrow ^{3}</em>{2}$</td>
<td>5 346 141.59 ± 0.09</td>
<td>0.80</td>
<td>+5.38</td>
</tr>
<tr>
<td></td>
<td>$^{3}<em>{2} \rightarrow ^{3}</em>{2}$</td>
<td></td>
<td>0.89</td>
<td>+7.92</td>
</tr>
<tr>
<td></td>
<td>$^{5}<em>{2} \rightarrow ^{5}</em>{2}$</td>
<td></td>
<td>14.00</td>
<td>+8.62</td>
</tr>
<tr>
<td></td>
<td>$^{3}<em>{2} \rightarrow ^{5}</em>{2}$</td>
<td></td>
<td>1.24</td>
<td>+11.17</td>
</tr>
<tr>
<td></td>
<td>$^{1}<em>{2} \rightarrow ^{1}</em>{2}$</td>
<td></td>
<td>2.44</td>
<td>+16.44</td>
</tr>
<tr>
<td></td>
<td>$^{1}<em>{2} \rightarrow ^{1}</em>{2}$</td>
<td></td>
<td>4.21</td>
<td>+17.34</td>
</tr>
<tr>
<td></td>
<td>$^{0}<em>{2} \rightarrow ^{1}</em>{2}$</td>
<td></td>
<td>2.21</td>
<td>+18.03</td>
</tr>
<tr>
<td></td>
<td>$^{0}<em>{2} \rightarrow ^{3}</em>{2}$</td>
<td></td>
<td>4.44</td>
<td>+25.11</td>
</tr>
<tr>
<td>H$_2$CO, $\nu_4 = 1^{(d)}$</td>
<td>4 235 952.38 ± 0.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H$_2$CO, $\nu_6 = 1^{(d)}$</td>
<td>4 968 862.47 ± 0.16</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) F (F,F) refers to the upper level of the transition, and F' (F',F') to the lower level.

(b) Calculated frequency.

(c) Frequencies listed are best-fit hyperfine frequencies; the estimated uncertainty is ±0.10 kHz.

(d) Because of the symmetry properties of the first excited vibrational states of $\nu_6$ and $\nu_4$, no hfs is present in the 1$^{10} \rightarrow 1^{11}$ transition.
TABLE IV. Hyperfine Coupling Constants.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Hyperfine Constant (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{H}_2\text{CO} )</td>
<td>( C_H (I_{10}) = -0.82 \pm 0.04 )</td>
</tr>
<tr>
<td></td>
<td>( C_H (I_{11}) = -3.05 \pm 0.04 )</td>
</tr>
<tr>
<td></td>
<td>( g_{H\mu_N}^2 r^{-3} = 17.68 \pm 0.10 )</td>
</tr>
<tr>
<td>( \text{H}_2\text{C}^{13}\text{O} )</td>
<td>( C_C (I_{10}) = 73.87 \pm 0.14 )</td>
</tr>
<tr>
<td></td>
<td>( C_C (I_{11}) = 67.79 \pm 0.14 )</td>
</tr>
<tr>
<td></td>
<td>( C_H (I_{10}) = -0.77 \pm 0.06 )</td>
</tr>
<tr>
<td></td>
<td>( C_H (I_{11}) = -3.03 \pm 0.06 )</td>
</tr>
<tr>
<td></td>
<td>( g_{H\mu_N}^2 r_{HH}^{-3} = 17.52 \pm 0.17 )</td>
</tr>
<tr>
<td></td>
<td>( g_{H\mu_N}^2 r_{HC}^{-3} = 21.65 \pm 0.18 )</td>
</tr>
<tr>
<td>( \text{H}_2\text{CO}^{18} )</td>
<td>( C_H (I_{10}) = -0.98 \pm 0.10 )</td>
</tr>
<tr>
<td></td>
<td>( C_H (I_{11}) = -2.98 \pm 0.10 )</td>
</tr>
<tr>
<td></td>
<td>( g_{H\mu_N}^2 r^{-3} = 17.90 \pm 0.25 )</td>
</tr>
</tbody>
</table>
TABLE IV. (cont'd)

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Hyperfine Constant (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDCO</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$C_D (1_{10}) = 0.11 \pm 0.04$</td>
</tr>
<tr>
<td></td>
<td>$C_D (1_{11}) = -0.12 \pm 0.04$</td>
</tr>
<tr>
<td></td>
<td>$C_H (1_{10}) = -1.43 \pm 0.08$</td>
</tr>
<tr>
<td></td>
<td>$C_H (1_{11}) = -3.70 \pm 0.12$</td>
</tr>
<tr>
<td></td>
<td>$g_H g_D \mu_N^2 r^{-3} = 2.75 \pm 0.10$</td>
</tr>
<tr>
<td></td>
<td>$(eV_{55}Q)_D = 167.30 \pm 0.90$</td>
</tr>
<tr>
<td></td>
<td>$(eV_{55}Q) = -82.55 \pm 0.90$</td>
</tr>
</tbody>
</table>
induced transitions among the hyperfine components of the focusing state, so that all the missing maser transitions were reproduced.

The formaldehyde-maser oscillator operating on the $1_{10} \rightarrow 1_{11}$ transition was examined further. Four of the hyperfine components could be made to oscillate simultaneously, and audio beat frequencies could be monitored in the microwave receiver output. The total oscillator power was $1.4 \times 10^{-10}$ W with 8% coupling in a cavity with a Q of about $2 \times 10^4$.

Other molecules to be studied include the chemically related furan ($C_4H_4O$), pyrrole ($C_4H_5N$), and pyridine ($C_5H_5N$), all rings compounds. The $1_{10} \rightarrow 1_{11}$ (4575.910-MHz) and $2_{20} \rightarrow 2_{11}$ (4381.949-MHz) transitions in furan have already been measured. This is the most complex molecule ever observed in a maser spectrometer. Two pyrrole lines have also been observed but not measured accurately.

The $2_{11} \rightarrow 2_{12}$ transition in formic acid ($CH_2O_2$) and the $J = 1$ to 0 transition in cyanoacetylene ($HC_3N$) have also been observed.

To facilitate the search for new molecular resonances that are not well predicted, a Stark-cell microwave spectrometer has been constructed. Since a maser utilizes a resonant cavity, which is an intrinsically narrow-banded device, it is not well suited for wideband searching. The Stark cell allows searching over an entire microwave band, although with much poorer resolution than a beam maser. One can also combine direct detection and Stark modulation in order to determine whether a complex spectrum has a suitable Stark effect for molecular beam-maser observability.

To increase the sensitivity of the maser, a digital laboratory-control computer is being acquired. It will permit us to extend practical signal-detection time constants with repetitive signal averaging and automatic experiment control.
Also under construction is a millimeter-wave-maser spectrometer. This device will utilize a Fabry-Perot resonator in place of the conventional microwave cavity. A preliminary version of the Fabry-Perot is now being tested; and it will be tested in the near future on the well-known 3-3 inversion line of ammonia.

*This research was also supported by the National Aeronautics and Space Administration under Grant NGR 33-008-012: Scope F.

D. LEVEL-CROSSING AND OPTICAL RADIO-FREQUENCY DOUBLE-RESONANCE STUDIES OF MOLECULES*
(T. Bergeman, E. Weinstock, R. N. Zare)

During this period, we have used a coincidence with an atomic tellurium line at 2147.5 Å as a source of excitation to carry out Hanle-effect measurements on the \( v = 1, N = 10 \) level of the \( A 2 \Sigma^+ \) state of the NO molecule. These measurements extrapolated to zero pressure yield the product of the molecular \( g \) factor and the molecular radiative lifetime \( \tau \). The value of \( g\tau \) for the \( v = 1, N = 10 \) level is found to be consistent with the previously reported value of \( g\tau \) for the \( v = 1, N = 13 \) level. In both cases if the \( g \) value is that predicted for Hund's case (b) coupling, namely, \( g_N = \pm (N + 1/2)^{-1} \) for the two spin components \( J = N \pm 1/2 \), then the radiative lifetime \( \tau \) is determined to be \( 2 \times 10^{-7} \) sec.

The measurement of the spin doubling and the hyperfine interactions for the NO \( A 2 \Sigma^+ \) molecular state remains the principal goal of our work. For this purpose, we have calculated the resonance-fluorescence intensities for \( ^2\Pi \rightarrow 2 \Sigma^+ \rightarrow ^2\Pi \) transitions with hyperfine structure and excited-state radio-frequency resonances. These calculations allow us to select the optimum experimental arrangement for carrying out optical radio-frequency double-resonance experiments, and they will facilitate the identification of resonances when the latter are observed. The hyperfine splitting is expected to be dominated by the term which includes the Fermi contact interaction, \( b(I \cdot S) \), in the
Fig. 17. Hyperfine and Zeeman level structure of the $^{14}\text{N}\text{O}_{16}$ $^{2}\Sigma^{+}$ state derived from estimated parameters, $b = 300$ MHz and $\gamma = -45$ MHz. This shows the levels to be studied by double resonance. For $K = 2$, $b(I_{\Sigma}S)$ predominates; there are four $F$ states for $|I + S| = 3/2$, and two $F$ states for $|I + S| = 1/2$, where $\bar{F} = I + S + K$. This is coupling case ($b\beta S$). The Paschen-Back effect divides all sublevels into blocks of $S_{z} = +1/2$ and $-1/2$. For high $K$, spin rotation $\gamma K\cdot S$ predominates, and there are three $F$ states each for $J = K \pm 1/2$. This is case ($b\beta J$). The case $K = 10$ is intermediate. The $2F + 1$ Zeeman sublevels for each $F$ state with $K = 10$ and $K = 20$ are not resolved on this scale.
We estimate from simple molecular orbital theory that the $b$ parameter has the approximate value $b = 300 \pm 100$ MHz. The spin doubling can be estimated from recent optical emission spectroscopy to have the approximate value $\rho_N = -(N + 1/2)(45 \pm 20)$ MHz. Note that for the lowest rotational levels the hyperfine splittings should be larger than the spin doubling, but for large $N$ the latter dominates. The Hanle-effect observations on the $N = 10$ level confirm these estimates to the extent that the observed intensities of the individual resolved fluorescent lines do not show the effects of hyperfine mixing as would be expected if $b \gtrsim \rho_{10}$. Precise knowledge of these fine structure and hyperfine structure parameters is of interest in the interpretation of spectra and as a test of electronic wavefunction calculations now being developed for open-shell configuration of diatomic molecules.

The primary difficulty in performing these measurements arises from the overabundance of sublevels in a $^2\Sigma^+$ state with a nuclear spin $I = 1$. There are in general $12N + 6$ different $|F,M\rangle$ Zeeman sublevels for each rotational level $N$ (see Fig. 17). Because of the poor state selection attainable for optical transitions from and to the $^2\Pi$ ground state, the usual techniques of high-field level crossing or fixed-frequency magnetic-field-swept rf resonances do not yield a useful signal except possibly for excitation of the $N = 1$ level by atomic line coincidences. The options are therefore limited.

At present, the best available method of optically pumping selected rotational levels of the excited electronic state uses atomic spectral line coincidences. A well-known cadmium-ion line at 2144 Å which pumps $N = 13$, the tellurium 2147.5-Å line which pumps $N = 10$, also of $v = 1$, and a selenium line which pumps a less adventitious transition to $N = 1$ of $v = 3^{(2)}$ have been used to excite fluorescence. There are also coincidences with much weaker lines from the CO molecular spectrum which pump several rotational levels, including $N = 1$ of $v = 0$. Excitation by the discharge of NO itself, a possibility considered earlier, is not
Fig. 18. Schematic diagram of the oscillator used along with the optical elements for double-resonance zero-field radio-frequency sweeps. For simplicity, the vacuum tubes are shown as triodes; actually a 5894 dual tetrode, 4X150A ceramic tetrodes, and 3CX100A5 planar triodes have been used. For frequencies below 175 MHz, the loop inductor is lengthened beyond the ~4-in length shown.
sufficiently selective to be useful.

In order to measure the hyperfine structure intervals, particularly for \( N > 1 \), it is best to take advantage of the \( 2F+1 \)-fold degeneracy at zero field. The effect we hope to observe is a slight modification of previous level-crossing and double-resonance techniques. We will utilize those same terms in the excited-state density matrix which are responsible for the Hanle effect (in which the application of a dc magnetic field removes the coherence present within each hyperfine level at zero field and produces a change in the angular distribution of fluorescent light). A radio-frequency field in resonance across the interval between two hyperfine states will also, we predict, reduce the coherence terms in both states. For a 2-G rf field, we calculate a change on resonance of the unpolarized fluorescence perpendicular to the exciting light of 1.3% for the \( F = 10.5 \) to 9.5 transition at 110 MHz for \( N = 10 \). In our experimental setup, we detect more than \( 10^6 \) photons/sec fluorescence from \( N = 10 \) when excited by the tellurium 2147.5-Å line.

The use of radio-frequency scans is quite straightforward for KHz linewidths at low power, as in molecular beam-resonance experiments, but we are unaware of the use of this technique for MHz linewidths with the field strength and frequency range required here. In the rf oscillators we have developed to date (see Fig. 18), the fluorescence cell is placed in a plate-tank circuit inductor. The inductor consists of a single wide copper loop designed to minimize the rf electric field responsible for discharge breakdown of the NO-gas sample. The parallel capacitance is varied by a single adjustment, as would not be possible in the more usual oscillator-amplifier-tuned circuit. This single adjustment is actuated by a micrometer screw, which in turn is connected to a stepping motor. This arrangement has been chosen so that the rf scan can ultimately be computer controlled, thus permitting repetitive sweeps for the purposes of signal-averaging. With a dual tetrode operated in the push-pull mode, 40-W plate input is sufficient to achieve 2 rf gauss. The
field strength corresponds to the minimum required to induce transitions within the excited-state lifetime. The rf output is flat to ±2 dB over 30 MHz segments of the spectrum. To date this arrangement has performed satisfactorily from 40 MHz, the low end of the expected rf spectrum, to 220 MHz. We have plans to construct an rf oscillator for the 500-800-MHz region provided the problem of electric field breakdown of the gas sample does not limit us too severely.

*This research was also supported by the National Science Foundation under Grant NSF-GP 16029.


(2) The Te and Se coincidences have been discovered by L. Melton, Department of Chemistry, Harvard University.
III. RESONANCE PHYSICS

A. INTERACTION BETWEEN A NEUTRAL BEAM AND A CONDUCTING SURFACE*
(S. R. Hartmann, P. Kusch, D. Raskin, A. Shih)

We are now completing our study of the interaction between polar molecules and conducting surfaces. This investigation has been made by measuring the deflection of a molecular beam that passes close (~100 - 500 Å) to a cylindrical conducting surface. We have made the following observations:

(a) The dependence of the measured deflections on the radius of the conducting surface was in accord with a \(-k/r^3\) potential, where \(r\) is the separation between molecule and surface, and \(k\) is the interaction constant. This dependence is shown in Fig. 19, where \(\beta = k/1.4\ k\), \(k\) is the Boltzmann constant, and \(T\) is the evaporation temperature of the beam. Recent physical absorption experiments by Lando and Slutsky\(^{(1)}\) indicate a potential of the form \(V(r) = -k'r^{-2}\) for a molecule and a metal surface. Our result (see Fig. 20) shows disagreement with the form of that potential.

(b) The interaction constant \(k\) mentioned above depends on the material of the surface as well as on the species of molecules. We have used the molecules CsCl and CsF in interactions with stainless steel surfaces and nickel-coated stainless steel cylinders. The results of our research are summarized in Table V.

From the table we may see that the potential derived from the measured beam profile is proportional to \(\mu^2/T\), where \(\mu\) is the permanent electric dipole moment of the molecule.

We are now measuring the interaction of CsF with 10-cm diameter stainless steel surfaces.

*This research was also supported by the Army Research Office (Durham) under Grant DA-ARO-D-31-124-G972.

Fig. 19. The theoretical profiles generated by an inverse cube potential for a single $\beta$ value for surfaces of two different radii are seen to fit the experimental profiles resulting from deflection of CsCl by surfaces of the respective radii.
Fig. 20. This shows that theoretical curves generated by an inverse potential of $\beta' = 3.75 \times 10^{-18} \text{cm}^2$ for surfaces of two radii do not fit both experimental profiles of the respective radii. In fact, no such pair with any $\beta'$ value fit both experimental profiles.
TABLE V. Experimental $\beta$ Value.

<table>
<thead>
<tr>
<th>Material</th>
<th>Stainless Steel$^{(a)}$</th>
<th>Nickel Surface 1</th>
<th>Nickel Surface 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>CsCl</td>
<td>$3.6 \times 10^{-23}$</td>
<td>$2.0 \times 10^{-23}$</td>
<td>$2.3 \times 10^{-23}$</td>
</tr>
<tr>
<td></td>
<td>$\pm 13%$</td>
<td>$\pm 9%$</td>
<td>$\pm 11%$</td>
</tr>
<tr>
<td>CsF</td>
<td>$1.8 \times 10^{-23}$</td>
<td>$1.1 \times 10^{-23}$</td>
<td>$1.2 \times 10^{-23}$</td>
</tr>
<tr>
<td></td>
<td>$\pm 12%$</td>
<td>$\pm 9%$</td>
<td>$\pm 17%$</td>
</tr>
<tr>
<td>$\frac{\beta(\text{CsF})}{\beta(\text{CsCl})}$</td>
<td>0.52</td>
<td>0.56</td>
<td>0.53</td>
</tr>
<tr>
<td>$\frac{L^2}{T(\text{CsF})}$ (b)</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>$\frac{L^2}{T(\text{CsCl})}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) All surfaces indicated are 2.5 cm in diameter.

(b) The value for $\mu$ is to be found in P. Kusch and V. W. Hughes, *Handbuch der Physik* XXXVII/1 (1959), p. 47.
B. ADIABATIC DEMAGNETIZATION IN THE ROTATING FRAME*
(S. R. Hartmann, N. Lin)

When the first order spin diffusion is eliminated by the application of intense rf fields at the magic angle, the relaxation of the spin system for the case of $\omega_0 \tau_C \gg 1$ with moderately high impurity concentration may be considered to result from the direct interaction between the nuclei and the paramagnetic impurities alone, and a decay described by $\exp \left[-(t/T_1)^{1/2}\right]$ is observed. (1) As $\omega_e$ is reduced, the first order spin diffusion remains zero, but the second order spin diffusion increases. At moderate impurity concentrations with $\omega_0 \tau_C \gg 1$, the second order effect cannot be observed experimentally because the spin system will reach thermal equilibrium before the second order spin diffusion has any appreciable chance to cause relaxation. In order to bypass this difficulty, we use CaF$_2$ doped with impurities with smaller $\tau_C$. For the commercially available CaF$_2$ doped with trivalent rare earth ions such as Tb$^{3+}$, Ce$^{3+}$, and Sm$^{3+}$, $\tau_C$ ranges from $10^{-12}$ sec to $10^{-14}$ sec at 77°K. These values of $\tau_C$ are quite small, and the resulting $T_1$ would be too long if the same concentration were used. As the transmitter has the drawback of producing a very long, intense pulse, we must compensate for the weak $\tau_C$ by using a higher impurity concentration. With a suitable combination of the effective field, impurity concentration, and $\tau_C$, the relaxation of the spin system will fall in the diffusion-limited region, and the effect of the second order diffusion can be observed easily. An outline for estimating the second order diffusion coefficient is given as follows:

The first order spin-diffusion coefficient resulting from secular dipolar interaction was evaluated using the moment method by Redfield and Yu. (2) For the second order spin-diffusion coefficient, we follow the same line of reasoning. At time $t = 0$, we assume $M_z = M_0 + G(0) \cdot \sin kx$. Such a nonuniform magnetization could be produced by adding a nonuniform field to the uniform effective field for $t < 0$ and switching this added field off at $t = 0$. By satisfying the magic angle condition, $3 \cos^2 \phi - 1 = 0$,
we can write the Hamiltonian in the tilted rotating frame as

\[ \mathcal{H}^* = \sum_j \sin kx_j \mathbf{I}_j \cdot \mathbf{I}_z + \frac{1}{8} \sum_{j,k} \gamma^2 \hbar^2 R_{j,k} \]

\begin{align*}
&\times \left[ -\frac{3}{2} \sin^2 \frac{\theta}{2} \left( I_{jz}I_{k+} + I_{jz}I_{k-} \right) + 3 \cos \frac{\theta}{2} \cdot \sin \frac{\theta}{2} \\
&\times \left( I_{jz}I_{k+} + I_{jz}I_{k-} + I_{kz}I_{j+} + I_{kz}I_{j-} \right) \right],
\end{align*}

(1)

where \( \epsilon = 0 \) holds for \( t \geq 0 \). Based on the above initial condition of \( M_z \), the magnetization which obeys the diffusion equation leads to \( M_z = M_0 + G(t) \cdot \sin kx \), where we have

\[ G(t) = \sum_{j,k} \frac{\sin kx_j \cdot \sin kx_k \cdot \text{Tr}[I_{jz} \exp(i\mathcal{H}^*/\hbar) I_{kz} \exp(-i\mathcal{H}^*/\hbar)]}{\sum_j (\sin kx_j)^2 \cdot \text{Tr}(I_{jz})^2} \]

(2)

and \( \mathcal{H}^* \) is Eq. (1) with \( \epsilon = 0 \).

The nonsecular part in the Hamiltonian \( \mathcal{H}^* \) will cause \( G(t) \) to have oscillating components at \( M_\omega \). If \( G(t) \) is to be the time part of the diffusion equation, it must be a slow function of \( t \). In order to separate out that part of the function that varies slowly with time, \( G(t) \) is expanded as

\[ G(t) = \sum_{M=0}^{\infty} G_M(t), \]

where the components of \( G_M(t) \) oscillate at \( M_\omega \). We use the perturbation method of Lee and Goldburg\(^{(3)}\) to perform the above expansion. In this method, one seeks an operator, \( \exp(is) \), which transforms the Hamiltonian \( \mathcal{H}^* \) into a new effective Hamiltonian

\[ \exp(-is) \mathcal{H}^* \exp(is) = \mathcal{H}^0 + \mathcal{H}^s. \]
The Hermitian operator $S$ must be determined by requiring the condition $[\mathcal{K}_0^*, \mathcal{K}_S^*] = 0$; this results in

$$\mathcal{K}_0^* = \hat{\hbar} \omega e^z$$

and

$$\mathcal{K}_S^* \sim \sum_{n=1}^{\infty} (1/\omega) \gamma^n.$$

Using the transformed Hamiltonian, we find $G_M(t)$ to have the following form:

$$G_M(t) = E_M(t) \cdot \cos \omega t + O_M(t) \cdot \sin \omega t,$$

where $E_M(t)$ and $O_M(t)$ are even functions and odd functions of time respectively.

The above expansion of $G(t)$ is valid only when $\omega$ is appreciably greater than $\langle (\Delta \omega)^2 \rangle_{\text{lab}}^{1/2}$. We find that with the condition $M \neq 0$, $G_M(t)$ is smaller than $G_0(t)$ by a factor of at least $\langle (\Delta \omega)^2 \rangle_{\text{lab}}/\omega$. To calculate the lowest order diffusion coefficient, only the dominant term, $G_0(t)$, will be considered. We assume that if the magnetization obeys the diffusion equation, then we have $G_0(t) = \exp(-t/\tau_0)$. Taking into account the non-exponential behavior near $t = 0$, we find the Fourier transform of $G_0(t)$ to be

$$A_0(\omega) = \frac{2 \tau_0/\pi}{1 + \omega^2 \tau_0^2} \times g(\omega).$$

Using a Gaussian function for $g(\omega)$, we find that the same argument as that used by Redfield in the evaluation of the first order diffusion coefficient leads to

$$D = \frac{M_2}{K^2} \left( \frac{\Pi M_2}{2M_4} \right)^{1/2}.$$
To the lowest order for $\omega_e$, $M_2 \sim 1/\omega_e^2$, and $M_4 \sim 1/\omega_e^4$, we have
\[
D = R/\omega_e^3,
\]
where $R$ is a complicated constant resulting from the evaluation of the traces for $M_2$ and $M_4$.

In the case of the diffusion-limited region, we have
\[
1/T_1 = 4\pi NB\rho D, \quad \text{or} \quad T_1 = (2.8\pi NC^{1/4}R^{3/4})^{-1}(\omega_e)^{3/4}.
\]
By measuring $T_1$ for different $\omega_e$, we can determine the experimental dependence of the second order diffusion coefficient $D$ on $\omega_e$. Experiments are being carried out to verify the field dependence of the second order diffusion coefficient.

*This research was also supported by the National Science Foundation under Grant NSF-14243.

(4) Redfield and Yu, op. cit., p. 443.

C. PHOTON-ECHO RESONANCE*
(S. Chandra, S. R. Hartmann, P. Hu, R. Leigh, M. Matsuoka)

We are continuing our efforts to see photon echoes in neodymium-doped samples. Our earlier method of using the stimulated Raman scattering of ruby-laser light to obtain pulses at 880 nm proved unsatisfactory because of persistent damage to the ruby laser caused by stimulated Brillouin scattering in the backward direction. As an alternative, we constructed a laser-pumped dye laser. Using a simple cavity with two plane mirrors, we obtained 1-MW, 880-nm pulses having a spectral width of 150 Å. Such a laser should pump $2 \times 10^{13}$ Nd$^{3+}$ atoms of a 0.15% Nd-doped glass sample into the $^4F_{3/2}$ state, so that photon-echo experiments at the 1060-nm transition ($^4F_{3/2} - ^4I_{15/2}$) would be possible.
However, for photon-echo experiments at 880 nm
\(^{4}I_{9/2} - ^{4}F_{3/2}\) we replaced the output mirror of the dye laser
by a grating to achieve a linewidth of 6\(\AA\) at 500-kW power. The
linewidth narrowing is important because the contribution to the
echo intensity from each mode is proportional to the cube of the
power per mode. We expect to get \(10^6\) photons in the echo.

We studied fluorescence excited in a 5\% Nd\(_2\)O\(_3\)–doped
glass sample by a 250-kW dye laser at various sample temperatures
between the room temperature and 6°K. From the amount of 1.06-\(\mu\)
fluorescence incident on the photomultiplier tube, we estimated
that nearly \(10^{14}\) atoms were excited by the laser. This was
roughly in agreement with the theoretically calculated value.
We made two attempts to look for the echo. We were unsuccessful
in detecting the photon-echo signal because of the saturation,
caused by the scattered laser light, of the photomultiplier tube
of the detection system. We noticed that the electro-optic
shutter that we had built using a Pockels cell, although effective
against a well-collimated beam, performed poorly against scattered
light. We plan to improve the shutter by replacing the Pockels
cell by a Kerr cell that we have recently constructed. We further
realized that 5\% Nd\(_2\)O\(_3\) doping is too high for photon-echo experi-
ments because of electron spin-spin interactions between neighbor-
ing Nd\(^{3+}\) atoms. The experience with photon echoes in ruby suggests
that we should keep the concentration down to about 0.15\%. We
plan to run the experiment with 880-nm echoes in the diluted con-
centration soon.

Concurrently, we are also preparing the first version of
the experiment to see 1060-nm echoes in Nd\(^{3+}\) in glass by using
pulses from a neodymium laser to excite the echo after the Nd\(^{3+}\)
atoms are pumped into the \(^{4}F_{3/2}\) state by the dye laser. We
estimate that there will be \(2 \times 10^6\) photons in the echo.

Experiments with photon echoes in ruby have largely
centered around gaining an understanding of the marked dips in
echo amplitude at applied magnetic fields of 2 and 4 kG. The
quartet ground state of Cr\(^{+++}\) in ruby \(^{4}{A_2}\) has a level crossing
between the +3/2 and the -1/2 states at 2 kG and one between the +3/2 and the +1/2 at 4 kG. Our experiments have used \( \sigma^+ \) light to excite the \( ^4A_2(-1/2) \rightarrow E(2E)(-1/2) \) transition, or \( \sigma^- \) light to excite the \( ^4A_2(+1/2) \rightarrow E(2E)(+1/2) \) transition, and we have examined and compared the behavior of the echo at the level crossings.

The dip at 2 kG, which is present in both transitions, has a width of about 15 G (approximately the EPR linewidth). In this region, the echo amplitude is reduced by a factor between 1.5 and 10. The depth of the dip depends on the time interval between the excitation pulses in both cases. For the \( \sigma^- \) transition, this depth seems to be a simple exponential in time, while for the \( \sigma^+ \) transition, where the ground-state sublevel is actually involved in the level crossing, the behavior is more erratic. These dips have been observed in both 0.05% and 0.005% by weight Cr ruby and are deeper in the more concentrated sample. In an attempt to ascertain their behavior in a very dilute sample, we have observed photon echoes in "sapphire," which we estimate has a Cr concentration on the order of \( 10^{-6}\% \) by weight, but the echoes were too small for detailed study.

We are currently working out theories to explain the behavior of the echoes at 2 kG. We believe the dip for the \( \sigma^- \) transition to result largely from mutual spin flip between pairs of neighboring Cr\(^{+++}\) ions in the ground state, for which more channels are open at the level crossing. The \( \sigma^+ \) transition, which is much more erratic, probably arises in part from the modulating effect of the neighboring Al nuclear spins,\(^{(1)}\) although spin flip must also influence this transition.

At 4 kG, there is a large dip in the amplitude of the echo for the \( \sigma^- \) transition, but none for that of the \( \sigma^+ \) light. The dip is about 500 G in width, with the amplitude falling off by at least a factor of \( 10^4 \). Since at the 4-kG level crossing there is the possibility of both enhanced Al interactions and enhanced spin flip for the \( \sigma^- \) transition, and of neither for the \( \sigma^+ \), we have clear qualitative agreement with our theories but
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have as yet been unable to determine the relative importance of
the two effects.

We have also observed modulation of the echo amplitude
but do not yet have enough data to compare our results with
theory.\(^{(2)}\)  

Program for the next interval: We intend to refine our
data and theories for the 2- and 4-kG dips, and we hope to bring
the two into agreement, thereby arriving at a much better under-
standing of relaxation mechanisms in the ground state of ruby.
We will also study in more detail the gross magnetic field and
time dependence of the echoes, attempting to relate these results
to theory.\(^{(3)}\)

*This research was also supported by the Army Research

(1) D. Grischkowsky and S. R. Hartmann, Phys. Rev.
Letters 20, 43 (1968).

(2) D. Grischkowsky and S. R. Hartmann, Phys. Rev. 2,
60 (1970).

(3) Ibid.

D. ECHO BEHAVIOR IN RUBY*  
(S. R. Hartmann, P. Liao)

A microwave spectrometer that operates in the frequency
range of 16.0 to 16.5 GHz has been constructed and tested. This
spectrometer, which has pulse and c. w. capabilities, will be
needed to observe electron-spin echoes in the \(E^2E\) excited state
of ruby.\(^{(1)}\)

We have been able to extend the range of pulse separa-
tions for which electron-spin echoes at 9.31 GHz in the \(A_2^4\)
ground state of ruby can be observed. These echoes involve the
\(+1/2\) and \(-1/2\) Zeeman levels in a magnetic field of approximately
3.3 kG. The range was increased from \(0.8 - 2.5 \mu\text{sec}\) to \(0.8 - 7.0\)
\(\mu\text{sec}\). Because the echo amplitude decays as the time separation
between the exciting microwave pulses is increased, the observa-
Fig. 21. Experimental and theoretical spin-echo amplitude versus pulse separation at 9.31 GHz with hyperfine parameters as determined by an ENDOR experiment.
tion of echoes for the longer pulse separations was achieved by signal averaging. Both signal averaging and data taking were accomplished with a 10-channel analyzer, which was interfaced into a PDP-8 computer. The time separation between the microwave pulses was generated by an electronic oscillator whose frequency (and hence the separation) was measured by a frequency counter. This counter was also interfaced into the computer. The echoes were measured at the temperatures of liquid helium and with microwave pulselengths of approximately 30 nsec. The optic axis of the ruby crystal was aligned parallel to a dc magnetic field, and the Cr$_2$O$_3$ concentration was 0.005% by weight. The results are shown by the upper curve plotted in Fig. 21.

Using the following spin Hamiltonian the spin-echo amplitude can be calculated as a function of pulse separation:

$$\mathcal{H} = g\mu_B HS_z + D \left[ S_3^2 - \frac{1}{3}S(S+1) \right]$$

$$+ \sum_j \left\{-\hbar\mathcal{H}_{Z_j} + Q_j \left[ I_{Z_j}^2 - \frac{1}{3}I(I+1) \right] + S_z (A_j I_{Z_j} + B_j I_{T_j})\right\},$$

where $A_j$, $B_j$, and $Q_j$ are the hyperfine interaction constants of neighboring aluminum nuclei. In our calculation we have included only the 13 nearest neighbors. When the magnetic field is applied to the optic axis, these 13 can be divided into four sets of three equivalent nuclei and one that has no effect on the echo.

We made a least-squares fit to the electron-spin-echo data at 9.31 GHz, in which the nearest-neighbor aluminum hyperfine-interaction constants were treated as adjustable parameters. This fit provides a redetermination of these parameters, which were originally determined in an ENDOR experiment. The lower curve in Fig. 21 is a plot of the theoretical spin-echo amplitude versus pulse separation $\tau$, for which the values of the hyperfine parameters were taken to have these original ENDOR values. An additional simple exponential decay was given to the theoretical spin-echo amplitude to approximate the effect of dephasing inter-
Fig. 22. Experimental and theoretical spin-echo amplitude versus pulse separation at 9.31 GHz with hyperfine parameters determined by a least-squares fit to the experimental spin-echo data.
actions that are not included in the theory. The fit to experimental data is reasonably accurate to about 3.0 μsec, after which it is poor. Figure 22 again shows the experimental data (upper curve), but the theoretical curve is now made with the least-squares adjusted parameters. Here the fit is improved in such a way that it is as good to 6.0 μsec as the original was to 3.0 μsec.

In an effort to confirm the redetermination of hyperfine parameters, we used the new spectrometer to observe electron-spin echoes at 16.24 GHz, where the modulation pattern is entirely changed. The experimental results are shown as the upper curve in Figs. 23 and 24. The lower curve of Fig. 23 is the theoretical curve determined using the original ENDOR values, while Fig. 24 uses the parameters determined by the least-squares fit to the 9.31 GHz data. Note that in a sense no adjustable parameters are used in this curve. The redetermined parameters are seen to considerably improve the fit, thereby confirming these least-squares parameters.

The parameters of the least-squares fit differ in most cases by a few percent from the original and can be considered in essential agreement with the ENDOR results. However, when the parameters of the least-squares fit are used to predict the positions at which ENDOR lines should have been observed, they do not agree exactly with the published experimental data. The discrepancy is larger than the experimental accuracy of the ENDOR experiment and is very puzzling in the light of the spin-echo experiment at 16.24 GHz. This disagreement may result from limitations in the theory of spin echoes. The theory does not take into account the finite pulsewidths of the exciting microwave pulses and assumes the entire line to be excited. Only the nearest 13 neighbors are included in the predictions, and no interactions between neighbors are used in the theory. Furthermore, the assumption of the existence of exponential decay may not be correct. An experimental limitation arises from the inability to align the crystal optic axis exactly parallel to
Fig. 23. Experimental and theoretical spin-echo amplitude versus pulse separation at 16.242 GHz with hyperfine parameters as determined by an ENDOR experiment.
Fig. 24. Experimental and theoretical spin-echo amplitude versus pulse separation at 16.242 GHz with hyperfine parameters determined by a least-squares fit to 9.31-GHz spin-echo data.
the magnetic field. This misalignment can change the modulation pattern. All the above limitations can restrict the usefulness of the least-squares determination.

Program for the next interval: We will attempt to detect spin echoes in the excited state of ruby.

*This research was also supported by the Army Research Office under Contract DA-31-124-ARO-D-341.

(1) CRL Progress Report, June 30, 1970, p. 58.
(2) Ibid., p. 58.

E. RAMAN ECHOES*
(A. Flusberg, S. R. Hartmann, L. A. Levin, R. A. Weingarten)

The investigation of stimulated Raman scattering in atomic thallium vapor has now produced a number of interesting results. From classical Raman-scattering theory we can find the dependence of the Stokes polarization on the incident laser polarization. We have found that for forward scattering, the Raman-scattering cross section for a transition from a J = 1/2 to J = 3/2 state in a spherically symmetric system such as an atom can be written as

$$\sigma_R = k_1(1 - \cos \theta \cos \theta_L \cos \theta_S + \sin \theta_L \sin \theta_S)$$

$$+ k_2(7 + \cos \theta \cos \theta_L \cos \theta_S - 5 \sin \theta_L \sin \theta_S),$$

where $|\tan \theta/2|$ is the ratio of minor to major axes of the ellipse traced out by the polarization vector, and $\theta$ is positive for right elliptical polarization and negative for left elliptical polarization. (The subscripts L and S denote laser and Stokes, respectively.) The terms $k_1$ and $k_2$ are constants which depend on the scattering-system parameters and the laser and Stokes
frequencies. The angle between the major axes of the ellipses associated with $\theta_L$ and $\theta_S$ is $\pi/2$.

The dependence of the Stokes polarization on the incident laser polarization can be deduced from Eq. (1). The Stokes polarization with the largest gain is given by

$$ (\theta_S)^\text{max} = \tan^{-1}\left( \frac{k_1 - 5k_2}{k_2 - k_1} \tan \theta_L \right). $$

We have calculated the cross section for excitation of atomic thallium at various wavelengths by using the experimentally-determined energy levels$^{(1)}$ and transition probabilities$^{(2)}$ as parameters to determine $k_1$ and $k_2$.

We have investigated the polarization of the Stokes light at 1.513 $\mu$ in thallium excited by a ruby laser at 6943 $\AA$. Preliminary results, using the calculated values of $k_1$ and $k_2$, are in agreement with Eq. (2). Experiments are now underway to measure the stimulated Raman-scattering gain and, from it, to deduce the spontaneous Raman-scattering cross section as a check of Eq. (1).

An interesting effect has been observed to accompany stimulated Raman-scattering in high pressure (tens of torr) thallium vapor. The ruby-laser beam, which has an apparent uniformly intense profile before entering the thallium cell, becomes concentrated into sharp spots during its passage through the thallium vapor. This implies that some form of self-focusing takes place in the cell. Since self-focusing and intense Raman-scattering only appear together, we believe the self-focusing is caused by the excitation of the thallium atoms from the ground $^2P_{1/2}$ state to the excited $^2P_{3/2}$ state. This excitation occurs during Raman scattering. A calculation of the index of refraction in thallium vapor at 6943 $\AA$ shows that creation of a population in the excited $^2P_{3/2}$ state increases the index of refraction and leads to focusing. A similar effect has been observed in cesium vapor.$^{(3)}$
While self-focusing is an interesting effect, the subsequent defocusing reduces the laser intensity in the second oven. Continued efforts to detect Raman echoes in this oven have thus far been unsuccessful despite continued improvement of the apparatus. In particular, the interrogation dye laser is now tunable in the region of the $^2P_{3/2} \rightarrow ^2S_{1/2}$ resonance in thallium at 5350 Å, if we use brilliant sulphaflavine as the lasing dye and cyclooctatetraene to quench triplets and lengthen the lasing pulse. Future progress appears to depend on increasing the laser and Stokes intensities in the second oven.

**Program for the next interval:** We shall complete the study of the dependence of the Stokes polarization on the incident laser polarization and continue to study the dependence of the gain on thallium pressure, cell length, and self-focusing. In an effort to detect Raman echoes we will make an attempt to improve the homogeneity and increase the intensity of the laser and Stokes pulses entering the second, or echo, oven.

*This research was also supported by the Army Research Office under Contract DA-31-124-ARO-D-341.*
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**F. COHERENT EFFECTS IN TWO-PHOTON ABSORPTION**

(Z. Friedlander, S. R. Hartmann, M. Matsuoka)

Experiments on the coherent excitation of Cs atoms by two-photon absorption are proceeding. Theoretical considerations revealed that a new two-photon superradiance should be observed in this experiment. This phenomenon is essentially a two-photon version of Dicke's (one-photon) superradiance. It is, however, an interesting new problem; a new theoretical formalism is required to express the superradiant state, and experimentally
the superradiance may be observed by using fluorescence at a wavelength different from that of the excitation.

The two-photon superradiance should be observed in Cs atoms as an emission of two photons at two wavelengths of the cascading single photon fluorescence; for example, \((9D \rightarrow 6P, \rightarrow 6S_{1/2}\) or \(9D \rightarrow 7P, \rightarrow 6S_{1/2}\) but in a shorter decay time and into a smaller solid angle. The decay time is determined by the number of atoms excited, the two-photon absorption linewidth, and the excitation pulsewidth. The solid angle into which the superradiant fluorescence is emitted should be of the same order of magnitude as that into which the excitation laser pulse propagates.

We have observed fluorescence from cesium gas excited by a two-photon absorption. We have constructed a Q-switched, temperature-tuned ruby laser for which a vacuum of \(10^{-7}\) torr is obtained in the cryostat. The ruby can be heated to temperatures above \(77^\circ\text{K}\) by means we have described previously.\(^1\) The heat is regulated by a temperature control that can maintain a set temperature in the range \(80^\circ\text{K} - 193^\circ\text{K}\) with an accuracy of \(\pm 0.5^\circ\text{K}\). This corresponds to a variation of the laser-output wavelength from \(6934\ \text{Å} \) to \(6938\ \text{Å}\). The laser is fired automatically every two minutes, an interval that we have found sufficient to allow the laser to cool to its original temperature after each firing.

We first used passive Q-switching with cryptocyanine dye; however, this proved unsatisfactory because delicate adjustment of the dye concentration was necessary whenever we changed the temperature. The pumping level necessary to break down the dye also caused lasing off the front surface of the rod when the antireflection coating deteriorated. We then substituted Pockels-cell Q-switching and obtained pulses with a peak greater than 2 MW and a 15-nsec width. Fabry-Perot pictures indicate that lasing occurs in only 2 to 3 modes.

The laser-output wavelength was carefully calibrated against temperature. We successfully observed the \(5846.68-\text{Å}\), \(9D_{5/2} \rightarrow 6P_{3/2}\) fluorescent decay following absorption of two \(6935.76-\text{Å}\) photons in the transition \(6S_{1/2} \rightarrow 9D_{5/2}\). The number
of fluorescent photons was \(5 \times 10^{10}\), and the pulse was about 20-30 nsec wide. The fluorescence disappears when the laser is tuned 0.8°K above or below the optimum temperature.

We will observe the \(9D_{5/2} \rightarrow 6P_{3/2}\) and \(6P_{3/2} \rightarrow 6S_{1/2}\) decays simultaneously and expect to find the same number of photons in both, with the decay rates being shorter than those of incoherently excited states. The \(9D_{5/2} \rightarrow 7P_{3/2}\) and \(7P_{3/2} \rightarrow 6S_{1/2}\) fluorescences will be observed in the same manner. We plan to measure the dependence of the fluorescent intensity and decay time on the intensity of the laser and on the density of the cesium. In the experiments described above, the cesium was maintained at a pressure of 0.1 torr, corresponding to a density of \(2.21 \times 10^{15}\) atoms/cm\(^3\). The mean time between collisions is \(1.27 \times 10^{-6}\) sec, about two orders of magnitude longer than our expected radiative lifetimes.

Shot-to-shot fluctuations of as much as 20% occurred in the laser intensity. This suggests that a good way to measure the fluorescent intensity as a function of cesium density is to use two ovens in which the cesium is maintained at two different densities. If we then split the laser beam and send a known fraction into each oven they will both be equally affected every time by any changes in the incoming laser pulse.

Program for the next interval: We will attempt simultaneous observation of the \(9D_{5/2} \rightarrow 6P_{3/2}\) and \(6P_{3/2} \rightarrow 6S_{1/2}\) as well as the \(9D_{5/2} \rightarrow 7P_{3/2}\) and \(7P_{3/2} \rightarrow 6S_{1/2}\) decays. We will investigate the dependence of the fluorescent intensity on incident laser power, cesium density, and direction of observation.

*This research was also supported by the Army Research Office under Contract DA-31-124-ARO-D-341.
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G. FREQUENCY SHIFTS IN RESONANT SYSTEMS*
(R. Friedberg, M. Friedlander, S. R. Hartmann, J. T. Manassah)

We have calculated the frequency shift due to resonant interaction between identical radiating atoms and have shown that in some cases the shift exceeds 1/10 of the pressure-broadened
Let us consider the spontaneous radiation from a system of identical two-level atoms. We assume that $J = (0,1)$ for the (lower, upper) level and that retardation within each atom may be neglected. We write $p$ for the magnitude of the dipole-transition matrix element.

The potential between an excited- and a ground-state atom will consist of a transverse and a longitudinal part, the sum of which will be the Lienard-Wiechert dipole-dipole potential $V_{12}$.

The radiation from two stationary atoms will be shifted in frequency by the difference in $\text{Re}V_{12}/\hbar$ between initial and final states.\(^{(1)}\) To lowest order in density,\(^{(2)}\) the same should be true for $N$ stationary atoms with $V_{12}$ replaced by

$$
\sum_{i<j} V_{ij}^* .
$$

The "density expansion" should work well on the wings of the line.\(^{(3)}\)

A state with $(N/2 + m)$ excited atoms of polarization $\hat{\xi}$ may be described by Dicke's quantum numbers\(^{(4)}\) $m$ and $r_K$. Averaging over all initial states of given $r_K$ and $m$, we find the frequency shift in spontaneous emission as

$$
\Delta\Omega_{r_K,m \to m-1} = - (2m-1) (p^2/\hbar) \text{Re} W_{ij} \cos \vec{k} \cdot \vec{r}_{ij} ,
$$

where $W_{ij} = V_{ij}$ with the dipole moments replaced by $\hat{\xi}$.

For a small spherical sample of uniform density we find

$$
\Delta\Omega_{r_K,m \to m-1} \simeq + \left( \frac{4}{5} k^2 + \frac{2}{25} k \right) (2m-1) (p^2/\hbar R) ,
$$

which was obtained qualitatively and approximately by Fain.\(^{(5)}\)

Since in an incoherently excited system with an arbitrary direction $\hat{\xi}$, all states with the same $r_K$ ($\vec{k} = k_0 \hat{\xi}$) and $m$ are equally probable and all such states radiate with equal strength into the $\vec{k}$ mode, Eq. (1) gives the "center of gravity" frequency

\[ 81 \]
shift for radiation into the k mode from initial states of given \( r_k \) and \( m \). Since Eq. (1) is independent of \( r_k \), if the initial \( m \) is known, Eq. (1) gives the "c. of g." shift for all the radiation in any direction.

For a slab of thickness \( L \) and uniform density, with essentially infinite lateral extent and faces perpendicular to \( \vec{k} \), we obtain for \(|k_o - k|L \ll 1\),

\[
\sum_{i \neq j} W_{ij} \cos \vec{k} \cdot \vec{r}_{ij} = (n/N)(A - iB),
\]

where \( n = \) density of atoms;

\[
A = -\frac{4}{3\pi} + \frac{\pi k_o}{3} (k_o - k)L^2 + \frac{2\pi k_o}{k_o + k} \left[ 1 - \frac{\sin (k_o + k)L}{(k_o + k)L} \right]; \quad \text{and} \quad (3)
\]

\[
B = \frac{2\pi k_o L}{(k_o + k)^2 L} \left[ 1 - \cos (k_o + k)L \right]. \quad (4)
\]

Within the regime \(|k_o - k|L \ll 1\), the second term of Eq. (3) can still be very large. However, this formula was obtained by perturbation theory, whereas a correct analysis, as stressed by Stephen and others, \(6,7,8,9\) should follow the time development of the system. The dipole moment of a coherently excited system will begin to vibrate at a frequency shifted according to Eq. (1), but in a time inverse to this shift, the phase relations between atoms may be altered by position-dependent fields that invalidate Eq. (1).

For an incoherently excited system, normal relaxation processes will restore the completely incoherent ensemble faster than it is distorted by radiation into modes other than \( \vec{k} \).

We conclude that radiation normal to the faces of an incoherently excited slab will be shifted in frequency by

\[-(2m-1)N^{-1}(n\xi^2/\hbar) A_{res} \]

if only a small fraction of the atoms are excited, where \( A_{res} \) is given by Eq. (3) with \( k = k_o \).

To test the validity of Eq. (1) for coherent excitation, two of the authors \(10\) solved Maxwell's equations for a slab.
after excitation by a δ-function pulse with normal incidence. The frequency shift was found to be \((-\pi/3)n\hbar^2/\hbar\) for \(kL \gg 1\), and \((-4/3)\pi n\hbar^2/\hbar\) for \(kL \ll 1\), which is in agreement with Eq. (3) with \(k = k_0\). It is worth emphasizing that this "superradiant" shift is just equal to the "incoherent" shift discussed above.

For a gas, we find that for density \(< (\text{Weisskopf radius})^{-3}\) and Doppler width smaller than collision width, our results should be augmented by the shift computed by the impact approximation with the static potential, taking into account the change of polarization of the excited atom. This gives the term

\[
\Delta \Omega_\text{coll} = (0.221 \pm 0.001) \frac{n\hbar^2}{\hbar},
\]

which agrees with the value of \(\Delta \sigma\) given by Berman and Lamb.\(^{(11)}\)

The total shift of a thick slab of gas, weakly and incoherently excited, is

\[
\Delta \Omega = -0.11 \frac{n\hbar^2}{\hbar} = -0.026 \Gamma_f.
\]

Notice that \(\Delta \Omega\) and \(\Delta \Omega_\text{coll}\) are of opposite sign. For a thin slab the shift is about ten times as great.

Our method of approximation also gives the collision width as

\[
\Gamma_\text{coll} = (1.1488 \pm 0.0001) \Gamma_f,
\]

where \(\Gamma_f = (4/3)\pi n\hbar^2/\hbar\) is the width calculated\(^{(12)}\) by neglecting changes of polarization. This result also agrees with previous calculations\(^{(13)}\) and with experimental results on helium.\(^{(14)}\)

Green's function analysis\(^{(15)}\) indicates that all our formulas should apply as well to absorption. The shifts calculated here will appear only in the principal line and not, for example, in the indirect transitions measured by Kuhn et al.\(^{(16)}\)

An experiment is being planned to measure the predicted shift in the resonance-transition frequency of atomic gases in the thick sample case. We will study the resonance transitions of cesium vapor in absorption at 8521 Å and 8944 Å. The minimum
usable density of cesium is determined by the requirement that we must be able to resolve the shift at that density using available spectrometers. A density of $2 \times 10^{16}$ atoms/cm$^3$, which produces a shift of 0.002 Å, meets this requirement. However, at this density the resonance line becomes artificially broadened. In a cell that is 10 wavelengths long, the 8521-Å line of cesium at this density has a full width at half maximum of 0.6 Å. It therefore becomes advantageous to use as short a cell as possible. For this purpose we are constructing a variable pathlength microcell to contain the cesium vapor. The cell will be adjustable from about 10 to 1000 μ, the lower limit being determined by the flatness of the windows used. The cell is thermally compensated, so that a spacing set at room temperature will be maintained at 200 - 300°C, the working temperature of the cell. Moreover, the thermal compensation will prevent temperature fluctuations from affecting cell length during the experiment. Despite the compensation, fine adjustment of cell length and adjustment of cell parallelism can be accomplished while the cell is hot. Cell length will be determined by observing the spacing of the fringes produced by white light passed through the cell and detected by a scanning grating spectrometer with a photomultiplier tube.

In order to obtain the needed resolution, which will be on the order of $10^7$, we will use two Fabry-Perot interferometers with plate finesses in the vicinity of 130 and a grating spectrometer in series.$^{(17)}$ The first Fabry-Perot interferometer will provide the needed resolution, whereas the second interferometer and the grating spectrometer will extend the very limited free-spectral range of the first interferometer, thereby preventing overlap of the adjacent orders of interference.

Two piezoelectrically-scanned Fabry-Perot interferometers of exceptional thermal and mechanical stability have been ordered. The interferometer will be constructed entirely of invar, a variant on the standard construction which involves the use of some thermally-compensated aluminum and brass parts. Others have found the thermal compensation to be less than
perfect; and in addition, the use of dissimilar metals tends to stress the mount, thus creating drift even if the first order compensation were perfect. The piezoelectric translators were chosen for their linearity, lack of hysteresis, and zero coefficient of thermal expansion at room temperature.

In order to meet the finesse requirement, we have ordered two sets of 2-in interferometer plates with a flatness figure of 1/300th of a wavelength and a reflectivity of 99.5%. The reflectivity of the plates will be maintained at 99.5% from 9000 Å to 7600 Å, thereby permitting the possibility of later experiments with rubidium and potassium.

Since the use of a 10-µ cell requires the detection of a shift which is 1/300th of the artificially-broadened linewidth, and since the shift increases by an order of magnitude in the small sample case, we had originally considered doing the experiment in a sample smaller than the wavelength of interest. Although such a cell can be constructed, problems of filling it with cesium vapor and of ascertaining that adsorbed atoms did not constitute the majority of atoms in our cell have caused us to concentrate on the "large" (10- to 1000-µ) cell case.

We will measure the shift between two cells as a function of density. In order to cope with the artificially-broadened line, we will measure the shift by making four different, simultaneous measurements as follows: One cell will be 10 µ long and the other will be 100 µ long; however their densities (temperatures) will be adjusted so that the absorption at the 1/e point on the low-frequency side of the line is the same for both cells. A temperature controller is presently being designed which will use the low-frequency-side absorption signals from the two cells to maintain the required temperature difference between the two cells to an accuracy of better than 0.1%. The difference in the high-frequency-side absorption signals from the two cells, if we assume a knowledge of the lineshape, will then give a measurement of the shift.
We are using a piezoelectrically-scanned, rather than a pressure-scanned, Fabry-Perot interferometer in order to make the measurements on both sides of the line simultaneously. Unlike a pressure-scanned device, the free spectral range of a piezoelectrically-scanned device can be easily and predictably changed. It is therefore possible for the Fabry-Perots to transmit two narrow bands of frequencies at arbitrary points on each side of the line.

In the process of the experiment, white light from a tungsten-ribbon lamp will be collimated, divided into two beams, and directed into the two cesium cells. The light coming out of the two cells will be modulated at two different frequencies and then recombined into one beam. The beam will then be directed first into the two Fabry-Perot interferometers and then into the grating spectrometer. The spectrometer slit will be at a wide enough setting that radiation from both sides of the line will pass through. However, a 30° prism with its faces fully reflecting will be positioned at the exit slit in such a manner as to form essentially two slits, thereby directing the high-frequency radiation in one direction and the low-frequency radiation in another. Two photomultipliers will be set up to detect the resulting two beams, and phase-sensitive detection will be used to separate the long and short cell signals from each beam. The necessary four signals will therefore be available from one spectrometer assembly.

If we assume a lamp brightness of 0.3 W/cm²-sr-Å and use the 1/2-m Jarrell-Ash grating spectrometer in the Laboratory, then the power available at the detector is $6 \times 10^{-11}$ W. This corresponds to $3 \times 10^8$ photons at 8521 Å, from which, for the above selection of cell lengths, we wish to observe a change of 1% or $3 \times 10^6$ photons. We plan to detect this signal with an RCA 7102 photomultiplier with an S-1 photocathode, cooled by cold nitrogen gas to the vicinity of 100°K. A small, spherical, magnetically-scanned Fabry-Perot interferometer of limited luminosity, limited resolution, and fixed free spectral range is
now being tested, so that we may make preliminary measurements of the cesium lineshape before the arrival of the planar Fabry-Perots.

Program for the next interval: The Fabry-Perot interferometers and the microcells will be assembled and tested. We will test the temperature controller and construct the necessary ovens. We will then build the photomultiplier housing and make preliminary measurements of the lineshape. We will then add the phase-sensitive detection apparatus and attempt to observe the shift. Theoretical work will continue on the nature of the shift and on the effect of the hyperfine structure of cesium on the lineshape.

*This research was also supported by the Army Research Office under Contract DA-31-124-ARO-D-341 and by the Atomic Energy Commission.


(16) Kuhn and Lewis, op. cit., p. 341.


IV. MACROSCOPIC QUANTUM PHYSICS

A. QUANTIZED ROTATION OF SUPERFLUID HELIUM
(R. W. Guernsey)

This experiment is designed to verify and measure the quantization of superfluid flow around the inside of a hollow ring. More precisely, the circulation \( \kappa \) should be quantized according to

\[
\kappa = \oint \vec{v} \cdot d\vec{t} = n(\hbar/m), \quad n = 0, \pm 1, \pm 2, \ldots,
\]

where \( \vec{v} \) is the local fluid velocity, and the line integral is taken around any closed path which encloses the center of the ring. Flows which satisfy this condition should persist indefinitely.

Our ring is fitted with a transverse partition containing a small hole. The geometry is such that when the ring is given angular velocity \( \omega \), the superfluid is forced to enter the circulation state with fluid velocity (far from the hole) closest to the ring velocity. As \( \omega \) is increased, the fluid should jump to successively higher circulation states at regular intervals, \( \Delta \omega = \hbar/mR^2 \). The ring currently in use has a mean radius \( R = 0.654 \text{ cm} \), for which \( \Delta \omega = 3.73 \times 10^{-4} \text{ sec}^{-1} \) (5.14 revolutions per day).

The circulation jumps are detected by measuring the power dissipated in a momentary breakdown of superflow in the hole as the fluid system is forced into a new circulation state. Resolution of power changes as small as \( 10^{-18} \text{ W} \) is achieved by attaching the ring to the bob of a high-Q torsion pendulum and measuring the power necessary to maintain a given oscillation amplitude. The angular velocity of the pendulum plus the steady rotation provided by the earth and a rotating table constitute the total \( \omega \) of the ring. The torsion pendulum drives itself exactly on resonance by means of a feedback circuit. Typical regulation is \( \Delta \omega = \pm 0.03 \text{ revolutions per day (rp} \text{d)} \). We hope that the quantum jumps may ultimately allow measure-
ment of any superimposed rotation to a precision of 0.01 rpd.

This apparatus was built at Stanford University over a period of two years. Preliminary data obtained there have been presented at the Twelfth International Conference on Low Temperature Physics, Kyoto, Japan on September 4 - 10, 1970, and are being published along with a more detailed description of the apparatus in the Proceedings of this conference. These first results, while noisy and in need of confirmation, seem to show circulation jumps at the expected intervals.

In late September, 1971, the unique parts of this apparatus were moved to the Columbia Radiation Laboratory. A survey of building vibrations showed a location in the basement of Pupin Hall to be sufficiently quiet for the experiment. The necessary cryogenic apparatus (i.e. an 8-in ID nitrogenless helium dewar and a large capacity helium-pumping system) and electronic equipment have been purchased and installed there. Minor modifications, tested prior to moving, have been incorporated into the apparatus in order to reduce the mechanical noise by a factor of ten. We expect to have clearer and more definitive results within the next few months, when the experiment should be operational again.

Program for the next interval: The circulation quantum interval will be measured, and the amount of dissipation associated with superflow breakdown in the hold will be determined. We intend to try minor variations of the ring geometry and hole size in order to find the maximum sensitivity to rotation.
B. VELOCITY-DEPENDENT OCCUPATION OF THE HELIUM-II SUPERFLUID STATE
(R. W. Guernsey, J. Kaplan)

The fraction of helium II in the superfluid state should depend on both the temperature of the liquid and the velocity \( v_s \) of the superfluid relative to the normal fluid. This latter dependence, which has not been measured, is probably important near the core of a superfluid vortex, in superflow through an orifice, and in other situations where large superfluid velocities are present. Knowledge of the superfluid density \( \rho_s \) as a function of \( v_s \) would give further insight into the physics of equilibrium (or metastable equilibrium) in helium II.

The feasibility of measuring \( \rho_s(v_s) \) near the Lambda point has been evaluated. An analysis along lines proposed by Ginzburg and Pitaevskii\(^{(1)} \) yields an estimated decrease in \( \rho_s \) of about 0.02% of the total fluid density \( \rho \) at the highest practical velocity (\( v_s \sim 20 \text{ cm/sec} \)) and at an optimum temperature (2.14\(^{\circ}\)K) near \( T_\lambda \). It appears possible to build an apparatus capable of resolving changes in \( \rho_s/\rho \) of ~ \( 10^{-5} \) by sensing changes in the resonant frequency of a high-Q torsion pendulum whose moment of inertia is partly determined by \( \rho_s \). The variation in \( \rho_s \) velocities over a range of at least 5 to 20 cm/sec should then be measurable.

The helium will be confined to a narrow ring of radius \( R \) whose interior is divided into separate, well-defined circular channels about 0.2 \( \mu \) in width. The temperature will be held constant (with a tolerance of \( \pm 10^{-6} \text{K} \)) at a point in the range \( T_\lambda - T \) from \( 10^{-2} \) to \( 10^{-16} \text{K} \), and it will be possible to rotate the ring at angular velocities of up to 30 rad/sec.

Let us suppose that the experiment begins with the ring and superfluid at rest. The ring is then brought gently to an angular velocity \( \omega \). If the superfluid remains at rest, then in the rest frame of the ring and normal fluid, it will have velocity \( v_s = -R\omega \). For \( v_s \) sufficiently small, this will be a state of long-lived metastable equilibrium.\(^{(2)} \) The limit \( v_c \)
depends on the channel size and the temperature. A typical value would be \( v_c = 23 \text{ cm/sec} \) for a 0.2-\( \mu \) channel at \( T \lambda = T = 0.04^\circ \text{K} \). As a result of the superfluid velocity relative to the walls and normal fluid, we expect to see a depletion of \( \rho_s \) and an equal increase in the normal fluid density \( \rho_n \), such that the total fluid density, \( \rho = \rho_n \), remains constant.\(^3\)

The ring will be attached to the bob of a high-Q torsion pendulum whose peak angular velocity is a small fraction of \( \omega \). Only the normal fluid will be dragged with the walls of the ring, and thus only changes in its density will affect the resonant frequency of the pendulum. A change in this frequency will therefore indicate the change in \( \rho_n \) and, thus, the change in \( \rho_s \).

**Program for the next interval:** We plan to begin work on the above apparatus. The principal experimental problems are:

- a) Construction of the narrow channels needed inside the ring;
- b) Refinement of temperature regulation to \( \pm 10^{-6} \)\( ^\circ \text{K} \);
- c) Construction of the suspension and drive for rotation; and
- d) Design of the system for measuring the resonant frequency of the pendulum.
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