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GENERAL INTRODUCTION
BACKGROUND

Recent engine advances, the upsurge in business flying, and general affluence have greatly accelerated the development of new and altered models of general aviation aircraft. These developments follow the traditional industry pattern of evolutionary change rather than revolutionary change. For example, a particular model may not be selling as well as expected, so it is determined that offering the aircraft with additional power would increase its sales appeal. It is then up to the company's engineering department to accomplish this refitting with a minimum of expense. There are the obvious structural modifications to make, the weight and balance to check, and then a check flight to determine whether the ride and handling characteristics remain, according to the subjective opinion of the company pilot, satisfactory. It is, of course, not possible to explore, in this type of flight test program, all possible flight modes and conditions so that one may omit tests at a condition which formerly was not uncomfortable or unsafe but has, because of the changes become so. This seldom happens of course, but place an aircraft with a larger engine in the hands of an inexperienced pilot, and he will probably be surprised that the periods of the longitudinal short period and dutch roll modes increase and their damping decreases; similarly, it is seldom expected by the novice that moving the engine to the wing and adding a second engine may, because of the nacelle design, give a serious pitch-up condition at high angles of attack or that providing adequate static longitudinal stability or weathercock stability at some particular flight condition does not guarantee acceptable dynamic characteristics. Yet these things can, given sufficient and reliable analytical and experimental data, be forecast quite accurately and can be included in the pilot's handbook.

To expect the manufacturer of light aircraft to carry out the comprehensive preliminary design analyses, the extensive wind tunnel tests, and the exhaustive flight tests that were performed for the C-5A, for example, for each of his new aircraft is not being economically realistic. If one could, however, supply the designer of light aircraft with simple-to-use, accurate means of predicting all aspects of the flight performance of his airplane, this would go a long way toward enabling these manufacturers to provide safer, more enjoyable aircraft more economically.

Despite more than 50 years of scientific study, much of the preliminary design is still an art. Desirable handling qualities, for example, are still largely unquantified. The usual procedure is to have an experienced pilot decide whether an airplane handles "satisfactorily." Little effort has been made until recently to determine--by a series of the best available quantitative tests--those control forces and response rates with which a human is comfortable and the limiting aircraft accelerations, oscillatory amplitudes, and frequencies for acceptable riding qualities and then incorporating this information into a determination of the geometric, inertial, and power characteristics necessary to achieve them.

Another major problem in light aircraft design is the diversity and fragmentation of reliable experimental and analytical information. In an attempt to contribute to a solution of this problem, the National Aeronautics and Space
Administration supported a review of its published research since 1940 (Refs. 1, 2, 3) with a view toward identifying those items of pertinence to light aircraft design. The present study is an in-depth review, selection, and extension of that portion of this information and certain other information specifically related to the handling and riding qualities of light aircraft. It is intended to serve as a compilation of applicable, available experimental data as well as modern analysis procedures for those interested in these aspects of light aircraft design.
OBJECTIVES AND ORGANIZATION

This work was undertaken with the intention of providing a recent engineering graduate with sufficient understanding, information, and procedures to permit him to predict, with reasonable accuracy, certain riding and handling characteristics of projected light aircraft. To facilitate the presentation, the discussion is limited, for the most part, to those facets of the riding and handling qualities which have a common basis: they trace their origin to the general dynamical behavior of the airframe and its components. This approach takes advantage of the fact that few recent students have not at some time during their collegiate careers seen derived the equations of motion of a rigid body in space and the solution of a system of linear differential equations by the method of Laplace Transforms. Recent graduates are also generally familiar with some of the vocabulary of feedback control systems analysis. The present work, therefore, seeks to build upon this foundation in elaborating modern techniques for predicting essential features of the riding and handling qualities of light aircraft. As a consequence of this choice, however, many perfectly respectable problem areas and effective analysis techniques are not discussed. For these omissions the authors request the reader's forebearance.

The work begins with a discussion of the origin of and basis for riding and handling qualities criteria and how these are distinguished from other familiar criteria, termed here control capability. This section outlines the more familiar handling qualities design and evaluation procedure, that based on control forces and deflections. The relation between such methods and those derived from dynamical considerations is indicated. Next a section reviews briefly, in qualitative terms, the derivation of the linearized equations of motion and the usual methods for analyzing the stability of their solutions. Appendices detail these procedures for those unfamiliar with them.

These sections are intended to provide a basis for appreciating the use which may be made of the data presented in the literature review and that generated during the present investigation. The first portion of the review is basically a compilation of those techniques reported in the literature which the authors regard as most suitable for the calculation of aircraft stability derivatives if given the aircraft's geometry. In preparation is a computer program for performing these calculations. One need then supply only the airframe geometric and inertial parameters and the program will provide numerical values of all the derivatives. This program, along with typical results, will be available as part of a follow-on report which will discuss test and data reduction techniques for extracting the values of stability derivatives from flight data. A short section discusses what is known generally about the effect of applications of power to the values of the individual stability derivatives.

The next portion is concerned with the relation among the stability derivatives, the airframe geometry and mass distribution, the dynamic pressure, and the control forces and control deflections. Included in this discussion of handling qualities are current views of desirable values as represented by the FAR and military specifications.
Information on typical values of light aircraft inertial characteristics and methods of computing them are also included as a section of the literature review. The ratio of aerodynamic control moment to aircraft moment of inertia, of course, is the primary factor in determining the responsiveness of an aircraft to control surface deflections; hence, it seemed desirable to provide suitable information to permit one to make estimates of these characteristics.

Only two conditions involving significant departures from small perturbations are treated: stall and spin. These are included to indicate the state of knowledge regarding some of the limits of the small perturbation analysis.

Finally, a section reviews the information available on the anthropological basis for riding and handling evaluations by human pilots. Included is a new procedure for estimating the riding qualities in terms of the airframe dynamics.

Following the literature review are results of computer studies measuring the sensitivity of aircraft motions to variations in individual stability derivatives. It is, of course, not possible to vary these derivatives in this fashion physically but these studies do indicate those derivatives which influence the motion significantly and must, therefore, be determined with great accuracy. More approximate values are quite acceptable for derivatives which do not strongly affect the motion.

A limited number of more elaborate computer studies are also presented. For these studies all the derivatives which depend upon a given geometric variation are varied appropriately. One can then see the changes in motion which result from a given change in airframe geometry.

For the sake of completeness, Bode plots of the principal longitudinal and lateral transfer functions are then provided, using the original stability derivative values for the example airplane. Some persons find such plots very helpful in visualizing aircraft dynamic responses.

The appendices present derivations of the equations of motion, transformation of these equations to the frequency domain, a computer program for evaluating the constants in the transfer functions given the aircraft geometry and inertia, a computer program for extracting the poles and zeros of a 4th order polynomial transfer function and a computer program to calculate the time histories of the linear velocities and angular displacements given the poles and zeros of the transfer functions; also included are discussions of one and two degree of freedom simplifications of the equations of motion as a means of obtaining approximate predictions of the frequency and damping of the principal modes, example determinations of flight motion of a particular airplane using the methods presented in the text, and the use of unexpanded force terms in generalized non-linear equations of motion to investigate departures from the results of small perturbation theory.

A discussion of the correlation and interpretation of Bode plots and Root Locus diagrams is included. The final appendix presents a bibliography of pertinent documents not specifically cited in the text.
FACTORS CONTRIBUTING TO THE PILOT'S OPINION OF AIRCRAFT RIDING AND HANDLING QUALITIES

Pilots, like other humans, are sensitive to the inertial forces imposed on their bodies by changes in their motion. The relative acceptability of these inertial forces gives rise to the pilot's subjective opinion of the riding qualities of the aircraft. To control the motions of the aircraft, the pilot must exert certain forces on the controls and displace them through certain distances. The magnitudes of these control forces and control displacements and the magnitude and phase relationships between control force and displacement on the one hand and the aircraft's motion on the other hand combine to form the psychological and anthropological basis of the pilot's opinion of the handling qualities of the aircraft.

In addition to the riding and handling qualities defined in this fashion, a pilot's satisfaction with his aircraft also depends upon the aircraft's control capability, which includes such factors as how quickly it will attain a given bank angle, how tight a turn it will make, how great a variation in c.g. location it will tolerate, how often retrimming is required, the minimum airspeed for rudder effectiveness, whether it is possible to fly unyawed with asymmetric power, whether the stall is gentle and the recovery rapid, and whether spin recovery is simple and rapid. The logic for separating what is commonly treated as a single study, aircraft flying qualities, into three divisions as in the present work stems from a number of considerations: handling qualities can, in modern aircraft, be altered to achieve desired values without affecting the riding characteristics or the control capabilities; many of the control capability limits involve very large motions and aerodynamic non-linearities not normally encountered in the motions associated in the pilot's mind with the riding qualities; the control capabilities are primarily a direct result of the aircraft's geometric configuration; riding qualities are strongly affected by inertial characteristics as well as geometric configuration; the pilot makes a direct association between the "ride" and the force applied to his body; for many of the control capabilities, his role is more like that of an observer in that his gratification is dependent not so much upon the forces applied to his body as to the psychologically satisfying condition of being able to will a motion and observe that it is carried out or to being able to refrain from performing a tedious task. It is, of course, true that if one configures the aircraft geometry, mass distribution, and control system to obtain a given set of riding and handling qualities he has at the same time determined, even if unknowingly, much of the aircraft's control capability. Nevertheless, for the present, an aircraft's geometric and inertial parameters will be examined primarily in the light of their influence on riding and handling qualities. The exception to this is the discussion in the literature review of the controllability during stall and spin entry.

As in other matters of opinion, it has proven difficult to identify and to quantify those necessary parameters and their desirable values which are significant in determining the riding and handling qualities of aircraft. Military
flying quality specification, for example, are the result of the combined efforts of many trained engineer-pilots over the years; yet until the release of MIL-F-8785B (ASG) in 1969, most requirements were still stated in qualitative terms. The new specification and the accompanying 688 page background report, AFFDL-TR-69-72, August 1969 (Ref. 4), are the result of more than three years work by a large group of specialists, who consulted more than 660 references, some of them obscure or classified military reports. The new specification sets some quantitative limits on both the riding and handling qualities as well as continuing some qualitative requirements from earlier editions of the specification. The quantitative limits are derived from modern stability analysis, some limited anthropological test data, and pilot comments on the characteristics of variable stability aircraft. The selection of parameters upon which to set requirements appears to have been based upon experience rather than upon a rigorous demonstration that these parameter values do indeed represent the necessary and sufficient conditions for adequate riding and handling qualities.

While the new specification is a great step forward, it is to be hoped that one will soon find standards of acceptable aircraft motions, control forces and displacements, and aircraft response to control displacements which trace their claim from systematic anthropological studies of forces and limb extensions, accelerations, response rates, etc. found to be comfortable by a large number of pilots.

Certainly prior to the issuance of the new specification, and probably even today, the most widely used concept of aircraft flying qualities (handling qualities in the present context) was that developed more than 25 years ago and detailed in the standard textbook of Perkins and Hage and in NACA Report 927, "Appreciation and Prediction of Flying Qualities," by W. H. Phillips. To appreciate the reason that the group of parameters upon which the criteria of these authors are based came into common use, it is well to recall that an aircraft spends most of its flight time in a quasi-equilibrium condition; thus, the forces and, to some extent, the amplitude and phase relations between force application and aircraft response are the traditional basis for the pilot's opinion of the handling qualities.

In developing criteria for the desirability of these forces, deflections, and responses, the attempt was made to express them in terms meaningful to the designer, readily measured and applicable to a wide range of aircraft types. For example, the change in elevator angle with change in trimmed lift coefficient can be shown to be related to the location of the center of gravity in chord lengths from the aerodynamic center, the ratio of horizontal tail area to wing area, the location of the horizontal tail plane aft of the wing aerodynamic center in wing chord lengths, the tail lift curve slope, the relative dynamic pressure and flow direction at the tail compared to that at the wing, and the effectiveness of the elevator in changing the apparent tail angle of attack. Note that these quantities are all non-dimensional and, therefore, applicable to aircraft of varying size and configuration. If one is willing to assume that the tail contribution to aircraft lift coefficient is small, then by measuring the dynamic pressure and aircraft weight during flight the lift coefficient is readily obtained. The elevator angle can be measured easily by installing the movable element of a potentiometer or other position transducer on the elevator shaft. For a given aircraft d\(\delta e/dCL\) can be altered readily only by changing center-of-gravity location. From the pilot's viewpoint, d\(\delta e/dCL\) is significant
because a zero value of this parameter is indicative of the rearmost permissible loading which an aircraft may have before no motion of the stick is required to change speed. Obviously, a pilot will prefer a loading such that at least a small displacement of the stick is required to change speed. Usually, therefore, the aft c.g. limit will be set about .05\(c\) ahead of the point for \(d\delta e/dC_L=0\).

Unfortunately, a pilot is less able to discern variations in \(d\delta e/dC_L\) than he is in changes in force with speed. When written as \(d(FS/q)/dC_L\) the parameter depends on the same quantities as \(d\delta e/dC_L\) with the addition of the control system gearing and the aerodynamic moments of the elevator about its hinge. Depending upon the elevator design, \(d(FS/q)/dC_L\) can be zero forward or aft of the c.g. location for which \(d\delta e/dC_L=0\). It is desirable to attempt to design the elevator such that \(d(FS/q)/dC_L=0\) occurs at or slightly aft of the c.g. location for which \(d\delta e/dC_L=0\). One would not wish the forces required to change speed to disappear while there is yet some stick motion required nor would one wish the aircraft to continue to change speed if the pilot released the stick. The conditions may both occur if the aircraft has \(d(FS/q)/dC_L=0\) forward of the c.g. location for which \(d\delta e/dC_L=0\) and is loaded such that the c.g. is between the two points. Hence, it is usually felt necessary to check both parameters during flight test. The aft c.g. limit is then chosen to insure that both parameters have at least perceptable values.

Although an airplane may be loaded with the c.g. so far aft that the control forces and elevator deflections required to change speed are opposite to those normally required, it is not necessarily an uncontrollable airplane. Only if the forces or deflections required for control are too large or require too rapid an application for the pilot to manage can the aircraft really be called uncontrollable. The fact that the controls require actuation in a manner contrary to the usual experience would not of itself be so serious if it were not also for the fact that at these c.g. locations the aircraft will spontaneously rotate to large angles of attack rather rapidly unless countering controls are promptly applied and continuously modulated. If the rotation takes place more rapidly than the speed decreases, large load factors will be developed and the aircraft will quickly destroy itself. Because of the motion damping effects of the horizontal tail, however, the c.g. location at which the elevator angle or stick force per unit of normal acceleration is zero is further aft than when \(d\delta e/dC_L=0\) or \(d(FS/q)/dC_L=0\); thus, even when the aircraft is loaded such that \(d(FS/q)/dC_L=0\), it will retain a finite value for \(dFS/dn\). Hence vehicle motions--as contrasted to speed changes--will require conventional, although light, forces for control. As the c.g. moves aft from the \(dFS/dn = 0\) location, control becomes progressively more difficult. Determining the c.g. location at which \(dFS/dn = 0\) from flight test provides the designer with a check on the calculated damping effectiveness of the horizontal tail and indicates to the pilot the control margin he has for maneuver if he should inadvertently load the aircraft such that \(d(FS/q)/dC_L=0\).

In addition to providing a measure of the rearmost permissible c.g. location the parameters \(d\delta e/dC_L\), \(d(FS/q)/dC_L\), \(d\delta e/dn\), and \(dFS/dn\) are often used to define desirable handling at normal loadings. The presently accepted standards for the values of these or similar parameters are discussed in the literature review. At this point it is sufficient to note that for psychological reasons increasing parameter values seem to be preferred as aircraft size and gross weight increase although human physical capabilities provide the overall upper and lower bounds for all classes of aircraft.
In addition to the stick force arising from aerodynamic hinge moments, a significant contribution is usually supplied by control system friction. This has a material bearing on the pilot's evaluation of the aircraft's handling characteristics. In fact, customer feedback to the manufacture indicates that the average light aircraft pilot seems to prefer a control system which requires a conscious application of force to change speed and which is tolerant of small, inadvertant stick movements. For this reason most lightplane manufacturers evaluate the handling characteristics of their products only in terms of the forces required to change speed and normal acceleration as functions of loading, speed, configuration, and power setting.

In addition to the handling about the y-axis of the aircraft, the pilot will also be concerned with handling about the other two axes. Traditionally such things as the sideslip angle per unit of rudder deflection or rudder force, the amount of rudder needed to compensate for the yawing due to aileron deflection and rolling, and the non-dimensional wing tip helix angle \((pb/2U)\) which is a measure of the rolling capability of the aircraft have been measured to provide quantitative support to the pilot handling impressions. As will be seen from the literature review desirable values are still being specified for most of these parameters.

The reader will note that all of the parameters mentioned thus far are intended to be measured under steady flight conditions. One will generally find little in the way of quantitative requirements on the dynamic behavior of aircraft. This situation arose because older aircraft usually were not very "clean" aerodynamically, had a low ratio of weight to volume, operated at low altitudes, and had relatively large horizontal tailplanes to provide adequate control at low speeds. It can be shown that aerodynamic drag is the principal contributor to the damping of the longitudinal phugoid oscillation; hence a "dirty" airplane--particularly one with relatively low power loading--seldom has unsatisfactory phugoid characteristics. Damping of the dutch roll and longitudinal short period modes is strongly dependent upon the ratio of the restoring force generated by rotation to the moment of inertia about that axis. Thus low density aircraft with large control surfaces operating in dense air usually experience well-damped longitudinal short period and dutch roll oscillations. However, as light aircraft become more dense, operate at higher altitudes, become more "clean", and utilize higher power loadings, it is no longer reasonable to assume that if one assures satisfactory static handling characteristics, as outlined above, then the dynamic flight characteristics, will naturally be satisfactory.

Two additional concerns of recent vintage have also served to focus attention on dynamic characteristics: ride and handling in turbulence. Now that the novelty of flight has disappeared for a significant fraction of the population, standards for what is an acceptable level of ride are continuously being upgraded. Travel in current jet transports has convinced many that (a) flying can be very smooth and (b) an uncomfortable ride can be very fatiguing for passengers and can serve to diminish the effectiveness of a pilot. As a result of these comfort and safety considerations and the growing realization among designers that aircraft riding characteristics can be altered through suitable design just as they can in other vehicles, increasing attention is being directed toward establishing the vehicle behavior identified with good riding qualities. Since the human body associates only changes in motion with vehicle ride, it is apparent that riding qualities can be defined only in terms of the vehicle's dynamic characteristics.
In turbulent weather, the aircraft is struck continually by gusts of more or less random magnitude and orientation. Most of the characteristic motions of the aircraft are excited simultaneously. As a result, pilot work load may be very high depending almost entirely on the vehicle's dynamic characteristics. Well damped aircraft, for example, materially reduce the amount of control input required of the pilot when compared with aircraft having lightly damped longitudinal short period and dutch roll oscillations.

There is even less justification for neglecting consideration of the airframe dynamics when one observes that many of the conventional static stability parameters are merely the zero frequency values of more general transfer functions. They are, therefore, still available, having been generated as a part of the process of evaluating the general dynamical behavior. This point is elaborated somewhat in the next section.
FLIGHT MOTIONS OF LIGHT AIRCRAFT—
GENERAL CONSIDERATIONS

The motion of a rigid body in space is described completely by a system of six equations, three representing the translation of the center of mass (center of gravity) and three representing the angular motion of the body about its center of gravity. General solutions of this system of differential equations are unknown because products and squares of the dependent variables appear in some terms and because the unbalanced aerodynamic forces and moments which produce the motion are not known explicitly. Since these forces and moments are known to depend, among other things, upon the vehicle's inclination relative to the stream, the time rate of change of the inclination, the vehicle velocities, and the vehicle accelerations, it has been usual to represent the forces and moments by Taylor series expansions in these variables about the equilibrium condition. Even if these variables are all related to the six dependent variables and their derivatives, one is faced with the task of evaluating either empirically or analytically the first and higher order partial derivatives of all the forces and moments with respect to each of the dependent variables and their derivatives in order to make possible solutions for particular sets of initial conditions—the only possible solutions because of the presence of the non-linear product and square terms. The inverse problem, finding the values of all the partial derivatives if the motion is known, clearly has no unique solution.

If it were necessary to follow this procedure in all its detail every time someone wanted to know the motion of an aircraft following a momentary control surface deflection, the motion would probably remain unknown until a series of expensive flight tests established the safety of the particular control surface deflection and the character of the response. Fortunately, most departures from equilibrium are small and, also because there is a plane of symmetry, there is little lateral-longitudinal cross-coupling. As a result, for most flight maneuvers one can neglect products and squares of the dependent variables because they are very small compared with the value of the variables themselves. One can also consider the aircraft's motion to be represented by two independent systems of three differential equations; further, the departures from equilibrium are small enough that the aerodynamic forces and moments can be described with sufficient accuracy by retaining only the linear term of the Taylor expansion. The equations are thus made linear and amenable to a vast literature of solution techniques.

The usual range of values of the partial derivatives in the Taylor expansions of the aerodynamic forces and moments, the so-called stability derivatives,* are such that most aircraft exhibit very characteristic motions in response to momentary control surface deflections. In response to an elevator deflection

* For a detailed derivation of the equations of motion, their linearization, and the normalization of the partial derivatives to obtain the conventional stability derivatives, the reader is referred to Appendix A.
the aircraft will exhibit a well-damped oscillation in the neighborhood of
6 radians/sec., the so-called short period mode; at the same time it will also
exhibit a very long period (Phugoid) oscillation which may even be slightly
divergent. The motions about the other two axes are always coupled. There
is an oscillation, called the dutch roll, which usually is not well damped
and has a frequency near 6 radians/sec. There is an aperiodic motion, which
is usually slightly divergent, called the spiral mode, and a second aperiodic
motion, called the rolling mode or roll subsidence, which is heavily damped.

During the past twenty years, it has become common practice to study
flight motions by transforming the linear differential equations into alge-
braic equations through the use of the Laplace transform. One can then
solve for the response to a specific control surface deflection readily by
matrix techniques. The resulting ratio of aircraft response to control
surface deflection is called a transfer function, eg., the function which
describes the manner in which the aircraft converts a control surface deflec-
tion into a motion. If one then obtains the inverse Laplace transform of
these transfer functions, he then has the time history of the aircraft's
linear or angular velocity components resulting from a specified control
surface deflection. The three dependent variables excited by an elevator
motion are usually taken to be u, θ, and α, although w or a2 may sometimes
be used instead of α.

Finding the inverse transform is not always straightforward and is really
unnecessary if one desires only to determine the frequency and damping of
oscillations or the subsidence of aperiodic motions. The transfer function
consists of polynomials in the numerator and denominator. By factoring
these polynomials and writing them as a product of factors, one can find the
values of the Laplace variable, s, for which the numerator or denominator
is zero. The value of s for which the numerator vanishes is called a zero,
and the value for which the denominator vanishes, a pole. A first order
pole represents an aperiodic motion in the time domain. The numerical
value describes the rate at which the motion subsides (or diverges). A
pair of complex poles represent a periodic motion. The real part expresses
the damping and the imaginary part, the natural frequency. Understanding
of the significance of this procedure is enhanced, perhaps, if one plots
the poles on a plane (the s-plane) with the abscissa the axis of reals and
the ordinate the axis of the imaginaries. If a pole lies on the right
half plane, the motion is unstable. A pair of complex poles, or roots, on
the imaginary axis represent an undamped sinusoid. The distance from the
real axis represents the frequency of the sinusoid. The distance from the
imaginary axis represents the degree of damping or divergence.

The location of the roots (poles) on the s-plane will, of course, change
as the values of the stability derivatives change. By calculating the locus
of roots for representative values of stability derivatives from negative
infinity to positive infinity it is possible to determine the conditions
under which instabilities will exist. This form of analysis, as well as the
transfer function approach, also facilitates study of the effect of adding an
automatic control system to the aircraft. If one plots the poles and the
zeros of the aircraft-control system combination on the s-plane, he can employ
the well-developed methodology of the now classical locus-of-roots analysis to sketch rather accurately the path which the roots must follow as the gain of the feedback element in the combined system is changed from zero to infinity. The concept of the locus of roots of the "open loop" transfer function* is used in later sections of this work to illustrate the allowable range of values for single aircraft stability parameters with all other parameters held constant. Details of the construction of the transfer functions for the airframe and the numerical procedure for evaluating the constants in the transfer functions and extracting the roots may be found in the Appendices.

As noted earlier, the study of the stability of accelerated motions (dynamic stability) has often been treated as separate and apart from a study of the tendencies of the aircraft at equilibrium to return to equilibrium if disturbed (static stability). It will be recognized, however, that the steady state, or infinite time portion of the solutions of the general equations of motion are representative of the "static" stability and handling. One may cite as examples the longitudinal derivatives $d\delta_e/da$, $dF_s/da$, $dF_s/du$, and $d\delta_e/dC_L$ which are often used to describe the handling and stability characteristics. The first is simply the inverse of the zero frequency value of the transfer function $a_{\delta_e}$. Transfer functions written in terms of the Laplace variable $s$ can be transformed into the frequency domain by setting $s = j\omega$. The notation $a_{\delta_e}$ is used to designate the amplitude ratio of the two frequency dependent quantities which form the transfer function. It is also a convenient shorthand way to represent a specific transfer function, particularly its zero frequency value or gain. The last derivative $d\delta_e/dC_L$, which is a measure of the stick-fixed neutral point location** can be obtained from $\alpha_{\delta_e}$ by multiplying by $C_L\alpha$. The other two derivatives require that the transfer function $\delta_e/F_s$ be obtained and multiplied by $a_{\delta_e}$ or $U_{\delta_e}$. An alternate form of $dF_s/du$, $dF_s/q_{dcL}$, which can be found from $\delta_e/F_s$, $\alpha_{\delta_e}$, and $C_L\alpha$, is frequently used to locate the stick-free neutral point. Thus, while there are occasions when it is sufficient simply to equate the forces or moments acting on the aircraft and set the derivative with respect to an aerodynamic angle equal to zero to determine the static stability tendencies, the fact that the same information is available as a part of the solution for the dynamic stability should encourage one to examine the vehicle motions and tendencies completely.

---

* Closed loop (aircraft plus automatic control system) transfer function with the gain of the feedback element equal to zero.

** The neutral point is that longitudinal location of the center of gravity for which the aircraft has no tendency either to return to its initial condition or to continue to move away from it, if disturbed. The proximity of the c.g. to the neutral point is the conventional measure of the aircraft's static longitudinal stability.
CONTROL FORCES AND DEFLECTIONS—
GENERAL CONSIDERATIONS

A pilot's evaluation of the handling qualities of his aircraft has its origin, of course, in his anthropological capacity. He is able to move the control wheel fore and aft through but a limited distance before the reach becomes uncomfortable; he is able to exert only a given maximum force with comfort; a control force below a certain value is disturbing because the pilot can apply it without consciously willing it and he has difficulty modulating it; if the time between control force application and the response of the aircraft is longer than a particular value, the pilot will tend to become confused and may apply erroneous control inputs; if the aircraft responds too rapidly, he cannot control potentially dangerous motions.

In addition to these constraints, the designer must provide a comfortable relationship between wheel fore-and-aft travel and speed changes and between wheel force and aircraft normal acceleration. If these gradients are too small, the aircraft is said to be too sensitive; if they are too large, the aircraft is said to be too unresponsive. The designer must also take care to provide proper control centering for trimmed flight. It is undesirable to permit the stick to move through an appreciable distance without requiring the application of force, nor should the force required to set the stick into motion be larger than the smallest force gradient for speed change or acceleration.

Somewhat similar constraints govern the application of the lateral controls.

To accomplish these objectives, the light aircraft designer will usually manipulate (for control of the longitudinal flight mode) the elevator deflection to wheel deflection ratio, provide aerodynamic balance on the elevator or a flying tab, provide centering springs, control the linkage elasticity and friction, and limit the aircraft's center of gravity travel; he will also select a suitable elevator area, horizontal tail aspect ratio, airfoil section, and horizontal tail area and he will locate the horizontal tail area suitably far aft. The designer will recognize that pitch responsiveness is related to the aircraft's moment of inertia about its y-axis as well as the moment the elevator can produce and that there is a structural limitation as well as a human tolerance to normal acceleration which the pilot should not be able to exceed inadvertently. The designer will also endeavor to provide a reasonably linear relation between control force or deflection and the desired result, such as speed change or normal acceleration.

From the foregoing, it is evident that, to carry out this task in a direct fashion, considerable knowledge of desirable anthropological limits must be available as well as a substantial knowledge of diverse aerodynamic and mechanical characteristics. The state of understanding of this problem is discussed in the literature review which follows.
LITERATURE REVIEW
SCOPE

During a review (Refs. 1, 2, 3) of all NACA/NASA literature published between 1940 and 1968, those reports dealing with aircraft stability and control analyses and tests were set aside as a group. The documents in this group were then screened and the content of those regarded as most applicable to light aircraft design was noted in the report. For the present study, the entire group was reexamined and rereviewed. In addition, the review of NACA documents was extended backward to 1930, and a computer search of Scientific and Technical Aerospace Reports, International Aerospace Abstracts, and Department of Defense archives was made for current (1962 to late 1969) stability and control information from world-wide sources. Included in this were the USAF Flying Quality Specification and Stability and Control Datcom.

As one would suspect, much of the earlier (pre-1944) information has been superceded; more refined analyses and more accurate and reliable test data are now available. Most of the information is also uncorrelated: flight test results are not compared with results from wind tunnel tests; wind tunnel test results are not compared with theoretical analyses. To attempt such a correlation and evaluation here is not possible with the information available to the authors. The reason for this is that the wind tunnel or flight test reports available in the open literature usually do not give sufficient information on the airplane's geometric or inertial parameters to permit satisfactory correlations to be made. The course adopted, therefore, was to list all the stability derivatives likely to be significant in the design of future light aircraft, detail the method of calculation regarded as most reasonable for such aircraft, report the values of these derivatives in such aircraft, and note pertinent references for each derivative. This approach is an expansion (in that it details methods of calculation and typical results) and specialization (to light aircraft) of the approach adopted by Ellison and Hoak (Ref. 5).

Values for these derivatives are required, of course, to calculate the riding qualities of a light aircraft. The handling characteristics* will, for the purposes of the present study, be defined as

1. The longitudinal control force and control surface position variations with speed and load factor—their maximum and minimum values, phase relationships, and control travel required to achieve them

* the reader will recognize that the definition of handling is somewhat broadened here to include items previously identified with aircraft controllability. This has been done because many specification requirements state responsiveness to control application only in terms of angular displacement reached in a given time. In such instances it is helpful to correlate the initial responses to control application—here considered as the handling characteristics—with the final capabilities of the aircraft.
(2) The angular displacement and angular rate variations produced by application of rudder and aileron forces--their maximum and minimum values, phase relationships, degree of linearity, and control travel required

(3) Controllability of the aircraft under special circumstances.

The review which follows cites some of the literature available on the forces, displacements, and application rates found comfortable by most humans. This apparently has been considered in developing the force and rate limits set in Mil F-8785B. For this reason, the discussion below follows the specification fairly closely, yet pointing out those areas not treated and describing methods available in the literature for insuring that the aircraft complies with the specification.

For the present compilation, only that literature containing data applicable to aircraft designed to operate within the following limits was considered:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum gross weight</td>
<td>10,000#</td>
</tr>
<tr>
<td>Maximum wing loading</td>
<td>40#/ft²</td>
</tr>
<tr>
<td>Maximum indicated airspeed</td>
<td>300 mph</td>
</tr>
<tr>
<td>Maximum Mach number</td>
<td>0.4</td>
</tr>
<tr>
<td>Aspect ratio</td>
<td>( \geq 5.0 )</td>
</tr>
<tr>
<td>Little or no wing sweep</td>
<td></td>
</tr>
<tr>
<td>Rigid structure</td>
<td></td>
</tr>
</tbody>
</table>

Those portions of the specifications and other documents referring to aircraft controllability as defined above and to handling in turbulent air or with external stores are not discussed. Also, in examining the literature upon which the following was based, many documents not cited but dealing with the subject were examined. Some were regarded as perhaps less complete than the reports cited, as confirming results found in cited documents, presenting data in a form not so well suited to comparison with theory, or presenting less accurate results than are now available. The reader interested in perusing the more interesting of these documents is referred to Appendix I for a bibliographical listing.
SYMBOLS

\( Ae \)   effective aspect ratio

\( AR \)   aspect ratio

\( A_{\Pi} \) a commonly used area for a component which is the reference area for \( C_{D_{\Pi}} \)

\( a.c. \) aerodynamic center of wing

\( a_0 \) lift-curve slope at zero lift

\( a_v \) lift-curve slope of vertical tail

\( BHP \) engine brake horsepower

\( b \) wing span

\( b_a \) aileron span

\( b_v \) vertical tail span

\( C \) wing force parallel to the airplane reference line

\( C_C \) coefficient of wing force parallel to the airplane reference line \( \frac{C}{\frac{1}{2} \rho U^2 S} \)

\( C_D \) drag coefficient \( \frac{D}{\frac{1}{2} \rho U^2 S} \)

\( C_{D_f} \) zero lift drag, found in \( C_D \) section

\( C_{D_q} \) \( \frac{\partial C_D}{\partial (a G E)} \)

\( C_{D_o} \) three-dimensional drag coefficient found in lateral stability derivatives section

\( C_{d_o} \) two-dimensional parasite drag coefficient

\( C_{D_u} \) \( \frac{U}{2} \frac{\partial C_D}{\partial u} \)

\( C_{D_a} \) \( \frac{\partial C_D}{\partial \alpha} \)
\[ C_{D\alpha} = \frac{\partial C_D}{\partial (\frac{\partial \alpha}{2U})} \]

\[ C_{D\delta E} = \frac{\partial C_D}{\partial \delta E} \]

- **C_{D\alpha}** component drag coefficient based on the area \( A_\alpha \)
- **C_{D\delta E}** elevator hinge-moment coefficient when \( \alpha = 0^\circ \) and \( \delta_E = 0^\circ \)
- **C_{h\delta}** variation of control-surface hinge-moment coefficient with deflection \( \frac{\partial C_h}{\partial \delta} \)
- **C_L** lift coefficient \((L/\frac{1}{2}\rho U^2 S)\)
- **C_{L\alpha}** \( \frac{\partial C_L}{\partial \alpha} \)
- \( (\frac{\partial C_L}{\partial \alpha})_\infty \) wing lift curve slope with infinite aspect ratio
- **C_{L\delta E}** \( \frac{\partial C_L}{\partial \delta E} \)
- **C_L** section lift coefficient or rolling moment coefficient \((L/\frac{1}{2}\rho U^2 Sb)\)
- **C_L_{\text{max}}** maximum section lift coefficient
- **C_{Lp}** \( \frac{\partial C_L}{\partial (\frac{\partial b}{2U})} \)
- **C_{Lr}** \( \frac{\partial C_L}{\partial (\frac{\partial b}{2U})} \)
- \( C_{L\alpha_t} \) section lift-curve slope of the horizontal tail
$C_{\beta}$ change in rolling moment coefficient due to change in aileron deflection (found in control forces section)

$C_{\delta A}$

$C_{\delta E}$ section lift-curve slope due to elevator deflection (this is not to be confused with rolling moment coefficient)

$C_{\delta R}$

$C_m$ pitching-moment coefficient (M/\(\frac{1}{2}\rho U^2 S_c\))

$C_{mT}$ pitching-moment coefficient due to thrust force

$C_{ma.c.}$ airfoil section pitching moment about the aerodynamic center

$C_{mq}$

$C_{ma}$

$C_{m\alpha}$

$C_{m\gamma}$

$C_{m\delta E}$

$C_N$ coefficient of wing force normal to the airplane reference line

$C_n$ yawing-moment coefficient (N/\(\frac{1}{2}\rho U^2 S_b\))

$C_{np}$

$C_{nr}$
\begin{align*}
C_{n\beta} & = \frac{\partial C_n}{\partial \beta} \\
C_{n\delta_A} & = \frac{\partial C_n}{\partial \delta_A} \\
C_{n\delta_R} & = \frac{\partial C_n}{\partial \delta_R} \\
C_T & \text{ thrust coefficient (T/\frac{1}{2}\rho U^2 S)} \\
C_{T_U} & = U \frac{\partial C_T}{\partial U} \\
C_{Yp} & = \frac{\partial C_y}{\partial (\alpha \frac{b}{2U})} \\
C_{Yr} & = \frac{\partial C_y}{\partial (\alpha \frac{r b}{2U})} \\
C_{Y\beta} & = \frac{\partial C_y}{\partial \beta} \\
C_{Y\delta_A} & = \frac{\partial C_y}{\partial \delta_A} \\
C_{Y\delta_R} & = \frac{\partial C_y}{\partial \delta_R} \\
c & \text{ mean aerodynamic chord} \\
c_{a} & \text{ aileron chord} \\
c_e & \text{ elevator chord} \\
c_f & \text{ flap chord} \\
c.g. & \text{ airplane center of gravity} \\
D & \text{ drag force} \\
e & \text{ base of natural system of logarithms or Oswald's span efficiency factor} \\
e_i & \text{ induced-angle span efficiency factor}
\end{align*}
\[ F_A \] stick-force due to aileron actuation
\[ F_S \] stick force
\[ f \] the equivalent parasite area discussed in the \( C_D \) section
\[ G \] ratio of elevator displacement to the product of stick length and stick angular displacement
\[ g \] acceleration due to gravity (32.2 ft/sec\(^2\))
\[ HP \] horsepower
\[ h_t \] height of the horizontal tail a.c. above the c.g. (positive for a.c. above c.g.)
\[ I_{xx} \] moment of inertia about the x-axis
\[ I_{yy} \] moment of inertia about the y-axis
\[ I_{zz} \] moment of inertia about the z-axis
\[ I_{xz} \] product of inertia
\[ i \] incidence angle
\[ k_x \] radius of gyration about the x-axis
\[ k_y \] radius of gyration about the y-axis
\[ k_z \] radius of gyration about the z-axis
\[ L \] lift or rolling moment
\[ l_b \] length of fuselage or body
\[ l_t \] length from c.g. to tail quarter chord
\[ l_{t'} \] length from wing quarter chord to tail quarter chord
\[ \frac{l_t s_t}{c_s w} \] tail volume factor
\[ l_v \] length from c.g. to vertical tail aerodynamic center
\[ M \] pitching-moment about the c.g.
\( M_{\text{fus}} \) pitching-moment about the c.g. due to the fuselage and nacelles

\( M_{\text{aero}} \) aerodynamic moments about the y-axis (pitching moment)

\( m \) mass in slugs

\( N \) wing force normal to the airplane reference line or yawing moment

\( n \) normal acceleration in g's

\( p \) rolling velocity

\( \dot{p} \) rate of change of rolling velocity

\( (\phi_b) \) helix roll angle

\( q \) dynamic pressure \((\frac{1}{2}\rho U^2)\) or pitching velocity

\( \dot{q} \) rate of change of pitching velocity

\( q_h \) dynamic pressure at the horizontal tail

\( q_v \) dynamic pressure at the vertical tail

\( \text{RPM} \) propeller revolutions per minute

\( R_N \) Reynolds Number

\( r \) yawing velocity

\( \dot{r} \) rate of change of yawing velocity

\( S \) wing area

\( \text{SRP} \) seat reference point

\( S_R \) rudder area

\( S_e \) elevator area

\( S_f \) flap area

\( S_s \) body side area

\( S_h \) horizontal tail area
s  distance in half chords which is used as a non-dimensionalizing factor \( \left( \frac{2U_t}{C} \right) \)

T  thrust

TDPF  tail damping power factor, see figure 72

TDR  tail damping ratio, see figure 72

\( T_u \)  \( \frac{1}{m} \frac{\partial T}{\partial u} \) (see Appendix A)

\( t \)  time or airfoil thickness

\( \dot{t} \)  time

\( \Delta t \)  lag time of the downwash at the tail plane

U  airplane velocity

\( U_s \)  stall speed

\( U_{trim} \)  trim speed

W  airplane weight

\( w_f \)  maximum width of the fuselage or nacelles

\( x' \)  distance from c.g. to wing quarter chord (positive for c.g. ahead of quarter chord)

\( \bar{x} \)  longitudinal distance rearward from c.g. to wing aerodynamic center

\( x_a \)  distance parallel to relative wind from the wing a.c. to the c.g. (positive for a.c. ahead of the c.g.)

\( Y_j \)  distance from body centerline to inboard edge of alleron

\( z_T \)  perpendicular distance from thrust line to c.g. (positive for thrust line below the c.g.)

\( z_a \)  vertical distance from wing a.c. to c.g. (positive for a.c. above c.g.)

\( z_v \)  distance from the center of pressure of the vertical tail to the aircraft centerline (positive for vertical tail above the x-axis)

\( z_w \)  distance from body centerline to quarter-chord point of exposed wing root chord (positive for the quarter-chord point below the body centerline)

\( \Gamma \)  dihedral angle

\( \Lambda \)  wing sweep angle
\[\Omega\] resultant angular velocity
\[\alpha\] angle of attack
\[\dot{\alpha}\] rate of change of angle of attack
\[\alpha_i\] induced angle of attack
\[\alpha_0\] angle of attack for zero lift
\[\alpha_s\] stall angle of attack
\[\frac{d\alpha_t}{d\delta_E}\] elevator efficiency factor \([dC_L/d\delta_E]/(dC_L/d\alpha_t)\]
\[\beta\] sideslip angle
\[\gamma\] flight path angle from the horizontal
\[\delta\] correction factor for induced drag
\[\delta_A\] aileron deflection
\[\delta_E\] elevator deflection
\[\delta_R\] rudder deflection
\[\delta_a\] aileron deflection
\[\delta_e\] elevator deflection
\[\delta_{e_0}\] elevator angle at zero aircraft lift
\[\delta_f\] flap deflection
\[\delta_t\] trim tab deflection
\[\epsilon\] downwash angle
\[\frac{d\epsilon}{d\alpha}\] change in downwash angle due to change in angle of attack.
\[\zeta_d\] Dutch Roll damping ratio
\[\zeta_{s,p.}\] short period damping ratio
\[\eta\] efficiency factor for tail, \(q_c/q\), or the propeller efficiency
θ pitch angle

\dot{θ} rate of change of pitch angle

λ taper ratio (tip chord/root chord)

μ airplane relative density factor (m/pSb)

π 3.1416

ρ density

σ sideward angle

τ correction factor for induced angle or elevator effectiveness factor \( \frac{dα_E}{dδ_E} \)

\( τ_R \) time constant for roll mode

φ roll angle

\ddot{φ} second derivative with respect to time of the roll angle

\( \frac{\phi_{osc}}{\phi_{av}} \) a measure of the ratio of the oscillatory component of bank angle to the average component of bank angle following a rudder-pedal-free impulse aileron control command

ψ yaw angle

ψβ phase angle of Dutch Roll component of sideslip

\( ω_{nd} \) Dutch Roll natural frequency

\( ω_{sp} \) short period natural frequency

Subscript:

a.c. aerodynamic center

c.g. center of gravity

c/4 wing quarter-chord

h horizontal tail

t tail

v vertical tail

w wing
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THE STABILITY DERIVATIVES

It is customary, as noted earlier, to represent the aerodynamic and thrust forces on an aircraft by a Taylor expansion about the conditions for steady, level flight. Because of the assumption that perturbations from equilibrium are small, only the linear terms are retained; squares, product terms, and higher order derivatives are neglected. The remaining derivatives, called stability derivatives, being more numerous than the equations of motion, can therefore be evaluated only through special tests or through analyses which limit responses to those resulting from a single variable. The discussion below isolates each of these derivatives, the method from the literature regarded as most suitable for its evaluation, and typical values for light aircraft.
Usually, by the time an airplane is subjected to a stability analysis, the design has progressed far enough that the lift coefficients for the flight conditions of interest are known for the complete airplane. Since 2-D (section) data are available for many airfoil and airfoil flap configurations, it is desirable to have a means of converting section data to three-dimensional data for a particular airfoil. In Theory of Flight, Richard Von Mises (Ref. 6) gives an estimate of lift coefficient,

$$C_L = \frac{C_\lambda}{1 + 2/AR}.$$ 

An example 2-D plot of $C_\lambda$ versus angle of attack is shown below for the 2412 airfoil section.

![Figure 1. 2-D plot of section lift coefficient versus angle of attack for 2412 airfoil section.](image)

The approximation does not include such factors as taper effects and tip effects.
It should be noted that 2-D section data are available for a large number of airfoils in Theory of Wing Sections (Ref. 7); and the same data are included in TR-824 (Ref. 8).

A refined analysis to determine lift coefficient should include the lift contribution of the tail and, if possible, the lift contribution of the fuselage. The interference effects between the wing and the fuselage may be significant and, for this reason, wind tunnel tests or actual flight tests contribute to determining lift coefficient. The tail coefficient,

\[ C_{L_{\text{t}}} = \frac{(Lift)_{\text{tail}}}{(1/2 \rho u^2) t \frac{St}{L_{\text{t}}}} \]

can be included in that for the entire aircraft where \( \eta_t = q_t/q \):

\[ C_{(L)_{\text{Airplane}}} = C_{L_{\text{w}}} + C_{L_{\text{t}}} \frac{S_t}{S_{\text{w}}} \eta_t + C_{L_{\text{fuselage}}} \]

The tail contribution to the total airplane \( C_L \) at cruise can be approximated by using the moment equation:

\[ C_m = 0.0 = C_{L_{\text{w}}} \frac{x_a}{c} - C_{L_{\text{t}}} \left( \frac{S_t}{S_{\text{w}}} \frac{\eta_t}{c} \right) \frac{L_{\text{t}}}{c} \]

or

\[ C_{L_{\text{t}}} = C_{L_{\text{w}}} \frac{x_a S_{\text{w}}}{S_{\text{t}}} \eta_t \]

The fuselage lift coefficient may be quite difficult to estimate, unless some simplification, such as slender body theory, is applied. NACA TR-540 (Ref. 9) discussed the interference effects between the wing and the fuselage and gives some example lift coefficients for the fuselage at various angles of attack. The table below gives an example of some of these experimental data.

<table>
<thead>
<tr>
<th>Fuselage</th>
<th>Engine</th>
<th>( \alpha=0^\circ )</th>
<th>( \alpha=4^\circ )</th>
<th>( \alpha=8^\circ )</th>
<th>( \alpha=12^\circ )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( C_L )</td>
<td>( C_D )</td>
<td>( C_L )</td>
<td>( C_D )</td>
</tr>
<tr>
<td>Round</td>
<td>None</td>
<td>.000  .0041</td>
<td>.001  .0042</td>
<td>.005  .0049</td>
<td>.011  .0062</td>
</tr>
<tr>
<td>Round</td>
<td>Uncowled</td>
<td>.000  .0189</td>
<td>.001  .0191</td>
<td>.004  .0200</td>
<td>.008  .0216</td>
</tr>
<tr>
<td>Round</td>
<td>Cowled</td>
<td>.000  .0069</td>
<td>.008  .0073</td>
<td>.017  .0088</td>
<td>.028  .0115</td>
</tr>
<tr>
<td>Rectangular</td>
<td>None</td>
<td>.000  .0049</td>
<td>.005  .0054</td>
<td>.014  .0068</td>
<td>.026  .0097</td>
</tr>
</tbody>
</table>

Table 1. Example lift coefficients for the fuselage at various angles of attack.

* A method for calculating the elevator deflection required for equilibrium cruise is given in the sample calculations in Appendix G.
The fuselage coefficients in the table are based on wing area of the wing fuselage arrangement tested. Thus, by examining the table with a knowledge of the airplane angle of attack, one can estimate the fuselage contribution to the total airplane lift coefficient. For small angles of attack, 0° to 8°, the fuselage lift can probably be neglected without a significant change in the total airplane lift coefficient, unless the fuselage is highly cambered.

Datcom (Ref. 10) gives a method for calculating $C_{L\alpha}$ of a body based on potential flow theory (see $C_{L\alpha}$). Thus, $C_L$ can be approximated by multiplying $C_{L\alpha}$ by $\alpha$ of the body, which is known.

For light airplanes in the cruising mode of flight, the lift coefficient will probably fall between 0.25 and 0.45. In climbing flight, $C_L$ will probably be larger—0.5 to 0.9. For the landing approach, the usual $C_L$ will probably range from .95 to 1.18. For the Cessna 182, typical values are 0.309 at cruise, 0.719 in climbing flight, and 1.12 in the landing approach.
The drag coefficient, \( C_D \), is an aerodynamic force coefficient which can be thought of as a damping coefficient. The equilibrium airplane drag effectively damps the thrust by acting in the opposite direction of the relative wind and is always positive in sign. When considering performance of an aircraft, the smallest possible value of \( C_D \) is desired; however, in airframe dynamics, \( C_D \) is the main contributor to the damping of the phugoid mode. Thus, the larger the value of \( C_D \), the better the damping. Since phugoid damping is not considered of major importance in the flying qualities of the airplane, the performance rather than the flying qualities of the aircraft should dictate the design value of \( C_D \).

A preliminary stage of drag estimation of an airplane in an incompressible flow may be accomplished by adding the individual drags of several components of the airplane. This method is called "drag breakdown." The majority of airplane drag curves can be expressed as

\[
C_D = C_{Df} + \frac{C_L^2}{\pi e AR} \tag{1}
\]

where

\[
C_{Df} = \text{zero lift or parasite drag.}
\]

Mathematically, \( C_{Df} \) is the intercept on the \( C_D \) axis of a graph of \( C_D \) versus \( C_L^2 \), and \( 1/\pi e AR \) is the slope. Only at very low or high values of lift coefficients does the parabolic approximation deviate from the actual drag polar.

The following procedure is commonly used to obtain the value of \( C_{Df} \) for a particular airplane. The drag coefficient of each component is based on an area, \( A_\Pi \), "proper" to that component. For example, one usually bases the drag coefficient for the fuselage on the maximum fuselage area. The equivalent parasite drag area, \( f \), is then expressed as

\[
f = C_{Df} S = \Sigma C_{D\Pi} A_\Pi
\]

The total \( f \) for an airplane is approximately the sum of \( C_{D\Pi} A_\Pi \) for the individual components, plus five or ten per cent for mutual interference between the components. Another percentage error (3% to 5%) may also be added for small protuberances such as handles, hinges, antennas, and cover plates. Fifteen per cent of the total \( C_{D\Pi} A_\Pi \) was used to account for protuberances and interferences on the Cessna 182 discussed later in the present study. Once the total \( f \) is found, \( C_{Df} \) for the airplane can be determined from

\[
C_{Df} = \frac{f}{S}
\]

where

\( S = \text{wing area.} \)

Total \( C_D \) is then

\[
C_D = C_{Df} + \frac{C_L^2}{\pi e AR}
\]

* \( e \) can be estimated in the \( C_{L\alpha} \) section.
Values of $C_D$, and the areas on which they are based are given in the tables below. This information was selected from References 11, 12, 13, and 14.

The wing drag $C_D$ for airfoils with standard roughness can be obtained from a table given in Reference (15) and shown below. The comparison is based on standard roughness at $R_N = 6 \times 10^6$; the wing $C_D$ is based on wing area and is tabulated as $C_{D_0}$. Wing flap deflection may generate an additional $C_D$ which should be accounted for.

### Table 2. Airfoil sections.

<table>
<thead>
<tr>
<th>Airfoil Section</th>
<th>$\frac{1}{C}$</th>
<th>$C_{D_0}$</th>
<th>$C_{\ell}$</th>
<th>$C_{\ell max}$</th>
<th>$\alpha_s$</th>
<th>$C_{m ac}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>632-415</td>
<td>.15</td>
<td>.0098</td>
<td>.20</td>
<td>1.33</td>
<td>12</td>
<td>-.070</td>
</tr>
<tr>
<td>63016.5</td>
<td>.165</td>
<td>.0102</td>
<td>.15</td>
<td>1.20</td>
<td>12</td>
<td>-.005</td>
</tr>
<tr>
<td>23012.0</td>
<td>.12</td>
<td>.0099</td>
<td>.18</td>
<td>1.22</td>
<td>12</td>
<td>-.015</td>
</tr>
<tr>
<td>2412</td>
<td>.12</td>
<td>.0098</td>
<td>.20</td>
<td>1.22</td>
<td>14</td>
<td>-.048</td>
</tr>
<tr>
<td>23018</td>
<td>.18</td>
<td>.0105</td>
<td>.10</td>
<td>1.05</td>
<td>11</td>
<td>-.005</td>
</tr>
<tr>
<td>2410</td>
<td>.10</td>
<td>.0095</td>
<td>.20</td>
<td>1.22</td>
<td>14</td>
<td>-.050</td>
</tr>
<tr>
<td>632-215</td>
<td>.15</td>
<td>.0097</td>
<td>.16</td>
<td>1.26</td>
<td>14</td>
<td>-.030</td>
</tr>
<tr>
<td>641-412</td>
<td>.12</td>
<td>.0097</td>
<td>.31</td>
<td>1.34</td>
<td>12</td>
<td>-.070</td>
</tr>
<tr>
<td>642-A215</td>
<td>.15</td>
<td>.0102</td>
<td>.20</td>
<td>1.20</td>
<td>14</td>
<td>-.035</td>
</tr>
<tr>
<td>652-415</td>
<td>.15</td>
<td>.0100</td>
<td>.22</td>
<td>1.25</td>
<td>14</td>
<td>-.065</td>
</tr>
<tr>
<td>641-212</td>
<td>.12</td>
<td>.0088</td>
<td>.18</td>
<td>1.18</td>
<td>11</td>
<td>-.025</td>
</tr>
</tbody>
</table>

The fuselage $C_D$ can be obtained from the table below by choosing the fuselage most nearly like the one investigated. Twenty per cent of $C_D$ can be added to account for the canopy and windshield. For the Cessna 182, the fourth fuselage was chosen.

### Table 3. Fuselage drag where $S_c = \text{maximum cross sectional area}$ and $L = \text{Fuselage length}$.

<table>
<thead>
<tr>
<th>Ref. Area</th>
<th>$C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_c$</td>
<td>0.266</td>
</tr>
<tr>
<td>$S_c$</td>
<td>0.062</td>
</tr>
<tr>
<td>$S_c$</td>
<td>0.071</td>
</tr>
<tr>
<td>$S_c$</td>
<td>0.063</td>
</tr>
<tr>
<td>$S_c$</td>
<td>0.116</td>
</tr>
</tbody>
</table>
The empennage $C_{D\pi}$ values for undeflected control surfaces can be found from Table 4 based on the tail planform area where $i_s$ is the horizontal tail surface incidence.

<table>
<thead>
<tr>
<th>Tail Arrangement</th>
<th>Description</th>
<th>Area</th>
<th>$C_{D\pi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tapered fillets, vertical and horizontal tapered surfaces</td>
<td>$St$</td>
<td>.0043</td>
</tr>
<tr>
<td></td>
<td>$i_s = 0^o$</td>
<td></td>
<td>.0063</td>
</tr>
<tr>
<td></td>
<td>$i_s = -4^o$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tapered fillets, tail surfaces with end plates</td>
<td>$St$</td>
<td>.0058</td>
</tr>
<tr>
<td></td>
<td>$i_s = 0^o$</td>
<td></td>
<td>.0063</td>
</tr>
<tr>
<td></td>
<td>$i_s = -4^o$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Symmetrical tapered fillets</td>
<td>$St$</td>
<td>.0059</td>
</tr>
<tr>
<td></td>
<td>$i_s = 0^o$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vertical and horizontal tail surfaces</td>
<td>$St$</td>
<td>.0070</td>
</tr>
<tr>
<td></td>
<td>$i_s = 0^o$</td>
<td></td>
<td>.0058</td>
</tr>
<tr>
<td></td>
<td>$i_s = -4^o$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tail surfaces with end plates</td>
<td>$St$</td>
<td>.0058</td>
</tr>
<tr>
<td></td>
<td>$i_s = 0^o$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tapered fillets, horizontal tail surfaces</td>
<td>$St$</td>
<td>.0039</td>
</tr>
<tr>
<td></td>
<td>$i_s = 0^o$</td>
<td></td>
<td>.0083</td>
</tr>
<tr>
<td></td>
<td>$i_s = -4^o$</td>
<td></td>
<td>.0061</td>
</tr>
<tr>
<td></td>
<td>$i_s = 4^o$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Empennage drag.

The information required for landing gear drag prediction is given in Table 5. For the nose gear, $C_{D\pi}$ is given; however, for the other landing gear, the value of $f$ is given. The tabulated value of $f$ is the value for both wheels of the landing gear assembly.
<table>
<thead>
<tr>
<th>Configuration</th>
<th>Remarks</th>
<th>$f = C_D \pi A \pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.50-10 wheels, not faired</td>
<td>1.67</td>
<td></td>
</tr>
<tr>
<td>8.50-10 wheels, faired</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td>8.50-10 wheels, no streamline members</td>
<td>3.83</td>
<td></td>
</tr>
<tr>
<td>8.50-10 wheels, faired</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>27-in. streamlined wheels, not faired</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>27-in. streamlined wheels, not faired</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>8.50-10 wheels, faired</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>21-in. streamlined wheels, not faired</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>8.50-10 wheels</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>8.50-10 wheels, not faired</td>
<td>1.52</td>
<td></td>
</tr>
<tr>
<td>8.50-10 wheels, faired</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td>8.50-10 wheels, not faired</td>
<td>1.60</td>
<td></td>
</tr>
<tr>
<td>24-in. streamlined wheels, &amp; intersections filleted</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>8.50-10 wheels, no fillets</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>8.50-10 wheels</td>
<td>1.05</td>
<td></td>
</tr>
<tr>
<td>Low pressure wheels, intersections filleted</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>Low pressure wheels, no wheel fairing</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>Streamlined wheels, round strut, half fork, no fairing</td>
<td>1.25</td>
<td></td>
</tr>
</tbody>
</table>

**Nose Gear**

For the nose gear $C_D \pi = .5 \times .8$ based on $A \pi = (\text{wheel diameter})(\text{wheel width})$

Table 5. Landing gear drag.
The $C_{D\pi}$ values for other components of interest can be estimated by using the table below:

<table>
<thead>
<tr>
<th>COMPONENTS</th>
<th>AREA FOR DRAG CALCULATION</th>
<th>$C_{D\pi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nacelles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. above wing, small airplane</td>
<td>Cross section area</td>
<td>.250</td>
</tr>
<tr>
<td>2. large leading edge nacelle, small airplane</td>
<td>Cross section area</td>
<td>.120</td>
</tr>
<tr>
<td>3. small leading edge nacelle, large airplane</td>
<td>Cross section area</td>
<td>.080</td>
</tr>
<tr>
<td>4. improved nacelle, no cooling flow</td>
<td>Cross section area</td>
<td>.050</td>
</tr>
<tr>
<td>5. improved nacelle, typical cooling air flow</td>
<td>Cross section area</td>
<td>.100</td>
</tr>
<tr>
<td>Wing Tanks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. centered on tip</td>
<td>Cross section area</td>
<td>.05-.07</td>
</tr>
<tr>
<td>2. below wing tip</td>
<td>Cross section area</td>
<td>.07-.10</td>
</tr>
<tr>
<td>3. inboard below wing</td>
<td>Cross section area</td>
<td>.15-.30</td>
</tr>
<tr>
<td>Wires and Struts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. smooth round wires</td>
<td>Frontal area</td>
<td>1.2-1.3</td>
</tr>
<tr>
<td>and struts (per foot)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. standard aircraft cable</td>
<td>Frontal area</td>
<td>1.4-1.7</td>
</tr>
<tr>
<td>(per foot)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. smooth elliptical wire</td>
<td>Frontal area</td>
<td>0.6-0.4</td>
</tr>
<tr>
<td>(per foot)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fineness ratio 2:1</td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td>fineness ratio 4:1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fineness ratio 8:1</td>
<td></td>
<td>.3-.2</td>
</tr>
<tr>
<td>4. standard streamlined wire</td>
<td>Frontal area</td>
<td>.45-.20</td>
</tr>
<tr>
<td>(per foot)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. square wire (per foot)</td>
<td>Frontal area</td>
<td>.16-.20</td>
</tr>
<tr>
<td>6. streamlined struts</td>
<td>Frontal area</td>
<td>.075-.10</td>
</tr>
<tr>
<td>(per foot)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Airplane components.

For smooth round wire of diameter less than ¼ inch, assume two end fittings equivalent to three feet of wire.

For smooth round struts of diameter greater than 5/16 inch, assume two end fittings equivalent to one foot of strut.
For smooth elliptical wire, assume two end fittings equivalent to 10 to 15 feet of wire.

For square wire, assume two end fittings equivalent to two feet of wire.

For streamlined struts, assume two end fittings equivalent to five feet of strut if faired, ten feet if unfaired.

The total drag coefficient for the airplane is thus

\[ C_D = \frac{\sum C_D \pi A \pi}{S} + \frac{C_L^2}{\pi e AR}. \]

The drag breakdown method was used to estimate a drag coefficient of 0.0311 for the Cessna 182. Drag coefficients for other light airplanes can be found using the table below taken from Reference (14).

<table>
<thead>
<tr>
<th>YEAR</th>
<th>AIRPLANE</th>
<th>TYPE</th>
<th>b (ft)</th>
<th>S (ft²)</th>
<th>W (lbs)</th>
<th>&quot;POWER&quot; (hp)</th>
<th>U (kts)</th>
<th>C_D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1903</td>
<td>Wright-Brothers</td>
<td>biplane</td>
<td>40</td>
<td>510</td>
<td>750</td>
<td>12</td>
<td>26</td>
<td>0.074</td>
</tr>
<tr>
<td>1945</td>
<td>Piper &quot;Cub&quot;</td>
<td>personal</td>
<td>35</td>
<td>179</td>
<td>1500</td>
<td>135</td>
<td>110</td>
<td>0.032</td>
</tr>
<tr>
<td>1950</td>
<td>Cessna &quot;170&quot;</td>
<td>personal</td>
<td>36</td>
<td>175</td>
<td>2200</td>
<td>140</td>
<td>122</td>
<td>0.032</td>
</tr>
<tr>
<td>1942</td>
<td>Messerschmitt-109</td>
<td>fighter</td>
<td>32</td>
<td>172</td>
<td>6700</td>
<td>1200</td>
<td>330</td>
<td>0.036</td>
</tr>
<tr>
<td>1943</td>
<td>N. A. P-51 &quot;Mustang&quot;</td>
<td>fighter</td>
<td>37</td>
<td>235</td>
<td>10000</td>
<td>1380</td>
<td>380</td>
<td>0.020</td>
</tr>
</tbody>
</table>

Table 7. Drag coefficients for selected light airplanes

It should be noted that Reference (15) gives another method of estimating drag coefficient which sums friction drag and the profile drag for each of the components.

\[ e = \frac{1}{(1 + \delta)} \] and a graph for estimating \((1 + \delta)\) can be found in the discussion of the \(C_{L\alpha}\) section.
The aerodynamic pitching moment about the c.g. is defined as $C_m$. In equilibrium flight, the aerodynamic pitching moment must balance the moment coefficient resulting from thrust. Although $C_m$ appears in the list of dimensional stability derivatives in Appendix B of the present study, it is not usually referred to as a stability derivative. The principal effect of $C_m$ is to contribute to the period of the phugoid mode.

Several forces and moments, such as tail, wing, and fuselage lift and drag, and moments about the aerodynamic centers of the wing and tail, contribute to the pitching moment coefficient; however, for equilibrium, power-off flight, the elevator is positioned so that $C_m$ is zero. For powered flight, $C_m$ is the negative of the $C_m$ required to balance the thrust force moment, $C_mT$. $C_mT$ can be written as

$$C_mT = \frac{Tz_T}{qSc}$$

where

- $z_T$ = perpendicular distance from thrust line to c.g., positive for thrust line below the c.g.
- $T$ = thrust

The particular airplane discussed later was examined with power-off; thus, $C_m = 0$. From the equation above, it is also apparent that $C_m$ is zero when the thrust line passed through the center of gravity ($z_T = 0$).

An equation for $C_m$ is also very helpful in designing or sizing an airplane. The equation can be written simply by summing the aerodynamic moments of the various aircraft components about the c.g. The equation given below is a modification of that contained in TR-927 (Ref. 16). Defining "nose-up" as a positive moment, the moments can be summed using Figure 2. The following equations are based on the assumption that $\cos \alpha = 1$ and $\sin \alpha = 0$.

![Figure 2. Forces and moments in the plane of symmetry.](image-url)
\[ M_{c.g.} = Lx_a + Dz_a + M_{a.c.} - Lt^t + Dth_t + M_{a.c.t} \]

where
- \( x_a \) is positive for a.c. of wing ahead of c.g.
- \( z_a \) is positive for a.c. of wing above c.g.
- \( h_t \) is positive for tail a.c. above c.g.
- \( t \) = distance from c.g. to tail quarter chord

Thus, the equation for the moment coefficient can be written as
\[ C_{m_{c.g.}} = C_L \frac{x_a}{c} + C_D \frac{z_a}{c} + C_{m_{a.c.}} - C_L \frac{S_t}{c} \frac{t}{c} n_t + C_D \frac{S_t}{c} \frac{h_t}{c} \eta_t + C_{m_{a.c.t}} \]

Since the tail is usually a symmetrical section,
\[ C_L_t = (C_L \alpha_t) \]

where
\[ \alpha_t = (\alpha_w - i_w - \epsilon + i_t) \]

Thus,
\[ C_{m_{c.g.}} = C_L \frac{x_a}{c} + C_D \frac{z_a}{c} + C_{m_{a.c.}} - \alpha_t C_L \frac{S_t}{c} \frac{t}{c} n_t + C_D \frac{S_t}{c} \frac{h_t}{c} \eta_t + C_{m_{a.c.t}} \]

It should be noted that the above equation does not consider the fuselage or propeller pitching moment. The fuselage pitching moment can be approximated by
\[ C_{m_{c.g.}, \text{fuselage}} = (\alpha_{\text{fuselage}}) (C_{m_{\alpha}})_{\text{fuselage}} \]

\( (C_{m_{\alpha}})_{\text{fuselage}} \) is evaluated in the discussion of the \( C_{m_{\alpha}} \) in the present study. The effects of the propeller are discussed in the section dealing with power effects on stability derivatives.
The thrust coefficient $C_T$, like $C_L$ is not strictly a stability derivative but is necessary in a dynamic analysis. The coefficient is non-dimensional and is defined as

$$C_T = \frac{\text{Thrust}}{\frac{1}{2} \rho U^2 S}.$$ 

For the Cessna 182 discussed later, $C_T = 0.0$ since the analysis was made with power-off; however, for power-on cruise $C_T = .04$. 
The stability derivatives $C_{L\mu}$, $C_{D\mu}$, and $C_{m\mu}$ are the changes in lift, drag, and pitching moment coefficients, respectively, with airspeed. These changes at low speeds are really Reynolds number effects and can usually be considered to be zero. The fact that they are very small for low Mach numbers is pointed out by the figure below taken from Reference (18).

![Figure 3. Variation of $C_L$ and $C_D$ with Mach number.](image)

Since for the cruise condition $C_T \approx C_D$ and $C_{T\mu} \approx C_{D\mu}$ and in the same manner as above $C_T$ is neglected for cruising flight. It should be noted that for approach and landing maneuvers, $C_{T\mu}$ and $C_{D\mu}$ may become significant and therefore should not be neglected.

$C_{L\mu}$, $C_{D\mu}$, $C_{m\mu}$, and $C_{T\mu}$ were chosen to be zero for the Cessna 182 investigated later in this report.
The stability derivative $C_{L\alpha}$ is the change in lift coefficient with angle of attack and is commonly known as the lift curve slope. This derivative is always positive for angles of attack below the stall. Ordinarily, the wing accounts for 85% to 90% of the total $C_{L\alpha}$. This derivative is very important in equilibrium flight and in dynamic conditions. Since an airplane with a higher value of $C_{L\alpha}$ usually has a lower drag, a high value of $C_{L\alpha}$ is desirable for optimum performance. Higher values of $C_{L\alpha}$ are necessarily associated with high aspect ratio, unswept wings. The derivative also makes an important contribution to the damping of the longitudinal short period mode.

That portion of the effective wing angle of attack induced by wing lift can be written from Reference (19):

$$\alpha_1 = \frac{C_L}{\pi e_1 AR}$$

where

$e_1 = \frac{1}{1 + \tau} = \text{induced-angle span efficiency factor}$

$\tau = \text{correction factor for induced angle (see Figure 4)}$

$AR = \text{wing aspect ratio}$

Since the angle of attack for zero lift does not vary with aspect ratio, the geometric angles of attack for the same airfoil wing operating at the same $C_L$ but with two different aspect ratios are related by

$$\alpha_1 = \alpha_2 + \frac{C_L}{\pi} \left( \frac{1}{e_1 AR_1} - \frac{1}{e_1 AR_2} \right)$$

Thus, the expression for the lift curve slope of a wing with one aspect ratio in terms of the lift curve slope at another aspect ratio becomes

$$\frac{dC_L}{d\alpha} |_1 = \frac{\frac{dC_L}{d\alpha} |_2}{1 + \frac{57.3}{\pi} \left( \frac{dC_L}{d\alpha} |_2 \left( \frac{1}{e_1 AR_1} - \frac{1}{e_1 AR_2} \right) \right)}$$

where

$\frac{dC_L}{d\alpha} = \text{change in lift coefficient per degree}$

The equation above implies that the lift curve slope is a constant, which is a fairly accurate assumption for angles of attack up to 10 or 12 degrees. However, once the linear range of the 2-D lift curve slope is exceeded, the lift curve slope can only be evaluated for a particular value of $\alpha$. If condition "2" is that of infinite aspect ratio, the lift curve slope per degree of a finite aspect ratio can be written in terms of the 2-D airfoil lift curve slope, $(dC_L/d\alpha)_\infty$ as

$$41$$
Typical values for $(C_{L\alpha})_\infty$ per degree range from about 0.110 for thin airfoils to about 0.115 for thick airfoils at Reynolds Numbers greater than about $10^6$. The slope is somewhat less at lower Reynolds Numbers and at the higher (near 1.0) lift coefficients. For exacting use, reference should be made to careful wind tunnel tests of the airfoil being examined.

A rapid approximation to the exact value of $e_1$ may be achieved by using either or both of the figures below. Figure 4, taken from Reference (19) has both $\tau$ and $\delta$ plotted for various taper ratios at an aspect ratio of 6.28 ($\delta$ is used in the discussion of $C_D\alpha$). Figure 5 is a plot of $1 + \tau$ and $1 + \delta$ for various aspect ratios at a taper ratio of 1.0 from Reference (20). Thus, if a given design has an aspect ratio ≈ 6, Figure 4 may be used; if the design has a taper ratio of 1.0, Figure 5 may be used. For most light airplanes, Figure 4 should give acceptable results.

![Figure 4](image)

Figure 4. Variation of $\tau$ and $\delta$ with taper ratios at aspect ratio of 6.28.
The lift curve slope of partial or full span flapped wings can often be approximated satisfactorily or directly found by consulting the NACA literature. Many reports have been written concerning various flap configurations on several airfoils or wings. Thus, NASA CR-1485 (Ref. 2) should be very valuable, because it lists NACA reports dealing with specific flap configurations. In the usual case, \( C_{L\alpha} \) is larger for flaps deflected than for flaps retracted. For the cruise condition, an undeflected flap can usually be considered part of the airfoil section, thus requiring no additional calculation. For other flight modes, however, it may be necessary to find \( C_{L\alpha} \) for a given flap deflection. The lift curve slope of the wing is probably known for all flight conditions by the time a dynamic analysis is made, but if not, NASA CR-1485 should be used as a major reference for information on prediction of aerodynamic characteristics of flaps. If the airplane analyzed has partial span flaps instead of full span flaps, the approximate lift curve slope can be obtained from

\[
\frac{dCL}{d\alpha} = \frac{S_f}{S} \frac{dC_{L\alpha}}{d\alpha}_f + (1 - \frac{S_f}{S}) \frac{dC_{L\alpha}}{d\alpha}_s
\]

where

- \( \frac{dC_{L\alpha}}{d\alpha}_f \) = local section lift curve slope
- \( S \) = wing area
- \( f \) = subscript denoting flap
- \( \frac{dCL}{d\alpha} \) = mean section value of the lift curve slope between the root and tip section
Although $C_{L\alpha}$ for the complete airplane, in many cases, is assumed equal to the $C_{L\alpha}$ of the wing alone, a method of predicting the body and tail $C_{L\alpha}$ should be available. The method presented here for approximating the body contribution is taken from Reference (10).

\[
C_{L\alpha_{Body}} = \frac{2(k_2 - k_1)S_o}{V_b^{2/3}}
\]

where

$k_2 - k_1 = \text{apparent mass factor which is a function of fineness ratio (length/maximum thickness)}$

$V_b = \text{total body volume}$

$S_o = \text{cross sectional area at } x_0$

$x_o = \text{body station where flow ceases to be potential, this is a function of } x_1$, the body station where the parameter $dS_x/dx$ first reaches its minimum value. (This station where the change in area with respect to $x$ first reaches its lowest value can be estimated from a sketch of the body.)

$S_x = \text{body cross sectional area at any body station}$

$\lambda_b = \text{body length}$.

Figures 6 and 7 represent graphs for estimating both $k_2 - k_1$ and $x_o/\lambda_b$.

![Graph](image)

**FINENESS RATIO**

Figure 6. Reduced mass factor.
The derivative of the above expression is taken to yield Figure 7. Body station where flow becomes viscous.

For an estimate of some values of \((C_{L\alpha})_{\text{Body}}\), Table 1 from TR-540 (Ref. 9) in the discussion of \(C_L\) can be considered. The table is a tabular form of \(C_L\) versus \(\alpha\) for various fuselage, wing combinations. The value of \(C_L\) is based on wing area, and although the fuselages given do not really represent the fuselage of a light airplane, they serve as an indicator for the degree of fuselage contribution to \((C_{L\alpha})_{\text{Total}}\).

The tail as well as the fuselage may make a significant contribution to \(C_{L\alpha}\). For the usual aerodynamic analysis, the wing \(C_{L\alpha}\) is usually considered to be the total \(C_{L\alpha}\) of the airframe; however, for a dynamic stability analysis, the total \(C_{L\alpha}\) is the change in total \(C_L\) resulting from a change in angle of attack only. An airplane in flight must be trimmed after the angle of attack is changed if the new angle of attack is to be maintained. Thus, the trim forces change over the angle of attack range, making it impossible to measure \(C_{L\alpha}\) in flight with everything else (including trim forces) constant.* Wind tunnel tests can be used to obtain the total \(C_{L\alpha}\), since the model can be restrained. Since the tail contribution is small compared to the wing contribution (usually less than 10%), in many cases, \(C_{L\alpha}\) of the wing alone can be used. For the airplane to be analyzed later in this study, the wing \(C_{L\alpha}(4.61)\) is used.

The tail contribution to \(C_{L\alpha}\) can be estimated as,

\[
\text{Total Lift} = \text{Lift}_{\text{Wing}} + \text{Lift}_{\text{Fuselage}} + \text{Lift}_{\text{Tail}}
\]

Thus,

\[
C_{L_{\text{Total}}} = C_{L_{W}} + C_{L_{\text{Fuselage}}} + C_{L_{\text{Tail}}} \frac{S_{T}}{S_{W}} \eta_{T}
\]

The derivative of the above expression is taken to yield

* Although impossible to measure exactly, \(C_{L\alpha}\) can be approximated with a good degree of accuracy from flight test records.
$$(\frac{dC_L}{d\alpha})_{total} = C_L\alpha_w + C_L\alpha_{fuse} + \frac{dC_L}{d\alpha_t} \frac{d\alpha_t}{d\alpha} \frac{S_t}{S_w} \eta_t.$$  

Since  
\[
\alpha_t = \alpha_w - i_w + i_t - \varepsilon, \\
\frac{d\alpha_t}{d\alpha} = (1 - \frac{d\varepsilon}{d\alpha});
\]

thus,  
$$\frac{dC_L}{d\alpha} \text{total} = C_L\alpha_w + C_L\alpha_{fuse} + C_L\alpha_{tail} (1 - \frac{d\varepsilon}{d\alpha}) \frac{S_t}{S_w} \eta_t$$

The tail contribution can therefore be written as  
$$\langle \frac{dC_L}{d\alpha} \rangle_{tail} = C_L\alpha_t (1 - \frac{d\varepsilon}{d\alpha}) \frac{S_t}{S_w} \eta_t$$

Typical values of $C_L\alpha_t$ for light airplanes fall in the range of 4.0 to 7.0 per radian, depending chiefly on the type of wing used.
The stability derivative $C_{D\alpha}$ is the change in drag coefficient with varying angle of attack. Above the angle of attack for minimum drag the drag coefficient increases as the angle of attack increases; thus, $C_{D\alpha}$ is positive in sign. $C_{D\alpha}$ usually has little effect on the short period mode and has only a small effect on the phugoid mode in that a decrease in $C_{D\alpha}$ usually increases stability.

$C_{D\alpha}$ is made up of contributions from the wing, fuselage, and tail section, with the wing being by far the largest. The wing drag coefficient can be written as

$$C_D = C_{d_0} + \frac{C_L^2}{\pi e AR}$$

where

$C_{d_0} = $ profile drag coefficient

$e = \frac{1}{1 + \delta} =$ Oswald's span efficiency factor *

Thus, $C_{D\alpha}_{\text{wing}}$ is

$$C_{D\alpha}_{\text{wing}} = \frac{dC_{d_0}}{d\alpha} + \frac{2C_L}{\pi e AR} C_{\alpha}$$

For small angles of attack, $(dC_{d_0}/d\alpha)$ is usually small; however, for flight modes other than cruise, $(dC_{d_0}/d\alpha)$ could have a significant value. The wing $C_{D\alpha}$, in most cases, serves as a good approximation of the total $C_{D\alpha}$.

For fuselage angles of attack less than $10^\circ$, the fuselage $C_{D\alpha}$ can be ignored, as can the tail $C_{D\alpha}$, with good accuracy. Wind tunnel tests should actually be used to measure airplane $C_{D\alpha}$, but because the wing $C_{D\alpha}$ dominates and since the equations are relatively insensitive to changes in $C_{D\alpha}$, it is felt that $C_{D\alpha}$ can be approximated by the wing contribution. Thus,

$$C_{D\alpha} = \frac{dC_{d_0}}{d\alpha} + \frac{2C_L}{\pi e AR} C_{\alpha}$$

The value of $C_{D\alpha}$ calculated for the Cessna 182 is 0.126 per radian.

---

* A graph for estimating $(1 + \delta)$ can be found in the discussion of $C_{\alpha}$. 47
$C_m\alpha$

$C_m\alpha$ is perhaps the most important derivative related to longitudinal stability and control, since it primarily establishes the natural frequency of the short period mode and is a major factor in determining the response of the airframe to elevator motions and gusts. Usually, a large negative value of $C_m\alpha$ is desired (-0.5 to -1.0 for light airplanes), but if $C_m\alpha$ is too large, the required elevator effectiveness may become unreasonably high.

Figure 8, taken from Reference (11), shows that

\[ N = L \cos(\alpha - i_w) + D \sin(\alpha - i_w) \]
\[ C = D \cos(\alpha - i_w) - L \sin(\alpha - i_w) \]

where

\[ i = \text{incidence angle} \]
\[ t = \text{subscript which refers to the tail} \]
\[ w = \text{subscript which refers to the wing} \]

Figure 8. Forces and moments in plane of symmetry.

Neglecting $C_{Ct}$, the derivative of the pitching moment with respect to $C_L$ can be written as

\[ \frac{dC_m}{dC_L} = \frac{dC_N}{dC_L} \frac{x_a}{c} + \frac{dC_D}{dC_L} \frac{z_a}{c} + \frac{dC_{M_{\alpha,c}}}{dC_L} - \frac{dC_{N_t}}{dC_L} \frac{S_t}{S_w} \frac{\ell_t}{c} \frac{n_t}{n_{t'}} + \left( \frac{dC_m}{dC_L} \right)_{\text{fus.}} \]

Contribution of wing

\[ \frac{dC_m}{dC_L} \frac{x_a}{c} \]

Contribution of horizontal tail

\[ \frac{dC_D}{dC_L} \frac{z_a}{c} \]

Contribution of fuselage & nacelles

\[ \frac{dC_{M_{\alpha,c}}}{dC_L} \]

\[ \frac{dC_{N_t}}{dC_L} \frac{S_t}{S_w} \frac{\ell_t}{c} \frac{n_t}{n_{t'}} \]

\[ \left( \frac{dC_m}{dC_L} \right)_{\text{fus.}} \]
where
\[ C_{ma.c.} = \text{moment coefficient about aerodynamic center} \]
\[ l_t = \text{length from c.g. to horizontal tail quarter chord} \]
\[ \eta_t = q_t/q_w \]

Evaluating some of the derivatives shows that, if \( \alpha - i_w \) is small then \( \sin(\alpha - i_w) \approx (\alpha - i_w) \) and \( \cos(\alpha - i_w) \approx 1.0 \), \( C_D(\alpha - i_w)/C_{L\alpha} \) is small compared with \( (\alpha - i_w) \), and \( dC_{d\alpha}/dC_L \approx 0 \) then
\[
\frac{dC_N}{dC_L} = 1 + \frac{2C_L}{\pi eAR} (\alpha - i_w) + C_D \frac{1}{(C_{L\alpha})}\text{per radian}
\]
\[
\frac{dC_C}{dC_L} = \frac{2C_L}{\pi eAR} (\alpha - i_w) - \frac{C_L}{(C_{L\alpha})}\text{per radian}
\]

where
\[ e = \text{span efficiency factor obtained from } C_{L\alpha} \]
\[ AR = \text{wing aspect ratio} \]

Using the above equations,
\[
\frac{dC_m}{dC_L}^{\text{wing}} = \left[ 1.0 + \frac{2C_L}{\pi eAR} (\alpha - i_w)\text{radians} + \frac{C_D}{(C_{L\alpha})}\text{per radian} \right] \frac{x_a}{c}
\]
\[
+ \left[ \frac{2C_L}{\pi eAR} (\alpha - i_w)\text{radians} - \frac{C_L}{(C_{L\alpha})}\text{per radian} \right] \frac{z_a}{c}
\]
\[
\frac{dC_m}{d\alpha}^{\text{wing}} = \left[ 1.0 + \frac{2C_L}{\pi eAR} (\alpha - i_w)\text{radians} + \frac{C_D}{(C_{L\alpha})} \right] \frac{x_a}{c} C_{L\alpha}
\]
\[
+ \left[ \frac{2C_L}{\pi eAR} (\alpha - i_w)\text{radians} - \frac{C_L}{(C_{L\alpha})} \right] \frac{z_a}{c} C_{L\alpha}
\]

where \( C_{L\alpha} \) is per radian. If the c.g. is ahead of the aerodynamic center, \( x_a \) is negative (\( x_a \) = distance from c.g. to a.c.). If the c.g. position is under the wing a.c., \( z_a \) is positive (\( z_a \) = vertical distance from c.g. to a.c.).

The angle of attack of the tail is a function of the wing angle of attack, downwash, tail incidence, and wing incidence. Thus,
\[ \alpha_t = \alpha_w - \varepsilon + i_t - i_w \]

The first term of a Taylor expansion of \( C_{Nt} \) gives
\[ C_{Nt} = \left( \frac{dC_N}{d\alpha} \right)_t \alpha_t = \left( \frac{dC_N}{d\alpha} \right)_t \left( \alpha_w - \varepsilon + i_t - i_w \right) \]

Therefore,
\[
\frac{dC_{Nt}}{dC_L} = \left( \frac{dC_N}{d\alpha} \right)_t \left( \frac{d\alpha_w}{dC_L} - \frac{d\varepsilon}{dC_L} \right)
\]
The above equation can be used to write \( \frac{dC_m}{dC_L} \) as:

\[
\frac{dC_m}{dC_L} = \frac{-(dC_N/\alpha)_t}{(dC_L/\alpha)_w} \left( \frac{S_t}{S_w} \frac{l_t}{c} \frac{q_t}{q_w} \right) (1 - \frac{de}{\alpha})
\]

or,

\[
\frac{dC_m}{d\alpha}_{\text{tail}} = \frac{dC_L}{d\alpha}_t \left( 1 - \frac{de}{\alpha} \right) \frac{S_t}{S_w} \frac{l_t}{c} \eta_t
\]

Reference (19) gives the change in downwash with respect to \( \alpha \) as

\[
\frac{de}{\alpha} = 20 \frac{dC_L}{d\alpha} \left( \frac{1}{\lambda} \right)^{0.9} \frac{l_t^{0.75}}{AR^{0.25}} \frac{(\frac{S_t}{S_w})^{0.25}}{l_t^{0.25}}
\]

where

- \( \lambda = \) tip chord/root chord (use 0.67 for elliptical wing)
- \( AR = \) wing aspect ratio
- \( l_t^{\prime} = \) distance from wing quarter chord to horizontal tail quarter chord.

If the horizontal tail is located \( \pm 0.5c \) or more vertically from the centerline of the wake, a constant of 18 instead of 20 should be used.

Two methods, explained below, may be used to estimate the effects of the fuselage on \( C_{m\alpha} \). The latter method is considered the more accurate of the two but requires more calculations. The first method requires the evaluation of the equation

\[
\frac{dC_m}{d\alpha}_{\text{Fuselage}} = k_f w_f^2 \frac{l_b}{S_{wC}} \quad \text{(per radian)}
\]

or

\[
\frac{dC_m}{d\alpha}_{\text{Nacelles}}
\]

where

- \( k_f = \) empirical factor shown in Figure 9
- \( w_f = \) maximum width of the fuselage or nacelle
- \( l_b = \) length of fuselage or nacelle
The above formula, taken from TR-711 (Ref. 21), is a simple method for estimating the effect of the fuselage or nacelles on $C_{m\alpha}$.

The second method, taken from Perkins and Hage (Ref. 11), considers the fact that the variation of the fuselage longitudinal pitching moment with angle of attack is greatly affected by the upwash in front of the wing and the downwash behind the wing. The wing's induced flow has a heavy destabilizing influence on the fuselage or nacelle sections ahead of the wing and a stabilizing influence behind the wing. Thus, the location of the wing with respect to the longitudinal axis is of considerable importance. Multhopp (Ref. 22) proposes the following formula to account for this phenomenon:

$$\frac{dM}{d\alpha} = \frac{q}{36.5} \int_{0}^{b} w_f^2 \frac{d\beta}{d\alpha} dx$$

or,

$$\frac{dC_m}{d\alpha} = \frac{1}{36.5Sc} \int_{0}^{b} w_f^2 \frac{d\beta}{d\alpha} dx$$

where

$\beta$ = angle of local flow (freestream angle of attack plus the angle of the induced flow ahead of or behind the wing)

$w_f$ = fuselage width

$\lambda_b$ = length of fuselage
The equation can be integrated numerically in the manner illustrated in Figure 10.

The integration requires that the average value of \( w_f^2 \frac{d\beta}{d\alpha} \Delta x \) be found for each segment and that the individual segment parts be summed. The curve for \( d\beta/d\alpha \) versus positions ahead of the wing leading edge in percent wing chord are given in curve (a) of the following figure. For the section immediately ahead of the wing leading edge, \( d\beta/d\alpha \) rises so abruptly that integrated values are given based on the length of this segment aft of the wing chord (curve b). For the segment aft of the wing, it is assumed that \( d\beta/d\alpha \) rises linearly from zero at the root trailing edge to \( (1 - dc/d\alpha) \) at the horizontal tail a.c. In the region between the wing leading and trailing edge, \( d\beta/d\alpha \) is considered zero. It should be remembered that using the procedure above gives \( C_{m\alpha} \) per radian.
It may be desirable to include a factor which takes into account the interference effect of the fuselage or nacelle on the wing $C_{m\alpha}$. This additional contribution can be approximated by the formula below and added to the $C_{m\alpha}$ of the wing.

$$\frac{dC_m}{d\alpha} = \frac{c}{(290)(S)} (w_{L.E.} + 2 w_{Mid.} - 3 w_{T.E.})$$

where $w_{L.E.}$, $w_{Mid.}$, and $w_{T.E.}$ = widths of the fuselage at the wing leading edge, mid-chord, and trailing edge, respectively.

Thus, the total airplane $C_{m\alpha}$ can be written as the sum of the wing contribution, the fuselage contribution, and the tail contribution:

$$(C_{m\alpha})_{Airplane} = [(1.0 + \frac{2C_L}{\pi eAR} (\alpha - I_W) + \frac{C_D}{C_{L\alpha}} \frac{x_a}{c} + (\frac{2C_L}{\pi eAR} - (\alpha - I_W) - \frac{C_L}{C_{L\alpha}} \frac{z_a}{c}] C_{L\alpha}$$

$$+ (\frac{dC_m}{d\alpha})_{Fus.} - (\frac{dC_{L\alpha}}{d\alpha})_t (1 - \frac{d\epsilon}{d\alpha}) \frac{S_t \theta_t}{S_w \epsilon} \frac{\beta_t}{c} \eta_t \text{ (angles in radians and } \frac{C_{L\alpha}}{\text{per radian})}$$

A typical value for $C_{m\alpha}$ is the one associated with the Cessna 182. For the c.g. at 26% of the mean aerodynamic chord $C_{m\alpha} = -0.885$. Moving the c.g. forward produces higher negative values for $C_{m\alpha}$; moving it aft achieves less negative values. For most light airplanes, $C_{m\alpha}$ probably falls in the range of -0.5 to -1.0.
The stability derivative $C_{L\dot{\alpha}}$ is the change in lift coefficient with the rate of change of angle of attack. This derivative arises from a type of "plunging" motion along the z-axis, during which the angle of pitch, $\theta$, remains zero. For low speed flight, the derivative results primarily from the aerodynamic time lag effect at the horizontal tail, and its sign is positive. For the conventional light airplane, the horizontal tail is immersed in the downwash field of the wing some distance behind the wing. When the wing angle of attack is changed, the downwash field is also altered; however, it takes a finite length of time for the downwash alterations to reach the tail, resulting in a tail lift which lags the motion of the aircraft. $C_{L\dot{\alpha}}$ can also arise from aeroelastic effects at high speed, but these aeroelastic contributions are negligible for light aircraft.

This derivative is unimportant in a dynamic longitudinal stability analysis for light airplanes, since its effect is essentially the same as if the airplane's mass or inertia were changed about the z-axis. Many studies either neglect $C_{L\dot{\alpha}}$ by calling its effects small or fail to mention it at all because of the negligible effects.

An empirical method for calculating $C_{L\dot{\alpha}}$ can be found using the same approach that is used for $C_{m\dot{\alpha}}$. $C_{m\dot{\alpha}}$ is merely the moment resulting from the time lag of the tail lift; thus, $C_{L\dot{\alpha}}$ can be thought of as $C_{m\dot{\alpha}}$ divided by the non-dimensional moment arm $L_t$.

$$C_{L\dot{\alpha}} = \frac{-C_{m\dot{\alpha}}}{L_t} = \frac{-c}{L_t} C_{m\dot{\alpha}}$$

The negative sign is included because a positive pitching moment from the tail requires a negative lift (nose-up is a positive pitching moment). Using the equation derived for $C_{m\dot{\alpha}}$, $C_{L\dot{\alpha}}$ can be written as

$$C_{L\dot{\alpha}} = \frac{2C_L}{\chi} = 2C_{L\dot{\alpha}} \epsilon \alpha c \frac{S_t}{S_w} \eta_t$$

where

- $L_t'$ = distance between the wing quarter chord and the horizontal tail quarter chord.

A typical range of values of $C_{L\dot{\alpha}}$ for light airplanes is 1.5 to 3.0. For the Cessna 182, $C_{L\dot{\alpha}}$ was found to be 1.74.

---

* the length from the c.g. to the tail quarter chord divided by the mean aerodynamic wing chord, ($l_t'/c$).
The stability derivative $C_{D\dot{\alpha}}$ is the change in drag coefficient with rate of change of angle of attack. Like $C_{L\dot{\alpha}}$, $C_{D\dot{\alpha}}$ arises from the aerodynamic lag effect and various "dead-weight" aeroelastic effects. For airplanes in the speed and weight range of light airplanes, however, the drag variation due to both these effects is negligible. Consequently, $C_{D\dot{\alpha}}$ is taken to be zero.
The derivative \( C_{m\dot{\alpha}} \) is the change in pitching moment coefficient with respect to \( \dot{\alpha} \), the time rate of change of the angle of attack. It is quite important in longitudinal dynamics, since it is involved in the damping of the short period mode. A negative value of \( C_{m\dot{\alpha}} \) increases short period damping; thus, high negative values are desirable. This derivative is actually caused by a lag effect of the downwash at the horizontal tail of the aircraft.

War Report WR L-430 (Ref. 23) is considered to give the best derivation of an empirical formula for \( C_{m\dot{\alpha}} \) based on the lag of the downwash between the trailing edge of the wing and the horizontal tail. The downwash at the tail at the time \( t \) depends on the angle of attack of the wing at the time \( t - \frac{l^t}{U} \)

where

\[ l^t = \text{length from the quarter chord of the wing to the quarter chord of the horizontal tail} \]
\[ \frac{l^t}{U} = \text{lag time of the downwash} \]

The angle of attack of the tail, \( \alpha_t \), can be written as

\[ \alpha_t = \alpha_w - \varepsilon - i_w + i_t \]

For a given maneuver, the angle of attack can be written as a function of time, \( \alpha = f(t) \). Thus, expanding the downwash in a Taylor series and ignoring second order terms, the downwash can be written as a function of \( (t - \Delta t) \) as

\[ \varepsilon = \frac{\partial \varepsilon}{\partial \alpha} f(t - \Delta t) \]

where

\[ \Delta t = \frac{l^t}{U} \]

As a simplifying technique, \( f(t - \Delta t) \) can be expanded in a Taylor series as

\[ f(t - \Delta t) = f(t) - \Delta t f'(t) + \frac{(\Delta t)^2}{2} f''(t) - \frac{(\Delta t)^3}{6} f'''(t) + ... \]

Thus,

\[ \varepsilon = \varepsilon_\alpha \{ \alpha - \Delta t \dot{\alpha} + \frac{(\Delta t)^2}{2} \ddot{\alpha} - \frac{(\Delta t)^3}{6} \dddot{\alpha} + ... \} \]

A quantity \( s \) is now introduced to non-dimensionalize \( \dot{\alpha} \), where

\[ s = \frac{2U_t}{c} \]
Therefore, $\dot{\alpha}$ can be expressed as
\[
\dot{\alpha} = \frac{2U}{c} \frac{d\alpha}{ds} = \frac{2U}{c} \frac{d\alpha}{d\left(\frac{2U}{c} + t\right)}
\]
and $\ddot{\alpha}$ can be expressed as
\[
\ddot{\alpha} = \frac{4U^2}{c^2} \frac{d^2\alpha}{d\left(\frac{2U}{c} + t\right)^2}
\]
The downwash can now be written in terms of $\alpha$ as
\[
\varepsilon = \varepsilon_\alpha \left\{ \alpha - 2 \frac{\sqrt{l_T}}{c} \frac{d\alpha}{d\left(\frac{2U}{c} + t\right)} + \frac{(2 \frac{\sqrt{l_T}}{c})^2}{2} \frac{d^2\alpha}{d\left(\frac{2U}{c} + t\right)^2} - \ldots \right\}
\]
The equation for $\alpha_T$ can now be written, with the above equation substituted for the downwash, as
\[
\alpha_T = \alpha_w - i_w + i_t - \varepsilon_\alpha \left\{ \alpha - \frac{2\sqrt{l_T}}{c} \frac{d\alpha}{ds} + \frac{(2 \frac{\sqrt{l_T}}{c})^2}{2} \frac{d^2\alpha}{ds^2} - \ldots \right\}
\]
Since $\alpha$ and $\alpha_w$ refer to the same angle of attack,
\[
\alpha_T = \alpha(1 - \varepsilon_\alpha) + i_t - i_w + \varepsilon_\alpha \frac{2\sqrt{l_T}}{c} \frac{d\alpha}{ds} - \varepsilon_\alpha \frac{(2 \frac{\sqrt{l_T}}{c})^2}{2} \frac{d^2\alpha}{ds^2} - \ldots
\]
Since $C_{m_\alpha}$ results from the lag of the downwash at the tail, only the tail contribution to the pitching moment must be considered when $C_{m_\alpha}$ is derived. The part of the pitching moment coefficient contributed by the tail can be written as
\[
C_m = -C_{L_{\alpha_T}} \eta_t \frac{l_t}{c} \frac{S_t}{S_w} \alpha_T
\]
where
\[
l_t = \text{distance from c.g. to } \frac{1}{4} \text{ chord of tail}
\]
Since $C_m$ is a function of tail angle of attack, the expression derived above for $\alpha_T$ can be substituted into the $C_m$ formula to yield
\[
C_m = -C_{L_{\alpha_T}} \eta_t \frac{l_t}{c} \frac{S_t}{S_w} \left\{ \alpha(1 - \varepsilon_\alpha) + \varepsilon_\alpha \frac{2\sqrt{l_T}}{c} \frac{d\alpha}{ds} - \varepsilon_\alpha \frac{(2 \frac{\sqrt{l_T}}{c})^2}{2} \frac{d^2\alpha}{ds^2} + \ldots \right\}
\]
The partial derivative of $C_m$ with respect to $d\alpha/ds$ can now be expressed as
\[
\frac{\partial C_m}{\partial \left(\frac{d\alpha}{ds}\right)} = -C_{L_{\alpha_T}} \varepsilon_\alpha \frac{l_t}{c} \frac{S_t}{S_w} \left(\frac{2\sqrt{l_T}}{c}\right) \eta_t
\]
or

\[ C_{m\alpha} = \frac{\partial C_m}{\partial \left( \frac{2U}{c} \alpha \right)} = -2C_L a_t \left( \frac{L}{c} \frac{L^2}{c^2} \right) \frac{S_t}{s_w} n_t \]

It should be noted that the above formula agrees with the one developed in Perkins and Hage (Ref. 11), except for the manner in which \( \alpha \) is non-dimensionalized. It should also be pointed out that \( C_{m\alpha} \) can be found from the above equation by merely differentiating with respect to \( d^2\alpha/ds^2 \). In general, however, angular accelerations are considered small when linearized equations of motion are used and there are only small disturbances from equilibrium. Thus, for light airplanes, \( C_{m\alpha} \) would not be of great importance.

A typical range of \( C_{m\alpha} \) for a light airplane is \(-3.0\) to \(-7.0\). For the Cessna 182, \( C_{m\alpha} \) was calculated at \(-5.24\).
The stability derivative $C_{Lq}$ represents the change in airplane lift with varying pitching velocity while the angle of attack of the airplane as a whole remains constant. Contributions are made by both the wing and horizontal tail, but the tail is by far the more important. The general consensus is that $C_{Lq}$ plays only a minor part in estimating the longitudinal response of the aircraft.

Volume V of Aerodynamic Theory by Durand (Ref. 24) explains the physical phenomena associated with $C_{Lq}$. Figure 12 shows that an airplane flying with velocity $U$ in a circular flight path of radius $R$ and center $O$ has an angular velocity, $d\theta$, such that $U = R(d\theta/dt)$ and $\alpha$ is constant.

![Figure 12. Pitching at constant $\alpha$.](image)

For small perturbations, $(d\theta/dt) = q$ (Appendix A). If the airplane c.g. is traveling with velocity $U$ while the airplane is rotating with angular velocity $q$, the direction of motion of any point on the tail, distance $l_t$ behind the c.g., makes an angle $\tan^{-1}(q l_t/U)$ with the direction of motion of the c.g. Provided $q l_t$ is not too large compared to $U$, the effective incidence of the tail is increased by approximately $q l_t/U$ radians.

The wing contribution to $C_{Lq}$ can be explained in much the same way. The change in angle of attack of the wing (measured at the aerodynamic center) is

$$\Delta \alpha = -q \frac{x_{c.g.} - x_{a.c.}}{U}$$

where

- $x_{c.g.} = \text{distance to the c.g.}$
- $x_{a.c.} = \text{distance to the a.c.}$

This expression indicates that there is a reduction in lift if the c.g. is behind the a.c. and an increase if the c.g. is in front of the a.c. For a c.g. very near the a.c., the wing contribution is negligible; however, the wing contribution increases as the distance between the c.g. and a.c. increases. It is felt that, for light airplanes, the fuselage contribution to $C_{Lq}$ is smaller than that of the wing; thus, it is neglected here.
A theoretical derivation of $CL_q$ can be obtained from WR L-430 (Ref. 23) by modifying the $C_{mq}$ derivation to be discussed later. At the horizontal tail, the angle of attack is increased $\lambda_t \hat{\theta}/U$ by pitching. The total lift coefficient is, therefore, increased by the amount

$$\Delta C_L = \frac{\lambda_t \hat{\theta}}{U} C_{L_{\alpha_t}} \frac{S_t}{S_w} \eta_t$$

where

$$C_{L_{\alpha_t}} = \text{tail lift curve slope}$$

The following expression is used as a non-dimensionalizing technique.

$$\hat{\theta} = \frac{2U}{c} \left( \frac{c\hat{\theta}}{2U} \right)$$

Thus,

$$\Delta C_L = \frac{\lambda_t}{U} \frac{2U}{c} \frac{c\hat{\theta}}{2U} C_{L_{\alpha_t}} \frac{S_t}{S_w} \eta_t$$

Differentiating with respect to $(c\hat{\theta}/2U)$

$$\frac{\partial C_L}{\partial c\hat{\theta}/2U} \bigg|_{\text{tail}} = \frac{2\lambda_t}{c} C_{L_{\alpha_t}} \frac{S_t}{S_w} \eta_t$$

or

$$\frac{\partial C_L}{\partial (c\hat{\theta})/2U} \bigg|_{\text{tail}} = \frac{2\lambda_t}{c} C_{L_{\alpha_t}} \frac{S_t}{S_w} \eta_t$$

The wing contribution can be obtained similarly by substituting the distance from the c.g. to the wing quarter chord * for the distance $\lambda_t$. Thus,

$$\frac{\partial C_L}{\partial (c\hat{\theta})/2U} = 2 \frac{x'}{c} C_{L_{\alpha}}$$

where

$$x' = \text{distance from c.g. to wing quarter chord}$$

(positive for c.g. ahead of quarter chord, negative for c.g. behind quarter chord)

$C_{L_{\alpha}} = \text{wing lift curve slope}$

* At this point it is assumed that the a.c. of the wing is very near the wing quarter chord; therefore, the quarter chord is used as the reference.
The airplane $C_{Lq}$ becomes

$$C_{Lq} = \frac{\partial C_L}{\partial (CG)} \bigg|_{wing} + \frac{\partial C_L}{\partial (CG)} \bigg|_{tail} = 2 \frac{x}{c} C_L + 2 \frac{l_t}{c} C_L + \frac{S_t}{S_w} n_t$$

For the Cessna 182 aircraft investigated later in the paper, the c.g. is located very near the quarter chord and the wing contribution is therefore neglected. The value of aircraft $C_{Lq}$ was calculated to be 3.9.
The stability derivative $C_{Dq}$ is the change in drag of the airplane with varying pitching velocity while the angle of attack of the airplane as a whole remains constant. This derivative has contributions from both the wing and the fuselage but both contributions are very small. In all of the literature for subsonic flight, $C_{Dq}$ is ignored because it is really unimportant in analyzing flight dynamics and very small in magnitude. $C_{Dq}$ for the Cessna 182 is taken to be 0.
The change in pitching moment coefficient due to a change in pitching velocity constitutes the stability derivative \( C_{mq} \). If an airplane has a positive pitch rate with a constant angle of attack (flying a curved flight path), the angle of attack at the tail is increased, thereby adding more positive lift to the tail and creating a moment to oppose the pitching motion. For this reason, the derivative is sometimes referred to as the "pitch damping" derivative and is usually negative. The wing contribution to \( C_{mq} \) either opposes or increases the pitching motion, depending on the c.g. location (see discussion of \( CL_q \)); however, this is relatively insignificant compared to the tail contribution. The fuselage contribution is always neglected for light airplanes.

This particular derivative is very important in longitudinal dynamics because it plays a major role in the damping of the short period mode and a minor role in phugoid damping. High negative values of \( C_{mq} \) (-10.0 to -15.0) usually insure good short period damping for light airplanes.

\[ C_{mq} \text{ can be considered a sum of moments due to the component parts of } CL_q. \text{ Consequently,} \]

\[
C_{mq\text{tail}} = \frac{3C_m}{\partial (CL_q/2U)} \bigg|_{\text{tail}} - \frac{\partial C}{\partial (CL_q/2U)} \bigg|_{\text{tail}}
\]

(The negative sign appears because \( C_{mq\text{tail}} \) is always negative, while \( CL_q\text{tail} \) is always positive) and

\[
C_{mq\text{wing}} = \frac{3C_m}{\partial (CL_q/2U)} \bigg|_{\text{wing}} - \frac{\partial C}{\partial (CL_q/2U)} \bigg|_{\text{wing}}
\]

where

\[ |x'| = \text{distance from c.g. to wing quarter chord (always positive).} \]

The sign of \( C_{mq\text{wing}} \) is opposite that of \( CL_q\text{wing}; \) thus, \(|x'| \) is used instead of \( x' \). When the a.c. in front of the c.g., \( CL_q\text{wing} \) is negative but \( C_{mq\text{wing}} \) is positive. The total \( C_{mq} \) is

\[
C_{mq} = - \frac{2x'}{c^2} |x'| CL_q - \frac{2\ell_t^2}{c^2} CL_\alpha t S_t S_w \eta_t
\]

where

\[ x' = \text{distance from c.g. to wing quarter chord (positive for c.g. ahead of quarter chord, negative for c.g. behind quarter chord.} \]

\[ |x'| = \text{magnitude of } x' \]

The value of \( C_{mq} \) calculated for the Cessna 182 is -12.43.
The change in lift coefficient due to elevator deflection is the stability derivative \( CL_{\delta E} \). Since downward deflection of the elevator is defined as positive, producing a positive lift, \( CL_{\delta E} \) is normally positive in sign. Many erroneously consider this derivative to be the same as the change in equilibrium lift coefficient with respect to elevator deflection, in which the elevator deflection causes a change in the angle of attack, resulting in wing and tail lift changes. For the derivative \( CL_{\delta E} \), the elevator angle is the only quantity which can change; thus, the angle of attack as well as all other angles must remain the same. \( CL_{\delta E} \) does not appear in the characteristic equation of the aircraft, but it does appear in the numerator of the transfer functions; it therefore affects the gain of a particular transfer function.

For a conventional aircraft with the horizontal tail mounted an appreciable distance aft of the center of gravity, \( CL_{\delta E} \) is small, approximately 0.1 to 0.2 per radian. For light airplanes with relatively large tails, \( CL_{\delta E} \) may take on values between 0.3 and 0.5 per radian.

NACA TR-791 (Ref. 25) mentions that \( CL_{\delta E} \) is usually obtained from wind tunnel data; however, an empirical relation from Reference (11) can be used to approximate \( CL_{\delta E} \):

\[
CL_{\delta E} = \frac{dCL_t}{d\delta_E} \frac{d\alpha_t}{d\alpha_t}
\]

where

\[
(dCL_t)/(d\alpha_t) = \text{lift curve slope of the tail}
\]

and \( d\alpha_t/d\delta_E \) is plotted as a function of elevator area divided by tail area (Figure 13), where \( S_E/S_t = 1.0 \) for all moveable tail.

![Figure 13. Elevator effectiveness.](image)

The derivative can be estimated more exactly by using the two-dimensional data available in Reference (19) and merely correcting for aspect ratio. The data presented are for the 0009 airfoil and are useful, therefore, for most light airplanes (Figures 14 and 15). Dommash (Ref. 19) mentions that the data
given for the NACA 0009 airfoil with a plain flap illustrate the principles involved and are not intended as exact engineering design data; however, the data should give results well within the satisfactory requirements.

Figure 14. Flap effectiveness parameter versus flap-airfoil chord ratio for NACA 0009 airfoil with plain, unsealed flap and 0.005c gap.

Figure 15. Change in lift coefficient (with constant angle of attack) versus flap deflection for several values of flap-airfoil chord ratios. NACA 0009 airfoil with plain, unsealed flap and 0.005c gap.
The two-dimensional values of $C_{L\delta E}$ found above can be changed to $C_{L\delta E}$ corrected for aspect ratio using the correction procedure given in Reference (10) for flapped wings:

$$C_{L\delta E} = C_{L\alpha t} \frac{C_{L\alpha t}}{C_{L\alpha t}} \frac{(\alpha_0')C_{L}}{(\alpha_0')C_{L}} K_b$$

where

- $C_{L\delta E} =$ section lift curve increment due to flap (elevator) deflection (this derivative should not be confused with the rolling moment coefficient appearing in the lateral dynamics).
- $C_{L\alpha t} =$ lift curve slope of tail without flap deflected (3-D).
- $C_{L\alpha t} =$ section lift curve slope of basic airfoil.
- $\frac{(\alpha_0')C_{L}}{(\alpha_0')C_{L}} =$ ratio of 3-D flap effective parameter to the 2-D flap effectiveness parameter obtained from the figure below as a function of wing (tail) aspect ratio and the theoretical value of $(\alpha_0')C_{L}$. The theoretical value is also given as a function of flap chord to airfoil chord.
- $K_b =$ flap-span factor which is $\approx 1.0$ for elevator horizontal tail surface for light airplanes.

![Figure 16. Flap chord factor.](image-url)
For most light airplanes, \((\alpha_\delta)_{CL}/(\alpha_\delta)_{C_L} \approx 1.0 \text{ to } 1.1\); \(C_{L\alpha t}\) and \(C_{\delta\alpha t}\) can be estimated using the procedures enumerated for \(C_{L\alpha}\), and \(C_{L\delta E}\) can be estimated using the graphs for the 0009 airfoil. The formula for \(C_{L\delta E}\) based on wing area can then be written as

\[
C_{L\delta E} = C_{L\delta E} \left[ \frac{C_{L\alpha t}}{C_{\delta\alpha t}} \right] \left[ \frac{(\alpha_\delta)_{CL}}{(\alpha_\delta)_{C_L}} \right] \frac{S_t}{S_w} \eta_t
\]

or, since \((\alpha_\delta)_{CL}/(\alpha_\delta)_{C_L}\) is approximately 1.05 for most light aircraft,

\[
C_{L\delta E} = (1.05) C_{L\delta E} \frac{C_{L\alpha t}}{C_{\delta\alpha t}} \frac{S_t}{S_w} \eta_t.
\]

The value of \(C_{L\alpha E}\) calculated for the Cessna 182 is 0.427.
The change in drag coefficient due to a change in elevator angle is the control surface stability derivative $C_{D\delta E}$. For an elevator of reasonable size, the total airplane drag does not change appreciably with elevator deflection. For this reason, $C_{D\delta E}$ is often neglected. The characteristic equation of the aircraft is not a function of $C_{D\delta E}$; thus, $C_{D\delta E}$ affects only the gain of the particular transfer such as $u/\delta E$.

Probably the best method of estimating $C_{D\delta E}$ is to perform wind tunnel tests on a particular aircraft model; however, if wind tunnel testing is not feasible, $C_{D\delta E}$ can be approximated by using data from wind tunnel tests which have already been performed. NACA TR-688 (Ref. 26) discussed the aerodynamic characteristics of several horizontal tails. Using the figures below and the appropriate graphs, $C_{D\delta E}$ can be estimated. Five tail shapes from NACA TR-688 were chosen for inclusion in this analysis. To estimate $C_{D\delta E}$, the tail surface which is most like the one in question should be used. The numerical value of $C_{D\delta E}$ can be taken from plots of $C_D$ versus $\alpha$ for different elevator deflections for each tail surface; however, the values of $C_{D\delta E}$ must be multiplied by $S_t/S$ so that $C_{D\delta E}$ will be based on wing area.

Figure 17. Five tail surfaces selected from NACA TR-688 (Ref. 26).
### Table 8. Dimensional characteristics for horizontal tails.

<table>
<thead>
<tr>
<th>Tail Surface</th>
<th>AR</th>
<th>Span (in.)</th>
<th>$S_T$ (sq. in.)</th>
<th>$S_E$ (sq. in.)</th>
<th>$C_T$ (in.)</th>
<th>Test U (fps)</th>
<th>Test $R_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.4</td>
<td>155</td>
<td>7015</td>
<td>2450</td>
<td>45.25</td>
<td>88.0</td>
<td>1,960,000</td>
</tr>
<tr>
<td>2</td>
<td>3.1</td>
<td>23.6</td>
<td>181</td>
<td>68</td>
<td>7.68</td>
<td>110.0</td>
<td>448,000</td>
</tr>
<tr>
<td>3</td>
<td>4.3</td>
<td>39.4</td>
<td>361</td>
<td>81</td>
<td>9.15</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>4</td>
<td>4.3</td>
<td>39.4</td>
<td>361</td>
<td>117</td>
<td>9.15</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>5</td>
<td>4.3</td>
<td>39.3</td>
<td>356</td>
<td>162</td>
<td>9.06</td>
<td>-----</td>
<td>-----</td>
</tr>
</tbody>
</table>

*Figure 18. Drag coefficient against angle of attack at various elevator deflections for tail surface 1.)*

*Figure 19. Drag coefficient against angle of attack at various elevator deflections for tail surface 2.*
Figure 20. Drag coefficient against angle of attack at various elevator deflections for tail surface 3.

Figure 21. Drag coefficient against angle of attack at various elevator deflections for tail surface 4.

Figure 22. Drag coefficient against angle of attack at various elevator deflections for tail surface 5.
The stability derivative $C_{m\delta_E}$ is the change in pitching moment coefficient with changes in elevator deflection, usually referred to as "elevator power" or "elevator effectiveness." If $C_{m\delta_E}$ and the maximum deflection of the elevator are known, the maximum rotation moment which the tail can exert can be estimated. It must be remembered that $C_{m\delta_E}$ is evaluated without allowing the airplane to rotate or any other parameters to change; thus, $C_{m\delta_E}$ is really the moment produced by $C_{L\delta_E}$.

The primary function of the elevator is to control the angle of attack of the airplane in equilibrium flight or in maneuvering flight. Depending on the maximum allowable forward center of gravity travel, the horizontal tail is designed to give enough tail power in all flight conditions to control the aircraft. If the needed tail or elevator size is entirely unreasonable, the desired c.g. travel may have to be limited. For all practical purposes the maximum practical $C_{m\delta_E}$ determines the maximum forward center of gravity travel.

Since a positive elevator deflection is defined as down, a positive elevator deflection gives a negative pitching moment contribution, making the sign of $C_{m\delta_E}$ negative. A desirable value of $C_{m\delta_E}$ cannot be stated in general for all aircraft because each case must be analyzed separately. For most light aircraft, however, $C_{m\delta_E}$ should have a value between -0.75 and -2.0.

The numerical value of $C_{m\delta_E}$ can be obtained by multiplying $C_{L\delta_E}$ by the distance from the c.g. to the tail quarter chord divided by the wing mean aerodynamic chord:

$$C_{m\delta_E} = \frac{-\alpha t}{c} C_{L\delta_E}$$

The negative sign appears because $C_{L\delta_E}$ is positive and $C_{m\delta_E}$ must be negative, as discussed above. For the Cessna 182, $C_{m\delta_E}$ was calculated to be -1.28. In the experimental case used for this study, there is a contribution to $C_{m\delta_E}$ due to the moments about the a.c. of the horizontal tail; however, this contribution is so small it is usually neglected.
The stability derivative $C_{y\beta}$ is the change in side force caused by a variation in sideslip angle. When the airframe has a positive sideslip, $\beta$, the relative wind strikes the wing, fuselage, and vertical tail obliquely from the right, resulting in a negative side force. The major contribution to $C_{y\beta}$ comes from the vertical tail, with a smaller contribution from the fuselage and a nearly negligible contribution from the wing. This derivative contributes to the damping of the Dutch Roll mode; thus, large negative values of $C_{y\beta}$ might seem desirable. Large negative values of $C_{y\beta}$, however, may create a large time lag in the airplane's response and cause it to react sluggishly to the pilot's commands.

In estimating values for $C_{y\beta}$, force-test data for the design in question should be used, if possible. According to TR-1098 (Ref. 27), interference effects are so large that a generalized formula would not be completely satisfactory. Instead, a method of correcting data of a similar design for use in analyzing the design in question is recommended. A more recent publication, Datcom (Ref. 10), probably gives the most accurate method, since interference effects based on experimental results are included.

The wing contribution to $C_{y\beta}$ is small, on the order of $\alpha^2$ (angle of attack in radians), so its accurate estimation is not vital to the total $C_{y\beta}$. For swept wings, TN-1581 (Ref. 28) gives the following formula for $C_{y\beta}$ of the wing:

$$ (C_{y\beta})_{\text{wing}} = C_{L}^2 \frac{6 \tan \Lambda \sin \Lambda}{\pi AR(AR + 4 \cos \Lambda)} \text{ (per radian)} $$

For zero sweep ($\Lambda = 0^\circ$), $(C_{y\beta})_{\text{wing}}$ is equal to zero. TR-1098 (Ref. 27) states that the above formula is not satisfactory in practice and that no correction of $(C_{y\beta})_{\text{wing}}$ is necessary for similar designs since this contribution is so small. The method in Datcom (Ref. 10) gives the effect of wing dihedral on $C_{y\beta}$ as follows:

$$ (C_{y\beta})_{\text{wing}} = -0.0001 |\Gamma| \text{ per degree}, $$

where $\Gamma$ is in degrees.

The fuselage contribution is greater than that of the wing and may be estimated by a method adapted from Datcom (Ref. 10). The basic relation is

$$ (C_{y\beta})_{\text{fus}} = -K_i \left( C_{L\alpha} \right)_{\text{fus}} \left( \frac{\text{Body Reference Area}}{S_W} \right), $$

where

$$ \text{Body Reference Area} = \left( \text{fuselage volume} \right)^{2/3}, $$

$$ K_i = \text{wing-fuselage interference factor} \text{ obtained from the graph below}, $$
\[ z_w = \text{distance from body centerline to quarter-chord point of exposed wing root chord (positive for the quarter-chord point below the body centerline),} \]

\[ d = \text{maximum body height at wing-body intersection}. \]

Figure 23. Values for wing-fuselage interference factor.

TR-540 (Ref. 9) gives values of \((C_{Lq})_{\text{fus}}\) as 0.0525 per radian for round fuselages and 0.1243 per radian for rectangular fuselages. Observation of these
Data indicates that, for most conventional light aircraft, the value of \( (C_{\gamma \beta})_{fus} \) is small.

The vertical tail is the most important contributor to \( C_{\gamma \beta} \), and \( (C_{\gamma \beta})_{\text{tail}} \) is used in the calculation of tail effects on many of the other lateral stability derivatives. TR-1098 (Ref. 27) gives the following formula for adapting \( (C_{\gamma \beta})_{\text{tail}} \) of a similar model to the design under consideration:

\[
[(C_{\gamma \beta})_{\text{tail}}]_{\text{design}} = [(C_{\gamma \beta})_{\text{tail}}]_{\text{data}} \frac{[(C_{L_{\alpha}})_{\text{tail}} S_{\text{tail}}]_{\text{design}} S_{\text{data}}}{[(C_{L_{\alpha}})_{\text{tail}} S_{\text{tail}}]_{\text{data}} S_{\text{design}}}
\]

The subscript "design" refers to the new configuration, and the subscript "data" refers to the configuration for which \( (C_{\gamma \beta})_{\text{tail}} \) is already known. Datcom (Ref.10) presents probably the most comprehensive method of obtaining \( (C_{\gamma \beta})_{\text{tail}} \) yet developed. In this method, the following formula is shown:

\[
(C_{\gamma \beta})_{\text{tail}} = -k (C_{L_{\alpha}})_{V} (1 + \frac{\frac{q_{V}}{\alpha}}{q}) \frac{q}{S_{V}}
\]

The value of \( (C_{L_{\alpha}})_{V} \) must be determined, using the effective aspect ratio of the vertical tail, to convert the two-dimensional lift-curve slope to the three-dimensional value. The importance of this approach is stressed in WR L-487 (Ref. 29), in which data of free-flight tests show that, for vertical tails of the same area, with the aspect ratio increased from 1.0 to 2.28, effectiveness increases 67%. The value of \( k \), an empirical factor, may be obtained from the following graph as a function of the ratio of the ratio of vertical tail span to fuselage diameter in the tail region, \( (b_{V}/2r_{1}) \).

![Graph showing values for k as a function of the ratio of vertical tail span to fuselage diameter in the tail region.](image)

**Figure 24.** Values for \( k \) as a function of the ratio of vertical tail span to fuselage diameter in the tail region.
The value of the combination sidewash and dynamic pressure ratio parameter for zero sweep is the empirically-derived expression,

$$(1 + \frac{\partial \alpha}{\partial \beta}) \frac{q_v}{q} = .724 + 1.53 \left(\frac{s_v}{s_w}\right) + .4 \frac{z_w}{d} + .009 (AR),$$

where

$z_w =$ distance, parallel to z-axis, from wing root quarter-chord point to fuselage centerline,

d = maximum diameter of fuselage.

A comparison of calculated values of this parameter (using the above formula) with tested values indicates that the average error is less than five percent. Putting together each of the components, the following formula from Datcom (Ref. 10) for total $C_{Y_B}$ results:

$$(C_{Y_B})_{total} = - K_i \left( C_{L\alpha} \right)_{fus} \left( \frac{\text{Body Reference Area}}{S_w} \right) + .0001 | \Gamma |$$

$$- k \left( C_{L\alpha} \right)_{fus} (1 + \frac{\partial \alpha}{\partial \beta}) \frac{q_v}{q} \frac{s_v}{s_w}.$$

Incorporating the above formula and the characteristics of a typical light airplane yields $C_{Y_B} = -.31$ per radian, which seems to be a typical value.
The stability derivative $C_{\beta}$, normally referred to as the "effective dihedral derivative," is the change in rolling moment coefficient caused by variation in sideslip angle. In popular usage, a "positive dihedral effect" means a negative value of $C_{\beta}$. During aircraft sideslipping, the rolling moment produced is the result of wing dihedral effect and the moment resulting from the vertical tail center of pressure located above the equilibrium x-axis. For most conventional configurations, the value of $C_{\beta}$ is negative; however, this value can easily be adjusted by changing the amount of built-in wing dihedral.

$C_{\beta}$ is quite important to lateral stability, since it aids in damping both the Dutch Roll mode and the spiral mode. For favorable Dutch Roll damping characteristics, small negative values of $C_{\beta}$ are desired, but for improved spiral stability, large negative values are necessary. A compromise is thus in order, as indicated in TN-1094 (Ref. 30), which shows that best general flight behavior is obtained when the effective dihedral angle is approximately $2^\circ$.

In actual practice, $C_{\beta}$ is usually not determined analytically because of the large errors involved as compared with force-test data on the design in question. If possible, force-test data should be used to determine the amount of wing dihedral, thus determining the value of $C_{\beta}$. An analytical approach for straight and level flight ($\beta = \psi$) is given in Perkins and Hage (Ref. 11) for calculating $C_{\beta}$ of the total aircraft. This formula is given below, followed by a discussion of methods for obtaining each component:

$$(C_{\beta})_{\text{total}} = (C_{\beta})_w + (C_{\beta})_v + (\Delta C_{\beta})_1 + (\Delta C_{\beta})_2 + (C_{\beta})_w, \Gamma = 0$$

From Perkins and Hage, the wing dihedral contribution to $C_{\beta}$ is

$$(C_{\beta})_w = \frac{C_{\beta}}{\Gamma} \Gamma + (\Delta C_{\beta})_{\text{tip shape}}$$

The effect of wing tip shape on the value of $\Delta C_{\beta}$ is shown below.

**Maximum Ordinates**

<table>
<thead>
<tr>
<th>On Upper Surface</th>
<th>( \Delta C_{\beta} = -0.002 )</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>On Mean Lines</th>
<th>( \Delta C_{\beta} = 0.0 )</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>On Lower Surfaces</th>
<th>( \Delta C_{\beta} = 0.002 )</th>
</tr>
</thead>
</table>

Figure 25. Effect of wing tip shape on $C_{\beta}$ per radian.
The value of \((C_{\beta B}/\Gamma)\) for a particular aspect ratio and taper ratio may be obtained from the following graph.

![Figure 26. Values for \((C_{\beta B}/\Gamma)\) for various aspect and taper ratios.](image)

A theoretical study for unswept, elliptical wings with zero dihedral is presented in TR-1269 (Ref. 31), producing the following equation for wing contribution to \(C_{\beta B}\):

\[
(C_{\beta B})_w = C_L \left[ - \frac{16}{3\pi^2 AR} + 0.05 \right] \text{ per radian}
\]

Also presented is a revised formula, which considers changes in taper ratio:

\[
(C_{\beta B})_w = C_L \left[ - \frac{k(0.71 \lambda + 0.29)}{AR \lambda} + 0.05 \right] \text{ per radian}
\]

where

- \(k = 1.0\) for straight wing tips
- \(k = 1.5\) for round wing tips

If the vertical tail is located above the longitudinal axis, the vertical tail contribution is easily calculated from computation of the normal force caused by sideslip. Thus,

\[
(C_{\beta V})_V = -a_v \frac{S_v z_v}{S_w b_w} \eta_v = - (C_{\eta B})_V \frac{z_v}{k_v}
\]

where

- \(z_v\) = distance from the center of pressure of the vertical tail to the airplane's x-axis (positive for vertical tail above the x-axis).
Most studies on this subject consider two interference effects on the vertical tail—wing-fuselage and wing-vertical tail interference—both influenced by the wing's location. These effects are tabulated in Perkins and Hage, as shown in Table 9.

<table>
<thead>
<tr>
<th>Wing-fuselage (ΔClB)_1</th>
<th>Wing-vertical Tail (ΔClB)_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Wing</td>
<td>-.0006</td>
</tr>
<tr>
<td>Mid Wing</td>
<td>0</td>
</tr>
<tr>
<td>Low Wing</td>
<td>.0008</td>
</tr>
</tbody>
</table>

Table 9. Values for interference effects on the vertical tail per radian.

Typical values of ClB range from -.03 to -.12 per radian.
The stability derivative $C_{n\beta}$, often called the "weathercock" or static directional derivative, is the change in yawing moment coefficient resulting from a change in sideslip angle. Physically, $C_{n\beta}$ is the result of the airframe sideslipping, with the relative wind striking it obliquely, causing a yawing moment about the center of gravity. The vertical tail, fuselage, and wing contribute to $C_{n\beta}$, with the vertical tail the dominant factor. For positive sideslip, the vertical tail causes a positive yawing moment; thus, $C_{n\beta}$ is usually positive, even though the fuselage contribution is normally negative. The wing contribution is usually positive, but quite small compared to that of the vertical tail and fuselage.

The value of $C_{n\beta}$ determines primarily the Dutch Roll natural frequency and affects the spiral stability of the aircraft. It is generally agreed that values of $C_{n\beta}$ as high as practically possible are desirable for good flying qualities. Values for $C_{n\beta}$ should be obtained from force-test data for the model in question where possible.

At present, two analytical methods of calculating total $C_{n\beta}$ appear most complete. The first is that presented in Perkins and Hage (Ref. 11) for straight, level flight ($\beta = -\psi$). The value of $C_{n\beta}$ for the total plane can be obtained from the composite formula,

$$(C_{n\beta})_{\text{total}} = (C_{n\beta})_w + (C_{n\beta})_{\text{fus}} + (C_{n\beta})_v + \Delta_1 C_{n\beta} + \Delta_2 C_{n\beta}$$

Perkins and Hage also give a value for $(C_{n\beta})_w$ as

$$(C_{n\beta})_w = 0.00006 (\Delta \theta)^{1/2} \text{ per degree}$$

For unswept wings, TM-906 (Ref. 32) gives

$$(C_{n\beta})_w = \frac{C_L^2}{4\pi AR} \text{ per radian}$$

This formula is modified in TN-1581 (Ref. 28) for sweep, by the following relation:

$$(C_{n\beta})_w = C_L^2 \left[ \frac{1}{4\pi AR} - \frac{\tan \Lambda}{\pi AR (AR + 4 \cos \Lambda)} (\cos \Lambda - \frac{AR}{2} - \frac{AR^2}{8 \cos \Lambda}) \right]
+ 6 \left( \frac{\kappa_1 \sin \Lambda}{c} \right) \text{ per radian}$$

where

$\kappa_1 = \text{longitudinal distance rearward from c.g. to wing aerodynamic center}$
A value of \((C_{n_{B}})^{\text{fus}}\) can be obtained from Perkins and Hage by use of

\[
(C_{n_{B}})^{\text{fus}} = \frac{-0.96}{57.3} \frac{K_{B}}{S_{S}} \frac{s}{b_{w}} \left( \frac{l_{b}}{h_{2}} \right)^{1/2} \left( \frac{w_{2}}{w_{1}} \right)^{1/3}
\]

The value of \(K_{B}\), an empirical constant, can be obtained from the following graph as a function of fineness ratio and c.g. location. The distance from the nose to the c.g. is \(d\); \(S_{S}\) is the body side area. The other variables are shown below.

![Graph](image)

**Figure 27.** Empirical constant \(K_{B}\) as a function of fineness ratio and c.g. location.

Perkins and Hage also present the following formula for vertical tail contribution to \(C_{n_{B}}\):

\[
(C_{n_{B}})^{V} = a_{V} \frac{S_{v}}{b_{V}} \frac{\ell_{V}}{d_{w}} \eta_{V}
\]

The value of \(a_{V}\), lift-curve slope of vertical tail, is determined by using the effective aspect ratio, which is calculated

\[
A_{e} = 1.55 \frac{b_{V}^{2}}{S_{v}}
\]

The value of \(a_{V}\) can now be obtained from the following graph for a particular value of \(A_{e}\). This value is based on a conventional, low horizontal tail configuration; therefore, for designs significantly different, one is referred to Datcom (Ref. 10) for an alternate method of finding \(A_{e}\).
The vertical tail efficiency factor, $\eta_v$, is also needed for the design in question. Two interference factors must be determined to complete the calculation of total $C_{n_B}$. The first of these, $\Delta_1C_{n_B}$, is the wing-fuselage interference factor, a function of wing location. The following chart is used to determine its value.

<table>
<thead>
<tr>
<th>WING POSITION</th>
<th>$\Delta_1C_{n_B}$ PER DEGREE</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Wing</td>
<td>.0002</td>
</tr>
<tr>
<td>Mid Wing</td>
<td>.0001</td>
</tr>
<tr>
<td>Low Wing</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 10. Values for $\Delta_1C_{n_B}$ as a function of wing location.

The second interference factor, $\Delta_2C_{n_B}$, is the result of sidewash at the vertical tail caused by wing-fuselage interference. Its value may be determined from the following graph as a function of wing position and maximum fuselage height.
Now that each of the components has been determined, the value for total $C_{nB}$, using the method of Perkins and Hage, can be evaluated. They indicate that a $C_{nB} \geq 0.0005 (\sqrt{W}/b)$ is necessary for adequate directional stability.

The second method of obtaining total $C_{nB}$ is presented in Datcom (Ref. 10) where a wing-fuselage correction is added to the vertical tail contribution, resulting in

$$(C_{nB})_{\text{total}} = - K_n \frac{\text{Body Side Area}}{S_W} \frac{b_Y}{b_W} - (C_{y_B})_{\text{tail}} \frac{b_Y}{b_W}$$

The interference factor, $K_n$ (per degree), may be determined from the following graph as a function of aircraft geometry and Reynolds Number.
Figure 30. Empirical interference factor, $K_n$, as a function of aircraft geometry and Reynolds Number.
The value of \((C_{yb})_{tail}\) may be obtained from the discussion of the stability derivative \(C_{yb}\) in the present study.

For light aircraft, typical values of \(C_{nB}\) seem to range from 0.03 to 0.12 per radian.
The stability derivative $C_{yp}$ is the change in side force resulting from rolling velocity, with the vertical tail the main contributor, even though, for some configurations, the wing may make a significant contribution. The rolling velocity, $p$, creates an effective angle of attack on the tail, which, in turn, produces a side force. The sign of $C_{yp}$ may be either positive or negative. It is relatively insignificant and commonly neglected.

In TN-1581 (Ref. 28), a completely theoretical approach, the following formula for $C_{yp}$ of the wing is presented:

$$C_{yp} = C_L \frac{AR + \cos \Lambda}{AR + 4 \cos \Lambda} \tan \Lambda$$

For zero sweepback, this formula gives $C_{yp} = 0.0$, which agrees with other theoretical treatments. From wind tunnel tests on wings alone, TR-968 (Ref. 33) adds $C_L/AR$ to the above formula to account for wing tip suction, resulting in

$$C_{yp} = C_L \left[ \frac{AR + \cos \Lambda}{AR + 4 \cos \Lambda} \tan \Lambda + \frac{1}{AR} \right]$$

This reduces to $C_{yp} = C_L/AR$ for zero sweepback, which does not appear small enough to be considered negligible.

The wing contribution is usually minor compared to the vertical tail contribution. From NASA MEMO 4-1-59L (Ref. 34), using a theoretical method of discrete-horseshoe-vortices, with the horizontal tail in the mid-position, a value of $(C_{yp})_{tail}$ is $(-0.8)[b_V/(b/H/2)]$ for the vertical tail contribution. Also, in TR-1566 (Ref. 35), a formula for tail contribution is

$$(C_{yp})_{tail} = (C_L \alpha)_{vert} \frac{S_V}{S_w} \left[ -\frac{2}{b_w} (z_V \cos \alpha - k_V \sin \alpha) + \left(\frac{\alpha}{\beta(2U)}\right)_{av} \right]$$

where

$z_V = \text{height of vertical tail center of pressure above the longitudinal axis}$

$\sigma = \text{sidewash angle at the vertical tail}$

The ratio $(\alpha/\beta(pb/2U))_{av}$ is the average effect of sidewash on the vertical tail and can be obtained from the following graph as a function of angle of attack and vertical tail to semispan ratio for a wing with aspect ratio in the vicinity of 6.
Figure 31. Estimation of average sidewash angle at the vertical tail with wing aspect ratio equal to 6.

In TR-1098 (Ref. 27), the relation for tail contribution is

\[
(C_{yp})_{tail} = 2 \left( \frac{z_v}{b_w} - \left( \frac{z_v}{b_w} \right)_{\alpha = 0} \right) (C_{y\beta})_{tail}
\]

which seems quite small for cruise at an angle of attack near zero.

Datcom (Ref. 10) also presents a method for calculating $C_{yp}$, but, for conventional light aircraft with zero wing sweep, it appears that $C_{yp}$ is very near zero. The following formula is taken from this work:

\[
C_{yp} = \frac{C_y}{C_L} \left( \frac{(\Delta C_{yp})_{T}}{(C_L)_{T} = 0} \right) C_{lp}
\]

The following graphs, which have been adapted from Datcom for light aircraft, show $(C_{yp}/C_L)$ as a function of wing sweep and taper ratio, and $[(\Delta C_{yp})_{T}/(C_{lp})_{T=0}]$ as a function of dihedral angle.
Figure 32. Values for \( \frac{C_{yp}}{C_L} \) as a function of wing sweep and taper ratio.

Figure 33. Values for \( \frac{(\Delta C_{yp})_\Gamma}{(C_{lp})_\Gamma = 0} \) as a function of dihedral angle.

TN-4066 (Ref. 36), which uses flight measurements to determine stability derivatives, states that, in practice, \( C_{yp} \) may lie between 0.3 and -0.3. Using this range of \( C_{yp} \), the other stability derivatives were calculated, with \( C_{yp} \) showing a small effect only on \( C_{Yp} \) and \( C_{nD} \). Thus, it appears that \( C_{yp} = 0.8 \) is probably as accurate an estimate as is necessary.
The stability derivative $C_{g\beta}$, the roll damping derivative, is the change in rolling moment coefficient due to variation in rolling velocity. For a positive roll, $C_{g\beta}$ is the result, primarily, of an increase in lift on the down moving wing and a decrease in lift on the up moving wing, thus creating a moment which opposes the motion of the roll. This moment is negative, making $C_{g\beta}$ negative in sign. The wing, horizontal tail, and vertical tail contribute to $C_{g\beta}$, with the wing the dominant factor for airframes with conventional-size tails. $C_{g\beta}$ is the principal determinant of the damping-in-roll characteristics of the aircraft.

The basic wing contribution to $C_{g\beta}$ may be found from the graph below as a function of aspect and taper ratio for a wing with zero or small sweep, a lift coefficient of zero, and lift curve slope of $2\pi$. For swept wings, the reader is referred to TR-1098 (Ref. 27), from which this figure was adapted.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{wing_contribution.png}
\caption{Wing contribution to $C_{g\beta}$ for wing with zero or small sweep.}
\end{figure}

The present study assumes a linear lift curve slope with no correction for non-linearities in lift coefficient. In order to use Figure 34 to calculate wing $C_{g\beta}$ for lift curve slopes other than $2\pi$, several means of correcting the data must be considered. TN-1839 (Ref. 37) presents the following method:

\begin{equation}
(C_{g\beta})_{\omega} = (C_{g\beta})_{\omega} = 2\pi \text{rad} \left[ \frac{AR + 4 \cos \Lambda}{2\pi} \frac{AR}{(a_\phi)_{\omega}} + \frac{4}{AR + 4 \cos \Lambda} \right],
\end{equation}

which, for zero sweep, reduces to

\begin{equation}
(C_{g\beta})_{\omega} = (C_{g\beta})_{\omega} = 2\pi \text{rad} \left[ \frac{AR + 4}{2\pi (a_\phi)_{\omega}} \frac{AR}{(a_\phi)_{\omega}} + \frac{4}{AR + 4} \right].
\end{equation}
The effect of wing dihedral on $C_{Lp}$ is considered by TN-1732 (Ref. 38) in a correction for wing $C_{Lp}$; however, since most light aircraft have dihedral of seven degrees or less, this correction appears quite small. The drag contribution to wing $C_{Lp}$ is given in TN-1924 (Ref. 39), for swept wings with elliptic-chord distribution, by the following formula:

$$(C_{Lp})_{wing} = (C_{Lp})_{(a_0)w} - \frac{1}{8} \frac{C_L^2}{\pi AR \cos^2 \Lambda} \left[ 1 + 2 \sin^2 \Lambda \frac{AR + 2 \cos \Lambda}{AR + 4 \cos \Lambda} \right] - \frac{1}{8} C_D,$$

which reduces, for zero sweep, to the following relation:

$$(C_{Lp})_{wing} = (C_{Lp})_{(a_0)w} - \frac{1}{8} \left( \frac{C_L^2}{\pi AR} + C_D \right) = (C_{Lp})_{(a_0)w} - \frac{1}{8} C_D,$$

where

$C_D = \text{experimentally determined drag coefficient}.$

Thus, for an aircraft with a linear lift curve slope, small dihedral, and zero sweep, the following formula for wing $C_{Lp}$ results:

$$(C_{Lp})_{wing} = \left[ (C_{Lp})_{a_0} = 2\pi \right] \left[ \frac{AR + 4}{2\pi (a_0)_{AR} + 4} \right] - \frac{1}{8} C_D.$$

By considering the horizontal tail as an isolated airfoil, the basic value for $(C_{Lp})_h$ may also be determined from Figure 34 as a function of horizontal tail aspect ratio, taper ratio, and amount of sweep. This procedure is the same as that for calculating the wing contribution; thus, $(C_{Lp})_h$ must be corrected for lift curve slope other than $2\pi$. The value obtained is scaled down by the method of TR-1098 (Ref. 27):

$$(C_{Lp})_h = 0.5 \frac{S_h}{S_w} \left( \frac{b_h}{b_w} \right)^2 (C_{Lp})_{a_0} = 2\pi / \text{rad} \left[ \frac{AR + 4 \cos \Lambda}{2\pi (a_0)_{AR} + 4 \cos \Lambda} \right].$$

The factor 0.5 is included to account for the flow rotation at the tail caused by the wing; $\Lambda$ is the amount of sweep of the horizontal tail. The horizontal tail is assumed to have negligible dihedral.

The vertical tail contribution to $C_{Lp}$ is also given in TR-1098 (Ref. 27):

$$(C_{Lp})_v = 2 \left( \frac{z_v}{b_w} \right)^2 (C_{\beta} \text{tail}),$$

or

$$(C_{Lp})_v = 2 \left( \frac{z_v}{b_w} \right) \left[ \frac{z_v}{b_w} - \left( \frac{z_v}{b_w} \right) \alpha = 0^\circ \right] (C_{\beta} \text{tail}),$$

where $z_v =$ height of center of pressure of vertical tail above the x-axis (different for each angle of attack).
From these formulas, it is obvious that the vertical tail contribution is negligible at low angles of attack. A much more elaborate formula for estimating vertical tail contribution is given in TN-2587 (Ref. 40), but because of the relative unimportance of this contribution to total $C_{lp}$, that method is not included.

In summary, for an aircraft with zero sweep a value for total $C_{lp}$ may be obtained by simply adding the various contributions as follows:

$$(C_{lp})_{total} = [(C_{lp})_{ao} = 2\pi] \left[ \frac{AR + 4}{(\alpha_0)w} \right] - \frac{1}{8} C_D$$

$$+ 0.5 \frac{Sh}{S_w} (\frac{b}{b_w})^2 \mid (C_{lp})_{ao=2\pi} \left[ \frac{AR + 4}{(\alpha_0)_h} \right]$$

$$+ 2.0 \left( \frac{z_v}{b_w} \right) \left( \frac{z_v}{b_w} - (\frac{z_v}{b_w})_{ao = 0} \right) (C_{\beta})_{tail}.$$  

An adaptation from TN-1309 (Ref. 41) for various sideslip angles is

$$(C_{lp})_{total} = [(C_{lp})_{total}]_{\beta = 0} \cos^2 \beta \quad .$$

Typical values of $C_{lp}$ range from -.25 per radian to -.60 per radian.
The stability derivative $C_{np}$ is the change in yawing moment caused by rolling, with the wing and vertical tail the main contributors. For a positive roll, the produced yawing moment is a result of the unsymmetrical lift distribution causing increased drag on the left wing and decreased drag on the right wing and is, therefore, negative. The vertical tail contribution may be either positive or negative, depending on tail geometry, angle of attack, and sidewash from the wing. Dutch Roll damping is influenced by $C_{np}$ in that the larger its negative value, the less Dutch Roll damping. Therefore, a positive $C_{np}$ is desired.

Using an elliptical lift distribution, Perkins and Hage (Ref. 11) give the following formula for $C_{np}$:

$$(C_{np})_w = -\frac{CL}{8}.$$ 

The results of wind tunnel testing on a wing with $AR = 5.16$, $\lambda = 1.0$, and $0^\circ$ wing sweep is reported in TR-968 (Ref. 33). The resulting formula for $(C_{np})_w$, by a curve fit, is

$$(C_{np})_w = -.043 CL - .0044$$

for $0 < CL < 1.05$. This report shows that, for large $CL$ (in the stall region), $C_{np}$ reverses signs, and large positive values are obtained. This same trend occurs at smaller $CL$ when sweepback is encountered. Below is a formula for use with sweepback, from TN-1581 (Ref. 28).

$$(C_{np})_w = CL \frac{AR + 4}{AR + 4 \cos \lambda} \left[ 1 + 6\left(1 + \frac{\cos \lambda}{AR}\right)^{\frac{\tan^2 \lambda}{12}} \right] \left(\frac{C_{np}}{CL}\right)_\lambda = 0^\circ$$

The ratio $(C_{np}/CL)_\lambda = 0^\circ$ as a function of aspect ratio and taper ratio may be obtained from the following figure.

![Figure 35. Values of $(C_{np}/CL)$ for zero sweep.](image-url)
TN-2587 (Ref. 40) explains, through the following formula, how the vertical tail contribution to $C_{n_p}$ is influenced by sidewash variations:

$$(C_{n_p})_V = 57.3 \frac{S_V}{S_w} \frac{1}{b_w} (z_V \sin \alpha + l_V \cos \alpha)[\frac{2}{b_w} (z_V \cos \alpha - l_V \sin \alpha) - (\frac{\partial \sigma_1}{\partial \beta} + \frac{\partial \sigma_2}{\partial \beta})].$$

Values for $\partial \sigma_1/\partial (\beta/2U)$, effect of wing sidewash, as a function of $(h_t/b_w/2)$, may be obtained from the following graph, reproduced from TN-2332 (Ref. 42), for wings with aspect ratios in the vicinity of six, where $h_t$ is the distance from the wing centerline to the center of pressure of the vertical tail (positive above the wing centerline).

![Figure 36. Effect of wing sidewash on vertical tail.](image)
The effect of fuselage sidewash, \( \sigma_2/[(\theta(pb/2U)] \), may be determined from the following formula adapted from TN-2587 (Ref. 40):

\[
\frac{\partial \sigma_2}{\partial \theta} = 9.30 \left( \frac{\Delta h}{b_w} \right)^2 \left( \frac{3}{b_w} \right),
\]

where

\[
\frac{\Delta h}{b_w} = \frac{z_v - (z_v \cos \alpha - l_v \sin \alpha)}{b_w}.
\]

For zero angle of attack, this sidewash factor reduces to zero and is quite small for low angles of attack. With these factors, a value of \( (C_{n_p})_v \) can be determined and added to the wing contribution to yield total \( C_{n_p} \):

\[
(C_{n_p})_{\text{total}} = (C_{n_p})_w + (C_{n_p})_v
\]

Typical values for \( C_{n_p} \) range from -.01 per radian to -.10 per radian.
The stability derivative $C_{yr}$ is the change in side force resulting from a change in yawing velocity. As the airframe undergoes a positive yaw, an effective positive side force develops on the vertical tail, which is the dominant contributor to $C_{yr}$. Since this force is normally small, $C_{yr}$ usually has a small positive value.

The wing contribution is normally negligible, as indicated by TN-1669 (Ref. 43), which is the result of wind tunnel tests on rectangular wings with zero sweep and aspect ratio of 5.16. The following formula is produced by curve-fitting the data of this report, which gives $(C_{yr})_w$ as a function of lift coefficient for an angle of attack below the stall region:

$$(C_{yr})_w = 0.143 \, CL - 0.05.$$

The tail contribution may be estimated by the formula below from TR-1098 (Ref. 27) which gives $(C_{yr})_{tail}$ as a function of the values for $(C_{y\beta})_{tail}$ or $(C_{n\beta})_{tail}$ discussed in connection with the stability derivative $C_{y\beta}$ in the present study:

$$(C_{yr})_{tail} = -2 \frac{\partial}{\partial \beta} (C_{y\beta})_{tail},$$

or

$$(C_{yr})_{tail} = 2 (C_{n\beta})_{tail}.$$

For wind tunnel tests of a model oscillating in yaw, TR-1130 (Ref. 44) indicates that much larger values for $C_{yr}$ are obtained than from other testing methods. These results are presented graphically in Figure 37, including fuselage, wing, and tail effects. The fuselage effects are relatively large and negative in sign.
Figure 37. Values for fuselage, wing, and tail contributions to $C_{Yr}$.

TN-4066 (Ref. 36), which utilizes flight test data to calculate stability derivatives, indicates that $C_{Yr}$ could range from -0.3 to 0.3 without showing any significant effects on the other stability derivatives. This helps demonstrate the insignificance of $C_{Yr}$ to the lateral stability of light aircraft.
The change in rolling moment due to variation in yawing velocity constitutes the stability derivative $C_{lr}$. The wing provides the major contribution, with the vertical tail having a minor effect. When there is a positive yaw rate, the left wing moves faster than the right wing, producing more lift on the left wing and, consequently, a positive rolling moment. The tail contribution may be either positive or negative, depending on tail geometry and angle of attack of the airplane. Although $C_{lr}$ has little effect on Dutch Roll damping, it is quite important to the spiral mode. For spiral stability, it is desirable that $C_{lr}$ be as small a positive number as possible.

The wing contribution to $C_{lr}$ is presented in TR-589 (Ref. 45) as a function of lift coefficient by the following formulas:

$$ (C_{lr})_{\text{wing}} = C_l/3 \text{ for rectangular lift distribution}, $$

or

$$ (C_{lr})_{\text{wing}} = C_l/4 \text{ for an elliptical lift distribution}. $$

In TN-1669 (Ref. 43), the results of wind tunnel tests of a NACA 0012 airfoil of aspect ratio 5.16 and zero sweep indicate that $(C_{lr})_{\text{wing}} = C_l/4$ agrees with experimental data for lift coefficients below the stall regime. The wing contribution to $C_{lr}$ as a function of aspect ratio, taper ratio, and sweep angle is presented in Figure 38, adapted from Datcom (Ref. 10).

![Figure 38](image-url)
The minor contribution of the vertical tail to $C_{\ell_r}$ may be calculated from the formula below from TN-1984 (Ref. 46):

$$(C_{\ell_r})_{\text{tail}} = -2 \frac{\ell_v}{b_w} \frac{z_v}{b_w} (C_{\ell_B})_{\text{tail}},$$

or

$$(C_{\ell_r})_{\text{tail}} = -2 \frac{\ell_v}{b_w} (C_{\ell_B})_{\text{tail}}.$$  

By adding the wing and vertical tail contributions, total $C_{\ell_r}$ may be determined.

Typical values of $C_{\ell_r}$ range from .04 per radian to .12 per radian.
$C_{n_r}$

$C_{n_r}$, commonly known as the yaw damping derivative, is the change in yawing moment due to variation in yawing velocity. As the airframe undergoes a positive $r$, a yawing moment which opposes the motion is produced. This moment consists of contributions from the wing, fuselage, and vertical tail, all of which are negative in sign. TN-1080 (Ref. 47) states that the vertical tail contributes about 70% to 90% of $C_{n_r}$ for conventional designs. The derivative $C_{n_r}$ is the main contributor to the damping of the Dutch Roll mode and also plays a significant role in determining spiral stability, making it vital to lateral stability. For best effects in each of these modes, large negative values of $C_{n_r}$ are desired.

The wing contribution to $C_{n_r}$ as a function of lift and drag coefficients is given in TR-1098 (Ref. 27) by the following relation:

$$(C_{n_r})_{\text{wing}} = C_L^2 \left[ \frac{(\Delta C_{n_r})_1}{C_L^2} \right] + C_{D_0} \left[ \frac{(\Delta C_{n_r})_2}{C_{D_0}} \right].$$

Originally presented in TN-1581 (Ref. 28), this formula is the result of simple sweep theory with strip integration; consequently, $[(\Delta C_{n_r})_1/C_L^2]$ and $[(\Delta C_{n_r})_2/C_{D_0}]$ are functions of sweep, taper ratio, and aspect ratio. For wings with zero sweep and aspect ratio greater than five, however, these terms are constant at the following approximate values:

$$\frac{(\Delta C_{n_r})_1}{C_L^2} = -0.020,$$

and

$$\frac{(\Delta C_{n_r})_2}{C_{D_0}} = -0.30.$$

With these restrictions, the above formula reduces to

$$(C_{n_r})_{\text{wing}} = -0.02 C_L^2 - 0.3 C_{D_0}.$$

The graph that follows from TN-1669 (Ref. 43) shows, for a rectangular wing, the close agreement between the above theory and experimental data for wing contribution to $C_{n_r}$.
This graph points out the relative insignificance of wing contribution to $C_{nr}$. The tail contribution to $C_{nr}$ is presented in TR-1098 (Ref. 27), as follows:

$$(C_{nr})_{tail} = 2 \left( \frac{l_v}{b_w} \right)^2 (C_{y\beta})_{tail};$$

Blakelock (Ref. 18) treats this contribution as,

$$(C_{nr})_{tail} = -2 \frac{S_v}{S_w} \left( \frac{l_v}{b_w} \right)^2 (C_{L\alpha})_v \eta_v.$$

The vertical tail efficiency factor, $\eta_v$, compensates for the interference between the fuselage and the vertical tail. When there is no interference, $\eta_v$ is equal to one. Total $C_{nr}$ is then determined by adding the wing and vertical tail contributions, since the fuselage contribution is negligible.

Another approach to calculating total $C_{nr}$ is free-oscillation tests, as presented in WR L-387 (Ref. 48). These tests on a mid-wing airplane include effects of wing, fuselage, and vertical tail on $C_{nr}$. The wing contribution is calculated as

$$(C_{nr})_{wing} = -0.33 \left( \frac{1 + \frac{3}{2} \lambda}{2 + 2 \lambda} \right) C_D + 0.02 \left( 1 - \frac{AR - 6}{13} - \frac{1 - \lambda}{2.5} \right) C_L^2,$$

which, for an aspect ratio of six and taper ratio of one, seems to agree closely with the previous formula for wing contribution. WR L-387 (Ref. 48) also
states that the fuselage contribution often ranges from -.003 to -.006, small enough to be neglected. The vertical tail contribution from Reference (48) is

$$(C_{n_T})_{tail} = -2 \left( \frac{k_v}{D_W} \right) (C_{n_B})_{tail}.$$ Combining these two formulas, the result is the empirical expression below, showing $C_{n_T}$ for a conventional, mid-wing airplane:

$$C_{n_T} = -2 \left( \frac{k_v}{b_w} \right) (C_{n_B})_{tail} - \left[ .33 \left( \frac{1 + \frac{3}{2} \frac{\lambda}{\sqrt{\rho}}}{\sqrt{\rho}} \right) C_{D_0} + .02 \left( 1 - \frac{AR - 6}{13} - \frac{1 - \lambda}{2.5} \right) C_{L}^2 \right].$$

Typical values of $C_{n_T}$ for general aviation aircraft range from -.05 per radian to -.14 per radian.
The stability derivative $C_{y\delta_A}$ is the change in side force coefficient with variation in aileron deflection. For most conventional light aircraft, this derivative is zero; however, for an airframe with low aspect ratio and highly swept wings, it may have a value other than zero.
The stability derivative $C_{l \delta_A}$, known as the aileron effectiveness or "aileron power", is the variation in rolling moment coefficient with change in aileron deflection. Since left aileron down is defined as positive, a positive deflection produces a rolling moment to the right, which is also positive, making $C_{l \delta_A}$ positive. Desirable values of $C_{l \delta_A}$ are given in terms of the wing tip helix angle ($\phi_b/2U$) for a full aileron deflection. For light aircraft, this range is normally from 0.07 to 0.08 radians. In Perkins and Hage (Ref. 11), strip integration can be used to evaluate $C_{l \delta_A}$ as,

$$C_{l \delta_A} = \frac{2CL_{\alpha}}{S_w b_w} \int_{a}^{b} c_y \, dy.$$

Figure 40. Illustration of strip integration.

In order to integrate, the chord, $c$, as a function of the spanwise distance, $y$, must be known. For straight, tapered wings, this relationship is

$$c = c_R \left[ 1 - \frac{y}{b_w/2} (1 - \lambda) \right],$$

where

$$c_R = \text{root chord}.$$

The value of $\tau$ may be obtained from the following graph as a function of aileron chord to wing chord ratio.
The method of strip integration presented above is seldom used in practice because of large errors incurred in assuming a discontinuous lift distribution. In reality, the lift distribution adjusts to the aileron deflection quickly but smoothly. This being the case, the value of $C_{L}\Delta A$ is normally found from the spanwise load distribution data as presented in TR-635 (Ref. 49). These data are reproduced below for $(C_{L}\Delta A/\tau)$ as a function of the extent of the unit antisymmetrical angle of attack.

![Graph showing values for $C_{L}$ as a function of $c_{a}/c_{w}$ and $\tau$.]

**Figure 41.** Values for $\tau$ as a function of aileron chord to wing chord ratio.

![Graph showing values for $(C_{L}\Delta A/\tau)$ as a function of the extent of unit antisymmetrical angle of attack.]

**Figure 42.** Values for $(C_{L}\Delta A/\tau)$ as a function of the extent of unit antisymmetrical angle of attack.
A value of \( \frac{C_{l\delta_A}}{\tau} \) is obtained from Figure 42 by first using the distance from the body centerline to the outboard edge of the aileron divided by the wing semispan to get a value, from which is subtracted a value obtained by using the distance from the body centerline to the inboard edge of the aileron divided by the wing semispan. The value of \( \frac{C_{l\delta_A}}{\tau} \) from the graph is multiplied by a value of \( \tau \) from the preceding graph to give \( C_{l\delta_A} \) per radian.

Typical values of \( C_{l\delta_A} \) range from 0.1 to 0.25 per radian.
The stability derivative $C_{n\delta A}$, the change in yawing moment coefficient with variation in aileron deflection, results from the difference between drag on the up and down ailerons. Since a positive deflection is with the aileron on the left wing down, $C_{n\delta A}$ is usually negative, even though it is heavily dependent on the position and size of the ailerons and the angle of attack of the airframe. A negative value for $C_{n\delta A}$ is known as "adverse yaw coefficient due to ailerons" because it is the result of initial yawing of the airframe in a direction opposite that desired for a turn. Thus, the desired value of $C_{n\delta A}$ is either zero or a very small positive value.

To compute a value for $C_{n\delta A}$, a formula, adapted partially from Datcom (Ref. 10), is

$$C_{n\delta A} = 2K C_L C_{\delta A}.$$  

Here, $\delta_A$ is again positive for left aileron down and right aileron up, with $K$ being an empirical factor obtained from the following graph.

$$\eta = \frac{\gamma \eta}{b_w/2} = \frac{\text{spanwise distance from centerline to the inboard edge of the control surface}}{\text{semispan}}$$

![Figure 43. Empirical factor K as a function of \( \eta \) for taper ratio = 0.5.](image)
Typical values of $C_{n\delta A}$ range from $-0.004$ to $-0.09$ per radian.
The stability derivative $C_{Y\delta R}$ is the change in side force resulting from rudder deflection. For a positive rudder deflection, or rudder toward the left wing, a positive side force results; hence, the value of $C_{Y\delta R}$ is positive.

For an airplane without autopilot, the effect of $C_{Y\delta R}$ is relatively unimportant to lateral stability and often is assumed equal to zero.

In Etkin (Ref. 50), the following formula for estimating $C_{Y\delta R}$ is set forth:

$$C_{Y\delta R} = a_v \, \tau \, \frac{S_v}{S_w},$$

where

- $a_v =$ lift curve slope of the vertical tail (calculated as shown in discussion of $C_{nB}$),
- $\tau =$ a function of rudder area to vertical tail area ratio as found from the graph below.
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Figure 45. Values for $\tau$ as a function of rudder area to vertical tail area ratio.

Typical values of $C_{Y\delta R}$ range from .12 per radian to .24 per radian.
The stability derivative $C_{l\delta_R}$ is the variation in rolling moment coefficient with change in rudder deflection. Because the rudder is normally located above the x-axis, a positive rudder deflection (rudder to the left) causes a positive rolling moment, making $C_{l\delta_R}$ positive. This value may possibly be negative for an unusual airframe configuration or an abnormal angle of attack. For conventional light aircraft, this derivative is of only minor importance and is usually neglected.

The following formula adapted from Etkin (Ref. 50) may be used to determine $C_{l\delta_R}$:

$$C_{l\delta_R} = a_v \tau \frac{S_v}{S} \frac{z_v}{b_w}$$

where

$z_v =$ distance from the x-axis to aerodynamic center of the vertical tail

The value of $\tau$ may be obtained from the graph below as a function of rudder area to vertical tail area ratio.

Figure 46  Values for $\tau$ as a function of rudder area to vertical tail area ratio.
The stability derivative \( C_{n\delta R} \) is the variation in yawing moment coefficient with a change in rudder deflection. Also known as the "rudder power," this derivative is negative, since a positive rudder deflection toward the left wing creates a negative yawing moment.

Perkins and Hage (Ref. 11) give

\[
C_{n\delta R} = -a_v \tau \frac{S_v}{S_w} \frac{b_v}{b_w} n_v
\]

The value of \( \tau \) may be obtained from the following graph for a particular rudder area to vertical tail area ratio.
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**Figure 47.** Values for \( \tau \) as a function of rudder area to vertical tail area ratio.

The value of \( C_{n\delta R} \) is normally on the order of -.06 per radian but may vary greatly, depending on the airframe configuration. Power has a great effect on \( C_{n\delta R} \), as seen in the following graph from TR-781 (Ref. 51) for a single engine plane with propeller rotating to the right, flying at a speed of 111 miles per hour.
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**Figure 48.** Effect of aircraft power on \( C_{n\delta R} \).
POWER EFFECTS

Although the primary function of a propulsion system is to overcome airplane drag, the location of the system with respect to aerodynamic surfaces may influence some aerodynamic parameters and, ultimately, aircraft stability. Thus, as wing loadings increase, more pronounced power effects are to be expected. The literature indicates that analytical determination of power effects for light aircraft is, at best, an approximation. Many references suggest only the origin of a particular effect and estimate only its order of magnitude. The following will discuss the significant reports dealing with power, the characteristic changes to be expected in longitudinal and lateral stability due to power application, and the analytical procedure given in Datcom (Ref. 10) for estimating the effects of power on longitudinal stability.

Power effects for light aircraft can usually be classified as 1) direct propeller effects and 2) slipstream effects, with more accurate estimation possible for propeller than for slipstream effects. Since the engine is directly in front of the horizontal and vertical tails, the slipstream effects on single engine aircraft may be more difficult to predict than those on twin or multi-engine aircraft, especially in the lateral mode. The lack of documentation on ways to predict analytically the effects of power on lateral stability bears out this conclusion.

The need for higher-powered aircraft during World War II led to considerable interest in effects of power on aircraft stability. WR L-710 (Ref. 102) indicates that power has a significant influence on both the longitudinal and lateral stability and control characteristics. Using this report, one concludes that power applied to single-engine, low-wing models decreases longitudinal stability and effective dihedral. Directional stability and rudder and elevator effectiveness were usually increased by applications of power. At the same time, the report warns that power-on wind tunnel tests should be used to predict actual flight stability and control, lest the researcher be misled by theoretical data.

NACA TR-690 (Ref. 103) is a report of the effects of propeller operation on the flow about eight wind tunnel models. A tabulation of downwash angles, the dynamic pressures at the tail, and the pitching-moment contribution of the propeller and the wing is presented. TR-941 (Ref. 104) correlates some pertinent experimental data on power effects obtained during the War Years. It gives semiempirical procedures to predict power-on longitudinal stability characteristics with flaps undeflected, and agrees well with experimental data.

In two Technical Notes, 1339 (Ref. 105) and 1379 (Ref. 106), Hagerman discusses the effects of power on the longitudinal and lateral stability of a single-engine, high-wing airplane model. He found that, for longitudinal stability, power greatly increased the lift increments and the tail-off lift curve slope while, in general, it decreased the stability of the model for all three flap configurations tested. For lateral stability, application of power had no effect on the effective dihedral, with the flap neutral; however, with both single and double slotted flaps deflected, power increased the effective dihedral. The directional stability of the entire model was increased except with flaps neutral at low lift coefficients. Rudder effectiveness was decreased.
with flaps neutral and double slotted flaps deflected and increased with single slotted flaps deflected. Trim changes caused by power were small, indicating good control. TN 1327 (Ref. 107) on lateral stability, written about the same time as Hagerman's work, reveals that power decreased the dihedral effect regardless of the flap condition, increased the directional stability, and increased overall lateral stability as lift coefficient was increased.

The problem of power effects also justified the investigation undertaken in TN 1474 (Ref. 108), which sought to off-set power effects by using an unsymmetrical tail on the single-engine airplane. Although the tests and analyses showed that extreme asymmetry in the horizontal tail indicated a reduction in power effects on the longitudinal stability, the "practical" arrangement tested did not show marked improvement. Three years after the asymmetric investigation, a dynamic free-flight study of dynamic longitudinal stability as influenced by static stability measured in wind-tunnel force tests under conditions of constant thrust and constant power was undertaken. (Ref. 109) The results agreed with previous studies that the longitudinal "steadiness" of airplanes is affected to a much greater extent by changes in constant-thrust static margin than by changes in constant-power static margin.

TN D-3726 (Ref. 110), a recent report directly related to light aircraft, discusses the effects of power on the landing configuration stick-fixed and stick-free static longitudinal stability for the aircraft (including both twin and single engine aircraft) with the most pronounced power effects. When the power was cycled from approach to maximum at an airspeed of 80 knots the pilot had to push with a force of approximately eight pounds to counter the resulting nose-up pitch. This characteristic also presented a problem when the power was being reduced in the landing phase. For light aircraft, power effects caused by propeller slipstream can become quite large. At a speed of 110 knots, approximately 10 degrees of rudder and 90 pounds of force was required to maintain heading when changing power from maximum to idle. This was considered excessive by the pilot.

Another recent paper (Ref. 111) on light aircraft gives methods for analyzing power-on static longitudinal stability. The methods are similar to those given in Datcom (Ref. 10); however, the paper also describes how power effects can be analyzed using airplane stick force, elevator deflection, and neutral points. The method utilizes a point-to-point calculation technique for each speed or load factor variation from trim.

In 1969 and 1970, NASA investigated longitudinal and lateral stability characteristics of both a light single engine and a light twin engine aircraft in a full scale tunnel (Refs. 112 and 113). These investigations were carried out for several conditions of power, as indicated by the extensive data in each report. These two reports may be used either to obtain a rough estimate or to help verify the exactness of analytical procedures for estimating power effects on aircraft similar to those investigated.

Although the literature mentioned above may give the general trends for power effects, analytical techniques are often hard to find, cumbersome to use, and inaccurate. For the present, Datcom (Ref. 10) probably gives the best analytical procedures for predicting power effects. They are extensions from those of Perkins and Hage (Ref. 11), among others (Refs. 114 and 115), with improvements added where possible. Datcom's methods of estimating power effects on lift and
pitching moment variation with angle of attack are summarized below. Curves of both $\Delta C_L$ and $\Delta C_m$ versus $\alpha$ can be plotted for several flight conditions using these procedures; thus, $C_{L\alpha}$ and $C_{m\alpha}$ due to power can be evaluated. Scrutiny of the present discussion points out that the estimation of power effects deals only with static longitudinal stability. It would seem that an approximation of power effects for the dynamic derivatives could be achieved by estimating the change in $n \frac{\partial T}{\partial \alpha}$ with power, computed analytically in a similar manner to that given below, and using this corrected value. Some of the methods given can also be used to estimate lateral stability derivative changes with power. For example, $(C_{N\alpha})_p$ is analogous to $(C_{V\psi})_p$ or $(-C_{Y\beta})_p$ for cruising flight and could be used to estimate $(C_{V\psi})_p$ or $(C_{Y\beta})_p$. When approached from the engineering viewpoint, similar methods could also be used in determining slipstream effects on the vertical tail.

Again the reader should remember that, at best, analytical prediction of power effects is crude.

**Lift Increment Due to Propeller Thrust**

$$(\Delta C_L)_T = nC_T \sin \alpha_T$$

where

$n = \text{number of engines}$

$\alpha_T = \text{thrust axis angle of attack to free stream in degrees}$

**Lift Increment Due to Propeller Normal Force**

$$(\Delta C_L)^{\text{prop}} = \frac{nN}{qS_w} \cos \alpha_T = nf(C_{N\alpha})_p(\alpha_p) \left( \frac{S_p}{S_w} \right) \cos \alpha_T \text{ (per radian)}$$

where $\alpha_p = \text{angle between local airstream and thrust in degrees}$

$S_p = \text{propeller disc area}$

$f = \text{propeller inflow factor}$

$(C_{N\alpha})_p = \text{propeller normal-force derivative at $T'_c = 0$ per radian}$

$$\alpha_p = \alpha_T - \frac{\partial e_w}{\partial \alpha} (\alpha_w - \alpha_0)$$

where $\alpha_0 = \text{wing angle of attack for zero lift in degrees}$

$\frac{\partial e_w}{\partial \alpha} = \text{wing upwash derivative given in Figure 49.}$

The factor $f$ accounts for the increase in velocity at the propeller plane due to the induced flow of the propeller and is given in Figure 50 as a function of $\frac{S_w}{R_p^2}$.

where $R_p = \text{propeller radius in feet.}$

112
\( (C_{N_{\alpha}})_p = \left[ (C_{N_{\alpha}})_p \right]_{K_N=80.7} \left[ 1 + 0.8 \left( \frac{K_N}{80.7} - 1 \right) \right] \) (per radian)

where \( K_N = 262 \left( \frac{b_p}{R_p} \right)_{3R_p} + 262 \left( \frac{b_p}{R_p} \right)_{6R_p} + 135 \left( \frac{b_p}{R_p} \right)_{9R_p} \) (per blade)

with \( b_p = \) blade width in feet

\( [(C_{N_{\alpha}})_p]_{K_N=80.7} = \) propeller normal-force derivative at \( C_T \) and given in Figure 51 as a function of \( \beta \), the nominal blade angle at 0.75 radians; this blade angle should be obtained from a performance engineer or from a power plant engineer.

**Figure 49.** Upwash gradient at plane of symmetry for unswept wings.
Figure 50. Propeller inflow factor.

Figure 51. Propeller normal force parameter.

Lift Increment Due to a Change in Slipstream Dynamic Pressure on the Wing

\[
(\Delta C_L) \Delta \eta_s = K_1 \Delta \eta_s (C_{L})_{prop} \frac{S_i}{S_w^{off}}
\]
where $K_1$ = correction parameter for additional wing lift due to power and given in Figure 52, where $AR_i$ = effective aspect ratio of wing immersed in the slipstream,

$$A_i = \frac{2R_p}{c_i},$$

c_i = average chord of wing immersed in slipstream.

$$\Delta \eta_s = \frac{\Delta q_s}{q} = \text{ratio of change in dynamic pressure in propeller slipstream to freestream dynamic pressure and given by}$$

$$\Delta \eta_s = \frac{SwCT}{\pi R_p^2} \text{ (per engine)}.$$  

$S_i = \text{wing area immersed in the slipstream in square feet.}$
Figure 52. Correlation parameter for additional wing lift due to propeller power.
Lift Due to the Change in Angle of Attack Induced by the Propeller Flow Field

\[
(\Delta C_L)_{\alpha_w} = (1 + \Delta \eta_s) C_{L_{\alpha}} \Delta \alpha \frac{S_i}{S_w}
\]

where \( \Delta \alpha = \frac{-\varepsilon_p}{1 - \frac{\partial \varepsilon}{\partial \alpha}} \)

\[
\varepsilon_p = \frac{\partial \varepsilon}{\partial \alpha} \alpha_p
\]

\[
\alpha_p = \alpha_t - \frac{\partial \varepsilon}{\partial \alpha} (\alpha_w - \alpha_o)
\]

The propeller downwash derivative is given by

\[
\frac{\partial \varepsilon_p}{\partial \alpha_p} = C_1 + C_2 (C_{N_{\alpha}}) \alpha_p
\]

where \( C_1 \) and \( C_2 \) are presented in the figure below and \( (C_{N_{\alpha}}) \alpha_p \) is given in one of the previous sections.
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Figure 53. Factors for determining downwash due to propellers.
**Lift Increment Due to the Horizontal Tail**

\[(\Delta C_L)_t = - (\Delta C_m)_t \frac{c}{x_t}\]

where \((\Delta C_m)_t\) = total change in pitching moment of the horizontal tail due to power and can be calculated using

\[(\Delta C_m)_t = (\Delta C_m)_t q + (\Delta C_m)_t \epsilon\]

given in the next section—pitching moment variations with power.

**Total Lift Increment Due to Power**

\[(\Delta C_L)_{power} = (\Delta C_L)_T + (\Delta C_L)_{N_p} + (\Delta C_L)_{\Delta \eta_s} + (\Delta C_L)_{\alpha_w}\]

\[+ (\Delta C_L)_t\]

**Pitching Moment Increment Due to the Offset of the Thrust Axis from Origin of Axis**

\[(\Delta C_m)_T = C_T \frac{Z_T}{c}\]

**Pitching Moment Due to the Propeller Normal Force**

\[(\Delta C_m)_{N_p} = (\Delta C_L)_{N_p} \frac{x_p}{c} \frac{1}{\cos \alpha_T}\]

where \(x_p\) = distance from the intersection of the propeller plane with the thrust axis to the wing quarter chord.

\((\Delta C_L)_{N_p}\) is evaluated in a previous section.

**Pitching Moment Due to the Change in the Lift of the Wing Caused by Power Effect**

\[(\Delta C_m)_L = - \left[ (\Delta C_L)_{\Delta \eta_s} + (\Delta C_L)_{\alpha_w} \right] \frac{x_w}{c}\]

where \(x_w\) = distance parallel to \(x\)-axis from wing quarter-chord to aerodynamic center of wing area immersed in the slipstream, in feet.

\((\Delta C_L)_{\Delta \eta_s}\) and \((\Delta C_L)_{\alpha_w}\) are evaluated in a previous section.
Pitching Moment Due to Change in Dynamic Pressure Acting on the Horizontal Tail:

\[(\Delta C_{m_t})_q = -C_{L_t} \frac{\Delta q_t}{q} \frac{S_t}{S_w} \frac{\ell_t}{c} \]

where \(\frac{\Delta q_t}{q}\) is presented in the figure below.

Figure 54. Effect of propeller power on dynamic pressure ratio at the horizontal tail.
Pitching Moment Due to the Change in Angle of Attack of the Horizontal Tail

\[
(\Delta C_{m_t})_\epsilon = C_{L_t} \Delta \epsilon \frac{S_t}{S_w} c \left( \frac{q_{t}}{q} \right) \text{power}
\]

where \(\Delta \epsilon\) is given in Figure 55 for single engine airplanes and Figure 56 for multi-engine airplanes. \(\epsilon_{\text{prop off}}\) can be obtained from a formula in the \(C_L\) section.

\[
\left( \frac{q_{t}}{q} \right)_{\text{power}} = \left( \frac{q_{t}}{q} \right)_{\text{prop off}} + \frac{\Delta q_{t}}{q}
\]

where \(\Delta q_{t}\) is evaluated in Figure 54 above.

Figure 55. Increment in downwash due to propeller power for single-engine airplanes.
Figure 56. Increment in downwash due to propeller power for multi-engine airplanes.

Total Change in Pitching Moment Due to the Propeller Power Effects

\[(\Delta C_m)_{\text{power}} = (\Delta C_m)_T + (\Delta C_m)_N + (\Delta C_m)_L + (\Delta C_m)_q + (\Delta C_m)_\varepsilon\]

\[\frac{Z_{TT}}{2R_p}\]
CONTROL FORCES AND DEFLECTIONS

Pitch Control

As indicated previously, the state of knowledge regarding desirable aircraft handling qualities up to 1948 is codified in NACA TR-927 (Ref. 16) and in the text by Perkins and Hage (Ref. 11). These works have served those of the present generation of aeronautical engineers without access to large research and development budgets virtually as holy writ, and the handling qualities of most aircraft of less than 10,000 pounds gross weight now flying reflect this technology. It is therefore desirable to examine the parameters cited in these works, their values, and the factors which produce them in some detail as a foundation for recent advances in understanding and new results.

For an aircraft which employs a trim tab to set longitudinal flight velocity, it can be shown that at any given trimmed speed the incremental stick force variation with speed is given by Perkins and Hage (Ref. 11) as

\[ \frac{dF_s}{d\mu} = -2G_{se}\alpha_{e} \frac{W}{S} \frac{Ch_{\delta}}{C_{m_{\delta}}} \left( \frac{dC_{m}}{dC_{L}} \right)_{\text{Free}} \left( \frac{1}{U_{\text{Trim}}} \right), \]

where

\[ G = \text{ratio elevator displacement to the product of stick length and stick angular displacement}, \]

and

\[ \left( \frac{dC_{m}}{dC_{L}} \right)_{\text{Free}} = \left( \frac{dC_{m}}{dC_{L}} \right)_{\text{Fix}} + \frac{Ch_{\alpha}}{C_{h_{\delta}}} \frac{Cl_{\alpha_{w}}}{c} \frac{s_{t}}{S_{w}} \frac{\eta}{\delta_{e}} \frac{d\alpha_{t}}{\delta_{e}} (1 - \frac{de}{\delta_{a}}). \]

Since

\[ C_{m_{\delta}} = -C_{L_{\alpha_{w}}} \frac{s_{t}}{c} \frac{S_{t}}{S_{w}} \frac{\eta}{\delta_{e}} \frac{d\alpha_{t}}{\delta_{e}}, \]

and

\[ \left( \frac{dC_{m}}{dC_{L}} \right)_{\text{Fix}} = \frac{C_{m_{\alpha}}}{C_{L_{\alpha}}}, \]

then

\[ \frac{dF_s}{d\mu} = -2G_{se}\alpha_{e} \frac{W}{U_{\text{Trim}}} \frac{Ch_{\delta}}{S_{w}} \frac{C_{m_{\delta}}}{C_{L_{\alpha}}} \left[ \frac{C_{m_{\alpha}}}{C_{L_{\alpha}}} - \frac{Ch_{\alpha}}{C_{h_{\delta}} \frac{C_{m_{\delta}}}{C_{L_{\alpha_{w}}}}} (1 - \frac{de}{\delta_{a}}) \right]. \]

A pull force is negative. It is seen that for a given aircraft, the stick force gradient at trim depends upon the trim speed, the weight, and the c.g. location. Short of major geometric modifications, the force gradients for a given speed, weight, and c.g. location can be changed by modifying G and the hinge moment parameters, Ch_{\alpha} and Ch_{\delta}. The effect of elevator balance point, elevator nose
shape, elevator trailing-edge shape, mass balancing and sealing on $C_{h\alpha}$ and $C_{h\delta}$ are treated extensively in TR-868 (Ref. 52). Figures 57, 58, 59, 60, and 61 illustrating these effects are taken from this work. A guide for using these charts follows Figure 61.
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Figure 57. Charts for determining numerical values of overhang factor $F_1$ and of nose-shape factor $F_2$ from geometric constants of balanced ailerons.
Figure 58a. Various nose shapes considered in correlation of plain, overhang, and Frise balances and corresponding expressions for nose-shape factor.
Figure 58b. Charts for estimating the required lengths of overhangs having various nose shapes. Letters A, B, C, and D refer to the corresponding nose shapes of Figure 58a.
Figure 59. Hinge moment parameters of plain 2-D ailerons with various chords and values of $\phi$. Gaps sealed; $c_\alpha/c$=aileron to wing chord ratio.
AIRPLANE CONSTANTS

Wing span, $b$, ft. .................. 43
Wing area, $S$, sq ft .................. 308
Aspect ratio, AR .................. 6.0
Taper ratio, $\lambda$ .................. .5
Root airfoil section .................. NACA 23015
Tip airfoil section .................. NACA 23009
Airplane weight, lbs .................. 12,000
Stick length, ft .................. 2.33

Figure 60. Effects of aerodynamic balances on aileron hinge-moment parameters estimated from correlations. $\frac{c_a}{c} = 0.25$. 
Figure 61a. Effect of sealed internal balances on the hinge-moment parameters of control surfaces. $M=0.2$ or less.
Figure 61b. Effect of gap on hinge-moment variation with trailing edge angle. NACA 0009 airfoil; 2-D model, $c_a/c = 0.30$.

The general expressions for changes in the hinge moment characteristics which result from geometric changes are

$\Delta C_{h_\alpha} = \frac{AR}{AR+2} \left[ 0.017F_1 + 5.05 \times 10^{-3} \Delta \phi \right]$, and

$\Delta C_{h_\delta} = \frac{AR}{AR+2} \left[ 0.10F_1F_2' + 5.7 \times 10^{-4} \Delta \phi \right]$.

The trailing edge angle data are for balances with a gap of $0.005\epsilon$. One first selects a nose shape from Figure 58 and secures therefrom a value of $F_2'$. This involves, in addition, a selection of $b/c_a$. The symbols $M_0, M_B, M_C, M_D, M_E,$ and $M_F$ refer to moments about the hinge axis of the profile areas of exposed overhang balances of types corresponding to the subscripts 0, B, C, and so forth. The balance profile area is defined as the total profile area of the airfoil ahead of the hinge axis. $F_2=F_2'$ for nose shapes 0, A, B, D, and G. $F_2$ can also be found from Figure 57. The same figure is used to determine $F_1$. One then calculates $F_1F_2'$ and uses Figure 61b or the equations above to check whether the initial selection of nose shape and nose overhang will give the desired modification in hinge moment characteristics. Additional modifications in $C_{h_\alpha}$ and $C_{h_\delta}$ can then be obtained from trailing edge angle variations as indicated in Figures 59 and 61a or the equations above.

For sealed balances, the equations are
The increments represented by these equations are to be added to the hinge moment coefficients produced by control surfaces with no area forward of the hinge line. The results of calculations for the basic hinge moment coefficients of thin, simple shapes shown in TR-868 (Ref. 52) can be represented by

\[ \Delta C_{\alpha} = \frac{AR}{AR+2} \left[ 0.14 \left( \frac{c}{a} \right)^2 F_1 + 5 \times 10^{-4} \Delta \phi \right], \]

and

\[ \Delta C_{\delta} = \frac{AR}{AR+2} \left[ 0.09 \frac{c}{a} \sqrt{\frac{c}{a}} F_1 + 4 \times 10^{-4} \Delta \phi \right]. \]

It should be noted, however, that these values will be altered to some extent by the condition of the flow over the basic wing (condition of boundary layer, presence of tip vortices, etc.) and by the particular shape of the control surface. For this reason, precise values are usually obtained experimentally. Further details may be found in Reference 52.

One final consideration should be mentioned here: To reduce drag, inertially-induced control surface deflection, the possibility of flutter, and effects of control surface droop, and the control surface actuation force, the control surface is also mass balanced about the hinge line. This will often require that lead weights be placed in the nose of the aerodynamic balance or attached by long arms to the hinge axis.

Report 927 (Ref. 16) illustrates suitable values for \( C_{\alpha} \) and \( C_{\delta} \) for a typical example. This is reproduced as Figure 62. In general, one desires to keep the values of \( C_{\alpha} \) and \( C_{\delta} \) small. This will also keep the stick forces to reasonable values for high speeds or heavy weights.

Some of the means for altering the effective G mechanically (springs and bob weights) are discussed by Perkins and Hage (Ref. 11). Fully powered control systems, of course, can use other means if necessary to produce the desired feel. (See, for example, TN D-632 (Ref. 53).)

Formerly, considerable effort was expended toward specifying acceptable values for \( dF_s/dU \), but recently specification writers (both in FAR part 23 (Ref. 54) and in MIL-F-8785B (Ref. 4) ) have asked only that \( dF_s/dU \) be stable.
at all flight conditions, e.g., that increasing pull forces and aft motion of the elevator control be required to maintain lower than trim airspeed. There is no requirement that \(dF_s/dU\) be linear.*

In addition to calling for stable force-speed gradients, both FAR part 23 and MIL-F-8785B specify the maximum out-of-trim forces an aircraft should require in a variety of flight conditions. The table below summarizes these maximum forces and conditions.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Maximum Forces</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stable region</td>
<td>0.05 (c)</td>
</tr>
<tr>
<td>Neutral stick-free stability</td>
<td></td>
</tr>
<tr>
<td>Unstable region</td>
<td>-0.05 (c)</td>
</tr>
</tbody>
</table>

* Indeed, \(dF_s/dU\) is directly proportional to \(U\) away from trim. Other causes of non-linear force variations include the fact that all the derivatives in the equation are evaluated at specific points only. At high values of \(C_L\), for example, \(C_L\) is less than for \(C_L\) near 0. Thus, one should take care that the derivative values used for calculations are those valid for the range of angles being considered.
<table>
<thead>
<tr>
<th>CONDITION</th>
<th>MAXIMUM FORCE</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5 (U_{\text{Stall}}) with power off and gear and flaps down at most forward c.g.</td>
<td>10 lbs</td>
<td>FAR 23.145</td>
</tr>
<tr>
<td>Any cruise speed between (1.3U_s) and (U_{\text{Max}}); Approach speeds between (1.1U_s) and (1.8U_s)</td>
<td>40 lbs</td>
<td>FAR 23.175</td>
</tr>
<tr>
<td>Maximum force for prolonged application; Temporary application Stick</td>
<td>10 lbs</td>
<td>FAR 23.143</td>
</tr>
<tr>
<td></td>
<td>60 lbs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>75 lbs</td>
<td></td>
</tr>
<tr>
<td>Take-off</td>
<td>20 lbs pull to MIL-F-8785B</td>
<td>§ 3.2.3.3.2</td>
</tr>
<tr>
<td></td>
<td>10 lbs push</td>
<td></td>
</tr>
<tr>
<td>Landing</td>
<td>Must be a pull force of not more than 35 lbs</td>
<td>MIL-F-8785B</td>
</tr>
<tr>
<td>Dives with aircraft trimmed for level flight</td>
<td>(&lt; 50 \text{ lbs push}) stick</td>
<td>MIL-F-8785B</td>
</tr>
<tr>
<td></td>
<td>(&lt; 10 \text{ lbs pull}) stick</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(&lt; 75 \text{ lbs push}) wheel</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(&lt; 15 \text{ lbs pull}) wheel</td>
<td></td>
</tr>
<tr>
<td>with trim at dive entry</td>
<td>(&lt; 10 \text{ lbs stick})</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(&lt; 20 \text{ lbs wheel})</td>
<td></td>
</tr>
</tbody>
</table>

Table 11. Specification requirements for maximum out-of-trim forces.

The general expression for stick force is given in Perkins and Hage (Ref. 11) as
\[ F_s = -GS_{e_0} \left[ \frac{\rho U^2}{2} \eta_t \left[ Ch_0 + C_{h_\alpha} (\alpha_w - \epsilon - i_w + i_t) + Ch_\delta \delta_{e_0} + Ch_\delta^+ \delta_+ \right] + \frac{2W}{C_{L_\alpha}} \left( 1 - \frac{dC}{d\alpha} \right) - \frac{C_m}{C_{m_\delta}} \frac{2W}{\rho U^2} \frac{C_{m_\alpha}}{C_{L_\alpha}} \right], \]

where

- \( \alpha_0 \) = aircraft angle of attack for zero lift,
- \( i_w \) = wing incidence angle,
- \( i_t \) = tail plane incidence angle,
- \( Ch_0 \) = residual hinge moment coefficient
  \( \text{ (hinge moment not caused by deflection or angle of attack),} \)
- \( \delta_{e_0} \) = elevator angle at zero aircraft lift,
- \( \delta_+ \) = trim tab deflection.

Note that for trimmed flight, \( \delta_+ \) is such that \( F_s = 0 \). For aircraft with irreversible longitudinal control systems, \( F_s \) is the force which the control system must apply to the elevator or stabilator, but the force which the pilot feels is determined by control system design.

The only mention found in the literature for desirable control deflection gradients is the requirement in MIL-F-8785B §3.2.2.2.2 (Ref. 4) that the pilot apply not less than \( 5 \text{ lbs} \) for each inch of stick travel.

Anything which changes the flow field in the neighborhood of the horizontal control surface can have an effect on its actuating forces. Such changes can be the result of applications of power (which result in increases in \( \eta_t \) and contributions to the downwash field from the propeller slipstream) or alterations in the lift configuration, as with deflection of flaps (which also result in altered downwash fields). The change in wing pitching moment accompanying the deflection of flaps varies the trimming moment which the tail is required to generate and thus changes the stick force or the trim tab setting required. Additional moments associated with the application of power develop when the thrust does not act through the c.g. and because propellers generate in-plane forces in upwash fields. Some of these effects tend to reduce stick forces and gradients; others tend to increase them; none of them are easy to estimate accurately from theoretical considerations alone. Wind tunnel or flight testing is necessary for accurate evaluation. For most aircraft, the application of power results in a more positive value of \( C_{M_\alpha} \) and a reduction in control forces. The discussion in Perkins and Hage (Ref. 11) enables one to arrive at some very approximate quantitative values for these effects. The problem of undesirable trim changes with application of power or extension of gear and/or flaps is apparently a fairly common one since several of the light aircraft tested for TN D-3726 (Ref. 55) evidenced substantial shifts in stick force with the application of power or the extension of flaps or gear.

In addition to the forces required to change speed, the forces needed to change flight direction contribute significantly to the pilot's impression of the vehicle's handling qualities. In the longitudinal mode, these are usually
stated as the stick force per "g". The forces required to change
direction are higher than those required to initiate a change in
speed alone at the same dynamic pressure because an
additional trim moment is required to pitch the aircraft to an angle of attack
sufficient to generate the additional lift needed to curve the flight path and
because rotation (up-pitching) induces a positive angle of attack component in
the flow about the tail plane, which one must counter with a compensatory
elevator deflection.

To find the elevator stick force for an arbitrary maneuver, it is necessary
to solve the general equations for the normal acceleration produced by that
elevator motion which results from the specified application of stick force.
For simplicity and standardization in analysis and in flight tests, however,
maneuvers designed to evaluate stick force per g are limited to steady pull-ups
in the xz plane of inertial space and to steady turns in the xy plane of
inertial space. The general expressions for stick per g in these circumstances are

\[
\frac{dF_s}{dn}_{\text{Pull-ups}} = \frac{Gn_t S_e C_e (W/S) \delta \alpha}{C_m \delta} \left[ \frac{C_m \alpha}{C_l \alpha} + \frac{C_l \alpha}{C_m \delta} \frac{S_t}{c \eta_t} \frac{d \alpha}{d \delta} \left( 1 - \frac{d \epsilon}{d \alpha} \right) \right]
- 57.3 \frac{Gn_t S_e C_e g \ell_t}{C_m \delta} \frac{\frac{d \alpha}{d \delta}}{\frac{d \eta_t}{d \delta}}
\]

and

\[
\frac{dF_s}{dn}_{\text{Turns}} = \frac{Gn_t S_e C_e (W/S) \delta \alpha}{C_m \delta} \left[ \frac{C_m \alpha}{C_l \alpha} + \frac{C_l \alpha}{C_m \delta} \frac{S_t}{c \eta_t} \frac{d \alpha}{d \delta} \left( 1 - \frac{d \epsilon}{d \alpha} \right) \right]
- 57.3 \frac{Gn_t S_e C_e g \ell_t}{C_m \delta} \frac{\frac{d \alpha}{d \delta}}{\frac{d \eta_t}{d \delta}} \left( 1 + \frac{1}{n^2} \right) \left( \frac{C_m \alpha}{C_l \alpha} - \frac{C_l \alpha}{C_m \delta} \frac{S_t}{c \eta_t} \frac{d \alpha}{d \delta} \right)
\]

Note that the stick force gradients will be linear in pull-ups so long as
\(G, C_m \alpha, C_l \alpha, C_\alpha, \delta \alpha, \frac{d \alpha}{d \delta}, \frac{d \epsilon}{d \alpha}, C_\delta \), and \(\eta_t \) retain the same values
as for \(n=1\). Note also that as turns tighten, the stick force per g approaches
the same value as for pull-ups.

On the question of linearity, MIL-F-8785B (Ref. 4) specifies that the
local value of \(dF_s/dn\) shall not differ by more than 50% from its average value.
The force limits in maneuvers are stated differently for stick and wheel con-
trols, the rationale being that stick controllers are easier to manipulate pre-
cisely at low forces and wheel controllers permit larger forces to be applied.
Not unexpectedly, the force limits are stated in terms of the limit load factor
which the structure can sustain. One would not wish to be able to exceed this
load factor with a very light force; nor, on the other hand, would one wish the
stick forces to be so great that the maneuver capabilities of the craft could

* \(C_\delta \) is often increased by 10% to account roughly for the fuselage damping.
not be achieved. For the limit load factor of 3.8 typical of most light aircraft, the specification stipulates that for stick controllers the maximum stick force per g shall be no more than 28 lbs per g nor less than 20 lbs per g. The minimum gradient is 7.5 lbs per g.

With wheel controllers, the maximum values are at least 42.8 lbs per g but not more than 120 lbs per g. The minimum value is 16 lbs per g.

"The term gradient does not include that portion of the force versus n curve within the preloaded breakout force or friction band." These, according to paragraph 3.5.2.1 (Ref. 4) should be between 1/2 and 3 lbs for a stick and 4 lbs for a wheel.

FAR part 23 (Ref. 54) places no numerical limits on the elevator stick force in maneuvering flight other than to say (23.143) that the force on the pitch control should never exceed 60 lbs (stick) or 75 lbs (wheel) during temporary applications or 10 lbs during prolonged applications. The popular flying journals generally do not report such data perhaps because its acquisition requires the installation of considerable instrumentation or because the omission of quantitative standards in the FAR's suggests to some either a lack of significance or a lack of popular appreciation for the meaning of quantitative values in describing handling. Since there are few reports dealing with light aircraft available elsewhere, it is difficult to determine the force gradients now common in light aircraft.

Two sources, however, are helpful. TND-3726 (Ref. 55) reports that, for some of the light aircraft investigated, stick force gradients varied between 8 and 17 lbs per g for speeds of less than 100 knots. When compared with the requirements of MIL-F-8785B (Ref. 4), these aircraft have gradients lower than desired. On the other hand, tests on a light aircraft adapted for military use (Ref. 56) showed compliance with the specification at all flight conditions and aircraft loadings. Based on these limited samplings, one would expect to find a wide variation in the handling during maneuvers exhibited by contemporary light aircraft.

One additional area given prominence by MIL-F-8785B but not referred to elsewhere in quantitative terms is the phase relation between the application of control force and the motion of the cockpit control on the aerodynamic control surface. Paragraph 3.5.3.1 requires that control deflection should not lead the application of control force. Paragraph 3.5.3 specifies that the control surface deflection shall not lag the cockpit control forces by more than 30° in phase angle for application frequencies equal or less than \( \omega_{sp} \). In control systems where the aerodynamic surfaces are actuated by rigid linkages from the wheel or stick these requirements of course are always met. If, however, the system contains elastic elements, linkage force boosters, or remotely controlled actuators this may not be the case. The characteristics of such systems will require investigation and possible alteration to insure compliance with the specification. Reference 56 presents results taken with typical force and angular position transducers which could be used along with oscillographic or tape recorders to obtain data suitable for analysis of the control system phase responses.
If one reviews the literature dealing with the handling qualities of light aircraft in the roll mode chronologically, he becomes aware of a subtle shift of emphasis from concern primarily with achievement of a given rolling rate at low speeds and limitation of aileron forces at high speeds to concern with total pilot work load (including rudder and elevator coordination required) during rolls and to the angle attained in a specified period of time. This is not surprising when one recalls that during the era of World War II good rolling performance in fighter aircraft (weighing generally less than 10,000 lbs, at least at the beginning of the war) was essential to survival in dog fights. As knowledge of how to achieve this performance aerodynamically grew and the control forces at high speed were reduced by power boost systems, attention could be devoted to factors affecting safety and precision rather than simple survival. Hence, the 1969 revision of MIL-F-8785B (Ref. 4) devotes considerable attention to limiting the forces the pilot must apply to rudder and elevator during aileron application. It also changed the requirement for the attainment of a given roll rate to the attainment of a given bank angle in a fixed time on the premise that such a requirement was more meaningful in establishing collision avoidance capabilities and was equally suited to establishing the desirability of other areas of rolling performance.

The shift in areas of concern with time also had its analog in the analytical techniques employed and the parameter values identified. Whereas one would begin a discussion of roll handling with consideration of those control forces, control deflections, and their gradients which affect the pilot's opinion of an aircraft's roll handling qualities, it will be recognized that such things as the phase relationships between control application and aircraft response, the presence of spurious responses which require control input to counter, and the precision with which desired maneuvers can be executed also contribute significantly to his overall impression of handling characteristics. These factors plus the inevitable coupling of lateral and directional modes and the fact that aerodynamically the aircraft has no inherent bank orientation and thus no static roll stability in the conventional sense, make it necessary to employ a more general approach to roll handling analysis than the simpler view suitable for the treatment of pitch handling. The discussion which follows begins, therefore, with the simple, one-dimensional view and moves on to detail methods which the specification writers have used in an effort to quantify other phases of acceptable roll handling.

The general, linear treatment of steady, one-dimensional roll has been available since the mid-1940's. (See References 11 and 16, for example.) With the assumption that all derivatives remain constant irrespective of aileron deflection, speed, altitude, and rolling rate, and that the time required to attain the maximum rolling rate for a given aileron deflection can be considered
zero*, one can write
\[
\phi = -\frac{U}{b} \left( \frac{C_\ell \delta}{C_\ell p} \right) \delta_\alpha t,
\]
for the bank angle as a function of aileron deflection and

\* One-dimensional rolling motion is described by the equation

\[
I_{xx} \ddot{\phi} = \frac{\delta L}{\delta p} p + \frac{\delta L}{\delta \delta_\alpha} \frac{\delta_\alpha}{2},
\]
whose solution for a step aileron input is

\[
\phi = -\left( \frac{C_\ell \delta}{C_\ell p} \right) \frac{U}{b} \delta_\alpha t + \left[ \frac{C_\ell b^2 q S_w}{2U} \frac{t}{I_{xx}} \right]
\]

\[
\frac{1 - e^{-\frac{C_\ell b^2 q S_w}{2U I_{xx}}}}{C_\ell b^2 q S_w \frac{2U}{I_{xx}}}
\]

In this equation, \( q = \frac{1}{2} \rho U^2 \). Since the denominator of the second term ** (equal to \( 1/\tau_R \)) generally has a value of -10 or more (negative), it is obvious that for times in excess of about 1.0 sec the second term contributes very little to the bank angle attained. MIL-F-8785B, §3.3.1.2 requires that the maximum value of \( \tau_R \) for light aircraft is 1.0. §3.3.1.4 further states that the rolling mode and the spiral mode shall not couple, i.e., the time constants have the same value, to produce an oscillatory mode. For a simulator study of this case, the reader is referred to TND-5466 (Ref. 57).

For the complete three-dimensional treatment of rolling response to aileron deflection, the appendices to the present study should be examined.

** See Appendix D for a discussion of the stability derivatives most important in determining the value of the rolling mode time constant, \( \tau_R \).
\[ \phi = -\frac{2F_a \frac{C_{\delta}}{C_p}}{\rho U_b S_{\alpha} \alpha G \frac{C_{h\delta}}{C_p} \left[1 - 2 \frac{C_{h\alpha}}{C_{h\delta}} \frac{C_{\delta}}{C_p} \left(\frac{y'}{b}\right)\right]} \]

for the bank angle as a function of control force. \( \delta \) is the total (up plus down, assumed to be equal and equally effective) aileron deflection. \( y' \) is the spanwise location of the aileron centroid. It is seen that at low speed the rolling performance increases with increasing speed until the force limits are reached; at this point the bank angle possible per unit time decreases with increasing speed. The ratio \( \left(\frac{C_{\delta}}{C_p}\right) \) is a function of taper ratio, aileron-to-wing chord ratio, and percent of span denoted to ailerons. In addition to making this ratio as large as practicable (maximum possible value is about 1.5), one desires to adjust

\[ \frac{C_{h\alpha}}{C_{h\delta}} \frac{C_{\delta}}{C_p} \frac{y'}{b} \]

to be approximately 0.5 so as to increase the roll capability at high speeds. Careful attention to aileron geometry is therefore necessary to obtain the proper ratio of \( C_{h\alpha} \) to \( C_{h\delta} \). TR-868 (Ref. 52) is an excellent source of experimental data on geometric effects and design methods.

It is apparent from the foregoing that if one minimizes friction and elasticity in the aileron linkage, the factors contributing to wheel or stick force and to rolling performance are well known. Even non-linearities in the derivatives \( C_{h\delta}, C_{h\alpha}, \) etc., while requiring that tedious computations be made to obtain \( \phi(t) \), are well documented for a large number of configurations. Thus it is a fairly straightforward matter to translate control force, control deflection, and rolling performance limitations into hardware specifications. It remains then to state the appropriate values for these qualities.

The maximum force given in FAR part 23 (Ref. 54) and MIL-F-8785B (Ref. 4) seem, for the most, to have been selected by experience from many years of pilot comments; nevertheless, comparison of these results with available anthropological data (See discussion of Human Factors in this work) for the comfortable application of lateral forces shows good agreement. The table below gives a summary of the specification requirements.

---
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<table>
<thead>
<tr>
<th>REQUIREMENT</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporary: Stick 60# Wheel 75# (Max) Prolonged 10#</td>
<td>FAR 23.143</td>
</tr>
<tr>
<td>Stick 20# (Max) Wheel 40#</td>
<td>MIL-F-8785B § 3.3.4.2</td>
</tr>
<tr>
<td>The minimum force for maximum rolling performance shall not be less than the breakout force plus 1/4 of the above values.</td>
<td></td>
</tr>
<tr>
<td>Control centering and breakout forces shall not be more than 2# (stick) or 3# (wheel) nor less than 1/2 #.</td>
<td>§3.5.2.1</td>
</tr>
<tr>
<td>Rolling performance: aircraft must reach a 60° bank angle in 1.7 sec in cruise and a 30° bank in 1.3 sec for approach</td>
<td>§3.3.4.14</td>
</tr>
<tr>
<td>Not more than 5# (stick) or 10# (wheel) should be required to achieve a 45° bank with rudder free and the ailerons trimmed for wings in level flight.</td>
<td>§3.3.2.6</td>
</tr>
<tr>
<td>Not more than 60° of wheel rotation, in either direction ±80° for a completely mechanical system</td>
<td>§3.3.4.4</td>
</tr>
<tr>
<td>There shall be no objectionable non-linearities in variation of rolling response to wheel motion.</td>
<td>§3.3.4.3</td>
</tr>
<tr>
<td>Control surface response shall not lag cockpit control force input by more than 30° phase angle for frequencies less than 1/τR or ωnd, whichever is larger.</td>
<td>§3.5.3</td>
</tr>
<tr>
<td>Cockpit control deflection shall not lead cockpit control force.</td>
<td>§3.5.3.1</td>
</tr>
</tbody>
</table>

Table 12. Specification requirements for comfortable application of lateral forces.
The requirements quoted in the preceding table are those restricted to Class I (small light airplanes such as light utility, primary trainer, and light observation up to about 12,000 lbs gross weight); category B which includes climb, cruise, and descent and category C which includes take-off, approach, and landing; and Level I, i.e., having flying qualities clearly adequate for the Mission Flight Phase. This approach was selected for the present work because it was desired to show the present state of understanding of what is required to obtain satisfactory handling qualities.

The requirement on the time constant of the rolling mode was given previously as not less than 1.0 sec. Examination of the equation of motion cited previously will also show that the aircraft will respond well to sinusoidal aileron inputs up to frequencies of

$$\frac{C_\phi b^2 q S_w}{2\pi I_{xx}} \text{ rad/sec},$$

where

$q = 1/2 \mu U^2$.

This is generally above the range at which the pilot can track. Thus, if the phase lag in the control system is less than 30° up to this frequency, the pilot will find the aircraft able to generate roll rates corresponding to wheel position virtually as rapidly as he can turn the wheel or move the stick.

It is noteworthy that in preparing this specification, its writers have provided quantitative limits on

1. The rolling performance of which the aircraft must be capable,
2. The maximum and minimum forces needed to produce maximum rolling velocity,
3. Permissible breakout and centering forces,
4. The maximum control deflection.

These, coupled with the frequency response requirements mentioned earlier and the ban on objectionable non-linearities, present a complete and quantitative description of the factors contributing to the pilot's satisfaction with roll mode handling.

The usual methods of producing a rolling motion is the differential deflection of outboard portions of trailing edge of the wing, or ailerons. If one wishes to roll to the right, he deflects the right aileron up to reduce lift on that wing and deflects the left aileron down to increase lift on that wing. Usually, such operation is a portion of a coordinated turn to the right. The drag on the right wing is decreased and the drag on the left wing increased by this aileron deflection. The resulting yawing moment (called adverse yaw),
if unbalanced by a rudder deflection, reduces the effective rolling velocity by moving the right wing at a higher forward velocity than the left wing. The lift on the right wing is therefore greater (and less on the left) than would be the case if the adverse yaw were not present.

Adverse yaw is also undesirable because if unopposed it excites the lightly damped Dutch Roll oscillation. The pilot thus finds himself producing often disconcerting yawing motions unintentionally. The specification requirements limiting its extent include §3.3.2.5 (Ref. 4) which provides that no more than 50 lbs of rudder force be required to make a coordinated ($\beta=0$) turn at cruise speeds or 100 lbs in the approach configuration for high-performance fighter aircraft. There is also §3.3.2.4, which provides that adverse sideslip shall not exceed 10° and that proverse sideslip shall not exceed 3° during flight phase categories B and C (cruise, climb, descent, and take-off and landing). TND-3726 (Ref. 55) suggests that pilots find a sideslip angle of 10° in response to a rudder-locked aileron deflection the maximum acceptable. Some of the aircraft tested for this report exhibited sideslip angles in excess of 13°. Reference 56 reports that a converted light aircraft carrying military stores under the wing reached sideslip angles in excess of 10° and required 125 lbs of rudder force to perform a coordinated turn at low speed. The military stores were responsible for a 5° increase in sideslip angle.

In the absence of a rudder force to counter the adverse yawing moment, the aircraft will develop sufficient sideslip to permit a balancing yawing moment due to sideslip to be produced. Since all light aircraft employ some dihedral to aid in maintaining the wings' level during normal flight* and since this stabilizing rolling moment due to sideslip acts to reduce the roll rate achieved by a given aileron deflection, it is important for good rolling response that adverse yaw be held to a minimum. §3.6.3.2 of MIL-F-8785B (Ref. 4) states that the positive dihedral effect shall not be so great that more than 75% of the roll control power available to the pilot, and no more than 10 lbs of aileron stick force or 20 lbs of wheel force are required for sideslip angles which might be experienced in service deployment.

The comments of AFFDL-TR-69-72 (Ref. 4) relative to sideslip requirements developed for the specification seem particularly pertinent: "the primary source of data from which the sideslip requirement evolved (See AFFDL-TR-67-98)" are those tests for which the ratio of bank angle to sideslip angle during Dutch Roll equaled about 1.5. "The pilot comments associated with these configurations indicated that pilot's difficulties were almost exclusively associated with sideslip, rather than with bank angle tracking as was the case for $|\phi/\beta|\leq 6$ configurations. Analysis of the data revealed that the amount of sideslip a pilot will accept or tolerate is a strong function of the phase

---

* FAR part 23 (Ref. 54) states that "the static lateral stability, as shown by the tendency to raise the low wing in a slip, must be positive for any landing gear and flap position,"
angle of the Dutch Roll component of sideslip. When the phase angle is such
that $\beta$ is primarily adverse, the pilot can tolerate quite a bit of sideslip.
On the other hand, when the phasing is primarily proverse, the pilot can only
tolerate a small amount of sideslip because of difficulty of coordination.

"There is more to coordination, however, than whether the sideslip is
adverse or proverse; the source and phasing of the disturbing yawing moment
also significantly affect the coordination problem. If the yawing moment
is caused by aileron and is in the adverse sense, then in order to coordinate
the pilot must phase either right rudder with right aileron or left rudder
with left aileron. Since pilots find this technique natural, they can gener-
ally coordinate well even if the yawing moment is large. If on the other hand,
the yawing moment is in the proverse sense or is caused by roll rate, coordin-
ation is far more difficult. For proverse yaw-due-to-aileron the pilot must
cross control; and for either adverse or proverse yaw-due-to-roll-rate, re-
quired rudder inputs must be proportional to roll rate. Pilots find these
techniques unnatural and difficult to perform. Since yawing moments may also
be introduced by yaw rate, it can be seen that, depending on the magnitude
and sense of the various yawing moments, coordination may either be easy or
extremely difficult. If coordination is sufficiently difficult that pilots
cannot be expected to coordinate routinely, the flying quality requirements
must restrict rudder-pedals free unwanted motions to a size acceptable to
pilots."

"Analysis further revealed that it was not so much the absolute magnitude
of the sideslip that bothered the pilot, but rather the maximum change occuring
in sideslip. The latter was a better measure of the amount of coordination
required. Thus the data...were plotted...as the maximum change in sideslip
occurring during a rudder-pedals-fixed rolling maneuver, $\Delta \beta_{\text{max}}$, versus the phase
angle of the Dutch Roll component of sideslip $\Psi_{\beta}$. The phase angle, $\Psi_{\beta}$, is a
measure of the sense of the initial sideslip response, whether adverse or pro-
verse, while $\Delta \beta_{\text{max}}$ is a measure of the amplitude of the sideslip generated.
Both the sense and amplitude affect the coordination problem."

For small aileron control commands (§3.3.2.4.1), the amount of allowable
sideslip is given in the figure below.
Figure 63. Allowable sideslip for small aileron control commands,

This requirement applied for step aileron control commands up to the magnitude which causes a 60° bank angle change in two seconds or

\[ \frac{2\pi}{\omega_n \sqrt{1 - \xi_d^2}} \] seconds,

whichever is greater.

The difference in allowable \( \Delta \beta_{\text{max}} \) with \( \Psi_B \) is almost totally due to the difference in ability to coordinate during turn entries and exits. \( \Psi_B \) is a direct indicator of the difficulty a pilot will experience in coordinating a turn entry. For \(-180^\circ \leq \Psi_B \leq -270^\circ\), normal coordination may be effected. As \( \Psi_B \) varies from \(-270^\circ\) to \(-360^\circ\), coordination becomes increasingly difficult, and in the range \(-360^\circ \leq \Psi_B \leq -90^\circ\) cross controlling is required to effect coordination. Since pilots do not normally cross control and, if they must, have great difficulty in doing so for \(-360^\circ \leq \Psi_B \leq -90^\circ\), oscillations in sideslip either go unchecked or are amplified by the pilot's efforts to coordinate with rudder pedals.

To extend roll-sideslip coupling requirements to larger control deflections, §3.3.2.3 states that the value of the parameter

\[ \phi_{\text{osc/average}} = \frac{\phi_1 + \phi_3 - 2\phi_2}{\phi_1 + \phi_3 + 2\phi_3}, \]
where $\phi_1$, $\phi_2$, $\phi_3$ represent successive peaks in the bank angle time history ($\phi_2$ is a minimum peak), shall be within the limits shown on the figure below.

![Figure 64]({#saved-url})

**Figure 64.** Limits for extending roll-sideslip coupling requirements to larger control deflections.

Similar requirements designed to insure control precision in the roll mode are given in §3.3.2.2.1, which requires that $P_{osc}/P_{av}$ be as shown in the figure below.
Figure 65. Requirements for insuring control precision in the roll mode.

This requirement applied for step aileron control commands up to the magnitude which causes a 60° bank angle change in

\[
\frac{3.4\pi}{\omega_n d \sqrt{1 - \zeta_d^2}} \text{ seconds,}
\]

For larger roll rates, §3.3.2.2 states that following a rudder-pedals-free step aileron control command, the roll rate at the first minimum following the first peak shall be of the same sign and no less than 60% (categories A and C) or 25% (category B) of the roll rate of the first peak.

Additional evidence of the bearing which rolling moment due to sideslip has on pilot's opinion of an aircraft's handling qualities is provided by §3.3.2.1 which states that roll acceleration, rate, and displacement responses to side gusts shall be investigated for airplanes with large rolling moments due to sideslip.

As mentioned at the beginning of this section, modern concern with aircraft handling characteristics has centered on precision of response and total pilot work load. The paragraphs of MIL-F-8785B (Ref. 4) cited above demonstrate this concern clearly. TND-3726 (Ref. 55), citing the fact that the stability and control characteristics of the airplanes (tested) are
generally satisfactory but deteriorate with reduced speed, increased power, aft center-of-gravity location and changes to the landing configuration, and are critically degraded in turbulent air" and that "in general, each stability and control degradation is relatively small" suggest that "reduced pilot rating results from the combined effects of all deteriorations" and that it is "therefore necessary to consider the combined effect of all the stability and control characteristics in order to properly assess the pilot ratings." The authors of TND-3726 (Ref. 55) suggest that this be done by evaluating a work load factor defined as

$$\text{work load factor} = \int_0^{30} \text{sec} |F_e| \, dt + \int_0^{30} \text{sec} |F_a| \, dt + \int_0^{30} \text{sec} |F_r| \, dt.$$  

The integrals are the areas under the curves of the three pilot-applied force time histories taken over a 30 sec period with the aircraft originally in a trimmed state. "The satisfactory airplane presents a work load factor of approximately 300; whereas the unsatisfactory airplane approaches a factor of 500." Clearly, a requirement of this type will ultimately be made part of the flying quality specifications.

Many of the quantitative tests from which the specification writers gained guidance were performed in simulators or in variable stability airplanes. Results reported in TND-746 (Ref. 58) and TND-779 (Ref. 59) for example, showed the importance of the Dutch Roll frequency and damping in establishing the limiting behavior which the pilot could control. TND-221 (Ref. 60) reports pilots require 0.23 sec to begin to move the stick laterally and 0.33 sec longitudinally. TND-173 (Ref. 61) reports results of a study to provide artificial longitudinal stability. TND-1782 (Ref. 62) provides data on the transfer function of human pilots. It should be noted, however, that such data cannot be accepted without some qualification: human pilots display a very high degree of adaptability to devices designed to measure their response capabilities and thus exhibit different transfer functions with increasing time or as the control task is varied.

Several very recent full-scale wind tunnel studies on the stability and control characteristics of representative light aircraft are reported in References 63, 64, and 65. Results of a program of artificial stability augmentation and work load reduction on a popular light twin is presented in considerable engineering detail in Reference 66. This program is notable in beginning with a competent analytical attack on the problem (and in detailing the numerical calculations), in devising an ingenious roll-yaw coupler especially suited to this type aircraft, and in presenting details, including transfer functions, of the flight hardware.

Finally, for a very interesting review of the chronology of man's understanding of aircraft stability and control, the reader is referred to the 1970 von Kármán Lecture given by Dean Perkins (Ref. 67).
**Yaw Control**

The uses of the yaw control in aircraft include, according to AFFDL-TR-69-72 (Ref. 4),

(a) To perform a cross-wind landing—either employ a steady rudder-pedal-induced sideslip or else a de-crab maneuver.

(b) To augment roll rate anywhere within the flight envelope.

(c) To raise a wing when the pilot is busy with his hands, such as when taking a clearance.

(d) For tracking.

(e) For wing-overs...to obtain a rapid change in heading or bank angle.

(f) For close-formation flying.

(g) To lose altitude as in a forward sideslip or to improve visibility.

(h) To counter yawing moments from propeller torques, speed change, asymmetric thrust, stores, etc.

(i) To taxi.

The reader will note that from a handling standpoint these uses are of two types: primary control of motion about the yaw axis and precision of control in coupled lateral-directional motions. Primary control about the yaw axis is much like primary control about the pitch axis: the aircraft can be provided with inherent static stability, the forces experienced by the pilot are a good measure of the out-of-trim condition, and most of the longitudinal stability parameters have directional analogs. Thus, one can write

\[ F_r = G \left( \frac{\rho U^2}{2} \right) n_v s_r c_r \left[ C_{h_\alpha} \beta + C_{h_\delta} \left( \frac{C_{n_\beta}}{C_{n_\delta}} \right) \beta - C_{h_\delta} \delta \right], \]

\[ \frac{dF_r}{d\beta} = -G \left( \frac{\rho U^2}{2} \right) n_v s_r c_r \left[ C_{h_\alpha} + C_{h_\delta} \left( \frac{C_{n_\beta}}{C_{n_\delta}} \right) \right], \]

and
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\[
\frac{\text{d} \beta}{\text{d} \delta_r} = - \frac{C_{n\delta}}{C_{n\beta}}.
\]

With the usual assumption of constancy in the values of the stability derivatives, these relations provide a means to compare the primary directional handling parameters of proposed aircraft with the specification requirements quoted below. Note that to keep the variation in force required with changes in speed reasonable and thus minimize the need for retrimming it is necessary to make \(C_{\delta y}\) and \(C_{\delta \delta}\) as small as possible. Such a step will also aid in keeping the force required to produce given sideslips (and thus aid in rolling maneuvers) within reason.

Primary yaw control in the present connotation consists of those functions which can be provided only by rudder deflection. Included in this list would be items such as (a), (e), (g), (h), and (i). The precision-of-control items in the list indicate that for these circumstances the rudder is used principally to complement aileron control, to improve its precision by countering adverse yawing moments \((C_{n\delta r} \text{ or } C_{n\delta})\) or to provide small additional favorable rolling moments \((C_{\delta r})\). The table below shows how the desire to permit these uses was translated into quantitative requirements.

<table>
<thead>
<tr>
<th>REQUIREMENT</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum rudder force</td>
<td></td>
</tr>
<tr>
<td>temporary</td>
<td>150#</td>
</tr>
<tr>
<td>steady</td>
<td>20#</td>
</tr>
<tr>
<td>Rudder force &lt; 50# to counter sideslip in rolls.</td>
<td>MIL-F-8785B</td>
</tr>
<tr>
<td>Coordinated turn which reaches 45° of bank</td>
<td>§3.3.2.5</td>
</tr>
<tr>
<td>should require less than 40# of rudder.</td>
<td></td>
</tr>
<tr>
<td>50# of rudder force must induce a roll rate of 3°/sec.</td>
<td>$3.3.4.5$</td>
</tr>
<tr>
<td>If the aircraft is trimmed with symmetric power</td>
<td>$3.3.5.1$</td>
</tr>
<tr>
<td>it must be able to change speed ±30% without</td>
<td></td>
</tr>
<tr>
<td>requiring more than 100# of rudder force.</td>
<td></td>
</tr>
<tr>
<td>No more than 100# of rudder force must be</td>
<td>§3.3.5.1.1</td>
</tr>
<tr>
<td>necessary for asymmetric loading.</td>
<td></td>
</tr>
</tbody>
</table>

(continued on next page)
<table>
<thead>
<tr>
<th>REQUIREMENT</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>The ratio $B/\delta_F$ must be essentially linear to $\pm 15^\circ$ with the slope permitted to be smaller for $\beta&gt;15^\circ$ but still positive. The ratio $B/F_F$ must be essentially linear to $\pm 10^\circ$. $F_F$ may be less for larger values but never zero.</td>
<td>§3.3.6.1</td>
</tr>
<tr>
<td>For the aircraft trimmed for $\phi=0$ flight these requirements apply at sideslip angles produced or limited by: (a) full rudder pedal deflection (b) 250# rudder pedal force (c) maximum aileron control or surface deflection.</td>
<td>§3.3.6</td>
</tr>
<tr>
<td>Control centering and breakout forces shall be between 1# and 7#.</td>
<td>§3.5.2.1</td>
</tr>
<tr>
<td>Control surface response shall not lag cockpit control force input by more than $30^\circ$ (phase angle) for frequencies equal to or less than $1/\tau_R$.</td>
<td>§3.5.3</td>
</tr>
<tr>
<td>Cockpit control deflection shall not lead control force.</td>
<td>§3.5.3.1</td>
</tr>
<tr>
<td>It shall be possible to take off and land with normal pilot skill in $90^\circ$ cross winds from either side with velocities up to 20 knots. Rudder forces shall not exceed 100#.</td>
<td>§3.3.7</td>
</tr>
<tr>
<td>Rudder control power shall be adequate to maintain wings level and sideslip zero without retirming throughout dives and pullups. In the service flight envelope, shall not exceed 180#.</td>
<td>§3.3.8</td>
</tr>
<tr>
<td>It shall be possible to taxi at any angle to a 35-knot wind.</td>
<td>§3.3.7.3</td>
</tr>
<tr>
<td>Rudder forces shall not exceed #180 to maintain a straight path in the event of sudden loss of thrust during take-off.</td>
<td>§3.3.9.1</td>
</tr>
</tbody>
</table>

Table 13. Yaw control requirements.
Current light aircraft often require fairly large (~185 lbs) rudder forces in 15° steady sideslips (Ref. 56) or as a result of the application of power—up to 90 lbs change between idle power and maximum power at a given airspeed (Ref. 55). Pilots considered the latter unsatisfactory although it would satisfy the specification. Note that brake forces in automobiles in excess of 100 lbs are generally regarded as undesirable while forces in excess of 200 lbs are regarded as unacceptable. In this regard, the FAR maximum rudder force requirement appears to be far more reasonable than that of MIL-F-8785B (Ref. 41), particularly considering that diminutive women should be able to operate a light airplane comfortably. The specifications are also notable in omitting any quantitative limitation on rudder pedal travel. While this is another aspect of the present unsatisfactory state of directional control requirements, the condition likely stems from the fact that most directional control during flight is now accomplished through aileron manipulation which the pilot can perform very precisely and for which the force-deflection-response relations are prescribed in great detail.

It is felt by several pilots consulted by the authors that the force limits quoted in the military specifications should be applied only to the faster and heavier aircraft of the general aviation class. It was their contention that one should reduce these limits progressively as maximum speed and weight are reduced so that for the lightest and slowest aircraft in the class the maximum forces will be no greater than 1/3 or 1/2 the specification values. The reasoning apparently follows the usual human expectation that larger vehicles require larger forces to control them. That this is not necessary, however, is evident from the popular acceptance of power steering and power brakes on automobiles. With these devices the forces are made more or less independent of car size. It is to be expected, therefore, that as "fly-by-wire" control systems are installed more widely in aircraft a trend toward standardization of control feel, riding qualities, and handling qualities for aircraft of all sizes, speeds, and weights will develop.
Handling in Turbulent Air

The discussion above has assumed that the air mass through which an aircraft is flying is uniformly stationary with respect to inertial space. Nature, however, is seldom so accommodating, and many aircraft experience severe deterioration in handling qualities during flight in turbulent air (Ref. 55). Analysis reported in Reference 4 indicates that a first order treatment of the problem can be performed. Gusts are considered to be isotropic away from the ground. Gust velocity variation with spatial frequency for two models is used to obtain gust components of $u(x)$, $v(x)$, and $w(x,y)$. From these, one can calculate gust components for $\alpha$, $\beta$, $p$, $q$, and $r$ and, subsequently, the altered values of the stability derivatives. It is seen therefore that all airframe dynamic modes can be excited in gusts. If these are insufficiently damped, if the lateral-directional coupling is excessive, or if the static stability is marginal, the pilot's work load will increase markedly if he attempts to maintain a reasonably precise course or comfortable ride. Outstanding handling qualities in still air are consequently a necessary prerequisite to acceptable handling in turbulent air.
INERTIAL CHARACTERISTICS

The airplane designer is directed to the section of this study dealing with spin entry for a discussion of dynamic response resulting from changes in moments of inertia; techniques for estimating moments of inertia are detailed here.

When an airplane is rotated about its center of gravity, the resulting torque, $I\dot{\omega}$, is equal to the product of the moment of inertia about the c.g. and the angular acceleration ($I\dot{\omega} = I \frac{d\omega}{dt}$). Since the torque is applied by a control surface, the angular acceleration can be found for a particular control deflection by dividing the torque by the moment of inertia. The three angular degrees of freedom for the airplane are pitch, roll, and yaw; thus, it is necessary to know the moments of inertia about the x, y, and z airplane body axes. One product-of-inertia term, $I_{xz}$, also appears in the equations of motion (see Appendix A), but this term is usually small, and, for many analyses, is considered zero, indicating that all the axes are principal axes.

Moments of inertia can be obtained by experimental measurements or can be estimated from airplane mass and geometric characteristics. The usual method for determining experimentally the moments of inertia is a pendulum method.

The application of the pendulum method to the experimental determination of moments of inertia of airplanes is discussed in TR-467 (Ref. 68). The moments of inertia about the x and y axes are found by swinging the airplane as a compound pendulum, whereas the moment of inertia about the z axis is determined by oscillating the airplane as a bifilar-torsional pendulum. The differential equation which describes the pendulum motion is of the form,

$$I \frac{d^2\theta}{dt^2} + b\theta = 0$$

where

- $I = \text{measured moment of inertia}$
- $b = \text{constant depending on the weight and dimensions of the pendulum}$
- $\theta = \text{angular displacement}$.

The period can be written as $T = 2\pi/\sqrt{b/I}$, and the moment of inertia can be solved by solving for $I$. For each of the cases mentioned above, the true moments of inertia are determined by correcting the measured moments of inertia for (1) the buoyancy of the structure, (2) the air entrapped within the structure, and (3) the additional mass effect. These three factors cause an apparent additional moment of inertia, which is evaluated on the basis of (1) the airplane size and shape normal to the direction of motion and (2) the results of tests of the additional mass effect of flat plates. Reference 68 should be used to evaluate the required corrections. The additional mass effect (moment of inertia influenced by the surrounding medium) results from the fact that the period of the pendulum's vibrating in air is to some extent dependent on the momentum imparted by its motion through the air. The momentum imparted to the body is proportional to the momentum of the body; thus, the equivalent additional mass may be used.

The precision of the pendulum method to estimate true moments of inertia is approximately ±2.5 percent, ±1.3 percent, and ±0.8 percent for the x, y, and z axes respectively. Several types of airplanes of gross weight less than 152
10,000 pounds have been tested at the NACA laboratories, the results of which were compiled and published as NACA TN-780 (Ref. 69) which supersedes TN-375. Only a few of the airplanes tested are characteristic of the light airplane designs of today. This report, however, is valuable in obtaining an approximate number for the moments of inertia and the radii of gyration. Agard Report 224 (Ref. 101) also discusses methods of obtaining the moments of inertia by the spring oscillation method. Schematic representation of typical methods for determining (within 5% or better) the rolling and pitching moments of inertia are given as well as other references which may be helpful in using these methods.

Because of the equipment required to measure the moment of inertia by the pendulum method, probably the most popular method utilizes the weight and location of component parts outlined in TN-575 (Ref. 70). This is a step-by-step, tabulated method which yields the moments of inertia about the three axes, the products of inertia, and the center of gravity locations. It is believed that the moments of inertia can be estimated within 10% by this method and can be applied by completing Table 14, which is explained below.

The first step in the procedure is to define a set of three mutually perpendicular reference planes, \( x'z', y'z', \) and \( x'y' \), as shown in the figure below.

![Figure 66. Set of three mutually perpendicular reference planes.](image-url)
The plane of symmetry is chosen as the $x'z'$ reference plane, since it contains the c.g. The $y'z'$ reference plane is usually set at the nose of the airplane, while the $x'y'$ reference plane can be established at the top or the bottom. These reference planes define the origin of the coordinate axes.

The table which must be completed is shown below and explained column by column.

<table>
<thead>
<tr>
<th>Item</th>
<th>(w)</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
<th>$wx$</th>
<th>$wz$</th>
<th>$w_x^2$</th>
<th>$w_y^2$</th>
<th>$w_z^2$</th>
<th>$\Delta I_{xx}$</th>
<th>$\Delta I_{yy}$</th>
<th>$\Delta I_{zz}$</th>
<th>$wxz$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Totals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 14. Sample table for obtaining inertial characteristics.

Column (1) Elements of the airplane which are considered (flaps, wheels, baggage doors, engine, seats, pilot, fuel, etc.).

Column (2) Weight of each individual element.

Columns (3), (4), & (5) Distance from the $x'$, $y'$ and $z'$ axes to the element. It is important to note that some of these distances may be either positive or negative.

Columns (6) & (7) Moments contributed by each element. Since the airplane is symmetric about the $x'z'$ plane, $wy = 0$; therefore, it does not appear.

Columns (8), (9), & (10) The product of the squares of the individual distances and the item weight.

Columns (11), (12), & (13) The estimation of the moments of inertia of the larger items about their own center of gravity.

Column (14) The total product of inertia, $I_{xz}$.

The information in the above columns can be used to find

1. c.g. Location--The $x$ and $z$ c.g. locations ($x_{c.g.}$ and $z_{c.g.}$) can be found by dividing the totals of columns (6) and (7) respectively by the total weight.
(2) Moments of Inertia--The total moments of inertia of the airplane about the three reference axes are

\[ I_{xx} = \Sigma wy^2 + \Sigma wz^2 + \Sigma \Delta I_{xx} \]
\[ I_{yy} = \Sigma wx^2 + \Sigma wy^2 + \Sigma \Delta I_{yy} \]
\[ I_{zz} = \Sigma wx^2 + \Sigma wy^2 + \Sigma \Delta I_{zz} \]

The moments of inertia about the c.g. can be written as

\[ I_{yy} = I_{yy}' - W(x_{c.g.} + z_{c.g.}^2) \]
\[ I_{xx} = I_{xx}' - W(x_{c.g.}^2) \]
\[ I_{zz} = I_{zz}' - W(x_{c.g.}^2) \]

where \( W \) = total airplane weight.

(3) Product of Inertia--The product of inertia, \( I_{xz} \), about the c.g. can be found by the formula,

\[ I_{xz} = \Sigma wxz - W(x_{c.g.} + z_{c.g.}) \]

Even for the large items, the products of inertia about their own c.g. can usually be neglected. Also, for light aircraft, the products of inertia for the complete aircraft are usually small or negligible. Thus, for a first approximation, assuming the products of inertia to be zero is fairly accurate. If greater accuracy is required, the formula above can be used.

Some typical values of moments of inertia can be seen for light aircraft by examining the table below:

<table>
<thead>
<tr>
<th>Airplane Weight (lbs.)</th>
<th>Number of Engines</th>
<th>( I_{xx} ) (slug-ft²)</th>
<th>( I_{yy} ) (slug-ft²)</th>
<th>( I_{zz} ) (slug-ft²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2200</td>
<td>1</td>
<td>902</td>
<td>1335</td>
<td>1922</td>
</tr>
<tr>
<td>2650</td>
<td>1</td>
<td>941</td>
<td>1479</td>
<td>2110</td>
</tr>
<tr>
<td>3350</td>
<td>1</td>
<td>1495</td>
<td>2207</td>
<td>2878</td>
</tr>
<tr>
<td>4650</td>
<td>2</td>
<td>8884</td>
<td>1939</td>
<td>11,001</td>
</tr>
<tr>
<td>15,000</td>
<td>2</td>
<td>64,811</td>
<td>17,300</td>
<td>64,543</td>
</tr>
<tr>
<td>2100</td>
<td>2</td>
<td>766</td>
<td>1275</td>
<td>1805</td>
</tr>
</tbody>
</table>

Table 15. Typical light aircraft moments of inertia.
STALL

The flow over a body is said to stall when the pressure gradient becomes so unfavorable that the velocity at the surface is zero and the mainstream is no longer attached to the body. When stall occurs on airfoils, there is both a loss of lift and an increase in drag. In general, stall can be defined as that flow condition which follows the first lift-curve peak. TN-2502 (Ref. 71) indicates three classifications for stall at low speeds: 1) trailing-edge stall, 2) leading-edge stall, and 3) thin airfoil stall.

Trailing-edge stall is preceded by the movement of the point of turbulent boundary-layer separation forward from the trailing edge with increasing angle of attack (usually characteristic of airfoils of 15% thickness or more). This type of stall is distinguished by a gradual, continuous force and moment variation with a well-rounded lift-curve peak.

The leading-edge stall is an abrupt flow separation of the laminar boundary layer near the leading edge, generally without subsequent flow reattachment (usually typical of airfoils 9% to 15% thick). Little or no change in lift-curve slope should be expected prior to maximum lift and an abrupt, often substantial, decrease in lift should occur after maximum lift is attained. A combined leading-and trailing-edge stall is possible.

The thin airfoil stall is preceded by flow separation from the leading edge, with the reattachment point moving progressively downstream with increasing angle of attack. This thin airfoil stall has a rounded lift-curve peak, generally preceded by a discontinuous force and moment variation for airfoils with a rounded leading edge.

The stalls mentioned above are shown in the figure below.

Figure 67. Characteristic stall types.
Not every airfoil can be classified uniquely into a given stall category, nor is each type of stall limited to a certain range of thickness ratios.

Since stall characteristics play a major role in the design of any airplane, it is important to know at the outset at what angle of attack the stall occurs, depending on the weight, speed, and maximum lift coefficient of the airplane. The abrupt stall has proven to be quite dangerous because the pilot receives little or no warning before attaining a critical attitude. Also, if stall occurs during landing or take-off, the pilot has little or no altitude in which to recover. Many parameters affect the stall of a body or wing: taper, aspect, and thickness ratios; Reynolds number; camber; washout; and leading-edge shape. Before considering the parameters which affect stall, some mention should be made of the requirements for good stall warning and recovery. Technical Report AFFDL-TR-69-72 (Ref. 4) defines stall warning requirements, stall characteristics, and stall recovery requirements for light military aircraft.

Stall Warning

The stall approach shall be accompanied by an easily perceptible warning.

Acceptable warning for all types of stalls consists of shaking of the cockpit controls, buffeting or shaking of the airplane, or a combination of these. The onset of this warning should occur within the ranges specified by the two tables below.

<table>
<thead>
<tr>
<th>Flight Phase</th>
<th>Minimum Stall Warning Speed</th>
<th>Maximum Stall Warning Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach</td>
<td>Higher of 1.05U_{S} or U_{S} + 5 knots</td>
<td>Higher of 1.10U_{S} or U_{S} + 10 knots</td>
</tr>
<tr>
<td>All Other</td>
<td>Higher of 1.05U_{S} or U_{S} + 5 knots</td>
<td>Higher of 1.15U_{S} or U_{S} + 15 knots</td>
</tr>
</tbody>
</table>

Table 16. Warning speed for stalls at 1g normal to the flight path.
Warning range for accelerated stalls. Onset of stall warning shall occur outside the Operational Flight Envelope associated with the Airplane Normal State and within the following angle-of-attack ranges:

<table>
<thead>
<tr>
<th>Flight Phase</th>
<th>Minimum Stall Warning Angle of Attack</th>
<th>Maximum Stall Warning Angle of Attack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach</td>
<td>( \alpha_0 + 0.82 (\alpha_s - \alpha_0) )</td>
<td>( \alpha_0 + 0.90 (\alpha_s - \alpha_0) )</td>
</tr>
<tr>
<td>All Other</td>
<td>( \alpha_0 + 0.75 (\alpha_s - \alpha_0) )</td>
<td>( \alpha_0 + 0.90 (\alpha_s - \alpha_0) )</td>
</tr>
</tbody>
</table>

where \( \alpha_s \) is the stall angle of attack and \( \alpha_0 \) is the angle of attack for zero lift.

Table 17. Warning range for accelerated stalls.

Stall angle of attack is the angle of attack at constant speed for the configuration, weight, and c.g. position which is the lowest of the following:

(a) The angle of attack for the highest steady load factor, normal to the flight path, that can be obtained at a given Mach number;

(b) The angle of attack for a given speed or Mach number at which uncontrollable pitching, rolling, or yawing occurs (i.e., loss of control about a single axis);

(c) Angle of attack for a given speed or Mach number, at which intolerable buffeting is encountered.

The increase in buffeting intensity with further increase in angle of attack should be sufficiently marked to be noted by the pilot. This warning may be provided artificially only if it can be shown that natural stall warning is not feasible.

Stall Characteristics

In unaccelerated stalls, the airplane shall not exhibit uncontrollable rolling, yawing, or downward pitching at the stall in excess of 20°.

It is desired that no pitch-up tendencies occur in unaccelerated or accelerated stalls. In unaccelerated stalls, mild nose-up pitch may be acceptable
if no elevator control force reversal occurs and if no dangerous, unrecoverable, or objectionable flight conditions result. A mild nose-up tendency may be acceptable in accelerated stalls if the operational effectiveness of the airplane is not compromised and

(a) The airplane has adequate stall warning;

(b) Elevator effectiveness is such that it is possible to stop the pitch-up promptly and reduce the angle of attack;

(c) At no point during the stall, stall approach, or recovery does any portion of the airplane exceed structural limit loads.

These requirements apply to all stalls resulting from rates of speed reduction up to four knots per second (4.6 miles per hour, per second). Stall characteristics are unacceptable if a spin is likely to result.

Stall Prevention and Recovery

It shall be possible to prevent the complete stall by moderate use of the controls at the onset of the stall warning. It shall be possible to recover from a complete stall by use of the elevator, ailerons, and rudder controls with reasonable forces, and to regain level flight without excessive loss of altitude or build-up of airspeed. Throttles shall remain fixed until speed has begun to increase when an angle of attack below the stall has been regained. In the straight-flight stalls with the airplane trimmed at a speed not greater than 1.4 $U_S$ and with a speed reduction rate of at least 4.0 knots per second, elevator control power shall be sufficient to recover from any attainable angle of attack. On multiengine aircraft, it shall be possible to recover safely from stalls with the critical engine inoperative.

This requirement applies with the remaining engines up to thrust for level flight at 1.4 $U_S$, but these engines may be throttled back during recovery.

Although some light aircraft may have special stalling problems, such as nacelles stalling at high speeds where they can produce a significant lift, causing the airplane to attain dangerous attitudes, the stall problem is usually solved if the wing has good stall characteristics. NACA TR-703 (Ref. 72) is a set of design charts prepared to show the effects of wing geometry on the stalling characteristics of tapered wings; a summary of these effects is presented in Table 18.
<table>
<thead>
<tr>
<th>GEOMETRIC PROPERTY/WING</th>
<th>EFFECTS ON STALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taper</td>
<td>Increasing taper tends to move the stalling point progressively outboard and to decrease the stalling margin of most of the remaining wing.</td>
</tr>
<tr>
<td>Aspect Ratio</td>
<td>An increase in aspect ratio tends to flatten the section lift distribution; up to an aspect ratio of 18, the effect on the stalling point is relatively small.</td>
</tr>
<tr>
<td>Thickness</td>
<td>An increase in root thickness ratio beyond 0.15 causes the stalling point to move inboard, except for the lowest values of Reynolds numbers tested, and tends to reduce the rate at which the section lift and maximum section lift diverge inboard of the initial stalling point.</td>
</tr>
<tr>
<td>Camber</td>
<td>Increasing camber linearly from root to tip (4%) appears to be useful to good stall characteristics only for low taper ratios.</td>
</tr>
<tr>
<td>Washout</td>
<td>Although washout is expensive in regard to drag considerations, it offers an effective means of improving stalling characteristics. Washout becomes more effective as Reynolds number is increased.</td>
</tr>
<tr>
<td>Reynolds Number</td>
<td>An increase in Reynolds number tends to move the initial stalling point inboard.</td>
</tr>
<tr>
<td>Sharp Leading Edge</td>
<td>A sharp leading edge reduces the maximum section lift coefficient so that stalling takes place inboard where the sharp edge is located.</td>
</tr>
</tbody>
</table>

Table 18. Effects of wing geometry on stall characteristics of tapered wings.
Thus, for good stall characteristics, wings with low taper ratios, moderate thickness (10% to 15%), low to moderate Reynolds numbers, 1° to 3° washout, and a sharp leading edge at the root seem the most desirable.

WR L-145 (Ref. 73) points out that surface roughness and propeller effects should also be considered as parameters affecting airplane stall. The airplanes tested for the report were military aircraft of the mid 1940's. Because of the armament required, the airplanes were equipped with numerous access doors, inspection plates, and numerous other features that tend to make the wing extremely rough and allow air leakage through it. It was found that a wing which was faired and sealed gave a higher $C_{l_{\text{max}}}$ then an unfaired wing, even though both wings stalled at approximately the same angle of attack. The study also indicated that propeller operation generally increases the severity of the stall, especially on single-engine airplanes. The rotation within the slipstream increases the effective angle of attack of the wing section behind the up-going propeller blades and decreases the effective angle of attack of the wing section behind the down-going propeller blades. An asymmetrical stall pattern is thus produced, leading to a sometime severe roll.

WR L-296 (Ref. 74) indicates that airplanes of the 1930's solved the problem of stall by providing a definite warning of the approaching stall through backward movement, position, and forces on the control column. Monoplanes usually had little or no taper with "inefficient" wing-fuselage junctures, causing a gradually developing stall, beginning at midspan. Thus, the stalled condition developed progressively after a reasonably definite warning; also, lateral control was often maintained up to or beyond the stall. Many of the airplanes designed in the 1940's depicted trends toward higher wing loadings and landing speeds; less emphasis was placed on stalling tendencies, thus leading to airplanes with poor stalling characteristics. WR L-296 also indicates that sharp leading edges at the wing root may improve poor stall tendencies. Another proposed solution is limitation of longitudinal control to prevent the wing from reaching maximum lift. To be effective, a warning must occur at an angle of attack considerably below that of maximum lift because gusts or inertia effects may momentarily carry the airplane beyond the warning attitude. An investigation was made in WR L-296 (Ref. 74) of a "stall-control flap." The basic wing tested was a 23012 section with a 60% chord flap. The idea was to deflect the stall-control flap so that the modified airfoil would have a shape similar to the 4412 airfoil, which has good stall characteristics because of its relatively flat lift-curve peak. The flap was considered aerodynamically satisfactory with or without high lift devices, even though it may be very expensive to install. The graph below indicates the effect of the flap deflection on lift-curve shape.
Figure 68. Investigation of a stall control flap in WR L-296 (Ref. 74).

NACA TN-1868 (Ref. 75) is a study made to correlate pilots' opinions of the stall warning properties of 16 airplanes, ranging from single-engine fighters to four-engine bombers, with a number of quantitative factors obtained from time, history flight records for speeds near stall. The altitude test range was 4,000 to 12,000 feet, with stalls attained in straight flight by gradually approaching the stall with the normal acceleration factor as close to unity as possible. The tests indicate that, in general, the stall warning is considered satisfactory by the pilots when characterized by any of the following qualities:
(a) Airplane buffeting at speeds 3 to 15 mph above stalling speed and of a magnitude to produce incremental indicated values of normal acceleration factor from 0.04 to 0.22;

(b) Preliminary controllable rolling motion from 0.04 to 0.06 radians per second occurring anywhere within a range of 2 to 12 mph above the stalling speed;

(c) At least 2.75 inches rearward travel of the control stick during the 15 mph speed range immediately preceding the stall.

The two graphs below indicate the satisfactory and unsatisfactory ranges of both normal acceleration increments, Figure 69, and rearward movement of the control stick, Figure 70, versus speed above the stall. Each line represents a separate test of one of the 16 airplanes. $A_z$ is the normal acceleration increment.

![Graph correlation of pilot opinion of stall warning with airplane buffet at various speeds above stall.](image)

Figure 69. Correlation of pilot opinion of stall warning with airplane buffet at various speeds above stall.
In a summary of various stall-warning devices, TN-2676 (Ref. 76) points to the fact that a warning light, stall-warning dial, rudder shaker, or stick shaker may be necessary for any aircraft with very poor stall-warning characteristics. Such indicators can possibly be actuated by such devices as a leading-edge orifice, leading-edge tab, spoiler and pitot-static tube, trailing-edge pitot-static tube, or trailing-edge vane. Light airplanes without hydraulic control systems will probably never need to use these devices.

TN-2923 (Ref. 77) describes the testing of a low-wing, light airplane model during the stall and into the incipient spin. A more detailed review of this report is presented below in the discussion of spin entry.

It should be noted that in seeking to analyze the motions of aircraft near stall, the usual assumption that the longitudinal stability derivatives are constants is no longer true. The derivatives are very strong functions of $\alpha$. Also, downwash and sidewash fields are very strong and unstable under these conditions. Dynamic pressure may vary considerably along the span. Finally, a deep stall is usually accompanied by sufficiently large motions that one can no longer assume with accuracy that products and squares of perturbation velocities can be neglected. For these reasons, extreme care must be used in attacking this problem analytically.
The capacity for attaining a spinning attitude while performing ordinary flight maneuvers and the fact that many light aircraft accidents have been attributed in the last few years to stall/spin problems has led to extensive research by NACA/NASA concerning spin entry and recovery. More than 25 NACA/NASA reports deal with spin applicable to light aircraft design. Much of this literature was written in the late 1940's and early 1950's because the higher wing and fuselage loadings of more modern aircraft are not characteristic of the majority of the general aviation aircraft.

A developed spin is usually considered to be a motion in which an airplane in flight, at some angle of attack between the stall and 90°, descends rapidly toward the earth while rotating, with the wings nearly perpendicular to a vertical or near-vertical axis. Special consideration must be given to spins in the design stage, since controls effective in normal flight might be inadequate for recovery from the spin. The same factors which may cause difficulty in attaining a spin also may impede recovery from it, once attained. Besides the problem of providing adequate controls for recovery, there is also the problem of pilot disorientation resulting from the developed spin; thus, preventing the spin or recovering during the incipient phase (the motion between the initial stall and the developed spin) is essential. Civil Air Regulations require that the pilot of a personal-owner airplane recover from a one-turn spin upon release of controls by the pilot; this may mean that controls be designed to float against the spin.

Of the numerous significant reports reviewed for this study, two are considered of primary interest—Airplane Spinning by James S. Bowman (Ref. 78) and Status of Spin Research for Recent Airplane Designs by A. I. Neihouse, et al (Ref. 79). The latter discussed spin-tunnel testing and its correlation with actual flight tests, the influence of airplane geometry on spinning, and a summary of the spinning characteristics of 21 model airplanes, including model and full scale correlation. Airplane Spinning is a state-of-the-art summary of spin prediction and alleviation.

Experience has indicated that spins and spin recoveries of airplanes can be investigated safely and at a comparatively moderate cost using small dynamic models in a spin tunnel.* It is important that the model be designed so that geometrically similar paths of motion between the model and the airplane are attained in the spin; this is accomplished by holding the force, mass, and time ratio constant as well as the ratio of linear dimensions in the model design. It is hand-launched with a spinning motion into the spin tunnel, and the vertical speed of the column of air is adjusted to maintain a spinning attitude of the model at a particular height in the tunnel. It is assumed that, for most spins, the pilot would probably have the airplane

---

* a vertical wind tunnel controlled by a propeller with very fast response time
controls set approximately at "normal spinning control configuration"—that is, stick full back, and laterally neutral, rudder full with the spin. After the spin is established, the model control surfaces (rudder, elevator, and ailerons) are deflected to attempt recovery. Experience has shown that the criterion for satisfactory recovery for model tests is recovery within $\frac{2\pi}{2}$ turns of the model after the control surface deflections. Based on this analysis, when the recovery in the spin tunnel requires more than this number of turns, the controls are not sufficiently effective and the corresponding airplane probably would have unsatisfactory recovery characteristics. One poor recovery out of several recovery attempts is usually considered as undesirable as consistently poor recoveries. The philosophy is to assume that a proposed design is inadequate for spin recovery unless it can be proven satisfactory.

A developed spin involves a balance of aerodynamic and inertial moments and forces; thus, the effectiveness of any control in promoting or in terminating the spin depends not only on the aerodynamic moments and forces produced by the control but also on the inertial characteristics of the airplane. A spin about any axis in space can be considered as a rotational motion about any axis through the center of gravity. The equations for the moments acting in a spin* are

$$
\begin{align*}
\dot{p} &= \frac{U^2}{2\mu k_x} C_l + \frac{I_{yy} - I_{zz}}{I_{xx}} qr \\
\dot{q} &= \frac{U^2}{2\mu k_y} C_m b + \frac{I_{zz} - I_{xx}}{I_{yy}} rp \\
\dot{r} &= \frac{U^2}{2\mu k_z} C_n + \frac{I_{xx} - I_{yy}}{I_{zz}} pq
\end{align*}
$$

The airplane spinning attitude (steep or flat) and its rate of rotation depend primarily on the yawing and pitching moment characteristics of the airplane. Low damping in yaw at spinning attitudes or high autorotative yawing moments lead to flat (high $\alpha$), fast rotating (high $\Omega$) spins. Some interesting facts can be pointed out by approximating the pitching-moment equation obtained in equating the aerodynamic and inertial pitching moments:

$$
\Omega^2 = -\frac{M_{\text{aero}}}{\frac{1}{2}(I_{zz} - I_{xx}) \sin 2\alpha}
$$

Remembering that a positive pitching moment is nose up, it can be seen that a nose-down (negative) pitching moment may nose the airplane down but lead to a higher rate of rotation and may, in fact, flatten the spin. For given directional and lateral characteristics, the pitching moment can influence the motion so that it may vary from a high rotative spin to a low rotative spin.

The effect of any control in bringing about spin recovery depends upon the moments that the control provides and upon the effectiveness of those

* assuming the $x$, $y$, and $z$ axes are principal axes and that engine effect can be ignored.
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moments in producing a change in angular velocity and thus in upsetting the
spin equilibrium. Experience has shown that the best way to alleviate the
spinning motion is to provide a yawing moment about the z body axis to oppose
the spin rotation; thus, the rudder is usually considered the most important
control, especially for light airplanes. It also appears that elevator effec-
tiveness and aileron effectiveness, in the final analysis, depend upon their
ability to alter the yawing moment of the spin.* Thus, it would seem that the
most effective way to influence the spin and to bring about recovery is to
obtain a yawing moment by applying a moment about an axis which experiences
the least resistance to a change in angular velocity.** For example, the most
proficient way to obtain an antispin yawing moment for recovery may be to roll
the airplane in such a direction that a gyroscopic yawing moment to oppose
the spin is obtained. Similarly, if mass is heavily concentrated in the wings,
movement of elevators downward may provide the most effective means of applying
an antispin yawing moment. Thus, because of inertial coupling of a rotating
body, if the moment about one axis is changed, the moments about the other
axes are also changed.

By inspecting the equation given earlier for \( \dot{r} \), it can be seen that the
rudder is the most important control when \( I_{xx} - I_{yy} = 0 \) because \( \mu \) (defined as
\( m/pSb ) \) and \( k_z \) are relatively small, and \( C_n \) is a function of rudder deflection.
For modern, high speed fighters and research airplanes, large negative values
of \( I_{xx} - I_{yy} \) predominate, since the mass is heavily concentrated in the fuse-
lage. For these airplanes, it would be extremely important to make the inertia
terms antispin (negative for right spin) for recovery. This can be accom-
plished by controlling the algebraic sign of the pitching velocity, e.g., by
tilting the inner wing (right wing in a right spin) down relative to the spin
axis. This tilting of the wing downward makes pitching velocity positive
\( (q = \dot{\Omega} \sin \phi \) for low values of \( I_{xx} \)) and gives rise to a cross-coupled effect,
which acts in a direction that terminates the spinning. Light airplanes,
however, fall, for the most part, into the category of airplanes designed in
the late 1930's and early 1940's. These light airplanes have relatively small
changes in the inertia terms which contribute to \( \dot{r} \), indicating that the rudder
should be the most important control.

The principal factors in spinning are mass distribution, by far the most
important single parameter, and tail design, particularly important for con-
ditions of zero or near-zero loading (small \( I_{xx} - I_{yy} \)). By knowing the mass
distribution and tail design, it is possible, in many cases, to predict
whether an airplane has satisfactory spin-recovery characteristics. The mass
distribution of airplanes can be grouped into three general loading categories,
as shown on the following page.

* It should be pointed out that if spoilers are used instead of ailerons,
the spoilers are generally ineffective in the developed spin because of the
area shielded in the spinning attitude.

** a moment about the axis with the least amount of inertia.
The type of loading shown on the right is classified as wing-heavy loading, in which the roll moment of inertia is greater than the pitch moment of inertia. The airplane on the left is an example of fuselage-heavy loading, in which the roll moment of inertia is less than the pitch moment of inertia. The airplane in the center has roll and pitch moments of inertia which are about equal; this condition is referred to as zero loading.

The loading of the airplane can dictate what controls are required for recovery, as explained in WE L-168, A Mass-Distribution Criterion for Predicting the Effect of Control Manipulation on the Recovery from a Spin (Ref. 80). Deflecting the rudder against the spin is always recommended, but, for satisfactory recovery, deflection of other controls is sometimes required. For the case of wing-heavy loading, down elevator is the primary recovery control, while ailerons against should also be beneficial; for fuselage-heavy loading, the aileron is the primary recovery control. In the latter case, the aileron needs to be deflected with the spin—for example, stick right for a spin to the right. Predicting what the effects will be for the zero loading is difficult; but, almost invariably, the proper recovery procedure is to move the rudder against the spin and, a short time later, move the elevator down. The above recovery techniques seem to indicate that spin recovery is simple, but it is sometimes hard to class a given airplane in one of the three categories above and, once classed, the controls still may or may not produce enough antispin moment to achieve recovery.

Tail design is also an important factor in designing an airplane to recover from spins. Since most light planes fall into the zero loading category, the rudder is of primary importance to a good design. In a spin, there is a dead air region over much of the vertical tail caused by the wake of the stalled horizontal tail. For optimum rudder effectiveness, part of the rudder must be outside this stalled wake. Another factor which affects tail design from the spin standpoint is that there should be a substantial amount of fixed area beneath the horizontal tail to provide damping of the spinning motion. A criterion for good tail design was determined in the middle 1940's.
(TN 1045, Ref. 81 and TN 1329, Ref. 82) on the basis of spin-tunnel tests with about 100 different designs. This criterion is called the tail damping power factor (TDPF), a measure of the damping provided by the fixed area beneath the horizontal tail and the control power provided by the unshielded part of the rudder. The tail-damping power factor can be calculated as shown below in parts a, b, and c of Figure 72.

**Full-length rudder; \( \alpha \) assumed to be 45°**

**Part a**

**Partial-length rudder; \( \alpha \) assumed to be 45°**

TDR < 0.019

**Part b**
To c.g. of Airplane

Relative Wind

Partial-length rudder; $\alpha$ assumed to be 30°

$TDR > 0.019$

$TDPF = \left( \frac{FL^2}{S(b/2)^2} \right) \left( \frac{R_1L_1 + R_2L_2}{Sb/2} \right)$

and $TDR = \frac{FL^2}{S(b/2)^2}$

Part c

Figure 72. Calculation of tail-damping power factor.

The tail damping power factor required to insure satisfactory recovery is given in the figure below.

$\mu = \frac{\text{Airplane Density}}{\text{Air Density}} = \frac{m/Sb}{\rho}$

Figure 73. Tail design requirements.
All the data are in the area of zero or near-zero loading, where the rudder is a primary recovery control and the tail design is of particular importance. As can be seen from the graph in Figure 68, only a limited part of the total existing range of mass distributions applies. The plot shows boundaries indicating the minimum values of the tail-damping power factor required to insure satisfactory recovery. The hatched side of the boundaries is the unsatisfactory side. The solid lines are for recovery by rudder alone, and the broken line shows the boundary for recovery by rudder and elevator. The boundaries are presented in terms of the relative density factor $\mu$. The value of $\mu = 6$ is representative of light, single-engine, personal-owner airplanes, while $\mu = 35$ is representative of that for executive jets.

TN-1329, Tail-Design Requirements for Satisfactory Spin Recovery for Personal-Owner-Type Light Airplanes, (Ref. 82) is a report dealing specifically with light airplane design. Its conclusions are based on tests of 60 models in the Langley spin tunnels. Results of this investigation are shown in the plot below.

![Graph showing tail-damping power factor vs. inertia yawing-moment parameter](image-url)

Figure 74. Vertical-tail design requirements for personal-owner-type airplanes.
An important plot which indicates other influences of mass distribution on optimum control movement for recovery from spin is presented below.

The unsatisfactory region exists because the difference in inertia is low. As the difference increases either way the control surface (elevator in the case of positive increase, aileron in the case of negative increase) gains effectiveness. Based on the inertias, the reversal of aileron effect should occur at \( I_{xx} - I_{yy} = 0 \); however, due to the aerodynamic effects, the reversal of aileron effect is shifted from 0 to \( \frac{[I_{xx} - I_{yy}] \times 10^4}{mb^2} \approx -50 \). Thus, in this vicinity, ailerons with the spin (stick right in a right spin) generally lose their favorable effect and become adverse; for ailerons against the spin, the converse is true. This result, it is believed, is primarily a result of a secondary effect associated with positive \( C_{nB} \) of the airplane and a resulting relative prospin increment in yawing moment because of the increment in inward sideslip that invariably occurs when ailerons are set with the spin. Another important graph, shown below, is a summary of the most important factors in spinning and indicates the present state-of-the-art.
Figure 76. Summary of the most important factors in spinning.

The figure above agrees with current literature; however, it was previously considered in rudder-elevator recovery procedures that rudder application should lead elevator application. For an erect spin down elevator increases the shielding of the rudder more than up elevator; thus, maintaining elevator up provides maximum rudder effectiveness during rudder reversal. It should be noted that, for the extreme loadings on both ends of the scale, no criteria have been developed for predicting the effectiveness of the controls for satisfactory recovery. The safest way to insure good spin recovery is by spin tunnel or flight testing.

The prescribed methods for spin recovery have been given above for the particular mass configuration desired, but a recovery may still be hard to achieve. In flight, an airplane enters a spin following roll-off just above the stalling angle of attack after being brought up from lower angles of attack. It usually takes an airplane two to five turns to attain a fully developed spin after starting the incipient-spin motion, with the number of turns depending upon configuration and control technique. One important fact should be remembered; recoveries are generally achieved much more readily when attempted during the incipient phase of the spin than when attempted after the spin becomes fully developed. Thus, some consideration should be given to the techniques of noticing a spin entry attitude and to ways of avoiding the fully developed spin.

TN-2352 (Ref. 83) is a spin-tunnel investigation of a low-wing personal-owner aircraft which was conducted to provide design information for proportioning personal-owner or liaison airplanes for satisfactory recovery from spins.
and for spin proofing. The investigation was intended to be extensive enough to determine the configurations most likely to meet the spin-recovery requirements given in Part 3 of The Civil Air Regulation (Ref. 54) and summarized below.

For an airplane licensed in the normal category:

1. A 1½-turn recovery after a 1-turn spin by releasing controls (controls assisted to the extent necessary to overcome friction)
2. "Uncontrollable spin" check—airplane capable of recovering from a 1-turn spin with ailerons at neutral by first completely reversing elevator and then, if necessary, fully reversing the rudder.

For airplanes licensed in the acrobatic category:

1. A 4-turn recovery after 6 turns of the spin by releasing controls
2. Recovery from a 6-turn spin in 1½ additional turns after neutralization of rudder and elevator, ailerons at neutral
3. "Uncontrollable spin" check—airplane capable of recovering from a 6-turn spin with ailerons at neutral by first completely reversing elevator and then, if necessary, fully reversing the rudder
4. Recovery from "abnormal spins"—a 2-turn recovery after 6 turns of the spin with ailerons initially either full with or full against the spin by neutralizing ailerons and fully reversing rudder and elevator
5. A 1½-turn recovery from a 1-turn spin by neutralization of rudder and elevator with flaps and landing gear extended.

An extensive amount of testing of this light airplane indicated that satisfactory recovery can be readily obtained even if the tail-damping power factor is not very great, provided the recovery technique used is full rapid rudder reversal followed approximately ½ turn later by forward movement of the stick. The results also indicated that for recovery by merely neutralizing both controls, especially for rearward c.g. positions, high values of tail-damping power factor may have an adverse effect upon recoveries. It was found that different wing planforms had little effect on the model spin and recovery characteristics. It was concluded that unless the rudder can be designed to float against the spin, recovery from a spin by releasing controls might be difficult unless the elevator can be made to float at deflections farther down than neutral. It was also concluded that other requirements for recovery by various movements of the controls as specified in the aforementioned regulations could probably be met for the various model configurations and mass distributions investigated by maintaining the center of gravity at a forward position and utilizing a high tail-damping power factor. For fuselage heavy loading and low TDPF a premature forward stick movement may retard recovery. Mass changes were significant at low TDPF but not at high TDPF. It may be of interest to mention that the model spun with a total angular velocity of approximately 0.35 to 0.5 revolutions per second.

An investigation of the effect of center of gravity location on the spinning characteristics of a low-wing monoplane model is given in TR-672 (Ref. 84).
Moving the c.g. forward steepens the spin, increases $\Omega b/2U$, and improves recovery; similarly, moving the c.g. back tends to flatten the spin, decrease $\Omega b/2U$, and retard recovery. A report in the same series of investigations, TR-691 (Ref. 85), gives the effects of airplane relative density. The findings in this report are that, in most cases, an increase in relative density produces flatter spins, higher velocities, lower values of $\Omega b/2U$, and slower recoveries.

NACA TN-570 (Ref. 86) is directly applicable to light airplane design. This particular report investigates the effect of different tail arrangements on the spinning characteristics of a low-wing monoplane model. Results of this investigation indicate that a reduction in tail length results in spins with higher angles of attack, higher values of $\Omega b/2U$, and slower rates of descent. Recoveries from the spin seem to depend critically upon the exact location of the vertical surfaces. It is also concluded that, by making certain reasonably small changes in the tail arrangement, all the spinning characteristics, except the amount of sideslip, can be changed through wide ranges. This again points out the importance of tail design in light airplane spin recovery.

TN-608 (Ref. 87) is another investigation in which a series of models were tested in the spin tunnel. It was found that rectangular and faired tips give the steepest spins and flaps tend to retard recovery; for controls with the spin, tail B (below) gives steeper spins than tail A, with generally satisfactory recovery for either tail, while tail C generally gives slower recoveries.

![Empennage Arrangements Investigated](image_url)

Figure 77. Effects of various aircraft tails on spin recovery.
The effect of such devices as antispin fillets and dorsal fins on spin recovery characteristics can be found in TN-1779 (Ref. 88). Data from 21 different models were used to determine the action of fillets in damping of spin rotation, and 30 models were investigated for the effect of dorsal fins. The effectiveness of antispin fillets for spin recovery appear to depend primarily upon the fact that the fuselage area below the fillets becomes effective in damping the spin rotation. Whether or not the fillets improve the recovery characteristics of a given design is still a function of the tail-damping power factor of the design and the mass distribution. Dorsal fins generally have little effect on spin and recovery characteristics.

TN-1801 (Ref. 89) should be mentioned because it is a spin investigation of a twin-tail light airplane model with linked and unlinked aileron controls. It was found that when the rudders and ailerons are linked for two-control operation, the model generally does not spin. The spins obtained in this study were steep, and the tests resulted in satisfactory recovery.

TN-2923 (Ref. 77) is another report in which a light airplane was tested. The motion of a personal-owner or liaison airplane through the incipient spin was analyzed. It was found that, after the initial stall and immediately after the model becomes unstalled, the rates of yaw and pitch are relatively small, and the rates of roll begin to decrease. There also is little loss of altitude up to this time and the results indicate that, even though the airplane may be inverted, a time soon after the roll-off has started appears to be a desirable time to attempt to terminate the motion. It is felt that the motions attained in this investigation are indicative of the motions of a low-wing, light airplane in the incipient spin. Although evaluation of the parameters in incipient-spin motion is not treated specifically in the equations of motion presented in Appendix A of the present study, these parameters could be obtained by proper application of the techniques used in that derivation. Below are some example plots of angular displacements and angular velocities versus time for the incipient spin caused by a right roll-off shown in Figures 78 and 79.
Figure 78. Angular displacements versus time for the incipient spin caused by a right roll-off.
Figure 79. Angular velocities versus time for the incipient spin caused by a right roll-off.
HUMAN FACTORS

For maximum safety to an aircraft and its occupants, the pilot must be able to control aircraft motion during all flight conditions. One possible means of attaining this objective is to design the aircraft controls for the "average" man; however, AFSC DH 1-3 (Ref. 90) indicates that less than one per cent of the population is "average" in the five dimensions considered. Thus, designing for the "average" man appears unsound. The concept of "design limits" offers a more realistic approach. With this idea in mind, the following discussion centers on the pilot's comfort from a "design limit" viewpoint. Using anthropological data, comfort limits for pilots of general aviation aircraft are examined.

Setting the proper minimum force reduces the likelihood of accidental activation of a control, especially those controls on which the pilot must continuously keep his hands or feet. An upper limit is needed to insure that required control forces do not exceed the pilot's capabilities. Several generalizations concerning force applications to control devices are given in AFSC DH 1-3 (Ref. 90):

a) Force application is equally accurate for hands and feet;

b) Controls centered in front of the operator permit maximum force application;

c) Control force greater than 30 to 40 lbs applied by hand or greater than 60 lbs by foot is fatiguing;

d) The preferred hand and arm are generally 10% stronger than the non-preferred.

The capability which 95%, or the fifth percentile, of a population can be expected to exert is considered the standard.

From AFSC DH 1-3, the table below shows arm strength for different angles of elbow flexion.
Table 19. Arm strength for different angles of elbow flexion.

The maximum force exerted on an aircraft control stick by the right arm of male Air Force personnel in the sitting position, according to Morgan (Ref. 91), is reproduced in Table 20.
**Table 20. Maximum force exerted on an aircraft control stick by the right arm.**

<table>
<thead>
<tr>
<th>DISTANCE IN INCHES FROM SRP*</th>
<th>MIDPLANE</th>
<th>PUSH</th>
<th>PULL</th>
<th>LEFT</th>
<th>RIGHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>8 (left)</td>
<td>12</td>
<td>26</td>
<td>24</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>8 (right)</td>
<td>37</td>
<td>39</td>
<td>26</td>
<td>12</td>
</tr>
<tr>
<td>12 1/2</td>
<td>8 (left)</td>
<td>18</td>
<td>33</td>
<td>23</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>8 (right)</td>
<td>43</td>
<td>49</td>
<td>22</td>
<td>16</td>
</tr>
<tr>
<td>15 1/2</td>
<td>8 (left)</td>
<td>23</td>
<td>39</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>8 (right)</td>
<td>43</td>
<td>54</td>
<td>24</td>
<td>20</td>
</tr>
<tr>
<td>18 3/4</td>
<td>8 (left)</td>
<td>36</td>
<td>45</td>
<td>16</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>8 (right)</td>
<td>64</td>
<td>56</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>23 3/4</td>
<td>8 (left)</td>
<td>29</td>
<td>51</td>
<td>11</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>8 (right)</td>
<td>54</td>
<td>62</td>
<td>14</td>
<td>13</td>
</tr>
</tbody>
</table>

*Forward; control is 13 1/2 inches above seat reference point.*
From this same reference, similar information for amount of force on an aircraft control wheel is given in the table below.

<table>
<thead>
<tr>
<th>DISTANCE IN INCHES FORWARD FROM SRP*</th>
<th>CONTROL POSITION</th>
<th>PUSH</th>
<th>PULL</th>
<th>LEFT</th>
<th>RIGHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 3/4</td>
<td>90° (left)</td>
<td>32</td>
<td>23</td>
<td>23</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>45° (left)</td>
<td>48</td>
<td>40</td>
<td>21</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>52</td>
<td>44</td>
<td>26</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>45° (right)</td>
<td>40</td>
<td>39</td>
<td>31</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>80° (right)</td>
<td>19</td>
<td>18</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>13 1/4</td>
<td>90° (left)</td>
<td>32</td>
<td>33</td>
<td>26</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>90° (right)</td>
<td>25</td>
<td>31</td>
<td>25</td>
<td>19</td>
</tr>
<tr>
<td>15 3/4</td>
<td>90° (left)</td>
<td>32</td>
<td>42</td>
<td>27</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>61</td>
<td>66</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>90° (right)</td>
<td>32</td>
<td>49</td>
<td>29</td>
<td>20</td>
</tr>
<tr>
<td>19</td>
<td>90° (left)</td>
<td>37</td>
<td>60</td>
<td>22</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>64</td>
<td>73</td>
<td>25</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>90° (right)</td>
<td>33</td>
<td>61</td>
<td>33</td>
<td>22</td>
</tr>
<tr>
<td>23 1/4</td>
<td>90° (left)</td>
<td>82</td>
<td>73</td>
<td>21</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>105</td>
<td>77</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>90° (right)</td>
<td>49</td>
<td>74</td>
<td>26</td>
<td>22</td>
</tr>
</tbody>
</table>

*Wheel grips 18 inches above SRP and 15 inches apart.

Table 21. Amount of force exerted on an aircraft control wheel.
Since each of these tests gives the maximum force for the right arm of a male, it must be remembered that the standard left arm, which is usually weaker, and the possibility of female pilots for general aviation aircraft would dictate lower maximum forces. These limits on wheel forces need not be so stringent if a worst case analysis shows them to be impractical, since the pilot could use both hands if necessary. When possible, use of two hands on the wheel should be avoided on landing, as the pilot may need his right hand to perform other tasks. Damon (Ref. 92) gives the left rotation of the wheel as approximately 25 lbs and right rotation as about 30 lbs.

The maximum force that can be exerted in extension of the leg at the hip and knee for 17 test conditions on male British civilians in the sitting position is given in Morgan (Ref. 91).

<table>
<thead>
<tr>
<th>Test Conditions</th>
<th>Avg. force (lb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A 0 0 0 90 63</td>
<td></td>
</tr>
<tr>
<td>0 0 0 135 89</td>
<td></td>
</tr>
<tr>
<td>0 5 0 164 559</td>
<td></td>
</tr>
<tr>
<td>6 0 94 73</td>
<td></td>
</tr>
<tr>
<td>8 0 93 87</td>
<td></td>
</tr>
<tr>
<td>0 10 0 80 77</td>
<td></td>
</tr>
<tr>
<td>10 0 90 59</td>
<td></td>
</tr>
<tr>
<td>10 0 135 270</td>
<td></td>
</tr>
<tr>
<td>0 10 0 165 346</td>
<td></td>
</tr>
<tr>
<td>15 0 149 227</td>
<td></td>
</tr>
<tr>
<td>15 0 160 845</td>
<td></td>
</tr>
<tr>
<td>15 0 169 530</td>
<td></td>
</tr>
<tr>
<td>16 0 129 319</td>
<td></td>
</tr>
<tr>
<td>17 0 117 212</td>
<td></td>
</tr>
<tr>
<td>17 0 151 684</td>
<td></td>
</tr>
<tr>
<td>33 0 106 184</td>
<td></td>
</tr>
</tbody>
</table>

Table 22. Maximum force exerted in extension of the leg at the hip and knee.

Morgan (Ref. 91) also considers the maximum force that can be exerted in extension of the ankle, corresponding to foot pedal operation (Table 23), by male Air Force personnel for 18 test conditions.
The following table, adapted from MIL-F-8785B (Ref. 4), gives force limits for the elevator, ailerons, and rudder.

<table>
<thead>
<tr>
<th>CONTROL</th>
<th>MAXIMUM (lbs)</th>
<th>MINIMUM (lbs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevator</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stick controllers</td>
<td>28.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Wheel controllers</td>
<td>120.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Ailerons</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stick controllers</td>
<td>20.0</td>
<td>5.5</td>
</tr>
<tr>
<td>Wheel controllers</td>
<td>40.0</td>
<td>10.5</td>
</tr>
<tr>
<td>Rudder</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pedals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>for short duration</td>
<td>100.0</td>
<td>--</td>
</tr>
<tr>
<td>for steady coordinated turns</td>
<td>40.0</td>
<td>--</td>
</tr>
</tbody>
</table>

Table 24. Force limits for the elevator, ailerons, and rudder.
Bureau of Aeronautics Report AE-61-4-11 (Ref. 93) discusses friction forces in the control system as they affect the pilot's tracking accuracy and recommends that friction forces for hand controls in excess of three pounds be avoided, since they do not improve performance but do increase pilot fatigue. At the same time, this report also recommends that no hand control require less than two pounds of force and no pedal movement require less than seven pounds of force for increased pilot tracking accuracy.

It is not considered necessary to set standards for switches and dials, since they will most likely not require limit forces; however, Woodson and Conover (Ref. 94) suggest that, for increased efficiency, rotary knob diameters range from one-half to two inches and have a maximum resistance of one pound or less.

Often, the force to be overcome is used as a feedback cue; thus, it is necessary to reproduce a previously experienced force and associate with it a certain reaction of the aircraft. The ability to reproduce a given force, as stated by McCormick (Ref. 95), varies with type of control and amount of force to be exerted, as shown in the graph below. The controls tested were of the pressure type, so various amounts of pressure could be applied with little or no displacement, making amount of displacement constant. The devices tested were a stick, an aircraft-type wheel, and a rudder-like pedal. The difference between the actual force reproduction and the desired reproduction was expressed in limens (the standard deviation divided by the standard pressure). This figure indicates that, for pressures of five pounds or less, the errors in reproducing the desired forces are proportionally greater. For five to ten pounds, the errors are somewhat less, but still greater than those of forces ten to forty pounds; pressures greater than forty pounds, over long periods of time, are apt to cause pilot fatigue.

![Graph of data on reproducing control forces](image-url)

Figure 80. Results of data on reproducing control forces.
Of considerable importance in the design of any control system are the limitations on the pilot's response time, or the speed, considering the effect of load, at which the pilot can actuate the controls. Orlansky (Ref. 96) reports an experiment to determine the maximum rate at which pilots can push or pull a control stick as the load per unit displacement changes. From this and other studies, he concludes that, for a 35-lb load, the maximum rate of stick movement is about 50 in./sec, pushing a stick is nearly 25% faster than pulling, and the rate of control stick motion decreases as the load on the stick increases. The Handbook of Human Engineering Data (Ref. 97) indicates that, as the distance for a positioning movement increases, the operator increases his speed of movement; the time required for the response does not increase as much as would be expected. For example, data from this handbook indicate that the time for total movement increases 15% when the distance is doubled and 25% if the distance is tripled. Also noted is the loss of time in making a position movement when the pilot must change directions with the control, when about 15% to 24% of the movement time is involved in stopping the movement in one direction and beginning it in another direction. Continuous curved motions, therefore, are desired over motions with sharp directional changes.

The pilot's response time is the sum of his reaction time and his movement time. Reaction time, as defined in AFSC DH 1-3 (Ref. 90), is the period between the onset of the signal to respond and the beginning of the actual response. Among the factors affecting reaction time are type of signal, motion unit responding, precision of the response, age and sex of the responder, preparation for the response, practice for complex responses, and ambient conditions. AFSC DH 1-3 reports that hand response is 20% faster than foot response, and the preferred limb is about three percent faster than the non-preferred. The Handbook of Human Engineering Data (Ref. 97) gives mean reaction times for simple movements ranging from about 0.22 sec to 0.3 sec. The conclusion from these data is that the auditory system reacts faster than the visual system.

The foregoing information has been included to indicate the anthropological basis for satisfactory handling: the actuation force levels, limb displacements, and phase relationships with which a pilot is comfortable. It is then the designer's task to provide satisfactory aircraft response using these anthropological data to describe the input to the aircraft control system. The reader will note that the primary emphasis of this report is on insuring satisfactory aircraft response. While many future light aircraft will retain entirely manual control systems which require the designer to make certain compromises between what forces, displacements, etc. he would like to present the pilot with the responses that these inputs can produce, some future light aircraft will employ artificial feel systems which can present the pilot with what he would like while at the same time providing satisfactory responses. When the system is capable of optimizing both these facets it then becomes important to insure that anthropological requirements are considered in detail.
DESIGN FOR DESIRABLE RIDING QUALITIES

In the past the primary design and specification efforts for aircraft have rightly been concerned with insuring safe operation and successful completion of the mission. Progress in these areas now appears to have reached the point that some attention may be directed toward providing the pilot with a comfortable ride as well. A significant portion of what the pilot describes as riding qualities depends upon the design of his seat and other restraints. Noise-induced vibrations also contribute to the pilot's gross impression of the ride. For the present discussion, however, consideration will be restricted to those aspects of ride which can be altered by the aerodynamic design of the aircraft. Thus the concern will be desirable values of linear and angular accelerations associated with the airframe dynamics.

As stated earlier it is these changes in velocity which the pilot feels as imposed forces on his body and which he interprets as major contributors to the riding qualities of his aircraft. Unfortunately, no substantive discussion of the relation between the magnitude and frequency of these accelerations and the acceptability of the ride was found in the literature. The following arguments, however, lead to criteria which may find utility.

There are five characteristic motions associated with rigid aircraft. The spiral mode has a very long time constant and is aperiodic. It is therefore unlikely to induce significant accelerations in normal operation or to occur at a rate which will be uncomfortable. The roll mode, also aperiodic, is very heavily damped and is generally not sensed by the pilot. This leaves the three oscillatory modes as the source of ride discomforts.

Consider first the longitudinal case. From the second equation of A-34 it is evident that to a first order

$$a_z = \dot{w} - U_0\dot{q} = Z_u u + Z_w w + Z_{\delta G}\delta_G$$

The notation $\delta_G$ is used here to indicate an effective aerodynamic input, similar to a flap on elevator deflection, due to a vertical gust, $\bar{w}$. Thus,

$$\frac{\bar{w}}{U} = \delta_G$$

Since this form is similar to that resulting from a simple control input it may be used to describe pilot induced oscillations as well as gust induced oscillations. Only the value of $Z_{\delta G}$ and $\delta_G$ must be changed. Following this tack, then

$$\frac{a_z}{\delta_E} = \frac{Z_u u}{\delta_E} + \frac{Z_w w}{\delta_E} + Z_{\delta G}.$$

This may be evaluated through the use of Equations C-4 and C-7.
The resulting Bode plot has two well-defined peaks corresponding to the Phugoid mode and the short period mode. Since the peak accelerations are really the values of interest, it is helpful to develop approximate forms for the amplitude of $a_z/\delta E$ corresponding to these two peaks. The numerator of the transfer function contains four zeros: one at the origin, one just to the right of it, one far to the right of the origin and one far to the left of the origin. The latter two have no influence on the phugoid mode and very little on the short period mode.

The denominator has the two second order factors corresponding to the phugoid and short period modes. It will be recalled that the phugoid factor

$$\frac{s^2}{\omega_n^2} + \frac{2\zeta_s}{\omega_n} + 1$$

reduces to $2\zeta_p$ when $\omega = \omega_n$ and can be approximated by $\omega_{sp}^2/\omega_n^2$ when $\omega = \omega_{sp}$. The short period factor is about 1.0 when $\omega = \omega_p$ and $2\zeta_{sp}$ when $\omega = \omega_{sp}$. For these two conditions the transfer function becomes

$$\frac{a_z}{\delta E} = \frac{K T \omega_n}{2\zeta}$$

$$\frac{a_z}{\delta E} = \frac{K T \omega_{sp}}{\omega_{sp}^2} \left(\frac{2\zeta_{sp}}{\omega_n^2}\right)$$

When the gain and time constant, $T_{a,1}$, are evaluated as given by Ref. 17 one has

$$\frac{a_z}{\delta E} = \frac{\rho U_0^4}{4g W/S} \left(\frac{C_L}{C_{m\alpha}}\right) \frac{\omega_n^2}{\zeta}$$

where the damping ratio refers to the mode being considered. In terms of the gust velocity, $\bar{w}$, this can be written

$$a_z = \frac{\bar{w}p U_0}{4g W/S} \left(\frac{C_L}{C_{m\alpha} G}\right) \frac{\omega_n^2}{\zeta}$$

The quantities in parentheses are relatively constant with speed in the range over which light aircraft operate. Since

$$\frac{\omega_n}{\omega_{sp}} = \text{constant}$$

and

$$\frac{\omega_n}{\omega_{sp}} \sim U_0$$
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then

\[ a_z = \frac{\bar{\omega} U}{\zeta_\infty} \]

\( \zeta_{sp} \) is approximately independent of speed while \( \zeta_p \) increases with \( U_0^2 \).

Note that increasing the wing loading is favorable for improved ride while reducing oscillatory damping results in a poorer ride. Two additional comments are in order regarding this relation: (1) \( \bar{\omega} \) here is the amplitude of an oscillatory gust having a frequency of either \( \omega_{np} \) or \( \omega_{sp} \). \( a_z \) will be less for oscillatory gusts of any other frequency. (2) The equations from which the relation was derived assume no steady pitching velocity. Hence one cannot find the value of \( a_z/\delta E \) in a steady pull-up from this relation.

Typically, the damping of the phugoid mode is about 1/10 that of the short period mode while its frequency is about 1/20 that of the short period mode. This means that the accelerations associated with the phugoid mode can be ten times as large as those associated with the short period mode. On the other hand, since desirable values of short period mode frequency range between about 1 and 6 radians/sec for effective handling, the period of time required for the phugoid acceleration to build up to its peak is on the order of 5 to 30 seconds. During this period of time the pilot has the opportunity to take corrective action. Autopilots also damp this motion effectively. In any case, a pilot is not likely to associate phugoid induced accelerations with ride but rather with handling. It is evident, however, that both ride and handling and therefore safety can be improved significantly by increasing the damping.

The phugoid mode is also accompanied by a longitudinal acceleration which has a magnitude about 1/10 to 1/6 as large as \( a_z \). Since either the pilot or an autopilot will attempt to suppress \( a_z \) at \( \omega_{np} \), it seems reasonable to ignore \( a_x \). Note that variations in \( a_x \) are essentially zero at \( \omega_{sp} \). Other than possible nausea resulting from the long period swaying motion and the pilot fatigue incurred in controlling it, the phugoid oscillation can probably be ignored. It appears therefore that one may take the following as the ride criteria in the x-z plane:

\[ a_z = \frac{\bar{\omega} U}{4g \frac{W}{S} \left( \frac{C_L}{C_m} \sigma \frac{G}{\zeta_{sp}} \right) \omega_{np}^2} \]

\( \omega_{sp} \) between 1 and 6 rad/sec.

A similar argument can be made for the lateral acceleration with the result that

\[ a_y = \frac{\rho U^3}{2W} \frac{\omega_d}{2\sigma_d} \]

* The anthropological basis for suitable values is treated later.
where
\[ K_{a_y} = \frac{(C_{\delta p} C_{r n} - C_{\gamma \delta R} C_{n \delta})^2}{(C_{\delta p} C_{r n} - C_{\gamma \delta R} C_{n \delta})^2 + C_{n \delta} (C_{\gamma \delta R} C_{n \delta} - C_{\gamma \delta R} C_{n \delta})} \]

In terms of a lateral gust with oscillation amplitude \( \tilde{v} \), this becomes
\[ a_y = \tilde{v} K_{a_y} \frac{\rho U_0^2 \omega_d}{4W \zeta_d} \]

where \( K_{a_y} \) indicates that \( C_{n \delta R} \) and \( C_{\gamma \delta R} \) have been replaced by \( C_{n \delta G} \) and \( C_{\gamma \delta G} \). \( \omega_d \) is directly proportional to \( U_0 \) while \( \zeta_d \) is approximately constant. The criteria for side acceleration are, therefore,
\[ a_y = \tilde{v} K_{a_y} \frac{\rho U_0^2 \omega_d}{4W \zeta_d} \]

\( \omega_d \) between 1 and 6 rad/sec.

with the maximum value for \( a_y \) to be specified. \( a_y \) of course refers only to perturbations from straight line flight.

Additional components must be added to the accelerations to account for steady rotation. For example, in a steady turn with \( \theta = 0 \) the accelerometer indications are
\[ A_y = U_0 R_0 - g \sin \phi_0 \]
\[ A_z = Q_0 U_0 - g \cos \phi_0 \]

If the turn is coordinated,
\[ R_0 = \frac{g}{U_0} \sin \phi_0 \]

\[ A_y = 0 \]

\[ Q_0 = \frac{g}{U_0} \frac{1-\cos^2\phi_0}{\cos \phi_0} \]

and
\[ A_z = \frac{g}{\cos \phi_0} \]

The accelerations felt by the pilot are those values which differ from \( A_z = g \) and \( A_y = 0 \). Thus in a coordinated turn the comfort limit is determined by
\[ A_z = g \left( \frac{1}{\cos \phi_0} - 1 \right) \]
McFarland (Ref. 98) suggests a comfort limit of 10 ft/sec$^2$ for linear accelerations. According to this criterion coordinated turns in clear air should not exceed bank angles of 40°. If the air is turbulent the allowable bank angle apparently would be reduced.

While a pilot may tolerate these acceleration levels during turning flight because they are unavoidable and are imposed for relatively short periods of time, it does not appear reasonable that a 180 lb. pilot would find nearly 60 lbs. of force applied sinusoidally along any of his principal axes for an extended period of time comfortable. It is also reasonable to expect that because of his construction, a pilot will be more sensitive to lateral forces than to vertical forces. While no substantive information is available to support the author's qualitative experience, it is suggested that because of these considerations

$$a_z \approx 4 \text{ ft/sec}^2$$

and

$$a_y \approx 2 \text{ ft/sec}^2$$

may be more suitable acceleration limits for the dutch roll and short period motions than that offered by McFarland. Since such accelerations are substantially below those imposed by steady turns, the pilot probably will not be as sensitive to them during turns as at other times. The 40° bank angle limit may therefore be acceptable during turns, provided the $a_y$ and $a_z$ limits quoted above are met during straight-line flight.

Interestingly enough, McFarland suggests a limit of 50° bank angle at low altitudes and 25° bank angle at high altitudes for tilt angles with which passengers would be comfortable. If the 25° tilt occurred in a steady turn, it would correspond to a 3.2 ft/sec$^2$ acceleration increment along the $z$-direction.

McFarland was also concerned with tolerable levels of angular acceleration. However, it can be shown that the gain of

$$\frac{\omega}{\delta E} \approx K_\omega \frac{\omega_{sp}^2}{\zeta_{sp}}$$

is about $10^{-3}$ times the gain of

$$\frac{a_z}{\delta E} \approx K_a \frac{\omega_{sp}^2}{\zeta_{sp}}.$$

It appears, therefore, that angular accelerations are of no significance if $a_z$ and $a_y$ are maintained at the levels indicated.

Other data of interest to the riding quality discussion are presented in Figure 81. This shows a summary of pilot comments on the short period mode handling qualities of a jet fighter. Note that good handling characteristics will virtually insure good riding qualities according to the criteria developed here.
One final comment regarding the riding qualities of an aircraft in gusty air may be made. Rigid aircraft exhibit fairly rapid attenuation of normal acceleration response for $\omega > \omega_{sp}$. For example, at frequencies in the range where human internal organ resonances are excited (-42 rad/sec), $a_z$ is less than 10% as much as at $\omega_{sp}$ for a given amplitude oscillatory gust. Only if the aircraft has a poorly damped fuselage bending mode or wing bending mode at these frequencies would one expect there to be significant structural shake resulting in pilot discomfort.
THE
EFFECT OF VARIATIONS IN STABILITY DERIVATIVES
ON THE
MOTIONS OF A TYPICAL LIGHT AIRCRAFT
INTRODUCTION

Specification of aircraft geometry, mass distribution, and control system characteristics to yield given riding and handling qualities is unfortunately an interactive procedure and therefore a laborious process. One can construct the necessary transfer functions, but there is no unique method to assign numerical values to particular stability derivatives which assumes that these values will bear the often necessary interrelation with one another nor correspond to physically realizable geometry or mass distributions. The approach employed here proceeded through several phases. The first was to take an existing light aircraft, in this case a Cessna 182*, compute its stability derivatives, substitute in the transfer function, and extract the roots. The derivatives were then varied individually to determine the sensitivity of the locus of roots to changes in that particular parameter. This procedure also permits one to determine approximately the range of values which the particular derivative may have for satisfactory performance. It is only an approximate range because some derivatives cannot physically be varied independently of others. This aspect of the procedure and its significance will become clear in the subsequent discussion. Once reasonable values are obtained for the desirable values of the stability derivatives, particularly those which have a strong effect on movement of the roots, one then proceeds to determine the geometric and mass distributions which will produce these values and are at the same time self-consistent. This phase will be elaborated later.

In preparing the figures for the stability derivative variation, the derivatives chosen for examination were generally within plus or minus one order of magnitude of those calculated for the Cessna 182**, at cruise. Included with the figures for the locus of roots due to a variation of a single stability derivative are tables which indicate how the gain of each particular transfer function varies as a function of the stability derivative. Table 16 through Table 31 and Table 35 through Table 46 are tabulations of the numerator roots for the longitudinal and lateral stability derivative variations, respectively. Included at the end of this section are a series of six Bode plots (Figures 90 through 95) illustrating the motions of the aircraft in response to control surface step inputs. The numerical values used to prepare these graphs are those for a Cessna 182 at cruise.

* The principal geometric dimensions for the Cessna 182 are shown in Figures 61a and 61b. The longitudinal and lateral derivatives used for the analysis are tabulated in Tables 14a and 14b.

** The values were calculated by the methods presented in earlier sections of this report. They compare favorably with those calculated by Cessna according to a personal communication.
ENGINE
CONTINENTAL MODEL D-470-R
230 HP AT 2800 RPM

AREAS
WING (INCLUDING FUSELAGE) 174.06 SQ FT
AILERON 18.30 SQ FT
FLAP 20.87 SQ FT
STABILIZER (INCLUDING FUSELAGE) 22.10 SQ FT
FIN AND DORSAL 11.62 SQ FT
RUDDER 6.95 SQ FT
ELEVATOR TAB 1.75 SQ FT
ELEVATOR (TOTAL) 16.61 SQ FT

GENERAL DATA
EMPTY WEIGHT (APPROX) 1580 LBS
GROSS WEIGHT 2500 LBS
PROP DIAMETER (MAX) 92 IN
WING AIRFOIL ROOT NACA 2412
VERT. TAIL AIRFOIL ROOT NACA 0008.5 TIP NACA 0008
HORIZ. TAIL AIRFOIL ROOT NACA 0009 TIP NACA 0009

ANGLES OF INCIDENCE
WING-ROOT CHORD +1° 30' MIN
WING-TIP CHORD -1° 30' MIN
STABILIZER -3°±15' MIN

DIHEDRAL
WING +1° 44' MIN

MOMENTS OF INERTIA
\( \frac{1}{I_{xx}} = 946 \text{ SUGS-FT}^2 \)
\( \frac{1}{I_{yy}} = 1346 \text{ SUGS-FT}^2 \)
\( \frac{1}{I_{zz}} = 1957 \text{ SUGS-FT}^2 \)

Figure 82a. Three View Drawing of Cessna 182 With Principal Dimensions
Figure 82b. Three View Drawing Continued
<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_L$</td>
<td>0.309</td>
</tr>
<tr>
<td>$C_D$</td>
<td>0.0311</td>
</tr>
<tr>
<td>$C_m$</td>
<td>0.0</td>
</tr>
<tr>
<td>$C_T$</td>
<td>0.0</td>
</tr>
<tr>
<td>$C_{L_u}$</td>
<td>0.0</td>
</tr>
<tr>
<td>$C_{D_u}$</td>
<td>0.0</td>
</tr>
<tr>
<td>$C_{m_u}$</td>
<td>0.0</td>
</tr>
<tr>
<td>$C_{T_u}$</td>
<td>0.0</td>
</tr>
<tr>
<td>$C_{L_\alpha}$</td>
<td>4.61/rad.</td>
</tr>
<tr>
<td>$C_{D_\alpha}$</td>
<td>0.126/rad.</td>
</tr>
<tr>
<td>$C_{m_\alpha}$</td>
<td>-0.885/rad.</td>
</tr>
<tr>
<td>$C_{L_\dot{\alpha}}$</td>
<td>1.74/rad.</td>
</tr>
<tr>
<td>$C_{D_{\dot{\alpha}}}$</td>
<td>0.0</td>
</tr>
<tr>
<td>$C_{m_{\dot{\alpha}}}$</td>
<td>-5.24/rad.</td>
</tr>
<tr>
<td>$C_{L_q}$</td>
<td>3.9/rad.</td>
</tr>
<tr>
<td>$C_{D_q}$</td>
<td>0.0</td>
</tr>
<tr>
<td>$C_{m_q}$</td>
<td>-12.43/rad.</td>
</tr>
<tr>
<td>$C_{L_\delta_E}$</td>
<td>0.427/rad.</td>
</tr>
<tr>
<td>$C_{D_\delta_E}$</td>
<td>0.0596/rad.</td>
</tr>
<tr>
<td>$C_{m_\delta_E}$</td>
<td>-1.28/rad.</td>
</tr>
</tbody>
</table>

**Table 25a. Longitudinal stability derivatives.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{Y\beta}$</td>
<td>-0.3086</td>
</tr>
<tr>
<td>$C_{\kappa\beta}$</td>
<td>-0.089</td>
</tr>
<tr>
<td>$C_{n\beta}$</td>
<td>0.06455</td>
</tr>
<tr>
<td>$C_{Y\rho}$</td>
<td>-0.0373</td>
</tr>
<tr>
<td>$C_{\kappa\rho}$</td>
<td>-0.4708</td>
</tr>
<tr>
<td>$C_{n\rho}$</td>
<td>-0.0292</td>
</tr>
<tr>
<td>$C_{Y\gamma}$</td>
<td>0.2103</td>
</tr>
<tr>
<td>$C_{\kappa\gamma}$</td>
<td>0.0958</td>
</tr>
<tr>
<td>$C_{n\gamma}$</td>
<td>-0.09924</td>
</tr>
<tr>
<td>$C_{Y\delta_R}$</td>
<td>0.187</td>
</tr>
<tr>
<td>$C_{\kappa\delta_R}$</td>
<td>0.0147</td>
</tr>
<tr>
<td>$C_{n\delta_R}$</td>
<td>-0.0658</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.00205 slugs/ft.$^3$</td>
</tr>
<tr>
<td>$U$</td>
<td>219.0 ft./sec.</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0°</td>
</tr>
</tbody>
</table>

**Table 25b. Lateral stability derivatives (per radian).**
LONGITUDINAL VARIATIONS

Figures 83a and 83b show the effect of $C_L$ variations on the longitudinal dynamics. It will be seen that there is little change in the location of the short period roots for all usual values of $C_L$. The phugoid mode, however, is significantly altered by changes in $C_L$. At high $C_L$'s, both the frequency and damping ratio are increased. At $C_L$'s near zero, the roots become real with one going unstable. Thus one would expect difficulty in maintaining speed stability in a shallow, high-speed dive.

The effort to provide low drag for good performance leads to a neutrally damped phugoid, as pointed out in Figures 84a and 84b. Stability augmentation is therefore required if one is to obtain both low ($\leq 0$) drag and good riding and handling (low work load) qualities.

$C_m$ and $C_T$ must be considered simultaneously because $C_m$ provides the aerodynamic moment to counter the moment produced by the thrust. In gliding flight, $C_m = 0$. Figures 85a and 86a show that the short period mode is not affected by changes in either $C_m$ or $C_T$. Figures 85b and 86b show the effect on the phugoid mode of altering $C_m$ and $C_T$ respectively. Adding power will make $C_T$ positive and $C_m$ negative. Reference to the figures will show that making $C_m$ negative will cause the phugoid roots to split along the real axis with one going unstable. On the other hand making $C_T$ positive results in an unstable phugoid oscillation. Thus while it is not possible to conclude from these figures alone the detailed airplane behavior when power is added (because $C_m$ and $C_T$ cannot be varied independently in flight but only through design changes such as the location of the engine thrust line), it is obvious that the application of power is destabilizing.

Figures 87a and 87b indicate the variations in longitudinal dynamics produced by changing $C_{L\alpha}$. Increasing $C_{L\alpha}$ is seen to reduce the frequency and to increase the damping of the short period mode. A sufficiently large value of $C_{L\alpha}$ suggest aperiodic short period roots. The time for the phugoid to damp to half amplitude is little affected by changing $C_{L\alpha}$ (Figure 87b), but the oscillation frequency is a direct function of $C_{L\alpha}$. All usual values of $C_{L\alpha}$ are therefore acceptable for satisfactory aircraft riding qualities.

From Figure 88a, it is seen that the short period mode is virtually insensitive to moderate changes in $C_{D\alpha}$. Increasing values of $C_{D\alpha}$ destabilizes the phugoid mode (Figure 88b). Instability is most likely to occur in the approach configuration where $C_{D\alpha}$ is greatest. The maximum acceptable value is about twice the value calculated for the Cessna 182.

Figures 89a and 89b show the movement of the short period and phugoid roots respectively due to a variation in $C_{m\alpha}$. For most light airplanes as usually loaded, $C_{m\alpha}$ will probably lie between $-0.3$ and $-1.5$. In this range, the time to damp the short period oscillation to half-amplitude is independent of the value of $C_{m\alpha}$, while the frequency increases as $C_{m\alpha}$ assumes greater negative values. $C_{m\alpha}$ with greater negative values than $-1.5$ gives short
period mode frequencies higher than the 5-6 rad/sec limit desired. Values of \( C_{m\alpha} \) greater than about \(-0.23\) cause the short period oscillation to disappear and become two aperiodic modes.

Reasonable variations in \( C_{m\alpha} \) (Figure 89b) also have little effect on the time to damp the phugoid oscillation. The phugoid frequency increases as \( C_{m\alpha} \) becomes more negative, while values more than about \(-0.05\) cause the phugoid to degenerate into aperiodic motions. It is seen therefore that the proper value of \( C_{m\alpha} \) is usually determined by requirements for acceptable short period mode characteristics. A notable exception may be mentioned, however. A recent paper (Ref. 116) discussed results obtained with a light aircraft modified to evaluate the pilot acceptance of various short period mode damping ratios. The damping ratio was made unity (i.e. both roots lie on the negative real axis) by increasing \( C_{m\alpha} \) (making it less negative). One would expect that the pilot would be pleased with this condition since it means that the aircraft would track rapid elevator commands without oscillating. Instead, the pilot found it quite objectionable, saying that it was difficult to maintain airspeed stability. The paper therefore recommends that damping ratios approaching unity not be used. The falacy in the argument is immediately obvious when one examines the effects of near zero \( C_{m\alpha} \) values on the phugoid mode. The roots become aperiodic with one going unstable as \( C_{m\alpha} \) increases. Of course the pilot would find this undesirable. It is therefore important that unity damping ratio for the short period mode not be achieved by increasing \( C_{m\alpha} \) alone. As discussed below the most satisfactory single means of obtaining this behavior (unity damping ratio) is to make \( C_{m\alpha} \) more negative. Increasing the tail length is the most effective geometric change one can make to accomplish this increase is damping. Because of the very significant lengthening required, however, it is desirable to combine this with small rearward shift in operating c.g. (effectively a small increase in \( C_{m\alpha} \)).

Figures 90a, 90b, 91a, and 91b show that the roots are relatively insensitive to changes in \( C_{L\alpha} \) and \( C_{D\alpha} \). Changing \( C_{L\alpha} \) by an order of magnitude from its original value moves the roots only slightly for both the short period and phugoid modes. \( C_{D\alpha} \) is usually considered to be zero for most light aircraft. If a value were calculated, it would be at least an order of magnitude smaller than \( C_{L\alpha} \), at least as small as .177. Thus, for all normal values of \( C_{D\alpha} \), both phugoid and short period roots remain in virtually the same location.

Figures 92a and 92b indicate that \( C_{m\alpha} \) is quite important in the short period mode but unimportant in the phugoid mode. More negative values of \( C_{m\alpha} \) decrease the frequencies and increase the damping. High negative values can even lead to two highly damped aperiodic modes. Values greater than zero should be avoided. In the normal range of values, an error in \( C_{m\alpha} \) of 20% could cause a 5% error in the calculated frequency of oscillation. The phugoid mode roots are relatively unaffected, even when \( C_{m\alpha} \) is changed by an order of magnitude.

Figures 93a, 93b, 94a, and 94b indicate that both the short period mode and the phugoid mode are relatively insensitive to variations in \( C_{Lq} \) and \( C_{Dq} \). It is noteworthy that a value of \( C_{Lq} = 0 \) would give almost the same characteristics as the value calculated.
Cmq is quite important to the frequency and damping of the short period mode but relatively unimportant to those of the phugoid mode. The short period roots for various values of Cmq are similar in behaviour to the roots for various values of Cmα. (see above). As Cmq becomes more negative, the frequency decreases and the damping increases for the short period mode (Figure 95a). For the normal range of Cmq values, the damping is more sensitive to changes in Cmq than the frequency of oscillation. For very negative values of Cmq, aperiodic motions are achieved. Variations of Cmq have almost no effect on the phugoid damping. The frequency of the phugoid mode decreases as Cmq becomes more negative, as can be observed from Figure 95b. Cmq, of course, is always negative.

The above results are discussed below from the viewpoint of acceptable riding qualities, since the proper range of the more important stability derivatives is significant in achieving these qualities. The important derivatives which affect the short period mode appear to be CLq, Cmα, Cm, and Cmq. It would be desirable to have the short period damping to one-half amplitude in one second or less, with a damping ratio greater than 0.6 and to have the frequency less than five radians per second for acceptable riding qualities and less than four radians per second for good riding qualities. Any reasonable value of CLq will provide a damping ratio greater than 0.6, a frequency less than 4.25 rad/sec and a time for damping to one-half amplitude of less than 0.25 seconds. Cmα values between -.23 and -1.0 give acceptable short period riding qualities with a frequency of less than 5.0 rad/sec and a damping ratio greater than 0.6. It is desirable to have Cm lie between -4.0 and -17.0; the more negative the value, the lower the frequency and higher the damping. Cmq should have values between -6.0 and -29.0 for good riding qualities.

The frequency and damping criteria mentioned above probably should be regarded as applying only to aircraft without artificial stability augmentation. The geometric changes necessary to improve the riding and handling qualities further (i.e. to obtain unity damping ratio for an undamped natural frequency of 6 radians per second) sufficiently degrade aircraft performance and payload capacity as to make these changes unattractive. Improvements in riding and handling qualities, however, can be obtained with stability augmentation without sacrificing either performance or payload.

The phugoid mode must also be considered when discussing riding qualities. This mode should have a damping ratio of at least 0.04, with a maximum frequency of about 0.3 rad/sec. If the period is over three to four seconds, it can be tracked by the pilot although the pilot work load will be high. The phugoid frequency is really not very critical as long as it does not approach the short period range. The derivatives Cm and CT contribute only to the phugoid mode and should be considered together. More positive values of CT yield unstable phugoid roots; for the particular airplane analyzed, Cm becomes more negative as CT became more positive which leads to an increase in phugoid frequency and a decrease in damping. CL has the most effect on the frequency of the phugoid mode, while CD mainly affects damping. For the normal range of CL values (.1-1.5), the frequencies may take on values as high as 0.3 to 0.4 rad/sec; however, as the frequency increases, the damping also increases. The larger the value of CD, the better the riding qualities; however, performance requirements must dictate the value of CD.
Values of $C_{m\alpha}$ between -0.01 and -2.5 appear to give satisfactory phugoid response by affecting the frequency while keeping the damping essentially constant. $C_{mq}$ has a small effect on the phugoid frequency, but values between 0.0 and -30 give desirable phugoid riding qualities.

In the above discussion, a range of desirable or acceptable values of the important stability derivatives has been given for the phugoid and short period riding qualities. It should be emphasized that the derivatives have been discussed as if they were independent of the other derivatives, while in reality they are not. In the table below, the most important longitudinal stability derivatives are given with the range of values which should result in the desirable handling qualities indicated above. It should be remembered that even though values of $C_{mq}$ between 0.0 and -30.0 appear acceptable, if the values are very near zero then it will probably be impossible to obtain acceptable values for other stability derivatives.

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>Acceptable Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_D$</td>
<td>0.03* to 1.0</td>
</tr>
<tr>
<td>$C_{m\alpha}$</td>
<td>-0.23 to -1.0</td>
</tr>
<tr>
<td>$C_{m\delta}$</td>
<td>-4.0 to -17.0</td>
</tr>
<tr>
<td>$C_{mq}$</td>
<td>0.0 to -30.0</td>
</tr>
</tbody>
</table>

Table 26. Acceptable range for longitudinal stability derivatives.

Since the longitudinal stability derivatives cannot really be varied independently, it was felt that the movement of the roots due to the changes in the airplane's geometry would be more informative than just a variation of the longitudinal stability derivatives. In the case of longitudinal dynamics, the movement of the roots was calculated for various c.g. locations, horizontal tail areas, tail lengths, and tail efficiencies. It should be noted that these variations were made without changing the original inertia characteristics of the airplane. As an example of how inertia changes would effect the geometric variations, the short period plot of $l_T$ indicates the roots with and without the inertia changes. It should also be pointed out that the tail area was varied in such a way that the tail aspect ratio was held constant. The figures and tables below can be used to track the roots.

The phugoid and short period frequencies decreased as the c.g. was moved aft, until aperiodic modes were obtained for both (Figure 96 and Table 44). The short period damping decreased and the phugoid damping remained almost constant as the c.g. moved aft up to 42.5% m.a.c. The short period roots were aperiodic with the c.g. at 42.5% m.a.c., while with the c.g. at 45%

*Lower values of $C_D$ will require artificial damping to meet the phugoid damping criterion.
m.a.c., the phugoid roots were aperiodic with one unstable root. For a c.g. location at 47.5%, there was a phugoid-short period coupling as well as one very stable short period root and an unstable phugoid root.

The variations in horizontal tail area with tail aspect ratio held constant showed that the short period damping increased and the frequency decreased for tail areas greater than that of the Cessna 182. Tail areas less than the original area gave lower frequencies and lower short period damping (Figure 97a). The phugoid damping was virtually unaffected by the variations in tail area while the natural frequency showed only small changes.

For the variation in tail length without inertia effects, the short period damping increased and the frequency decreased for tail lengths greater than that of the Cessna 182 (Figure 98a). Tail lengths less than the original length gave lower frequencies with lower short period damping. Two aperiodic roots are obtained for tail lengths slightly below 45% of the original length. The trajectory of the short period roots considering inertia changes was similar to that calculated without considering inertia changes but exhibited higher damping ratios for longer tail lengths and lower damping ratios for shorter tail lengths. The phugoid damping was almost unaffected by variation in tail length from 200% to 45% of the original value, as seen in Figure 98b. The frequency did decrease as tail length decreased, but no unreasonable frequencies were obtained for the range of tail length variations. As may be expected, the variation of tail efficiency, $\eta_t$, gave results similar to those for tail length variation (Figures 99a and 99b).
LATERAL VARIATIONS

Figure 100 shows the effect of $C_{Y_B}$ variations on lateral dynamics. In Figure 100a, the Dutch Roll natural frequency appears nearly unaffected by changes in $C_{Y_B}$; however, Dutch Roll damping increases slowly for more negative values of $C_{Y_B}$. For practical airframe configurations, $C_{Y_B}$ is never positive. Figures 100b and 100c show the nearly negligible effect of $C_{Y_B}$ on the spiral and roll modes, respectively. In general, the three modes seem relatively insensitive to changes in $C_{Y_B}$.

The effect of $C_{l_B}$ variation on the Dutch Roll mode is seen in Figure 101a, where large negative values of $C_{l_B}$ decrease the damping and increase the natural frequency, and positive values improve damping and decrease the natural frequency; however, for typical values of $C_{l_B}$, the Dutch Roll mode is only slightly affected. The spiral mode, as pointed out in Figure 101b, is more stable for large negative values of $C_{l_B}$ but less stable for both small negative values and any positive values. Thus an aircraft may be made more spirally stable by increasing the wing dihedral; however, there is a limit to the amount of dihedral because of the adverse effect of large negative values of $C_{l_B}$ on the Dutch Roll mode. The roll mode (Figure 101c) is also more stable for larger negative values of $C_{l_B}$, but substantial changes are necessary for the effect to be very noticeable.

The Dutch Roll frequency is highly sensitive to changes in $C_{n_B}$, Figure 102a, with large positive values causing very high frequencies; small negative values, which are possible for airframes with small vertical tails, produce an unstable system. Dutch Roll damping is relatively unaffected by changes in $C_{n_B}$. The spiral mode (Figure 102b) is moderately sensitive to changes in $C_{n_B}$; it becomes more stable as $C_{n_B}$ grows smaller and becomes negative. The roll mode (Figure 102c) is unaffected by changes in $C_{n_B}$.

Variation in $C_{Y_D}$ has no effect on any of the lateral modes, as indicated in Figures 103a, 103b, and 103c.

Figure 104a shows that the Dutch Roll mode is only slightly affected by variation in $C_{l_D}$. The spiral mode in Figure 104b is somewhat more sensitive; less negative values of $C_{l_D}$ increase the stability; positive values of $C_{l_D}$ are not physically possible. Obviously, the roll mode in Figure 104c is highly sensitive to changes in $C_{l_D}$, the damping-in-roll derivative, as it becomes more stable for increasingly negative values of $C_{l_D}$. For very small negative values and for positive values, the roll and spiral modes couple to produce the roll-spiral oscillatory mode. MIL-F-8785B, (Ref. 4), specifically prohibits this.

Figure 105a shows the effect on the Dutch Roll mode of variations in $C_{n_D}$. Large negative values cause an increase in natural frequency, whereas positive values decrease the frequency and damping until the system becomes unstable. The spiral mode (Figure 105b) is virtually unaffected by changes in $C_{n_D}$, and the roll mode (Figure 105c) becomes less stable for large, negative values of $C_{n_D}$.
Variation in $C_{yF}$ has almost no effect on any of the lateral modes, as Figures 106a, 106b, and 106c indicate.

Larger positive values of $C_{rF}$ (Figure 107a) increase the Dutch Roll damping, but have little effect on the natural frequency. More positive values, though, seem to give an unstable spiral mode (Figure 107b) and a less stable roll mode (Figure 107c).

Figure 108 shows the effect of variations in $C_{nF}$ on all three modes. For larger negative values of $C_{nF}$, the Dutch Roll becomes two aperiodic modes, with one root moving toward the roll mode root and another root approaching the spiral root. These roots meet and, at one point, two oscillatory modes exist. This situation, however, may not be physically obtainable. For less negative values of $C_{nF}$, the Dutch Roll damping decreases, but the roll and spiral modes are little affected.

The previous results are examined below from the viewpoint of acceptable riding qualities. Consideration is given specifically to the allowable range of several important stability derivatives governing these qualities. Two stability derivatives, $C_{nB}$ and $C_{rF}$, seem to have the most effect on the Dutch Roll mode. Using a minimum $\zeta_d$ (Dutch Roll damping ratio) of the larger of .19 and .35/$\omega_n$ and limiting the natural frequency to a range from one radian per second to about five radians per second, a range of values for these two derivatives was determined. $C_{nB}$, which determines the natural frequency, should lie between about .01 and about .15 per radian. Also $C_{rF}$, the yaw-damping derivative, was found to have a minimum value of -.45 per radian to satisfy the requirement for minimum $\omega_n$ and a maximum value of -.09 per radian to give a damping ratio of at least .19.

The stability derivative $C_{\phi B}$ seems to have the most effect on the spiral mode. For best riding qualities, at least a neutrally stable spiral mode is desired. To attain this, a value of $C_{\phi B}$ more negative than -.05 is needed. This may be accomplished, physically, by increasing the amount of aircraft wing dihedral, but large negative values of $C_{\phi B}$ adversely affect the Dutch Roll mode by increasing the frequency and decreasing the damping, thus, a $C_{\phi B}$ of about -0.4 per radian is considered the most negative value permissible.

The stability of the roll mode is determined primarily by $C_{\phi P}$, the damping-in-roll derivative. For a $1/\tau_R$ less than about 0.7, which seems desirable for easy handling, the value of $C_{\phi P}$ must be less than -.04 per radian; however, too large a negative value of $C_{\phi P}$ may cause the aircraft to react sluggishly to the pilot's commands, and one of the requirements for easy maneuverability is that the aircraft be able to roll a certain number of degrees in a finite amount of time.

The following table lists the important lateral stability derivatives with their suggested range of values for desirable handling qualities.
Stability Derivatives | Acceptable Range (per radian)
--- | ---
\(C_{n\beta}\) | .01 to .15
\(C_{n\tau}\) | -0.45 to -0.09
\(C_{\beta\beta}\) | -0.40 to -0.05
\(C_{\phi\phi}\) | less than -0.04

Table 27. Acceptable range for lateral stability derivatives.

Since the lateral stability derivatives cannot physically be varied independently, it seems necessary to discuss the movement of the roots of the characteristic equation due to a variation of the airplane's geometry. For the lateral dynamics case, the length to the vertical tail, \(\lambda_V\), the area of the vertical tail, \(S_V\), the wing dihedral angle, and a combination of vertical tail area and wing dihedral were varied.

The effect on the Dutch Roll (Figure 109a) of increasing \(\lambda_V\) is to increase both frequency and damping of this mode. The reason for this can be gathered by examining the effect on Dutch Roll characteristics of \(C_{n\beta}\) and \(C_{n\tau}\) variations. Increasing \(\lambda_V\) makes \(C_{n\beta}\) more positive. This has a direct influence on the frequency of the Dutch Roll. Increasing \(\lambda_V\) also makes \(C_{n\tau}\) more negative. For small increases in the magnitude of \(C_{n\tau}\), the damping of the Dutch Roll is increased but the period is unaffected. Finally, for large negative values of \(C_{n\tau}\), the period of the Dutch Roll increases and the damping also increases. For \(\lambda_V\) up to 150% of the original, \(C_{n\beta}\) seems to dominate as the frequency rises quite rapidly, but for \(\lambda_V\) greater than 150% the frequency levels off and the system becomes more highly damped as \(C_{n\tau}\) becomes dominant. For decreasing \(\lambda_V\), both the frequency and damping decrease until, at about 35% of the original tail length, the system becomes unstable. The spiral mode (Figure 109b) becomes more stable for both increasing and decreasing \(\lambda_V\). This is possible since in the expression, \(C_{\phi\phi}\ C_{n\beta}/(C_{\beta\beta}\ C_{n\tau} - C_{n\beta}\ C_{\tau\tau})\), which governs the spiral root, \(C_{n\tau}\), \(C_{n\beta}\), and \(C_{\tau\tau}\) all change with \(\lambda_V\) variation. The roll mode (Figure 109c) is unaffected by changes in vertical tail length since \(C_{\phi\phi}\) is not dependent on \(\lambda_V\). The moment of inertia \(I_{zz}\) was held constant for one set of \(\lambda_V\) variations and allowed to change for the second set of \(\lambda_V\) variations. The results of both are shown in Figure 109 and inertia changes produce only small deflections in the curves with the general trends remaining the same.

Figure 110a shows the effect of vertical tail area variation on the Dutch Roll mode. Increasing \(S_V\) gives both a higher frequency and a slightly more damped system since \(C_{n\beta}\) and \(C_{n\tau}\) are again substantially affected by changes in vertical tail area. \(C_{n\tau}\) becomes less negative as \(S_V\) decreases; for the same conditions \(C_{n\beta}\) may go through zero and become negative) with a value of about 48% of the original tail area, the system becomes unstable. The spiral mode (Figure 110b) becomes more stable for decreasing vertical tail area, since this produces small positive or even negative values of \(C_{n\beta}\) (Figure 102b). The roll mode (Figure 110c) remains unaffected since \(C_{\phi\phi}\) is
only slightly affected by changes in vertical tail area.

The effect of variations in wing dihedral on the Dutch Roll mode is modest as shown in Figure 111a. However, the spiral mode (Figure 111b) is heavily dependent on wing dihedral, since this determines the value of $C_{\delta q}$, the "effective dihedral" derivative. Positive dihedral angle gives a more stable spiral mode and negative dihedral causes the mode to become unstable. The roll mode (Figure 111c) is essentially constant for wing dihedral variation.

The combination of changing both vertical tail area and wing dihedral is shown in Figure 112. The Dutch Roll mode (Figure 112a) is the same as that for $S_Y$ variation alone since dihedral angle has little effect on this mode. However, the spiral mode (Figure 112b), which previously became less stable for increasing $S_Y$, now can be made more stable by an increase in the dihedral angle. Thus the Dutch Roll and spiral modes may both be improved by simultaneously increasing vertical tail area and dihedral angle. The roll mode (Figure 112c) remains unaffected.
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### NUMERATOR ROOTS

#### u

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-0.71701</td>
<td>0.0</td>
<td>-26.93581</td>
<td>21.6049</td>
</tr>
<tr>
<td>-0.1</td>
<td>-1.29165</td>
<td>0.0</td>
<td>-21.27941</td>
<td>15.1774</td>
</tr>
<tr>
<td>0.1</td>
<td>-2.12606</td>
<td>0.0</td>
<td>-17.28866</td>
<td>11.34820</td>
</tr>
<tr>
<td>0.3093</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.75</td>
<td>-5.92058</td>
<td>±15.08719</td>
<td>1.58786</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>-6.66843</td>
<td>±26.45906</td>
<td>0.56020</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>-9.03239</td>
<td>±40.57417</td>
<td>0.24139</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>-10.68138</td>
<td>±47.65224</td>
<td>0.17489</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>-11.51191</td>
<td>±50.80265</td>
<td>0.15371</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>-12.34472</td>
<td>±53.75583</td>
<td>0.13711</td>
<td></td>
</tr>
</tbody>
</table>

#### Δα

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-0.28084</td>
<td>0.0</td>
<td>0.24735</td>
<td>-195.51762</td>
</tr>
<tr>
<td>-0.1</td>
<td>-0.13526</td>
<td>0.0</td>
<td>0.10320</td>
<td>-195.46607</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.01509</td>
<td>±0.11668</td>
<td>-195.44030</td>
<td></td>
</tr>
<tr>
<td>0.3093</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>-0.01393</td>
<td>±0.32196</td>
<td>-195.35655</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>-0.01259</td>
<td>±0.045569</td>
<td>-195.25991</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>-0.00991</td>
<td>±0.64493</td>
<td>-195.06664</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>-0.00812</td>
<td>±0.74498</td>
<td>-194.93780</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>-0.00723</td>
<td>±0.79032</td>
<td>-194.87339</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>-0.00633</td>
<td>±0.83322</td>
<td>-194.80897</td>
<td></td>
</tr>
</tbody>
</table>

#### θ

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-0.09750</td>
<td>0.0</td>
<td>-9.99285</td>
<td></td>
</tr>
<tr>
<td>-0.1</td>
<td>-0.03463</td>
<td>0.0</td>
<td>-2.05621</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-0.03088</td>
<td>0.0</td>
<td>-2.06020</td>
<td></td>
</tr>
<tr>
<td>0.3093</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-2.04529</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>-0.14779</td>
<td>0.0</td>
<td>-1.94407</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>-0.76817</td>
<td>0.0</td>
<td>-1.32461</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>-1.04730</td>
<td>±1.70249</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>-1.04790</td>
<td>±2.45078</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>-1.04820</td>
<td>±2.81025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>-1.04851</td>
<td>±3.16440</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 28: Numerator roots for $C_L$ variations.
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$C_D$ Values listed beside roots

Figure 84b
### NUMERATOR ROOTS

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.03</td>
<td>-7.17723</td>
<td>0.0</td>
<td>-8.39084</td>
<td>6.82668</td>
</tr>
<tr>
<td>0.0311</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.3</td>
<td>-7.90719</td>
<td>±1.21744</td>
<td>6.91800</td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>-7.92566</td>
<td>±1.32588</td>
<td>6.93144</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-7.94408</td>
<td>±1.42569</td>
<td>6.94479</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-7.98077</td>
<td>±1.60575</td>
<td>6.97118</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Δα</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.03</td>
<td>0.01478</td>
<td>±0.20640</td>
<td>-195.4134</td>
<td></td>
</tr>
<tr>
<td>0.0311</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.4133</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>-0.14171</td>
<td>±0.15078</td>
<td>-195.4132</td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>-0.16542</td>
<td>±0.12430</td>
<td>-195.4132</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-0.18914</td>
<td>±0.08393</td>
<td>-195.4132</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.35238</td>
<td>0.0</td>
<td>-0.12191</td>
<td>-195.4132</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Θ</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.03</td>
<td>0.01315</td>
<td>0.0</td>
<td>-2.01601</td>
<td></td>
</tr>
<tr>
<td>0.0311</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-2.04529</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>-0.30099</td>
<td>0.0</td>
<td>-2.17126</td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>-0.34860</td>
<td>0.0</td>
<td>-2.19476</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-0.39622</td>
<td>0.0</td>
<td>-2.21826</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.49148</td>
<td>0.0</td>
<td>-2.26524</td>
<td></td>
</tr>
</tbody>
</table>

Table 24 Numerator roots for $C_D$ variations.
Short Period Mode Roots for the $C_m$ Variation

$C_m$ Values listed beside roots

Figure 85a
Phugoid Mode Roots for the $C_m$ Variation

Figure 85b
## NUMERATOR ROOTS

\( u \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>-0.25</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>-0.1</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.0</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.15</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.30</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.50</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
</tbody>
</table>

\( \Delta \alpha \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-0.00400</td>
<td>\pm 0.14062</td>
<td>-195.43477</td>
</tr>
<tr>
<td>-0.25</td>
<td>-0.00936</td>
<td>\pm 0.17668</td>
<td>-195.42405</td>
</tr>
<tr>
<td>-0.1</td>
<td>-0.01257</td>
<td>\pm 0.19507</td>
<td>-195.41762</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01472</td>
<td>\pm 0.20640</td>
<td>-195.41333</td>
</tr>
<tr>
<td>0.15</td>
<td>-0.01793</td>
<td>\pm 0.22227</td>
<td>-195.40690</td>
</tr>
<tr>
<td>0.30</td>
<td>-0.02115</td>
<td>\pm 0.23704</td>
<td>-195.40047</td>
</tr>
<tr>
<td>0.50</td>
<td>-0.02544</td>
<td>\pm 0.25535</td>
<td>-195.39189</td>
</tr>
</tbody>
</table>

\( \theta \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-0.01557</td>
<td>0.0</td>
<td>-2.05353</td>
</tr>
<tr>
<td>-0.25</td>
<td>-0.03078</td>
<td>0.0</td>
<td>-2.04944</td>
</tr>
<tr>
<td>-0.1</td>
<td>-0.03993</td>
<td>0.0</td>
<td>-2.04696</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-2.04529</td>
</tr>
<tr>
<td>0.15</td>
<td>-0.05524</td>
<td>0.0</td>
<td>-2.04277</td>
</tr>
<tr>
<td>0.30</td>
<td>-0.06445</td>
<td>0.0</td>
<td>-2.04022</td>
</tr>
<tr>
<td>0.50</td>
<td>-0.07677</td>
<td>0.0</td>
<td>-2.03679</td>
</tr>
</tbody>
</table>

Table 30. Numerator roots for \( C_m \) variations.
Short Period Mode Roots for the $C_T$ Variation

$C_T$ Values listed beside roots

Figure 86a
Phugoid Mode Roots for the $C_T$ Variation

$C_T$ Values listed beside roots

Figure 86b
### Table 31. Numerator roots for $C_T$ variations.

#### NUMERATOR ROOTS

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>-0.2</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.0</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.2</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.4</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.5</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
</tbody>
</table>

#### $\Delta \alpha$

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-0.40952</td>
<td>0.0</td>
<td>-0.09450</td>
<td>-195.41718</td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.10940</td>
<td>±0.17076</td>
<td>-0.09450</td>
<td>-195.41487</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-0.09450</td>
<td>-195.41333</td>
</tr>
<tr>
<td>0.2</td>
<td>0.07997</td>
<td>±0.19522</td>
<td>-0.09450</td>
<td>-195.41180</td>
</tr>
<tr>
<td>0.4</td>
<td>0.17466</td>
<td>±0.12527</td>
<td>-0.09450</td>
<td>-195.41027</td>
</tr>
<tr>
<td>0.5</td>
<td>0.17346</td>
<td>0.0</td>
<td>0.26937</td>
<td>-195.40950</td>
</tr>
</tbody>
</table>

#### $\theta$

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-0.52196</td>
<td>0.0</td>
<td>-2.04256</td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.23624</td>
<td>0.0</td>
<td>-2.04437</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-2.04529</td>
</tr>
<tr>
<td>0.2</td>
<td>0.14399</td>
<td>0.0</td>
<td>-2.04605</td>
</tr>
<tr>
<td>0.4</td>
<td>0.33390</td>
<td>0.0</td>
<td>-2.04669</td>
</tr>
<tr>
<td>0.5</td>
<td>0.42882</td>
<td>0.0</td>
<td>-2.04697</td>
</tr>
</tbody>
</table>
Short Period Mode Roots for the $C_{L\alpha}$ Variation

$C_{L\alpha}$ Values listed beside roots

Figure 87a
Phugoid Mode Roots for the $C_{L\alpha}$ Variation

$C_{L\alpha}$ Values listed beside roots

Figure 87b
NUMERATOR ROOTS

\[ u \]

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>- 4.0</td>
<td>3.85691</td>
<td>±4.24363</td>
<td>4.46793</td>
<td>-12.44010</td>
</tr>
<tr>
<td>0.0</td>
<td>0.48723</td>
<td>0.0</td>
<td>-7.68330</td>
<td>-11.56084</td>
</tr>
<tr>
<td>4.608</td>
<td>6.84425</td>
<td>0.0</td>
<td>-7.93156</td>
<td>7.60946</td>
</tr>
<tr>
<td>8.0</td>
<td>-8.98685</td>
<td>±4.10263</td>
<td>8.22106</td>
<td>8.56664</td>
</tr>
<tr>
<td>12.0</td>
<td>-10.2323</td>
<td>±5.68619</td>
<td>8.56664</td>
<td>9.01289</td>
</tr>
<tr>
<td>15.0</td>
<td>-11.10984</td>
<td>±6.45655</td>
<td>9.01289</td>
<td>195.41333</td>
</tr>
<tr>
<td>20.0</td>
<td>-12.50753</td>
<td>±7.33119</td>
<td>195.41333</td>
<td>195.41333</td>
</tr>
</tbody>
</table>

\[ \Delta \alpha \]

<table>
<thead>
<tr>
<th></th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>- 4.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td></td>
</tr>
<tr>
<td>4.608</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td></td>
</tr>
<tr>
<td>12.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td></td>
</tr>
</tbody>
</table>

\[ \theta \]

<table>
<thead>
<tr>
<th></th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>- 4.0</td>
<td>-0.01518</td>
<td>0.0</td>
<td>2.00513</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>0.04672</td>
<td>±0.15901</td>
<td>-2.04529</td>
<td></td>
</tr>
<tr>
<td>4.608</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-3.66043</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>-0.03914</td>
<td>0.0</td>
<td>-5.55989</td>
<td></td>
</tr>
<tr>
<td>12.0</td>
<td>-0.03619</td>
<td>0.0</td>
<td>-6.98343</td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td>-0.03503</td>
<td>0.0</td>
<td>-9.35520</td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>-0.03389</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 32. Numerator roots for \( G_{\alpha} \) variations.
Short Period Mode Roots for the $C_{D\alpha}$ Variation

$C_{D\alpha}$ Values listed beside roots

Figure 88a
Phugoid Mode Roots for the $C_{D\alpha}$ Variation

$C_{D\alpha}$ Values listed beside roots

Figure 88b
NUMERATOR ROOTS

\[ u \]

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-5.98845</td>
<td>±18.51477</td>
<td></td>
<td>1.10150</td>
</tr>
<tr>
<td>0.1256</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>1.5</td>
<td>-0.43878</td>
<td>0.0</td>
<td>-32.75372</td>
<td>29.04580</td>
</tr>
</tbody>
</table>

\[ \Delta \alpha \]

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>0.1256</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td>684425</td>
</tr>
<tr>
<td>1.5</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td>2904580</td>
</tr>
</tbody>
</table>

\[ \theta \]

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>-2.00078</th>
<th>-2.04529</th>
<th>-2.13671</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-0.09055</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1256</td>
<td>-0.04605</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.04537</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 33. Numerator roots for \( C_{D\alpha} \) variations.
Short Period Mode Roots for the $C_{m\alpha}$ Variation

$C_{m\alpha}$ Values listed beside roots

Figure 89a
Phugoid Mode Roots for the $C_m\alpha$ Variation

$C_m\alpha$ Values listed beside roots

Figure 89b
### Table 34. Numerator roots for $C_{m_\alpha}$ variations.

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.5</td>
<td>-6.91423</td>
<td>±4.94608</td>
<td>5.05789</td>
<td>6.16344</td>
</tr>
<tr>
<td>-1.5</td>
<td>-7.46700</td>
<td>±2.95479</td>
<td>5.9212</td>
<td>7.72143</td>
</tr>
<tr>
<td>-0.8852</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>-0.6</td>
<td>-5.99482</td>
<td>0.0</td>
<td>-9.93315</td>
<td>7.15734</td>
</tr>
<tr>
<td>-0.3</td>
<td>-5.33012</td>
<td>0.0</td>
<td>-10.92447</td>
<td>7.48395</td>
</tr>
<tr>
<td>-0.25</td>
<td>-5.24383</td>
<td>0.0</td>
<td>-11.06490</td>
<td>7.53808</td>
</tr>
<tr>
<td>-0.2</td>
<td>-5.16223</td>
<td>0.0</td>
<td>-11.20053</td>
<td>7.59212</td>
</tr>
<tr>
<td>-0.08</td>
<td>-4.98270</td>
<td>0.0</td>
<td>-11.50937</td>
<td>7.72143</td>
</tr>
<tr>
<td>-0.02</td>
<td>-4.90034</td>
<td>0.0</td>
<td>-11.65618</td>
<td>7.78587</td>
</tr>
<tr>
<td>-0.01</td>
<td>-4.88704</td>
<td>0.0</td>
<td>-11.68021</td>
<td>7.79660</td>
</tr>
<tr>
<td>0.0</td>
<td>-4.87385</td>
<td>0.0</td>
<td>-11.70412</td>
<td>7.80732</td>
</tr>
<tr>
<td>0.1</td>
<td>-4.74795</td>
<td>0.0</td>
<td>-11.93702</td>
<td>7.91432</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta \alpha$</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.5</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>-1.5</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>-0.8852</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>-0.6</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>-0.3</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>-0.25</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>-0.08</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>-0.02</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>-0.01</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td>-195.41333</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\theta$</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.5</td>
<td>-0.05433</td>
<td>0.0</td>
<td>-1.78232</td>
<td></td>
</tr>
<tr>
<td>-1.5</td>
<td>-0.04893</td>
<td>0.0</td>
<td>-1.94544</td>
<td></td>
</tr>
<tr>
<td>-0.8852</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-2.04529</td>
<td></td>
</tr>
<tr>
<td>-0.6</td>
<td>-0.04480</td>
<td>0.0</td>
<td>-2.09151</td>
<td></td>
</tr>
<tr>
<td>-0.3</td>
<td>-0.04356</td>
<td>0.0</td>
<td>-2.14008</td>
<td></td>
</tr>
<tr>
<td>-0.25</td>
<td>-0.04335</td>
<td>0.0</td>
<td>-2.14816</td>
<td></td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.04315</td>
<td>0.0</td>
<td>-2.15625</td>
<td></td>
</tr>
<tr>
<td>-0.08</td>
<td>-0.04268</td>
<td>0.0</td>
<td>-2.17565</td>
<td></td>
</tr>
<tr>
<td>-0.02</td>
<td>-0.04244</td>
<td>0.0</td>
<td>-2.18535</td>
<td></td>
</tr>
<tr>
<td>-0.01</td>
<td>-0.04240</td>
<td>0.0</td>
<td>-2.18697</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>-0.04237</td>
<td>0.0</td>
<td>-2.18858</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-0.04198</td>
<td>0.0</td>
<td>-2.20474</td>
<td></td>
</tr>
</tbody>
</table>
Short Period Mode Roots for the $C_{L_{\alpha}}$ Variation

$C_{L_{\alpha}}$ Values listed beside roots
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Phugoid Mode Roots for the $C_{L_\alpha}$ Variation
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Figure 90b
NUMERATOR ROOTS

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.0</td>
<td>-7.81212</td>
<td>±1.36416</td>
<td>-7.93156</td>
<td>6.76371</td>
</tr>
<tr>
<td>1.7419</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-10.61842</td>
<td>6.84425</td>
</tr>
<tr>
<td>20.0</td>
<td>-4.97289</td>
<td>0.0</td>
<td></td>
<td>7.21373</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Δα</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th></th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td>-195.41333</td>
</tr>
<tr>
<td>1.7419</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td>-195.41333</td>
</tr>
<tr>
<td>20.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>θ</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th></th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.0</td>
<td>-0.04604</td>
<td>0.0</td>
<td>-2.08659</td>
<td></td>
</tr>
<tr>
<td>1.7419</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-2.04529</td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>-0.04608</td>
<td>0.0</td>
<td>-1.86499</td>
<td></td>
</tr>
</tbody>
</table>

Table 35. Numerator roots for $C_{L\alpha}$ variations.
Short Period Mode Roots for the $C_{D\alpha}$ Variation

$C_{D\alpha}$ Values listed beside roots
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Phugoid Mode Roots for the $C_{D\alpha}$ Variation
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Figure 91b
### NUMERATOR ROOTS

#### $u$

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>-4.34161</td>
<td>0.0</td>
<td>-16.68519</td>
<td>5.55105</td>
</tr>
<tr>
<td>0.0</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>1.0</td>
<td>-5.29188</td>
<td>±4.46484</td>
<td>-</td>
<td>9.03719</td>
</tr>
</tbody>
</table>

#### $\Delta \alpha$

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
</tr>
</tbody>
</table>

#### $\theta$

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>-0.04601</td>
<td>0.0</td>
<td>-2.04686</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-2.04529</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.04608</td>
<td>0.0</td>
<td>-2.04371</td>
</tr>
</tbody>
</table>

Table 36. Numerator roots for $C_{D\alpha}$ variations.
Short Period Mode Roots for the $C_{m\phi}$ Variation

Figure 92a
Phugoid Mode Roots for the $C_{M\alpha}$ Variation
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Figure 92b
### Table 37. Numerator roots for $C_{m\alpha}$ variations.

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-50.0</td>
<td>-3.90188</td>
<td>0.0</td>
<td>-24.11478</td>
<td>4.43293</td>
</tr>
<tr>
<td>-20.0</td>
<td>-4.97207</td>
<td>0.0</td>
<td>-14.47813</td>
<td>5.79415</td>
</tr>
<tr>
<td>-15.0</td>
<td>-5.34358</td>
<td>0.0</td>
<td>-12.77020</td>
<td>6.11235</td>
</tr>
<tr>
<td>-10.0</td>
<td>-5.92015</td>
<td>0.0</td>
<td>-10.89391</td>
<td>6.46725</td>
</tr>
<tr>
<td>-5.237</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.0</td>
<td>-7.17309</td>
<td>±2.36959</td>
<td>7.30864</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>-6.59500</td>
<td>±3.15130</td>
<td>7.80707</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta\alpha$</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-50.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
</tr>
<tr>
<td>-20.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
</tr>
<tr>
<td>-15.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
</tr>
<tr>
<td>-10.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
</tr>
<tr>
<td>-5.237</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
</tr>
<tr>
<td>5.0</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
</tr>
</tbody>
</table>

$\theta$

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-50.0</td>
<td>-0.04594</td>
<td>0.0</td>
<td>-2.22363</td>
</tr>
<tr>
<td>-20.0</td>
<td>-0.04601</td>
<td>0.0</td>
<td>-2.10095</td>
</tr>
<tr>
<td>-15.0</td>
<td>-0.04602</td>
<td>0.0</td>
<td>-2.08177</td>
</tr>
<tr>
<td>-10.0</td>
<td>-0.04603</td>
<td>0.0</td>
<td>-2.06293</td>
</tr>
<tr>
<td>-5.237</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-2.04529</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.04606</td>
<td>0.0</td>
<td>-2.02623</td>
</tr>
<tr>
<td>5.0</td>
<td>-0.04607</td>
<td>0.0</td>
<td>-2.00835</td>
</tr>
</tbody>
</table>
Short Period Mode Roots for the $C_{Lq}$ Variation
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Phugoid Mode Roots for the $C_{L_q}$ Variation
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NUMERATOR ROOTS

\[ u \]

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5.0</td>
<td>-7.73020</td>
<td>±1.83643</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.9168</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>20.0</td>
<td>-5.52374</td>
<td>0.0</td>
<td>-10.37532</td>
<td>7.27783</td>
</tr>
<tr>
<td>50.0</td>
<td>-4.21075</td>
<td>0.0</td>
<td>-12.23076</td>
<td>8.09894</td>
</tr>
</tbody>
</table>

\[ \Delta \alpha \]

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5.0</td>
<td>-0.01475</td>
<td>±0.20171</td>
<td>-204.55258</td>
<td></td>
</tr>
<tr>
<td>3.9168</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>-0.01465</td>
<td>±0.21575</td>
<td>-178.92893</td>
<td></td>
</tr>
<tr>
<td>50.0</td>
<td>-0.01449</td>
<td>±0.23718</td>
<td>-148.18066</td>
<td></td>
</tr>
</tbody>
</table>

\[ \theta \]

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>3.9168</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>20.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>50.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
</tbody>
</table>

Table 38. Numerator roots for $C_{Lq}$ variations.
Short Period Mode Roots for the $C_{Dq}$ Variation

$C_{Dq}$ Values listed beside roots
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Figure 94b
## Numerator Roots

### u

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>Real</th>
<th>Imaginary</th>
<th>Real</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>-4.88199</td>
<td>0.0</td>
<td>-16.37834</td>
<td>5.21643</td>
</tr>
<tr>
<td>0.0</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>1.0</td>
<td>-5.50557</td>
<td>3.67822</td>
<td></td>
<td>9.51381</td>
</tr>
</tbody>
</table>

### $\Delta \alpha$

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>$\Delta \alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>-0.01395 ±0.20645</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01472 ±0.20640</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.01549 ±0.20634</td>
</tr>
</tbody>
</table>

### $\theta$

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>-0.04605 0.0 -2.04529</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.04605 0.0 -2.04529</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.04605 0.0 -2.04529</td>
</tr>
</tbody>
</table>

Table 39. Numerator roots for $C_D$ variations.
Short Period Mode Roots for the $C_{mq}$ Variation

$C_{mq}$ Values listed beside roots

Figure 95a
Phugoid Mode Roots for the $C_{mq}$ Variation
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Figure 95b
## Numerator Roots

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>Real</th>
<th>Imaginary</th>
<th>Real</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>-50.0</td>
<td>-4.67832</td>
<td>0.0</td>
<td>-21.12196</td>
<td>4.22104</td>
</tr>
<tr>
<td>-30.0</td>
<td>-5.26804</td>
<td>0.0</td>
<td>-14.83064</td>
<td>5.33863</td>
</tr>
<tr>
<td>-29.0</td>
<td>-5.31297</td>
<td>0.0</td>
<td>-14.51478</td>
<td>5.40867</td>
</tr>
<tr>
<td>-28.0</td>
<td>-5.36047</td>
<td>0.0</td>
<td>-14.19800</td>
<td>5.48035</td>
</tr>
<tr>
<td>-20.0</td>
<td>-5.88484</td>
<td>0.0</td>
<td>-11.58404</td>
<td>6.11845</td>
</tr>
<tr>
<td>-12.4337</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>-5.0</td>
<td>-6.96597</td>
<td>±2.38145</td>
<td>-21.12196</td>
<td>4.22104</td>
</tr>
<tr>
<td>0.0</td>
<td>-6.44403</td>
<td>±2.89559</td>
<td>-14.83064</td>
<td>5.33863</td>
</tr>
<tr>
<td>5.0</td>
<td>-5.96067</td>
<td>±3.21405</td>
<td>-14.51478</td>
<td>5.40867</td>
</tr>
<tr>
<td>10.0</td>
<td>-5.51777</td>
<td>±3.40961</td>
<td>-14.19800</td>
<td>5.48035</td>
</tr>
</tbody>
</table>

### Δα

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>Real</th>
<th>Imaginary</th>
<th>Real</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>-50.0</td>
<td>-0.01350</td>
<td>±0.20000</td>
<td>-208.22433</td>
<td>-208.22433</td>
</tr>
<tr>
<td>-30.0</td>
<td>-0.01413</td>
<td>±0.20333</td>
<td>-201.40389</td>
<td>-201.40389</td>
</tr>
<tr>
<td>-29.0</td>
<td>-0.01416</td>
<td>±0.20350</td>
<td>-201.06287</td>
<td>-201.06287</td>
</tr>
<tr>
<td>-28.0</td>
<td>-0.01419</td>
<td>±0.20368</td>
<td>-199.7185</td>
<td>-199.7185</td>
</tr>
<tr>
<td>-20.0</td>
<td>-0.01446</td>
<td>±0.20506</td>
<td>-197.99364</td>
<td>-197.99364</td>
</tr>
<tr>
<td>-12.4337</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td>-195.41333</td>
</tr>
<tr>
<td>-5.0</td>
<td>-0.01498</td>
<td>±0.20774</td>
<td>-192.87823</td>
<td>-192.87823</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01516</td>
<td>±0.20866</td>
<td>-191.17308</td>
<td>-191.17308</td>
</tr>
<tr>
<td>5.0</td>
<td>-0.01534</td>
<td>±0.20958</td>
<td>-189.46792</td>
<td>-189.46792</td>
</tr>
<tr>
<td>10.0</td>
<td>-0.01552</td>
<td>±0.21053</td>
<td>-187.76275</td>
<td>-187.76275</td>
</tr>
</tbody>
</table>

### θ

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>Real</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>-50.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>-30.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>-29.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>-28.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>-20.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>-12.4337</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>-5.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>5.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
<tr>
<td>10.0</td>
<td>-0.04605</td>
<td>-2.04529</td>
</tr>
</tbody>
</table>

Table 40. Numerator roots for $C_{mq}$ variations.
<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-7.58511</td>
<td>±2.06610</td>
<td>7.74177</td>
<td></td>
</tr>
<tr>
<td>-0.1</td>
<td>-7.67989</td>
<td>±1.57952</td>
<td>7.35208</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>-7.70387</td>
<td>±1.42618</td>
<td>7.25523</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-7.72796</td>
<td>±1.25135</td>
<td>7.15859</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>-7.76429</td>
<td>±0.92196</td>
<td>7.01404</td>
<td></td>
</tr>
<tr>
<td>0.4268</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.75</td>
<td>-6.59867</td>
<td>0.0</td>
<td>-9.17542</td>
<td>6.53544</td>
</tr>
<tr>
<td>1.0</td>
<td>-6.22015</td>
<td>0.0</td>
<td>-9.67839</td>
<td>6.29786</td>
</tr>
<tr>
<td>2.0</td>
<td>-5.22593</td>
<td>0.0</td>
<td>-11.17913</td>
<td>5.35625</td>
</tr>
<tr>
<td>5.0</td>
<td>-3.13507</td>
<td>0.0</td>
<td>-14.73205</td>
<td>2.47395</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Δα</th>
<th></th>
<th></th>
<th>158.94513</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-0.01495</td>
<td>±0.21144</td>
<td>811.68551</td>
<td></td>
</tr>
<tr>
<td>-0.1</td>
<td>-0.01484</td>
<td>±0.20920</td>
<td>-820.16606</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01482</td>
<td>±0.20868</td>
<td>-330.61069</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-0.01479</td>
<td>±0.20816</td>
<td>-195.41333</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>-0.01476</td>
<td>±0.20734</td>
<td>-113.03072</td>
<td></td>
</tr>
<tr>
<td>0.4268</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-85.83329</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>-0.01465</td>
<td>±0.20472</td>
<td>-45.03736</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>-0.01460</td>
<td>±0.20345</td>
<td>-20.56030</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>-0.01442</td>
<td>±0.19859</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>-0.01406</td>
<td>±0.18585</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>θ</th>
<th>0.0</th>
<th>0.0</th>
<th>-2.30446</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>-0.04401</td>
<td>0.0</td>
<td>-2.19391</td>
<td></td>
</tr>
<tr>
<td>-0.1</td>
<td>-0.04482</td>
<td>0.0</td>
<td>-1.6597</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>-0.04504</td>
<td>0.0</td>
<td>-2.13790</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-0.04526</td>
<td>0.0</td>
<td>-2.09556</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>-0.04561</td>
<td>0.0</td>
<td>-2.04529</td>
<td></td>
</tr>
<tr>
<td>0.4268</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-1.95233</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>-0.04691</td>
<td>0.0</td>
<td>-1.87948</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>-0.04765</td>
<td>0.0</td>
<td>-1.57923</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>-0.05142</td>
<td>0.0</td>
<td>-0.56084</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>-0.09587</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 41. Numerator roots for $C_{\delta_E}$ variations.
NUMERATOR ROOTS

\( \mathbf{u} \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.1</td>
<td>-2.09831</td>
<td>± 8.05539</td>
<td>-3.58753</td>
<td>-3.58753</td>
</tr>
<tr>
<td>-0.05</td>
<td>-1.62690</td>
<td>±10.80785</td>
<td>-4.16199</td>
<td>-4.16199</td>
</tr>
<tr>
<td>0.0</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>136.99857</td>
</tr>
<tr>
<td>0.0596</td>
<td>-6.67433</td>
<td>± 2.63517</td>
<td>-6.67433</td>
<td>6.84425</td>
</tr>
<tr>
<td>0.1</td>
<td>-4.76177</td>
<td>± 3.95572</td>
<td>-4.76177</td>
<td>4.82778</td>
</tr>
<tr>
<td>0.5</td>
<td>-2.04983</td>
<td>± 0.20630</td>
<td>-2.04983</td>
<td>1.29735</td>
</tr>
</tbody>
</table>

\( \Delta \alpha \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.1</td>
<td>-0.01590</td>
<td>±0.20626</td>
<td>-195.52065</td>
<td>-195.52065</td>
</tr>
<tr>
<td>-0.05</td>
<td>-0.01553</td>
<td>±0.20630</td>
<td>-195.48703</td>
<td>-195.48703</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01516</td>
<td>±0.20635</td>
<td>-195.45341</td>
<td>-195.45341</td>
</tr>
<tr>
<td>0.0596</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td>-195.41333</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.01442</td>
<td>±0.20644</td>
<td>-195.38617</td>
<td>-195.38617</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.01145</td>
<td>±0.20676</td>
<td>-195.11722</td>
<td>-195.11722</td>
</tr>
</tbody>
</table>

\( \theta \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.1</td>
<td>-0.03843</td>
<td>0.0</td>
<td>-2.05190</td>
<td>-2.05190</td>
</tr>
<tr>
<td>-0.05</td>
<td>-0.04081</td>
<td>0.0</td>
<td>-2.04983</td>
<td>-2.04983</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.04320</td>
<td>0.0</td>
<td>-2.04776</td>
<td>-2.04776</td>
</tr>
<tr>
<td>0.0596</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-2.04529</td>
<td>-2.04529</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.04798</td>
<td>0.0</td>
<td>-2.04361</td>
<td>-2.04361</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.06731</td>
<td>0.0</td>
<td>-2.02679</td>
<td>-2.02679</td>
</tr>
</tbody>
</table>

Table 42. Numerator roots for \( C_{D\theta E} \) variations.
### NUMERATOR ROOTS

#### u

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-15.0</td>
<td>-5.25815</td>
<td>0.0</td>
<td>-33.18891</td>
<td>29.67621</td>
</tr>
<tr>
<td>-10.0</td>
<td>-5.30278</td>
<td>0.0</td>
<td>-27.27432</td>
<td>23.80632</td>
</tr>
<tr>
<td>-5.0</td>
<td>-5.44662</td>
<td>0.0</td>
<td>-19.44515</td>
<td>16.12106</td>
</tr>
<tr>
<td>-3.0</td>
<td>-5.66806</td>
<td>0.0</td>
<td>-15.01042</td>
<td>11.90781</td>
</tr>
<tr>
<td>-1.283</td>
<td>-7.68330</td>
<td>0.0</td>
<td>-7.93156</td>
<td>6.84425</td>
</tr>
<tr>
<td>-0.75</td>
<td>-6.66992</td>
<td>±2.1054</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>-3.96317</td>
<td>±4.21546</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-2.55070</td>
<td>±6.96412</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>-2.25392</td>
<td>±9.10942</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Δα

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-15.0</td>
<td>-0.01522</td>
<td>±0.20851</td>
<td>-2239.746</td>
<td></td>
</tr>
<tr>
<td>-10.0</td>
<td>-0.01519</td>
<td>±0.20839</td>
<td>-1494.563</td>
<td></td>
</tr>
<tr>
<td>-5.0</td>
<td>-0.01512</td>
<td>±0.20807</td>
<td>-749.38113</td>
<td></td>
</tr>
<tr>
<td>-3.0</td>
<td>-0.01503</td>
<td>±0.20767</td>
<td>-451.30835</td>
<td></td>
</tr>
<tr>
<td>-1.283</td>
<td>-0.01472</td>
<td>±0.20640</td>
<td>-195.41333</td>
<td></td>
</tr>
<tr>
<td>-0.75</td>
<td>-0.01434</td>
<td>±0.20486</td>
<td>-115.97763</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>-0.00003</td>
<td>0.0</td>
<td>-4.23938</td>
<td>0.01042</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.01682</td>
<td>±0.21467</td>
<td>70.32293</td>
<td>144.83956</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.01602</td>
<td>±0.21158</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### θ

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-15.0</td>
<td>-0.04267</td>
<td>0.0</td>
<td>-2.15785</td>
<td></td>
</tr>
<tr>
<td>-10.0</td>
<td>-0.04282</td>
<td>0.0</td>
<td>-2.15263</td>
<td></td>
</tr>
<tr>
<td>-5.0</td>
<td>-0.04327</td>
<td>0.0</td>
<td>-2.13696</td>
<td></td>
</tr>
<tr>
<td>-3.0</td>
<td>-0.04388</td>
<td>0.0</td>
<td>-2.11600</td>
<td></td>
</tr>
<tr>
<td>-1.283</td>
<td>-0.04605</td>
<td>0.0</td>
<td>-2.04529</td>
<td></td>
</tr>
<tr>
<td>-0.75</td>
<td>-0.04899</td>
<td>0.0</td>
<td>-1.95623</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>0.01042</td>
<td>0.0</td>
<td>-15.26480</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.03486</td>
<td>0.0</td>
<td>-2.47223</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.03832</td>
<td>0.0</td>
<td>-2.32224</td>
<td></td>
</tr>
</tbody>
</table>

Table 43. Numerator roots for \( C_{m6E} \) variations.
Short Period and Phugoid Roots for c.g. Variation

c.g. location is listed beside roots as percent of m.a.c.

- phugoid roots
- short period roots
- short period–phugoid roots

Figure 96
### Table 44. Short Period and Phugoid Roots for c.g. Variations.

<table>
<thead>
<tr>
<th>c.g. LOCATION (% m.a.c.)</th>
<th>SHORT PERIOD ROOTS</th>
<th>SHORT PERIOD / PHUGOID</th>
<th>PHUGOID ROOTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Real</td>
<td>Imaginary</td>
<td>Real</td>
</tr>
<tr>
<td>0.0</td>
<td>- 4.6345</td>
<td>±7.5094</td>
<td>-0.0136</td>
</tr>
<tr>
<td>26.4</td>
<td>- 4.0848</td>
<td>±4.3679</td>
<td>-0.0136</td>
</tr>
<tr>
<td>42.5</td>
<td>- 5.3421</td>
<td>-2.1568</td>
<td>-0.0182</td>
</tr>
<tr>
<td>45.0</td>
<td>- 6.1725</td>
<td>-1.1979</td>
<td>-0.0763</td>
</tr>
<tr>
<td>47.0</td>
<td>- 6.6547</td>
<td>-0.4796</td>
<td>-0.3432</td>
</tr>
<tr>
<td>47.1</td>
<td>- 6.6764</td>
<td>-0.40098</td>
<td>±0.06724</td>
</tr>
<tr>
<td>47.5</td>
<td>- 6.7615</td>
<td>-0.36069</td>
<td>±0.19146</td>
</tr>
<tr>
<td>48.5</td>
<td>- 6.9626</td>
<td>-0.26908</td>
<td>±0.30056</td>
</tr>
<tr>
<td>50.0</td>
<td>- 7.2381</td>
<td>-0.15946</td>
<td>±0.34295</td>
</tr>
<tr>
<td>52.5</td>
<td>- 7.6453</td>
<td>-0.06470</td>
<td>±0.31623</td>
</tr>
<tr>
<td>55.0</td>
<td>- 8.0056</td>
<td>-0.03672</td>
<td>±0.28517</td>
</tr>
<tr>
<td>100.0</td>
<td>-11.5233</td>
<td>-0.01703</td>
<td>±0.23765</td>
</tr>
</tbody>
</table>
Short Period Mode Roots for the $S_t$ Variation

$AR_t = \text{constant}$

$S_t$ values listed beside roots as percent of original value

Figure 97a
Phugoid Mode Roots for the $S_t$ Variation

$AR_t = \text{constant}$

$S_t$ values listed beside roots as percent of original value

Figure 97b
Short Period Mode Roots for the $I_t$ Variation

$I_t$ values listed beside roots as percent of original value

Figure 98a
Phugoid Mode Roots for the $l_t$ Variation

$l_t$ values listed beside roots as percent of original value

Figure 98b
Short Period Mode Roots for the $\eta_t$ Variation

$\eta_t$ values listed beside roots

Figure 99a
Phugold Mode Roots for the $\eta_t$ Variation

$\eta_t$ values listed beside roots

Figure 99b
Dutch Roll Mode Roots for the $C_\beta$ Variation

$C_\beta$ Values listed beside roots

Figure 100a
Spiral Mode Roots for the $c_y$ Variation

Figure 100b

Roll Mode Roots for the $c_y$ Variation

Figure 100c
**NUMERATOR ROOTS**

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5.0</td>
<td>.02272</td>
<td>0.0</td>
<td>-12.58832</td>
<td>-115.40198</td>
</tr>
<tr>
<td>-2.0</td>
<td>.02272</td>
<td>0.0</td>
<td>-12.58832</td>
<td>-115.40198</td>
</tr>
<tr>
<td>-1.0</td>
<td>.02272</td>
<td>0.0</td>
<td>-12.58832</td>
<td>-115.40198</td>
</tr>
<tr>
<td>- .308</td>
<td>.02272</td>
<td>0.0</td>
<td>-12.58832</td>
<td>-115.40198</td>
</tr>
<tr>
<td>1.5</td>
<td>.02272</td>
<td>0.0</td>
<td>-12.58832</td>
<td>-115.40198</td>
</tr>
<tr>
<td>2.5</td>
<td>.02272</td>
<td>0.0</td>
<td>-12.58832</td>
<td>-115.40198</td>
</tr>
<tr>
<td>3.0</td>
<td>.02272</td>
<td>0.0</td>
<td>-12.58832</td>
<td>-115.40198</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STABILIT Y DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-6.81839</td>
<td>9.22719</td>
</tr>
<tr>
<td>-2.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.86461</td>
<td>9.69719</td>
</tr>
<tr>
<td>-1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.55962</td>
<td>9.86678</td>
</tr>
<tr>
<td>- .308</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.29036</td>
<td>9.86759</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.08575</td>
<td>10.15225</td>
</tr>
<tr>
<td>1.5</td>
<td>0.0</td>
<td>0.0</td>
<td>-4.82705</td>
<td>10.32069</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0</td>
<td>0.0</td>
<td>-4.54640</td>
<td>10.51463</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-4.40880</td>
<td>10.61431</td>
</tr>
</tbody>
</table>

Table 45. Numerator roots for C variations.
Dutch Roll Mode Roots for the $c_\beta$ Variation

$c_\beta$ Values listed beside roots

Figure 101a
Spiral Mode Roots for the $C_{1\beta}$ Variation

$C_{1\beta}$ values listed beside roots

Figure 101b

Roll Mode Roots for the $C_{1\beta}$ Variation

Figure 101c
### NUMERATOR ROOTS

**\( \beta \)**

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.42</td>
</tr>
<tr>
<td>- .089</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.42</td>
</tr>
<tr>
<td>.5</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.42</td>
</tr>
<tr>
<td>1.0</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.42</td>
</tr>
<tr>
<td>1.25</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.42</td>
</tr>
<tr>
<td>1.5</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.42</td>
</tr>
</tbody>
</table>

**\( \phi \)**

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>-21.8216</td>
<td>0.0</td>
<td>31.9475</td>
<td>0.0</td>
</tr>
<tr>
<td>- .089</td>
<td>- 5.2904</td>
<td>0.0</td>
<td>9.8676</td>
<td>0.0</td>
</tr>
<tr>
<td>.5</td>
<td>.54328</td>
<td>±19.03747</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.96334</td>
<td>±26.741</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>1.25</td>
<td>1.71665</td>
<td>±29.8279</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>2.4700</td>
<td>±32.6067</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

**\( \psi \)**

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>.16499</td>
<td>±1.8909</td>
<td>-13.0132</td>
<td></td>
</tr>
<tr>
<td>- .089</td>
<td>- .01387</td>
<td>± .52896</td>
<td>-12.65493</td>
<td></td>
</tr>
<tr>
<td>.5</td>
<td>-1.5533</td>
<td>0.0</td>
<td>1.26811</td>
<td>-12.3981</td>
</tr>
<tr>
<td>1.0</td>
<td>-2.2648</td>
<td>0.0</td>
<td>1.74875</td>
<td>-12.16725</td>
</tr>
<tr>
<td>1.25</td>
<td>-2.57468</td>
<td>0.0</td>
<td>1.9370</td>
<td>-12.04559</td>
</tr>
<tr>
<td>1.5</td>
<td>-2.86861</td>
<td>0.0</td>
<td>2.10452</td>
<td>-11.91919</td>
</tr>
</tbody>
</table>

Table 46. Numerator roots for \( C_{\beta} \) variations.
Dutch Roll Mode Roots for the $C_{n\beta}$ Variation

$C_{n\beta}$ Values listed beside roots

Figure 102a
Spiral Mode Roots for the $C_{n\beta}$ Variation

Figure 102b

Roll Mode Roots for the $C_{n\beta}$ Variation

Figure 102c
NUMERATOR ROOTS

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>- .05</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>- .02</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>0.0</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>0.06455</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>0.15</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>0.25</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>0.4</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>0.5</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>0.6</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

\( \beta \)

<table>
<thead>
<tr>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-6.4556</td>
<td>0.0</td>
</tr>
<tr>
<td>-6.17427</td>
<td>0.0</td>
</tr>
<tr>
<td>-5.98144</td>
<td>0.0</td>
</tr>
<tr>
<td>-5.29036</td>
<td>0.0</td>
</tr>
<tr>
<td>-4.3599</td>
<td>0.0</td>
</tr>
<tr>
<td>-3.0116</td>
<td>0.0</td>
</tr>
<tr>
<td>0.28833</td>
<td>0.0</td>
</tr>
<tr>
<td>±3.47434</td>
<td>0.0</td>
</tr>
<tr>
<td>±5.31620</td>
<td>0.0</td>
</tr>
</tbody>
</table>

\( \phi \)

<table>
<thead>
<tr>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-12.66270</td>
<td>-12.66270</td>
</tr>
<tr>
<td>-12.6598</td>
<td>-12.6598</td>
</tr>
<tr>
<td>-12.65785</td>
<td>-12.65785</td>
</tr>
<tr>
<td>-12.6549</td>
<td>-12.6549</td>
</tr>
<tr>
<td>-12.64358</td>
<td>-12.64358</td>
</tr>
<tr>
<td>-12.63429</td>
<td>-12.63429</td>
</tr>
<tr>
<td>-12.62066</td>
<td>-12.62066</td>
</tr>
<tr>
<td>-12.61177</td>
<td>-12.61177</td>
</tr>
<tr>
<td>-12.60305</td>
<td>-12.60305</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>±.60700</td>
<td>±.5886</td>
</tr>
<tr>
<td>±.5756</td>
<td>±.52896</td>
</tr>
<tr>
<td>±.45654</td>
<td>±.34167</td>
</tr>
<tr>
<td>.38233</td>
<td>.38233</td>
</tr>
<tr>
<td>.63929</td>
<td>.63929</td>
</tr>
<tr>
<td>.83419</td>
<td>.83419</td>
</tr>
</tbody>
</table>

\( \psi \)

Table 47. Numerator roots for \( C_{n\beta} \) variations.
Dutch Roll Mode Roots for the $C_{y_p}$ Variation

$C_{y_p}$ Values listed beside roots

Figure 103a
Spiral Mode Roots for the $C_{yp}$ Variation

Roll Mode Roots for the $C_{yp}$ Variation

Figure 103b

Figure 103c
### Numerator Roots

#### \( \beta \)

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>Real</th>
<th>Imaginary</th>
<th>Real</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>-7.5</td>
<td>0.02177</td>
<td>0.0</td>
<td>-15.624</td>
<td>-98.470</td>
</tr>
<tr>
<td>-.0373</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>7.0</td>
<td>0.02373</td>
<td>0.0</td>
<td>-10.552</td>
<td>-133.746</td>
</tr>
</tbody>
</table>

#### \( \phi \)

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>Real</th>
<th>Imaginary</th>
<th>Real</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>-7.5</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.2904</td>
<td>9.8676</td>
</tr>
<tr>
<td>-.0373</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.2904</td>
<td>9.8676</td>
</tr>
<tr>
<td>7.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.2904</td>
<td>9.8676</td>
</tr>
</tbody>
</table>

#### \( \psi \)

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>Real</th>
<th>Imaginary</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>-7.5</td>
<td>0.25191</td>
<td>±0.45598</td>
<td>-13.187</td>
</tr>
<tr>
<td>-.0373</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.655</td>
</tr>
<tr>
<td>7.0</td>
<td>-0.29057</td>
<td>±0.45964</td>
<td>-12.102</td>
</tr>
</tbody>
</table>

Table 48. Numerator roots for \( C_{\psi} \) variations.
Dutch Roll Mode Roots for the $C_{lp}$ Variation

$C_{lp}$ values listed beside roots

Figure 104a
Spiral Mode Roots for the $C_{lp}$ Variation

$C_{lp}$ values listed beside roots

Figure 104b

Roll Mode Roots for the $C_{lp}$ Variation

Figure 104c
<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.0</td>
<td>.00270</td>
<td>0.0</td>
<td>-107.822</td>
<td>-115.135</td>
</tr>
<tr>
<td>-3.0</td>
<td>.00360</td>
<td>0.0</td>
<td>79.796</td>
<td>-116.713</td>
</tr>
<tr>
<td>-2.0</td>
<td>.00539</td>
<td>0.0</td>
<td>53.132</td>
<td>-116.934</td>
</tr>
<tr>
<td>-1.0</td>
<td>.01076</td>
<td>0.0</td>
<td>26.599</td>
<td>-117.025</td>
</tr>
<tr>
<td>- .4708</td>
<td>.02272</td>
<td>0.0</td>
<td>12.588</td>
<td>-117.032</td>
</tr>
<tr>
<td>- .2</td>
<td>.05256</td>
<td>0.0</td>
<td>5.4426</td>
<td>-117.066</td>
</tr>
<tr>
<td>- .05</td>
<td>.17927</td>
<td>0.0</td>
<td>1.5962</td>
<td>-117.0724</td>
</tr>
<tr>
<td>0.0</td>
<td>.49080</td>
<td>0.0</td>
<td>.58346</td>
<td>-117.0743</td>
</tr>
<tr>
<td>.02</td>
<td>1.15326</td>
<td>0.0</td>
<td>.35271</td>
<td>-117.0769</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.0</td>
<td>-5.29036</td>
<td>0.0</td>
<td>9.8676</td>
<td>0.0</td>
</tr>
<tr>
<td>-3.0</td>
<td>-5.29036</td>
<td>0.0</td>
<td>9.8676</td>
<td>0.0</td>
</tr>
<tr>
<td>-2.0</td>
<td>-5.29036</td>
<td>0.0</td>
<td>9.8676</td>
<td>0.0</td>
</tr>
<tr>
<td>-1.0</td>
<td>-5.29036</td>
<td>0.0</td>
<td>9.8676</td>
<td>0.0</td>
</tr>
<tr>
<td>- .4708</td>
<td>-5.29036</td>
<td>0.0</td>
<td>9.8676</td>
<td>0.0</td>
</tr>
<tr>
<td>- .2</td>
<td>-5.29036</td>
<td>0.0</td>
<td>9.8676</td>
<td>0.0</td>
</tr>
<tr>
<td>- .05</td>
<td>-5.29036</td>
<td>0.0</td>
<td>9.8676</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0</td>
<td>-5.29036</td>
<td>0.0</td>
<td>9.8676</td>
<td>0.0</td>
</tr>
<tr>
<td>.02</td>
<td>-5.29036</td>
<td>0.0</td>
<td>9.8676</td>
<td>0.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.0</td>
<td>-.03070</td>
<td>0±.18119</td>
<td>-105.960</td>
<td>-79.514</td>
</tr>
<tr>
<td>-3.0</td>
<td>-.03039</td>
<td>0±.20996</td>
<td>-79.514</td>
<td>-55.068</td>
</tr>
<tr>
<td>-2.0</td>
<td>-.02969</td>
<td>0±.25798</td>
<td>-55.068</td>
<td>-26.628</td>
</tr>
<tr>
<td>-1.0</td>
<td>-.02673</td>
<td>0±.36562</td>
<td>-26.628</td>
<td>-12.6549</td>
</tr>
<tr>
<td>- .4708</td>
<td>-.01387</td>
<td>0±.52896</td>
<td>-12.6549</td>
<td>-5.59728</td>
</tr>
<tr>
<td>- .2</td>
<td>.03660</td>
<td>0±.79875</td>
<td>-5.59728</td>
<td>-2.26388</td>
</tr>
<tr>
<td>- .05</td>
<td>.35341</td>
<td>0±.20658</td>
<td>-2.26388</td>
<td>-1.63539</td>
</tr>
<tr>
<td>0.0</td>
<td>.70033</td>
<td>0±1.30297</td>
<td>-1.63539</td>
<td>-1.45731</td>
</tr>
<tr>
<td>.02</td>
<td>1.00127</td>
<td>0±1.17834</td>
<td>-1.45731</td>
<td></td>
</tr>
</tbody>
</table>

Table 49. Numerator roots for $C_\infty$ variations.
Dutch Roll Mode Roots for the $C_{n_p}$ Variation

$C_{n_p}$ values listed beside roots

Figure 105a
Spiral Mode Roots for the \(C_{n_p}\) Variation

Roll Mode Roots for the \(C_{n_p}\) Variation

\(C_{n_p}\) values listed beside roots
### Numerator Roots

#### Β

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>Real</th>
<th>Imaginary</th>
<th>Real</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>0.01584</td>
<td>0.0</td>
<td>-19.1345</td>
<td>-110.497</td>
</tr>
<tr>
<td>-.5</td>
<td>0.01877</td>
<td>0.0</td>
<td>-15.6501</td>
<td>-113.984</td>
</tr>
<tr>
<td>-.02923</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.58832</td>
<td>-115.402</td>
</tr>
<tr>
<td>.15</td>
<td>0.02472</td>
<td>0.0</td>
<td>-11.46221</td>
<td>-118.178</td>
</tr>
<tr>
<td>.25</td>
<td>0.02599</td>
<td>0.0</td>
<td>-10.84717</td>
<td>-118.794</td>
</tr>
<tr>
<td>.30</td>
<td>0.02667</td>
<td>0.0</td>
<td>-10.54233</td>
<td>-119.099</td>
</tr>
<tr>
<td>.41</td>
<td>0.02831</td>
<td>0.0</td>
<td>-9.87778</td>
<td>-119.766</td>
</tr>
</tbody>
</table>

#### ϕ

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>Real</th>
<th>Imaginary</th>
<th>Real</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>9.86759</td>
<td>0.0</td>
<td>-5.29036</td>
<td>0.0</td>
</tr>
<tr>
<td>-.5</td>
<td>9.86759</td>
<td>0.0</td>
<td>-5.29036</td>
<td>0.0</td>
</tr>
<tr>
<td>-.02923</td>
<td>9.86759</td>
<td>0.0</td>
<td>-5.29036</td>
<td>0.0</td>
</tr>
<tr>
<td>.15</td>
<td>9.86759</td>
<td>0.0</td>
<td>-5.29036</td>
<td>0.0</td>
</tr>
<tr>
<td>.25</td>
<td>9.86759</td>
<td>0.0</td>
<td>-5.29036</td>
<td>0.0</td>
</tr>
<tr>
<td>.30</td>
<td>9.86759</td>
<td>0.0</td>
<td>-5.29036</td>
<td>0.0</td>
</tr>
<tr>
<td>.41</td>
<td>9.86759</td>
<td>0.0</td>
<td>-5.29036</td>
<td>0.0</td>
</tr>
</tbody>
</table>

#### ψ

<table>
<thead>
<tr>
<th>Stability Derivative</th>
<th>Real</th>
<th>Imaginary</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>.04698</td>
<td>±.43785</td>
<td>-18.45365</td>
</tr>
<tr>
<td>-.5</td>
<td>.02029</td>
<td>±.48044</td>
<td>-15.47606</td>
</tr>
<tr>
<td>-.02923</td>
<td>-.01387</td>
<td>±.52896</td>
<td>-12.655</td>
</tr>
<tr>
<td>.15</td>
<td>-.03371</td>
<td>±.55521</td>
<td>-11.56659</td>
</tr>
<tr>
<td>.25</td>
<td>-.04523</td>
<td>±.56965</td>
<td>-10.95871</td>
</tr>
<tr>
<td>.30</td>
<td>-.05145</td>
<td>±.57728</td>
<td>-10.65385</td>
</tr>
<tr>
<td>.41</td>
<td>-.06638</td>
<td>±.59510</td>
<td>- 9.98065</td>
</tr>
</tbody>
</table>

Table 50. Numerator roots for $C_n$ variations.
Dutch Roll Mode Roots for the $C_{y_\psi}$ Variation

$C_{y_\psi}$ values listed beside roots

Figure 106a
Spiral Mode Roots for the $C_{yr}$ Variation

$C_{yr}$ values listed beside roots

Figure 106b

Roll Mode Roots for the $C_{yr}$ Variation

Figure 106c
NUMERATOR ROOTS

\( \beta \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.0</td>
<td>0.01953</td>
<td>0.0</td>
<td>-12.589</td>
<td>-136.167</td>
</tr>
<tr>
<td>0.2103</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>4.0</td>
<td>0.02666</td>
<td>0.0</td>
<td>-12.5767</td>
<td>-99.875</td>
</tr>
</tbody>
</table>

\( \phi \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.8982</td>
<td>10.5344</td>
</tr>
<tr>
<td>0.2103</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.2904</td>
<td>9.8676</td>
</tr>
<tr>
<td>4.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-4.8256</td>
<td>9.4618</td>
</tr>
</tbody>
</table>

\( \psi \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.655</td>
</tr>
<tr>
<td>0.2103</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.655</td>
</tr>
<tr>
<td>4.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.655</td>
</tr>
</tbody>
</table>

Table 51. Numerator roots for \( C_{\gamma R} \) variations.
Dutch Roll Roots for the $C_{lr}$ Variation

$C_{lr}$ values listed beside roots

Figure 107a
Short Mode Roots for the $C_{lr}$ Variation

Roll Mode Roots for the $C_{lr}$ Variation

$C_{lr}$ values listed beside roots

Figure 107b

Figure 107c
**NUMERATOR ROOTS**

### \( \beta \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5.0</td>
<td>-1.8946</td>
<td>0.0</td>
<td>-10.26117</td>
<td>-116.459</td>
</tr>
<tr>
<td>-3.0</td>
<td>-1.03898</td>
<td>0.0</td>
<td>-11.2754</td>
<td>-116.30101</td>
</tr>
<tr>
<td>-2.0</td>
<td>-0.66903</td>
<td>0.0</td>
<td>-11.72497</td>
<td>-116.0221</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.00395</td>
<td>0.0</td>
<td>-12.54671</td>
<td>-115.8325</td>
</tr>
<tr>
<td>0.0959</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>2.0</td>
<td>0.57860</td>
<td>0.0</td>
<td>-13.29262</td>
<td>-114.901</td>
</tr>
<tr>
<td>4.0</td>
<td>1.10784</td>
<td>0.0</td>
<td>-13.98292</td>
<td>-114.740</td>
</tr>
<tr>
<td>5.0</td>
<td>1.35548</td>
<td>0.0</td>
<td>-14.31136</td>
<td>-114.659</td>
</tr>
<tr>
<td>7.0</td>
<td>1.82262</td>
<td>0.0</td>
<td>-14.94063</td>
<td>-114.497</td>
</tr>
</tbody>
</table>

### \( \phi \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5.0</td>
<td>-289.21</td>
<td>0.0</td>
<td>0.12108</td>
<td>0.0</td>
</tr>
<tr>
<td>-3.0</td>
<td>-174.06</td>
<td>0.0</td>
<td>0.24276</td>
<td>0.0</td>
</tr>
<tr>
<td>-2.0</td>
<td>-116.57</td>
<td>0.0</td>
<td>0.39352</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0</td>
<td>-7.75308</td>
<td>0.0</td>
<td>6.85029</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0959</td>
<td>-5.29036</td>
<td>0.0</td>
<td>9.8676</td>
<td>0.0</td>
</tr>
<tr>
<td>2.0</td>
<td>-0.52488</td>
<td>0.0</td>
<td>114.8989</td>
<td>0.0</td>
</tr>
<tr>
<td>4.0</td>
<td>-0.29323</td>
<td>0.0</td>
<td>229.9438</td>
<td>0.0</td>
</tr>
<tr>
<td>5.0</td>
<td>-0.24677</td>
<td>0.0</td>
<td>287.5357</td>
<td>0.0</td>
</tr>
<tr>
<td>7.0</td>
<td>-0.19355</td>
<td>0.0</td>
<td>402.759</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### \( \psi \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>-3.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>-2.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>0.0959</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>2.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>4.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>5.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>7.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
</tbody>
</table>

**Table 52. Numerator roots for \( C_r \) variations.**
Roots for the $C_{nr}$ Variation

$C_{nr}$ values listed beside roots

Figure 108
### Numerator Roots

#### Stability Derivative

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>-0.03548</td>
<td>0.0</td>
<td>-12.4639</td>
<td>-128.568</td>
</tr>
<tr>
<td>-0.9</td>
<td>-0.02947</td>
<td>0.0</td>
<td>-12.4762</td>
<td>-127.287</td>
</tr>
<tr>
<td>-0.6</td>
<td>-0.01077</td>
<td>0.0</td>
<td>-12.51447</td>
<td>-123.444</td>
</tr>
<tr>
<td>-0.55</td>
<td>-0.00755</td>
<td>0.0</td>
<td>-12.52111</td>
<td>-122.803</td>
</tr>
<tr>
<td>-0.5</td>
<td>-0.00430</td>
<td>0.0</td>
<td>-12.5278</td>
<td>-122.163</td>
</tr>
<tr>
<td>-0.4</td>
<td>0.0229</td>
<td>0.0</td>
<td>-12.5415</td>
<td>-120.881</td>
</tr>
<tr>
<td>-0.2</td>
<td>0.01586</td>
<td>0.0</td>
<td>-12.5697</td>
<td>-118.317</td>
</tr>
<tr>
<td>-0.09924</td>
<td>0.02272</td>
<td>0.0</td>
<td>-12.588</td>
<td>-115.402</td>
</tr>
<tr>
<td>-0.07</td>
<td>0.02496</td>
<td>0.0</td>
<td>-12.589</td>
<td>-114.650</td>
</tr>
<tr>
<td>-0.05</td>
<td>0.02638</td>
<td>0.0</td>
<td>-12.592</td>
<td>-114.394</td>
</tr>
<tr>
<td>0.0</td>
<td>0.02996</td>
<td>0.0</td>
<td>-12.599</td>
<td>-113.752</td>
</tr>
</tbody>
</table>

#### \( \phi \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>4.93162</td>
<td>-11.748</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>-0.9</td>
<td>5.28858</td>
<td>-10.840</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>-0.6</td>
<td>6.6698</td>
<td>-8.3875</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>-0.55</td>
<td>6.94212</td>
<td>-8.0225</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>-0.5</td>
<td>7.2278</td>
<td>-7.6709</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>-0.4</td>
<td>7.8399</td>
<td>-7.0084</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>-0.2</td>
<td>9.2274</td>
<td>-5.8466</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>-0.09924</td>
<td>9.8676</td>
<td>-5.2904</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>-0.07</td>
<td>10.2420</td>
<td>-5.2042</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>-0.05</td>
<td>10.4055</td>
<td>-5.1128</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0</td>
<td>10.823</td>
<td>-4.893</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

#### \( \psi \)

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>-0.9</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>-0.6</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>-0.55</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>-0.5</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>-0.4</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>-0.09924</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>-0.07</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>-0.05</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.01387</td>
<td>±0.52896</td>
<td>-12.65493</td>
</tr>
</tbody>
</table>

Table 53. Numerator roots for \( C_\alpha \) variations.
NUMERATOR ROOTS

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>.02418</td>
<td>0.0</td>
<td>-12.55031</td>
<td>20.22192</td>
</tr>
<tr>
<td>- .75</td>
<td>.02377</td>
<td>0.0</td>
<td>-12.55567</td>
<td>27.3650</td>
</tr>
<tr>
<td>-.5</td>
<td>.02333</td>
<td>0.0</td>
<td>-12.56214</td>
<td>41.64652</td>
</tr>
<tr>
<td>-.25</td>
<td>.02272</td>
<td>0.0</td>
<td>-12.57005</td>
<td>84.47888</td>
</tr>
<tr>
<td>0.0</td>
<td>.02297</td>
<td>0.0</td>
<td>-12.58048</td>
<td></td>
</tr>
<tr>
<td>.1874</td>
<td>.02272</td>
<td>0.0</td>
<td>-12.59078</td>
<td>-115.40684</td>
</tr>
<tr>
<td>.25</td>
<td>.02264</td>
<td>0.0</td>
<td>-12.59431</td>
<td>-86.9281</td>
</tr>
<tr>
<td>.5</td>
<td>.02232</td>
<td>0.0</td>
<td>-12.61223</td>
<td>-43.95034</td>
</tr>
<tr>
<td>.75</td>
<td>.02202</td>
<td>0.0</td>
<td>-12.63853</td>
<td>-29.64899</td>
</tr>
<tr>
<td>1.00</td>
<td>.02172</td>
<td>0.0</td>
<td>-12.68051</td>
<td>-22.46934</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-6.57089</td>
<td>7.74879</td>
</tr>
<tr>
<td>- .75</td>
<td>0.0</td>
<td>0.0</td>
<td>-6.26998</td>
<td>8.16388</td>
</tr>
<tr>
<td>-.5</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.98623</td>
<td>8.59611</td>
</tr>
<tr>
<td>-.25</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.71911</td>
<td>9.04498</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.46802</td>
<td>9.50987</td>
</tr>
<tr>
<td>.1874</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.28991</td>
<td>9.86846</td>
</tr>
<tr>
<td>.25</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.23228</td>
<td>9.99012</td>
</tr>
<tr>
<td>.5</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.01116</td>
<td>10.48499</td>
</tr>
<tr>
<td>.75</td>
<td>0.0</td>
<td>0.0</td>
<td>-4.80392</td>
<td>10.99373</td>
</tr>
<tr>
<td>1.00</td>
<td>0.0</td>
<td>0.0</td>
<td>-4.60975</td>
<td>11.51555</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>-.31014</td>
<td>±.4297</td>
<td>-12.61691</td>
<td></td>
</tr>
<tr>
<td>- .75</td>
<td>-.24760</td>
<td>±.46833</td>
<td>-12.62560</td>
<td></td>
</tr>
<tr>
<td>-.5</td>
<td>-.18515</td>
<td>±.49616</td>
<td>-12.63411</td>
<td></td>
</tr>
<tr>
<td>-.25</td>
<td>-.12278</td>
<td>±.51497</td>
<td>-12.64245</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>-.06049</td>
<td>±.52576</td>
<td>-12.65062</td>
<td></td>
</tr>
<tr>
<td>.1874</td>
<td>-.01386</td>
<td>±.52892</td>
<td>-12.65664</td>
<td></td>
</tr>
<tr>
<td>.25</td>
<td>.00171</td>
<td>±.52906</td>
<td>-12.65863</td>
<td></td>
</tr>
<tr>
<td>.5</td>
<td>.06384</td>
<td>±.52503</td>
<td>-12.66649</td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>.12589</td>
<td>±.51353</td>
<td>-12.67420</td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>.18787</td>
<td>±.49407</td>
<td>-12.68176</td>
<td></td>
</tr>
</tbody>
</table>

Table 54. Numerator roots for \( C_{Y_R} \) variations.
<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3.0</td>
<td>-0.48468</td>
<td>0.0</td>
<td>-168.74511</td>
<td>25.38497</td>
</tr>
<tr>
<td>-2.0</td>
<td>-0.57868</td>
<td>0.0</td>
<td>-153.71383</td>
<td>15.71175</td>
</tr>
<tr>
<td>-1.0</td>
<td>-1.17612</td>
<td>0.0</td>
<td>-136.61884</td>
<td>4.47829</td>
</tr>
<tr>
<td>0.0001</td>
<td>-12.32283</td>
<td>0.0</td>
<td>-115.75927</td>
<td>0.30009</td>
</tr>
<tr>
<td>0.01475</td>
<td>-12.59078</td>
<td>0.0</td>
<td>-115.40684</td>
<td>0.02722</td>
</tr>
<tr>
<td>0.05</td>
<td>-13.24437</td>
<td>0.0</td>
<td>-114.55102</td>
<td>0.00605</td>
</tr>
<tr>
<td>0.15</td>
<td>-15.16965</td>
<td>0.0</td>
<td>-112.0589</td>
<td>-0.03437</td>
</tr>
<tr>
<td>0.50</td>
<td>-22.91592</td>
<td>0.0</td>
<td>-102.37878</td>
<td>-1.12576</td>
</tr>
<tr>
<td>1.0</td>
<td>-39.3933</td>
<td>0.0</td>
<td>-83.20187</td>
<td>-1.19315</td>
</tr>
<tr>
<td>2.0</td>
<td>-58.6349</td>
<td>±41.37965</td>
<td>892.35499</td>
<td>0.0</td>
</tr>
<tr>
<td>3.0</td>
<td>-55.98877</td>
<td>±62.39119</td>
<td>892.35499</td>
<td>0.0</td>
</tr>
</tbody>
</table>

|        | 0.0 | 0.0 | 0.0 | 0.0 |
|        | 0.0 | 0.0 | 0.0 | 0.0 |
|        | 0.0 | 0.0 | 0.0 | 0.0 |
|        | 892.35499 | 0.0 | 9.86846 | 0.0 |
|        | 3.05337 | 0.0 | 0.0 | 0.0 |

|        | 0.0 | 0.0 | 0.0 | 0.0 |
|        | 0.0 | 0.0 | 0.0 | 0.0 |
|        | 0.0 | 0.0 | 0.0 | 0.0 |

|        | 2.51434 | 0.0 | 22.92565 | -2.50023 |
|        | 3.29649 | 0.0 | 10.61332 | -2.78665 |
|        | 1.70459 | ±3.08103 | 1.70459 | ±3.08103 |
|        | -0.01042 | ±.58161 | .40343 | -14.20363 |
|        | -0.01386 | ±.52892 | .94997 | -18.26858 |
|        | -0.02153 | ±.38078 | 1.23465 | -24.13854 |
|        | -1.09987 | -1.09987 | 1.47382 | -35.93603 |
|        | -1.42295 | -1.42295 | 1.58414 | -47.75095 |

Table 55. Numerator roots for $C_{l\delta_R}$ variations.
NUMERATOR ROOTS

\[ \beta \]

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.12</td>
<td>-12.47042</td>
<td>0.0</td>
<td>0.02617</td>
<td>-209.71058</td>
</tr>
<tr>
<td>-0.10</td>
<td>-12.49848</td>
<td>0.0</td>
<td>0.02532</td>
<td>-174.92893</td>
</tr>
<tr>
<td>-0.08</td>
<td>-12.54195</td>
<td>0.0</td>
<td>0.02407</td>
<td>-140.13146</td>
</tr>
<tr>
<td>-0.0658</td>
<td>-12.59078</td>
<td>0.0</td>
<td>0.02272</td>
<td>-115.40684</td>
</tr>
<tr>
<td>-0.04</td>
<td>-12.78700</td>
<td>0.0</td>
<td>0.01796</td>
<td>-70.37482</td>
</tr>
<tr>
<td>-0.02</td>
<td>-13.49442</td>
<td>0.0</td>
<td>0.00657</td>
<td>-34.90327</td>
</tr>
<tr>
<td>-0.005</td>
<td>-11.14076</td>
<td>±4.97905</td>
<td>0.04503</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>-10.91735</td>
<td>0.0</td>
<td>0.21055</td>
<td>5.75643</td>
</tr>
<tr>
<td>0.01</td>
<td>-11.38982</td>
<td>0.0</td>
<td>0.09625</td>
<td>15.03131</td>
</tr>
<tr>
<td>0.02</td>
<td>-11.76114</td>
<td>0.0</td>
<td>0.05942</td>
<td>32.81567</td>
</tr>
</tbody>
</table>

\[ \phi \]

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.12</td>
<td>-6.59921</td>
<td>0.0</td>
<td>15.66940</td>
</tr>
<tr>
<td>-0.10</td>
<td>-6.20569</td>
<td>0.0</td>
<td>13.61845</td>
</tr>
<tr>
<td>-0.08</td>
<td>-5.71878</td>
<td>0.0</td>
<td>11.47411</td>
</tr>
<tr>
<td>-0.0658</td>
<td>-5.28991</td>
<td>0.0</td>
<td>9.86846</td>
</tr>
<tr>
<td>-0.04</td>
<td>-4.19447</td>
<td>0.0</td>
<td>6.63494</td>
</tr>
<tr>
<td>-0.02</td>
<td>-2.62355</td>
<td>0.0</td>
<td>3.40639</td>
</tr>
<tr>
<td>-0.005</td>
<td>-0.23002</td>
<td>±2.27629</td>
<td>0.0</td>
</tr>
<tr>
<td>0.005</td>
<td>-0.64437</td>
<td>±3.77708</td>
<td>0.0</td>
</tr>
<tr>
<td>0.01</td>
<td>-0.85155</td>
<td>±4.32203</td>
<td>0.0</td>
</tr>
<tr>
<td>0.02</td>
<td>-1.26591</td>
<td>±5.22012</td>
<td>0.0</td>
</tr>
</tbody>
</table>

\[ \psi \]

<table>
<thead>
<tr>
<th>STABILITY DERIVATIVE</th>
<th>REAL</th>
<th>IMAGINARY</th>
<th>REAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.12</td>
<td>-0.0335</td>
<td>±0.55252</td>
<td>-12.57804</td>
</tr>
<tr>
<td>-0.10</td>
<td>-0.02871</td>
<td>±0.54692</td>
<td>-12.59717</td>
</tr>
<tr>
<td>-0.08</td>
<td>-0.02155</td>
<td>±0.53837</td>
<td>-12.62581</td>
</tr>
<tr>
<td>-0.0658</td>
<td>-0.01386</td>
<td>±0.52892</td>
<td>-12.65664</td>
</tr>
<tr>
<td>-0.04</td>
<td>0.01380</td>
<td>±0.49251</td>
<td>-12.76809</td>
</tr>
<tr>
<td>-0.02</td>
<td>0.08232</td>
<td>±0.37954</td>
<td>-13.04833</td>
</tr>
<tr>
<td>-0.005</td>
<td>-0.28175</td>
<td>±1.16989</td>
<td>-14.63102</td>
</tr>
<tr>
<td>0.005</td>
<td>-0.78637</td>
<td>±0.85217</td>
<td>-9.87907</td>
</tr>
<tr>
<td>0.01</td>
<td>-0.37960 ±0.79577</td>
<td></td>
<td>-11.26536</td>
</tr>
<tr>
<td>0.02</td>
<td>-0.21060</td>
<td>±0.70841</td>
<td>-11.88973</td>
</tr>
</tbody>
</table>

Table 56. Numerator roots for $C_{\delta R}$ variations.
Dutch Roll Mode Roots for $l_y$ Variation

$\Delta$ - with inertia effects
$\bigcirc$ - without inertia effects

$l_y$ Values listed beside roots as percent of original values

Figure 109a
Spiral Mode Roots for $I_V$ Variation

$\Delta$ - with inertia effects
$O$ - without inertia effects

$I_V$ values listed beside roots as percent of original value

Figure 109b

Roll Mode Roots for $I_V$ Variation

Figure 109c
Dutch Roll Mode Roots for $S_v$ Variation with Constant AR

$S_v$ Values listed beside roots as percent of original Value

Figure 110a
Spiral Mode Roots for $S_v$ Variation

$S_v$ values listed beside roots
as percent of original values

Figure 110b

Roll Mode Roots for $S_v$ Variation

Figure 110c
Dutch Roll Mode Root for the Dihedral Variation

Dihedral angle in degrees listed beside roots

Figure 111a
Spiral Mode Roots for Dihedral Variation

Figure 111b

Roll Mode Roots for Dihedral Variation

Figure 111c
Dutch Roll Mode Roots for Dihedral and $S_v$ Variation

Values of dihedral in degrees and $S_v$ as percent of original value are given beside roots.

Figure 112a
Spiral Mode Roots for Dihedral and $S_V$ Variation

Values of dihedral in degrees and $S_V$ as percent of original value are given beside roots.

Figure 112b

Roll Mode Roots for Dihedral and $S_V$ Variation

Figure 112c
Bode Plot for $\frac{u}{\delta_E}$

Figure 113
Bode Plot for $\frac{\Delta \alpha}{\delta E}$

Figure 114
Bode Plot for $\frac{\theta}{\delta E}$

Figure 115
Bode Plot for $\frac{\beta}{\delta_R}$

Figure 116
Bode Plot for $\frac{\phi}{\delta R}$

Amplitude Ratio (decibels)

Phase Angle (degrees)

Frequency (rad/sec)

Figure 117
Bode Plot for $\frac{\psi}{\delta_R}$

Figure 118
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DERIVATION OF THE EQUATIONS OF MOTION

Derivation for the equations of motion, following Dynamics of the Airframe (Ref. 17), is based on Newton's laws, i.e., motion with reference to axes fixed in space. The several assumptions which form the basis for this derivation will be presented throughout the following discussion as they are needed to clarify the various steps of the derivation. The first two of these assumptions specify the nature of the body being studied and the atmosphere in which it is set.

Assumption I  The airframe is assumed to be a rigid body; thus, the distance between any specified points in the body are invariant.

Assumption II  The earth is assumed to be fixed in space, and the earth's atmosphere is assumed to be fixed with respect to the earth.

Table A-1, with the aid of Figure A-1, defines the direction of the axes with respect to the airplane, as well as the nomenclature needed to apply Newton's laws.

Figure A-1. Direction of the axes with respect to the airplane.
Table A-1. Direction of the axes with respect to the airplane and nomenclature needed to apply Newton's Laws.

Newton's second law of motion states that the rate of change of momentum of a body is proportional to the net force applied to the body and that the rate of change of the moment of momentum is proportional to the net torque applied to the body. The mathematical statements of the law can be written

\[
\Sigma F_x = \frac{d}{dt} (mU) \\
\Sigma F_y = \frac{d}{dt} (mV) \\
\Sigma F_z = \frac{d}{dt} (mW)
\]

and

\[
\Sigma L = \frac{dh_x}{dt} \\
\Sigma M = \frac{dh_y}{dt} \\
\Sigma N = \frac{dh_z}{dt}
\]

Assumption III The mass of the airplane is assumed to remain constant for the duration for any particular dynamic analysis.
Assumption III permits the mass of the airplane to be written outside the differentiation sign in Equations (A-1).

The moments of momentum referred to in Equations (A-2) can be expanded by using an element of mass of the airplane dm which is rotating with the angular velocity \( \omega = P \dot{1} + Q \dot{j} + R \dot{k} \). This element of mass is at the point \((x,y,z)\) measured relative to the c.g. of the airplane. The motion of the element of mass can be approximated by six linear velocity components \((P_y, P_z, Q_x, Q_z, R_x, \text{and } R_y)\), as seen in Figure A-2.

![Figure A-2. Linear velocity components of an element of mass caused by an angular velocity \( \omega \) having components \( P, Q, \) and \( R \).](image)

The \( x, y, \) and \( z \) components of the moment of momentum are calculated by summing the moments of these velocity components about each axis and multiplying by mass dm. For example,

\[
dh_x = y(yP)dm + z(zP)dm - z(xR)dm - y(xQ)dm.
\]

Thus, if the moments are taken about the \( x, y, \) and \( z \) axes, the following set of equations is obtained:

\[
\begin{align*}
    dh_x &= (y^2 + z^2)P \ dm - zx \ R \ dm - yx \ Q \ dm \\
    dh_y &= (z^2 + x^2)Q \ dm - xy \ P \ dm - yz \ R \ dm \\
    dh_z &= (x^2 + y^2)R \ dm - zx \ P \ dm - zy \ Q \ dm
\end{align*}
\]

For a finite mass, the components of the moment of momentum are the integrals of Equations (A-3). Taking \( I_{xx} = \int (y^2 + z^2)dm, I_{xz} = \int xzdm, \) and \( I_{yz} = I_{zy} \) the integral relations become

\[
h_x = PI_{xx} - QI_{xy} - RI_{xz}
\]
The derivative \( \frac{dh}{dt} \) may be found by differentiating Equations (A-4) with respect to time. Thus, the equations of motion relative to inertial axes become

\[
\begin{align*}
\Sigma F_x &= m \frac{dU}{dt} \\
\Sigma F_y &= m \frac{dV}{dt} \\
\Sigma F_z &= m \frac{dW}{dt}
\end{align*}
\]

\[
\Sigma L = \frac{dh}{dt} = \dot{\Pi}_{xx} + \Pi_{xx} - \dot{Q}_{xy} - Q_{xy} - \dot{R}_{xz} - R_{xz}
\]

\[
\Sigma M = \frac{dh}{dt} = \dot{Q}_{yy} + Q_{yy} - \dot{R}_{yz} - R_{yz} - \dot{P}_{xy} - P_{xy}
\]

\[
\Sigma N = \frac{dh}{dt} = \dot{R}_{zz} + R_{zz} - \dot{P}_{xz} - P_{xz} - \dot{Q}_{yz} - Q_{yz}
\]

For ease in interpreting flight measurements, one desires to change the fixed axes system to an Eulerian axis system, i.e., a right-hand system of orthogonal coordinate axes which has its origin at the center of gravity of the airplane and its orientation fixed with respect to the airplane. Velocities of the airplane measured relative to these axes are absolute velocities, since, at any instant, the Eulerian axes are considered to be fixed in space. Also, moments and products of inertia in the Eulerian axis system are independent of time, since these axes are fixed in the airplane; thus, \( \frac{dI}{dt} = 0 \). Since the Eulerian axis system moves with respect to inertial space, the absolute acceleration (measured in the Eulerian system) can be written

\[
\bar{a}_{abs} = \frac{d\bar{V}_T}{dt} + \bar{\omega} \times \bar{V}_T
\]

If \( U, V, \) and \( W \) are components of \( \bar{V}_T \) and \( P, Q, \) and \( R \) are the components of \( \bar{\omega}, \) then

\[
\begin{align*}
a_x &= \dot{U} + QW - RV \\
a_y &= \dot{V} + RU - PW \\
a_z &= \dot{W} + PV - QU
\end{align*}
\]

In a similar manner, the change in the moment of momentum can be written

\[
\frac{d\bar{h}_{abs}}{dt} = \frac{dh}{dt} + \bar{\omega} \times \bar{h}
\]

where \( \bar{\omega} \times \bar{h} = \begin{vmatrix} i & j & k \\ P & Q & R \\ h_x & h_y & h_z \end{vmatrix} \)
Thus,
\[
\begin{align*}
\left(\frac{dh_x}{dt}\right)_{\text{abs}} &= \frac{dh_x}{dt} + h_zQ - h_yR \\
\left(\frac{dh_y}{dt}\right)_{\text{abs}} &= \frac{dh_y}{dt} + h_xR - h_zP \\
\left(\frac{dh_z}{dt}\right)_{\text{abs}} &= \frac{dh_z}{dt} + h_yP - h_xQ
\end{align*}
\] (A-7)

Assumption IV  The xz plane is assumed to be a plane of symmetry.

Using Assumption IV and the orientation convention of Figure A-1, the equations of motion can be written
\[
\begin{align*}
\Sigma F_x &= m(\ddot{U} + QW - RV) \\
\Sigma F_y &= m(\ddot{V} + RU - PW) \\
\Sigma F_z &= m(\ddot{W} + PV - QU) \\
\Sigma L &= \dot{P}_{I_{xx}} - \dot{R}_{I_{xz}} + OR(I_{zz} - I_{yy}) - PQI_{xz} \\
\Sigma M &= \dot{Q}_{I_{yy}} + PR(I_{xx} - I_{zz}) - R^2I_{xz} + P^2I_{xz} \\
\Sigma N &= \dot{R}_{I_{zz}} - \dot{P}_{I_{xz}} + PQ(I_{yy} - I_{xx}) + QRI_{xz}
\end{align*}
\] (A-8)

Eulerian angles are those angles through which one axis system must be rotated to superimpose it upon another having an initial angular displacement from the first. Because the angles are not orthogonal, the order of rotation is important, if the indicated operations are to yield correct results. The sequence of these angular changes are yaw, pitch, and roll. To carry out this superposition, one first yaws through a positive angle $\psi$ in accordance with a right-hand system so that
\[
\begin{align*}
\bar{x}_1 &= \bar{x} \cos \psi + \bar{y} \sin \psi \\
\bar{y}_1 &= \bar{y} \cos \psi - \bar{x} \sin \psi \\
\bar{z}_1 &= \bar{z}
\end{align*}
\] (A-9)
(see Figure A-3)
Figure A-3. Yaw through a positive angle \( \psi \) in accordance with a right-hand system.

The next rotation (Figure A-4) is a positive pitch through the angle \( \theta \), which gives

\[
\begin{align*}
\bar{x}_2 &= \bar{x}_1 \cos \theta - \bar{z}_1 \sin \theta \\
\bar{y}_2 &= \bar{y}_1 \\
\bar{z}_2 &= \bar{z}_1 \cos \theta + \bar{x}_1 \sin \theta
\end{align*}
\]  

(A-10)

Figure A-4. Positive pitch through the angle \( \theta \).
The final rotation (Figure A-5) is through the roll angle $\phi$, which gives

\[
\begin{align*}
\bar{X}_3 &= \bar{X}_2 \\
\bar{Y}_3 &= \bar{Y}_2 \cos \phi + \bar{Z}_2 \sin \phi \\
\bar{Z}_3 &= \bar{Z}_2 \cos \phi - \bar{Y}_2 \sin \phi
\end{align*}
\]  

(A-11)

Substituting Equations (A-9) and (A-10) into Equations (A-11) yields the transformation needed to convert the initial axis system to the final system:

\[
\begin{align*}
\bar{X}_3 &= \bar{X} \cos \theta \cos \psi + \bar{Y} \cos \theta \sin \psi - \bar{Z} \sin \theta \\
\bar{Y}_3 &= \bar{X}(\cos \psi \sin \theta \sin \phi - \sin \psi \cos \phi) \\
&\quad + \bar{Y}(\cos \psi \cos \phi + \sin \psi \sin \theta \sin \phi) \\
&\quad + \bar{Z}(\cos \theta \sin \phi) \\
\bar{Z}_3 &= \bar{X}(\cos \psi \sin \theta \cos \phi + \sin \psi \sin \phi) \\
&\quad + \bar{Y}(\sin \psi \sin \theta \cos \phi - \cos \psi \sin \phi) \\
&\quad + \bar{Z}(\cos \theta \cos \phi)
\end{align*}
\]  

(A-12)

Figure A-5. Rotation through the roll angle $\phi$.

The analysis of flight motions is concerned primarily with the vehicle's behavior in response to disturbances from initial conditions. It is convenient, therefore, to choose as the initial conditions flight behavior for which the velocities and accelerations are well known and in which the aircraft spends most of its flight time. Equilibrium (unaccelerated) flight is flight along a straight
path during which the linear velocity vector measured relative to a fixed space is invariant, and the angular velocity is zero. "Steady flight" is flight during which the linear and angular velocities in the Eulerian reference frame remain constant. Hence, equilibrium flight and flight with constant angular velocity are both forms of steady flight.

Always acting on the aircraft even during periods of steady flight is gravity. Since it is unidirectional, it provides an orientation to the motion. The components of gravity acting along the steady flight aircraft axes relative to inertial space can be determined from Figure A-6 by direct resolution of the gravity force along the $x_0$, $y_0$, and $z_0$ (steady flight) axes.

![Equilibrium Axes = Eulerian Axes](image)

Figure A-6. Gravity acting on an airplane in steady flight with initial angles $\theta_0$ and $\phi_0$ with respect to the gravity vector.

Thus,

$$
X_0 = -W \sin \theta_0
$$

$$
Y_0 = W \cos \theta_0 \sin \phi_0
$$

$$
Z_0 = W \cos \theta_0 \cos \phi_0
$$

(A-13)

The components of gravity, acting along the disturbed Eulerian axes, are then

$$
X_3 = (-W \sin \theta_0)\cos \theta \cos \psi + (W \cos \theta_0 \sin \phi_0)\cos \theta \sin \psi
$$

$$
- (W \cos \theta_0 \cos \phi_0)\sin \theta
$$
\[ Y_3 = (-W \sin \theta_o)(\cos \psi \sin \theta \sin \phi - \sin \psi \cos \phi) \]
\[ + (W \cos \theta_o \sin \phi_0)(\cos \psi \cos \phi + \sin \psi \sin \theta \sin \phi) \]
\[ + (W \cos \theta_o \cos \phi_0)(\cos \theta \sin \phi) \]
\[ Z_3 = (-W \sin \theta_o)(\cos \psi \sin \theta \cos \phi + \sin \psi \sin \phi) \]
\[ + (W \cos \theta_o \sin \phi_0)(\sin \psi \sin \theta \cos \phi - \cos \psi \sin \phi) \]
\[ + (W \cos \theta_o \cos \phi_0)(\cos \theta \cos \phi) \]  

(A-14)

The right-hand sides of Equations (A-8) express the aircraft acceleration in terms of the linear and angular velocities. The left-hand sides of Equations (A-8) represent the unbalanced forces (thrust forces, aerodynamic forces, and gravity forces) which produce the airplane motion. The gravity forces have already been expanded and transformed to the Eulerian axes (A-13); ideally, the same procedure could be applied to the thrust and aerodynamic forces. Because of the difficulty in expressing the aerodynamic and thrust forces explicitly in terms of the linear and angular velocities, it is customary to represent these forces by Taylor series expansions, taking a sufficient number of terms to ensure adequate accuracy for the maneuver being considered.

Because of this special requirement, it is helpful to separate the aerodynamic and thrust forces from the gravity forces, thus:

\[ \Sigma F_x = \Sigma F'_x + X_3 \]
\[ \Sigma F_y = \Sigma F'_y + Y_3 \]
\[ \Sigma F_z = \Sigma F'_z + Z_3 \]  

(A-15)

where the primed quantities are the summations of the aerodynamic and thrust forces, and \( X_3, Y_3, \) and \( Z_3 \) are the gravity components derived in Equations (A-14). It should be noted that, if the instant under consideration occurs during the steady flight condition, then \( \theta = \phi = \psi = 0 \), and the components \( X_3, Y_3, \) and \( Z_3 \) reduce to Equations (A-13). The force relations from Equations (A-8), with the gravity terms transposed to the right side, are rewritten

\[ \Sigma F'_x = m(\dot{U} + QW - RV) - X_3 \]
\[ \Sigma F'_y = m(\dot{V} + RU - PW) - Y_3 \]
\[ \Sigma F'_z = m(\dot{W} + PV - QU) - Z_3 \]  

(A-16)

By substituting Equations (A-14) in Equations (A-16), Equations (A-8) may be written.
\[ \Sigma F_x = m(\ddot{U} + QW - RV) + (W \sin \theta_0) \cos \theta \cos \psi \]
\[ - (W \cos \theta_0 \sin \phi_0) \cos \theta \sin \psi + (W \cos \theta_0 \cos \phi_0) \sin \theta \]
\[ \Sigma F_y = m(\ddot{V} + RU - PW) + (W \sin \theta_0) (\cos \psi \cos \theta \sin \phi - \sin \psi \cos \phi) \]
\[ - (W \cos \theta_0 \sin \phi_0) (\cos \psi \cos \phi + \sin \psi \sin \theta \sin \phi) \]
\[ - (W \cos \theta_0 \cos \phi_0) (\cos \theta \sin \phi) \]
\[ \Sigma F_z = m(\ddot{W} + PV - QU) + (W \sin \theta_0) (\cos \psi \sin \theta \cos \phi + \sin \psi \sin \phi) \]
\[ - (W \cos \theta_0 \sin \phi_0) (\sin \psi \sin \theta \cos \phi - \cos \psi \sin \phi) \]
\[ - (W \cos \theta_0 \cos \phi_0) (\cos \theta \cos \phi) \]
\[ \Sigma L = \dot{P}I_{xx} - \dot{R}I_{xz} + QR(I_{zz} - I_{yy}) - PQI_{xz} \]
\[ \Sigma M = \dot{Q}I_{yy} + PR(I_{xx} - I_{zz}) - R^2 I_{xz} + P^2 I_{xz} \]
\[ \Sigma N = \dot{R}I_{zz} - \dot{P}I_{xz} + PQ(I_{yy} - I_{xx}) + QRI_{xz} \] 

Equations (A-17) match the aerodynamic and thrust forces acting on an airplane to the gravity and resulting inertia forces. These equations are non-linear, since (1) they can contain products of the dependent variables and (2) the dependent variables appear as transcendental functions. The airframe motion can always be considered the result of disturbances to the airframe from some steady flight condition. Accordingly, each of the total instantaneous velocity components of the airframe can be written as the sum of a velocity component during the steady flight condition and a change in velocity caused by the disturbance:

\[ U = U_0 + u \]
\[ V = V_0 + v \]
\[ W = W_0 + w \]
\[ P = P_0 + p \]
\[ Q = Q_0 + q \]
\[ R = R_0 + r \]

The zero subscripts of Equations (A-19) indicate the steady flight velocities, and the lower case letters represent the disturbance velocities. By substituting Equations (A-19) into Equations (A-17) and noting that derivatives with respect to time of the steady state conditions are zero, Equations (A-17) become

\[ \Sigma F_x = m[\ddot{u} + Q_0 w_0 + w_0 q + Q_0 w + wq - R_0 V_0 - R_0 v - V_0 r - vr + (g \sin \theta_o) \cos \theta \cos \psi - (g \cos \theta_o \sin \phi_o) \cos \theta \sin \psi + (g \cos \theta_o \cos \phi_o) \sin \theta] \]

\[ \Sigma F_y = m[\ddot{v} + U_0 R_0 + U_0 r + R_0 u + ru - P_0 W_0 - P_0 w - W_0 p - wp + (g \sin \theta_o) (\cos \psi \sin \theta \cos \phi - \sin \psi \cos \phi) - (g \cos \theta_o \sin \phi_o) (\cos \psi \cos \phi + \sin \psi \sin \theta \sin \phi) - (g \cos \theta_o \cos \phi_o) (\cos \theta \sin \phi)] \]

\[ \Sigma F_z = m[\ddot{w} + P_0 V_0 + P_0 v + V_0 p + pv - Q_0 U_0 - Q_0 u - U_0 q - qu + (g \sin \theta_o) (\cos \psi \sin \theta \cos \phi + \sin \psi \sin \phi) - (g \cos \theta_o \sin \phi_o) (\sin \psi \sin \theta \cos \phi - \cos \psi \sin \phi) - (g \cos \theta_o \cos \phi_o) (\cos \theta \cos \phi)] \]

\[ \Sigma L = \dot{p} I_{xx} - \dot{r} I_{xz} + (Q_0 R_0 + Q_0 r + R_0 q + qr)(I_{zz} - I_{yy}) - (P_0 Q_0 + P_0 q + Q_0 p + pq) I_{xz} \]

\[ \Sigma M = \dot{q} I_{yy} + (P_0 R_0 + P_0 r + R_0 p + pr)(I_{xx} - I_{zz}) - (R_0^2 + 2R_0 r + r^2) I_{xz} + (P_0^2 + 2P_0 p + p^2) I_{xz} \]

\[ \Sigma N = \dot{r} I_{zz} - \dot{p} I_{xz} + (P_0 Q_0 + P_0 q + Q_0 p + pq)(I_{yy} - I_{xx}) + (Q_0 R_0 + Q_0 r + R_0 q + qr) I_{xz} \]  

(A-20)
Assumption V The disturbances from the steady flight condition are assumed to be small enough so that the products and squares of the changes in velocities are negligible in comparison to the changes themselves. Also, the disturbance angles are assumed to be small enough so that the sines of these angles may be set equal to the angles and the cosines set equal to one. Products of these angles are also approximately zero and can be neglected. Since the disturbances are small, the change in air density encountered by the airplane during any disturbance can be considered zero.

If Assumption V is applied to Equations (A-20), they become

\[
\Sigma F' = m(\ddot{u} + Q_0w + \dot{W_0}q + Q_w w - R_0V - R_0v - V_0r
+ g \sin \theta_0 - (g \cos \theta_0 \sin \phi_0)\psi + (g \cos \theta_0 \cos \phi_0)\theta)
\]

\[
\Sigma F' = m(\ddot{v} + U_0R + \dot{U_0}r + R_0u - P_0w - P_0w - W_0p
- (g \sin \theta_0)\psi - g \cos \theta_0 \sin \phi - (g \cos \theta_0 \cos \phi)\phi)
\]

\[
\Sigma F' = m(\ddot{w} + P_0V + P_0v + W_0p - Q_0U - Q_0u - U_0q
+ (g \sin \theta_0)\theta + (g \cos \theta_0 \sin \phi_0)\phi - (g \cos \theta_0 \cos \phi_0)]
\]

\[
\Sigma L = \ddot{p}I_{xx} - \dot{p}I_{xz} + (Q_0R_0 + Q_0r + R_0q)(I_{zz} - I_{yy})
- (P_0Q_0 + P_0q + Q_0p)I_{xz}
\]

\[
\Sigma M = \ddot{q}I_{yy} + (P_0R_0 + P_0r + R_0p)(I_{xx} - I_{zz})
- (R_0^2 + 2R_0r)I_{xz} + (P_0^2 + 2P_0p)I_{xz}
\]

\[
\Sigma N = \ddot{r}I_{zz} - \dot{r}I_{xz} + (P_0Q_0 + P_0q + Q_0p)(I_{yy} - I_{xx})
+ (Q_0R_0 + Q_0r + R_0q)I_{xz}
\]

Equations (A-21) limit the applicability of the analysis to so-called small perturbations. In the strictly mathematical sense, Equations (A-21) are applicable only to infinitesimal disturbances; however, experience has shown that quite accurate results can be obtained by applying these equations to disturbances of finite, non-zero magnitude. An additional application of Assumption
V is the reduction of Equations (A-18) to

\[
\begin{align*}
P &= \dot{\phi} - \psi \theta \\
Q &= \dot{\theta} + \psi \phi \\
R &= \dot{\psi} - \theta \phi \\
\end{align*}
\]  

\[\text{(A-22)}\]

If the products of perturbations are neglected, the above equations are reduced to

\[
\begin{align*}
P &= \dot{\phi} \\
Q &= \dot{\theta} \\
R &= \dot{\psi} \\
\end{align*}
\]  

\[\text{(A-23)}\]

Equations (A-23) show that, within the limits of small perturbation theory, the instantaneous angular velocities \( P, Q, \) and \( R \) may be set equal to the rates of change of the Eulerian angles.

Assumption VI

During the steady flight condition, the airplane is assumed to be flying with wings level and with all components of velocity zero except \( U_0 \) and \( W_0 \). Thus, \( V_0 = P_0 = Q_0 = R_0 = \phi_0 = \psi_0 = 0 \).

Assumption VI reduces the equations of motion to

\[
\begin{align*}
\Sigma F'_x &= m[\dot{u} + W_0 q + g \sin \theta_0 + g \theta \cos \theta_0] \\
\Sigma F'_y &= m[\dot{v} + U_0 r - W_0 p - g \psi \sin \theta_0 + g \phi \cos \theta_0] \\
\Sigma F'_z &= m[\dot{w} - U_0 q + g \theta \sin \theta_0 - g \cos \theta_0] \\
\Sigma L &= \dot{p} I_{xx} - \dot{r} I_{xz} \\
\Sigma M &= \dot{q} I_{yy} \\
\Sigma N &= \dot{r} I_{zz} - \dot{p} I_{xz} \\
\end{align*}
\]

\[\text{(A-24)}\]

The aerodynamic forces and moments are then expressed in coefficient form as

\[
\begin{align*}
L &= C_L \frac{1}{2} \rho V^2 S = \text{Lift} \\
D &= C_D \frac{1}{2} \rho V^2 S = \text{Drag} \\
X &= C_X \frac{1}{2} \rho V^2 S = \text{Aerodynamic Force Along \( x \) Axis} \\
\end{align*}
\]
\[ Y = C_y \frac{1}{2} \rho V^2 S = \text{Aerodynamic Force Along y Axis} \]
\[ Z = C_z \frac{1}{2} \rho V^2 S = \text{Aerodynamic Force Along z Axis} \]
\[ L = C_l \frac{1}{2} \rho V^2 S b = \text{Rolling Moment} \]
\[ M = C_m \frac{1}{2} \rho V^2 S c = \text{Pitching Moment} \]
\[ N = C_n \frac{1}{2} \rho V^2 S b = \text{Yawing Moment} \]  
(A-25)

where

\[ S = \text{Wing Area} \]
\[ c = \text{Mean Aerodynamic Chord} = \text{The wing chord which has the average characteristics of all chords in the wing.} \]
\[ b = \text{Wing span} \]

The lift and drag are the forces acting normal and parallel respectively to the flight path.

As noted previously, each of the forces and moments can be expressed as a function of the variables by expanding the forces and moments in a Taylor series. The series has the form

\[ F = F_0 + (\frac{\partial F}{\partial \alpha})_0 \alpha + (\frac{\partial F}{\partial \beta})_0 \beta + (\frac{\partial F}{\partial \delta})_0 \delta + \ldots \]  
(A-26)

where \( \alpha, \beta, \) and \( \delta \) are variables, and the subscript zero indicates that the quantities are evaluated at the steady flight condition. In Equation (A-26), terms of the order \((\alpha^2/2!)(\alpha^2/2!)\) and all higher order terms are omitted in accordance with Assumption V. Before expanding each of the forces and moments in the above form, a simplification can be made. Because the \(xz\) plane is a plane of symmetry, the rate of change of the \(X\) and \(Z\) forces and the moment \(M\), with respect to the disturbance velocities \(p, r,\) and \(v\), is zero. Thus, the forces and moments acting on a disturbed airplane can be expressed

\[ X = X_0 + \frac{\partial X}{\partial u} u + \frac{\partial X}{\partial u} \dot{u} + \frac{\partial X}{\partial q} q + \frac{\partial X}{\partial w} w + \frac{\partial X}{\partial \delta_E} \delta_E \]
\[ + \frac{\partial X}{\partial \delta_E} \ddot{\delta}_E + \frac{\partial X}{\partial \delta_F} \ddot{\delta}_F + \frac{\partial X}{\partial \delta_A} \ddot{\delta}_A \]

\[ Y = Y_0 + \frac{\partial Y}{\partial r} r + \frac{\partial Y}{\partial r} \dot{r} + \frac{\partial Y}{\partial v} v + \frac{\partial Y}{\partial w} w + \frac{\partial Y}{\partial \delta_A} \delta_A \]
\[ + \frac{\partial Y}{\partial \delta_A} \ddot{\delta}_A + \frac{\partial Y}{\partial \delta_R} \ddot{\delta}_R + \frac{\partial Y}{\partial \delta_R} \ddot{\delta}_R \]
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\begin{align*}
Z &= Z_0 + \frac{\partial Z}{\partial u} u + \frac{\partial Z}{\partial \dot{u}} \dot{u} + \frac{\partial Z}{\partial q} q + \frac{\partial Z}{\partial \dot{q}} \dot{q} + \frac{\partial Z}{\partial w} w + \frac{\partial Z}{\partial \dot{w}} \dot{w} + \frac{\partial Z}{\partial \delta_E} \delta_E \\
+ \frac{\partial Z}{\partial \ddot{\delta_E}} \ddot{\delta_E} + \frac{\partial Z}{\partial \delta_E} \delta_E + \frac{\partial Z}{\partial \delta_F} \delta_F + \frac{\partial Z}{\partial \ddot{\delta_F}} \ddot{\delta_F} \\
L &= L_0 + \frac{\partial L}{\partial \dot{r}} \dot{r} + \frac{\partial L}{\partial \ddot{r}} \ddot{r} + \frac{\partial L}{\partial \dot{v}} \dot{v} + \frac{\partial L}{\partial \ddot{v}} \ddot{v} + \frac{\partial L}{\partial p} \dot{p} + \frac{\partial L}{\partial \ddot{p}} \ddot{p} + \frac{\partial L}{\partial \delta_A} \delta_A \\
+ \frac{\partial L}{\partial \ddot{\delta_A}} \ddot{\delta_A} + \frac{\partial L}{\partial \delta_A} \delta_A + \frac{\partial L}{\partial \delta_R} \delta_R + \frac{\partial L}{\partial \ddot{\delta_R}} \ddot{\delta_R} \\
M &= M_0 + \frac{\partial M}{\partial \dot{u}} \dot{u} + \frac{\partial M}{\partial \ddot{u}} \ddot{u} + \frac{\partial M}{\partial \dot{q}} \dot{q} + \frac{\partial M}{\partial \ddot{q}} \ddot{q} + \frac{\partial M}{\partial \dot{w}} \dot{w} + \frac{\partial M}{\partial \ddot{w}} \ddot{w} + \frac{\partial M}{\partial \delta_E} \delta_E \\
+ \frac{\partial M}{\partial \ddot{\delta_E}} \ddot{\delta_E} + \frac{\partial M}{\partial \delta_E} \delta_E + \frac{\partial M}{\partial \delta_F} \delta_F + \frac{\partial M}{\partial \ddot{\delta_F}} \ddot{\delta_F} \\
N &= N_0 + \frac{\partial N}{\partial \dot{v}} \dot{v} + \frac{\partial N}{\partial \ddot{v}} \ddot{v} + \frac{\partial N}{\partial \dot{r}} \dot{r} + \frac{\partial N}{\partial \ddot{r}} \ddot{r} + \frac{\partial N}{\partial \dot{p}} \dot{p} + \frac{\partial N}{\partial \ddot{p}} \ddot{p} + \frac{\partial N}{\partial \delta_R} \delta_R \\
+ \frac{\partial N}{\partial \ddot{\delta_R}} \ddot{\delta_R} + \frac{\partial N}{\partial \delta_R} \delta_R + \frac{\partial N}{\partial \delta_A} \delta_A + \frac{\partial N}{\partial \ddot{\delta_A}} \ddot{\delta_A} + \frac{\partial N}{\partial \delta_A} \delta_A + \frac{\partial N}{\partial \ddot{\delta_A}} \ddot{\delta_A} \quad (A-27)
\end{align*}

where

\( \delta_E \) = Angle of deflection of elevator

\( \delta_F \) = Angle of deflection of flaps

\( \delta_A \) = Angle of deflection of ailerons

\( \delta_R \) = Angle of deflection of rudder

The thrust force previously mentioned in Equations (A15) can be introduced into the equations of motion in much the same way as the gravity force was introduced. The thrust is considered to be a function of the power plant revolutions per minute and the forward speed of the airplane. With the power plant located in the plane of symmetry, the thrust contributes to the X and Z forces and to the moment M. With the aid of Figure A-7, it is evident that, by setting the steady flight thrust equal to \( T_0 \), the equations for the steady flight condition become

\[
X_0 = T_0 \cos \xi
\]

\[
Z_0 = -T_0 \sin \xi
\]

\[
M_0 = T_0 z_j
\]

where

\( \xi \) = angle between x axis and thrust line

\( z_j \) = perpendicular distance from c.g. to thrust line
Since the Eulerian axes remain fixed with reference to the airplane during a disturbance, the thrust components relative to the disturbed axes become

\[ X = T_1 \cos \xi \]
\[ Z = -T_1 \sin \xi \]
\[ M = T_1 z_j \]  \hspace{1cm} (A-29)

where \( T_1 \) (the thrust during the disturbance) = \( T_0 + \Delta T \).

If a Taylor series expansion is assumed, then

\[ \Delta T = \left. \frac{\partial T}{\partial u} \right|_0 u + \left. \frac{\partial T}{\partial \delta_{\text{RPM}}} \right|_0 \delta_{\text{RPM}} \]

Thus,

\[ X = T_0 \cos \xi + (\cos \xi) \left. \frac{\partial T}{\partial u} \right|_0 u + (\cos \xi) \left. \frac{\partial T}{\partial \delta_{\text{RPM}}} \right|_0 \delta_{\text{RPM}} \]
\[ Z = -T_0 \sin \xi - (\sin \xi) \left. \frac{\partial T}{\partial u} \right|_0 u - (\sin \xi) \left. \frac{\partial T}{\partial \delta_{\text{RPM}}} \right|_0 \delta_{\text{RPM}} \]
\[ M = T_0 z_j + z_j \left. \frac{\partial T}{\partial u} \right|_0 u + z_j \left. \frac{\partial T}{\partial \delta_{\text{RPM}}} \right|_0 \delta_{\text{RPM}} \]  \hspace{1cm} (A-30)

The individual contributions to the equations of motion have now been examined in some detail, giving perhaps some insight into the basis of the complete equations of motion of the airframe. Before continuing, however, it is well to
Note that the equations for steady flight can be found by substituting the steady flight values of the aerodynamic, weight and thrust forces and moments into Equations (A-24) and setting the disturbance terms equal to zero:

\[ X_o - W \sin \theta_o + T_o \cos \xi = 0 \]
\[ Y_o + 0 + 0 = 0 \]
\[ Z_o + W \cos \theta_o - T_o \sin \xi = 0 \]
\[ L_o + 0 + 0 = 0 \]
\[ M_o + 0 + T_o z_j = 0 \]
\[ N_o + 0 + 0 = 0 \] (A-31)

The equations of motion for the disturbed airplane are then found by substituting the disturbed values of the forces and moments into Equations (A-24):

\[ \dot{\mathbf{r}} + W_o q + \left[ g \sin \theta_o \right] + g \theta \cos \theta_o = \mathbf{X}_o + \frac{\partial X}{\partial u} \dot{u} + \frac{\partial X}{\partial \nu} \dot{u} \]
\[ + \frac{\partial X}{\partial q} q + \frac{\partial X}{\partial q} \dot{q} + \frac{\partial X}{\partial w} w + \frac{\partial X}{\partial w} \dot{w} + \frac{\partial X}{\partial \delta_E} \delta_E + \frac{\partial X}{\partial \delta_E} \dot{\delta_E} + \frac{\partial X}{\partial \delta_F} \delta_F + \frac{\partial X}{\partial \delta_F} \dot{\delta_F} \]
\[ + \frac{\partial X}{\partial \delta_F} \dot{\delta_F} + T_o \cos \xi + (\cos \xi) \frac{\partial T}{\partial u} \dot{u} + (\cos \xi) \frac{\partial T}{\partial \nu} \dot{\nu} \]
\[ \dot{\mathbf{y}} + U_o r - W_o p - g \psi \sin \theta_o - (g \cos \theta_o) \phi = \dot{\mathbf{y}}_o + \frac{\partial Y}{\partial r} \dot{r} + \frac{\partial Y}{\partial \nu} \dot{\nu} \]
\[ + \frac{\partial Y}{\partial q} \dot{q} + \frac{\partial Y}{\partial q} \dot{q} + \frac{\partial Y}{\partial p} \dot{p} + \frac{\partial Y}{\partial \delta_A} \delta_A + \frac{\partial Y}{\partial \delta_A} \dot{\delta_A} + \frac{\partial Y}{\partial \delta_A} \dot{\delta_A} + \frac{\partial Y}{\partial \delta_R} \delta_R + \frac{\partial Y}{\partial \delta_R} \dot{\delta_R} + \frac{\partial Y}{\partial \delta_R} \dot{\delta_R} \]
\[ \dot{\mathbf{w}} + U_o q + g \theta \sin \theta_o - \left[ g \cos \theta_o \right] \phi = \dot{\mathbf{w}}_o + \frac{\partial Z}{\partial u} \dot{u} + \frac{\partial Z}{\partial \nu} \dot{\nu} + \frac{\partial Z}{\partial q} \dot{q} + \frac{\partial Z}{\partial q} \dot{q} \]
\[ + \frac{\partial Z}{\partial w} \dot{w} + \frac{\partial Z}{\partial w} \dot{w} + \frac{\partial Z}{\partial \delta_E} \delta_E + \frac{\partial Z}{\partial \delta_E} \dot{\delta_E} + \frac{\partial Z}{\partial \delta_E} \dot{\delta_E} + \frac{\partial Z}{\partial \delta_F} \delta_F + \frac{\partial Z}{\partial \delta_F} \dot{\delta_F} \]
\[ - T_o \sin \xi - (\sin \xi) \frac{\partial T}{\partial u} \dot{u} - (\sin \xi) \frac{\partial T}{\partial \nu} \dot{\nu} \]
\[ \dot{\mathbf{p}}_{xx} = \dot{\mathbf{p}}_{xz} = \dot{\mathbf{p}}_{zx} = \dot{\mathbf{p}}_{zz} = \mathbf{L}_o + \frac{\partial L}{\partial r} \dot{r} + \frac{\partial L}{\partial \nu} \dot{\nu} + \frac{\partial L}{\partial q} \dot{q} + \frac{\partial L}{\partial q} \dot{q} + \frac{\partial L}{\partial p} \dot{p} + \frac{\partial L}{\partial p} \dot{p} + \frac{\partial L}{\partial \delta_A} \dot{\delta_A} \]
\[ + \frac{\partial L}{\partial \delta_A} \dot{\delta_A} + \frac{\partial L}{\partial \delta_A} \dot{\delta_A} + \frac{\partial L}{\partial \delta_R} \delta_R + \frac{\partial L}{\partial \delta_R} \dot{\delta_R} + \frac{\partial L}{\partial \delta_R} \dot{\delta_R} \]
The quantities in boxes disappear because of the steady flight conditions of Equations (A-31). Dividing the force equations by the mass \( m \) and the moment equations by the appropriate moments of inertia yields terms of the form

\[
\frac{1}{m} \frac{\partial X}{\partial u} u \quad \text{and} \quad \frac{1}{I_{xx}} \frac{\partial L}{\partial r} r.
\]

Replacing \((1/m)(\partial X/\partial u)\) by \(X_u\) and \((1/I_{xx})(\partial L/\partial r)\) by \(L_r\) simplifies the notation. These quantities are called either "dimensional stability derivatives" or simply "stability derivatives." By eliminating those terms whose sum, in accordance with Equations (A-32), is zero because of the steady flight conditions, and by using the previous shorthand notation, Equations (A-32) are reduced to the form:

\[
\begin{align*}
\dot{u} + W_0 q + g \theta \cos \theta_0 &= X_u u + X_q q + X_w W + X_w' W' + X_\delta E \delta E \\
&+ X_{\delta E} \frac{\partial X}{\partial u} u + X_{\delta F} \frac{\partial X}{\partial r} r + \cos \xi T_u u + \cos \xi T_{\delta \text{RPM}} \delta \text{RPM} \\
\dot{v} + U_0 r - W_0 p + g \psi \sin \theta_0 &= Y_r r + Y_v v + Y_v' v' \\
&+ Y_p p + Y_p \frac{\partial X}{\partial \delta A} + Y_r \frac{\partial X}{\partial \delta A} + Y_r \frac{\partial X}{\partial \delta A} + Y_r \frac{\partial \delta A}{\partial \delta A} + Y_r \frac{\partial \delta E}{\partial \delta A} + Y_r \frac{\partial \delta E}{\partial \delta A} \\
\dot{w} - U_0 q + g \theta \sin \theta_0 &= Z_u u + Z_q q + Z_w W + Z_w' W' + Z_\delta E \delta E \\
&+ Z_{\delta E} \frac{\partial X}{\partial u} u + Z_{\delta F} \frac{\partial X}{\partial r} r + Z_{\delta F} \frac{\partial \delta E}{\partial \delta E} + (\sin \xi) T_u u - (\sin \xi) T_{\delta \text{RPM}} \delta \text{RPM} \\
\dot{p} - \dot{r} \frac{I_{xz}}{I_{xx}} &= L_r r + L_{F} F + L_{N} N + L_{N} \frac{\partial X}{\partial \delta A} + L_{\delta A} \frac{\partial X}{\partial \delta A} + L_{\delta A} \frac{\partial \delta E}{\partial \delta A} + L_{\delta A} \frac{\partial \delta E}{\delta A} \\
&+ L_{\delta A} \frac{\partial \delta E}{\partial \delta A} + L_{\delta A} \frac{\partial \delta E}{\partial \delta A} + L_{\delta A} \frac{\partial \delta E}{\partial \delta A} + L_{\delta A} \frac{\partial \delta E}{\delta A} \\
\dot{q} &= M_u u + M_q q + M_w W + M_{\delta E} E + M_{\delta E} E + M_{\delta E} E \\
&+ M_{\delta F} F + M_{\delta F} F + \frac{z_{\delta E}}{I_{yy}} T_{uu} + \frac{z_{\delta E}}{I_{yy}} T_{\delta \text{RPM}} \delta \text{RPM} \\
\dot{r} &= \dot{p} \frac{I_{xz}}{I_{zz}} + (N_{\delta} N_{\delta} + N_{\delta} N_{\delta} + N_{\delta} N_{\delta} + N_{\delta} N_{\delta} + N_{\delta} N_{\delta} + N_{\delta} N_{\delta}) (A-33)
\end{align*}
\]
Assumption VII  The flow is assumed to be quasi-steady.

Because of Assumption VII, all derivatives with respect to the rates of change of velocities are omitted, with the exception of those involving \( w \), which are retained to account for the effect on the horizontal tail of the downwash from the wing. It should also be pointed out that the change in angle of attack can be approximated by \( \Delta \alpha = w/U \).

The only restrictions thus far imposed on the orientation of the Eulerian axes with respect to the airplane are that the \( y \) axis be a principal axis and that the origin be located at the center of gravity of the airplane. When the \( x \) axis is oriented so that it is a principal axis, the Eulerian axes are referred to as principal axes, but when the \( x \) axis in the airplane is parallel to the relative wind during steady flight, the Eulerian axes are referred to as stability axes. When the airframe is disturbed from the steady flight condition, the Eulerian axes rotate with the airframe and do not change direction with respect to the airplane. Consequently, the disturbed \( x \) axis may or may not be parallel to the relative wind while the airplane is in the disturbed flight condition. It should be noted that for small angles of attack the moments of inertia about the stability axes are approximately equal to those about the body axes; however, at low speeds (high angles of attack) the moments of inertia about the stability axes can differ significantly from those about the body axes and this fact should be considered in dynamic analyses. The use of the stability axes eliminates the terms containing \( W_0 \) from Equations (A-33) by eliminating the following quantities: (1) all terms containing \( W_0 \), which disappears because of the direction of the stability axes; (2) all aerodynamic partial derivatives with respect to rates of change of velocities, except those with respect to \( W \); and (3) all aerodynamic partial derivatives with respect to rates of change of control surface deflections. Equations (A-33) then reduce to Equations (A-34 and (A-35). To avoid confusion with body axis coordinate systems, where \( \theta_0 \) is the inclination of the \( x \) axis with respect to the horizon, the angles between the horizontal and the \( x \) stability axis is called \( \gamma_0 \). It will be recognized that because of the way the stability axis system is defined \( \gamma_0 \) is indeed the angle of the flight path with respect to the earth.

\[
\begin{align*}
\dot{u} + g \theta \cos \gamma_0 &= T_u (\cos \xi) u + T_{\delta \text{RP}M} \delta_{\text{RP}M} \cos \xi \\
&+ X_u u + X_q q + X_{ww} w + X_{\delta E} \delta_E + X_{\delta F} \delta_F \\
\dot{w} - U_0 q + g \theta \sin \gamma_0 &= - T_u (\sin \xi) u - T_{\delta \text{RP}M} \delta_{\text{RP}M} \sin \xi \\
&+ Z_u u + Z_q q + Z_{ww} w + Z_{\delta E} \delta_E + Z_{\delta F} \delta_F \\
\dot{q} &= \frac{z_{jm}}{I_{yy}} T_u u + \frac{z_{jm}}{I_{yy}} T_{\delta \text{RP}M} \delta_{\text{RP}M} + M_u u + M_q q + M_{ww} w \\
&+ M_{\delta E} \delta_E + M_{\delta F} \delta_F 
\end{align*}
\] (A-34)
\[
\begin{align*}
\dot{v} + u_0 r - g \psi \sin \gamma_0 - g \phi \cos \gamma_0 &= Y_r r + Y_v v \\
&+ Y_p p + Y_{\delta A} \delta_A + Y_{\delta R} \delta_R \\
\dot{p} - \frac{I_{xz}}{I_{xx}} \dot{r} &= L_r r + L_{v} v + L_{p} p + L_{\delta A} \delta_A + L_{\delta R} \delta_R \\
\dot{r} - \frac{I_{xz}}{I_{zz}} \dot{p} &= N_r r + N_{v} v + N_{p} p + N_{\delta A} \delta_A + N_{\delta R} \delta_R
\end{align*}
\] (A-35)

An examination of these equations shows that Equations (A-34) are functions of the variables \(u, \theta,\) and \(w,\) whereas Equations (A-35) are functions of the variables \(v, r,\) and \(p.\) As a result of the assumptions made in this analysis, the equations of motion can be treated as two independent sets of three equations with Equations (A-34) describing the longitudinal or \(x-z\) plane motions and Equations (A-35) the lateral motions.
DEFINITION OF STABILITY DERIVATIVES

In this appendix the dimensional stability derivatives which appeared in the equations of motion are defined. For each dimensional stability derivative an equation is given which, for the most part, relates it to a non-dimensional derivative thus simplifying the evaluation of the dimensional derivatives.

Longitudinal Stability Derivatives:

\[ X_u = \frac{\rho U S}{m} \left( - \frac{U}{2} \frac{\partial C_D}{\partial \alpha} - C_D \right) \]

\[ Z_u = \frac{\rho U S}{m} \left( - \frac{U}{2} \frac{\partial C_L}{\partial \alpha} - C_L \right) \]

\[ M_u = \frac{\rho U S c}{I_{yy}} \left( \frac{\partial C_m}{\partial \alpha} + C_m \right) \]

\[ T_u = \frac{\rho U S}{m} \left( \frac{U}{2} \frac{\partial C_T}{\partial \alpha} + C_T \right) \]

\[ X_w = \frac{\rho U S}{2m} (C_L - \frac{\partial C_D}{\partial \alpha}) \]

\[ Z_w = \frac{\rho U S}{2m} (\frac{\partial C_L}{\partial \alpha} - C_D) \]

\[ M_w = \frac{\rho U S c}{2 I_{yy}} \frac{\partial C_m}{\partial \alpha} \]

\[ X_w^* = - \frac{\rho S c^2}{4 m} \frac{\partial C_D}{\partial \alpha} \approx 0 \]

\[ Z_w^* = - \frac{\rho S c^2}{4 m} \frac{\partial C_L}{\partial \alpha} \approx 0 \]

\[ M_w^* = \frac{\rho S c^2}{4 I_{yy}} \left( \frac{\partial C_m}{\partial \alpha} \right) \]

\[ X_q = - \frac{\rho U S c^2}{4 m} \frac{\partial C_D}{\partial \alpha} \approx 0 \]

\[ Z_q = - \frac{\rho U S c^2}{4 m} \frac{\partial C_L}{\partial \alpha} \approx 0 \]
Lateral Stability Derivatives:

\[
Y_V = \frac{\rho U S}{2m} \frac{\partial C_Y}{\partial \beta}
\]

\[
L_V = \frac{\rho U S b}{2I_{xx}} \frac{\partial C_l}{\partial \beta}
\]

\[
L_\beta = U_0 L_V
\]

\[
N_V = \frac{\rho U S b}{2I_{zz}} \frac{\partial C_n}{\partial \beta}
\]

\[
N_\beta = U_0 N_V
\]

\[
Y_p = \frac{\rho U S}{4m} \frac{\partial (C_y)}{\partial (\frac{cb}{2U})}
\]
It should be noted that derivatives with respect to angles or rates of angular change are defined per radian.

\[
L_p = \frac{\rho U s^2}{4I_{xx}} \frac{3C_l}{\theta (\frac{pb}{2U})}
\]

\[
N_p = \frac{\rho U s^2}{4I_{zz}} \frac{3C_n}{\theta (\frac{pb}{2U})}
\]

\[
Y_R = \frac{\rho U s}{4m} \frac{3C_y}{\theta (\frac{rb}{2U})}
\]

\[
L_R = \frac{\rho U s^2}{4I_{xx}} \frac{3C_l}{\theta (\frac{rb}{2U})}
\]

\[
N_R = \frac{\rho U s^2}{4I_{zz}} \frac{3C_n}{\theta (\frac{rb}{2U})}
\]

\[
Y_{\delta_R} = \frac{\rho U^2 s}{2m} \frac{3C_y}{\delta \delta_R}
\]

\[
L_{\delta_R} = \frac{\rho U^2 s b}{2I_{xx}} \frac{3C_l}{\delta \delta_R}
\]

\[
N_{\delta_R} = \frac{\rho U^2 s b}{2I_{zz}} \frac{3C_n}{\delta \delta_R}
\]

\[
Y_{\delta_A} = \frac{\rho U^2 s}{2m} \frac{3C_y}{\delta \delta_A}
\]

\[
L_{\delta_A} = \frac{\rho U^2 s b}{2I_{xx}} \frac{3C_l}{\delta \delta_A}
\]

\[
N_{\delta_A} = \frac{\rho U^2 s b}{2I_{zz}} \frac{3C_n}{\delta \delta_A}
\]
APPENDIX C
DERIVATION OF THE TRANSFER FUNCTIONS

Equations (A-34) and (A-35) from Appendix A may be converted by the use of determinants into the transfer functions considered earlier in this study.

The angle of attack and the angle of sideslip can be written in approximate form based on the velocity components and the perturbation velocity components:

\[ \Delta \alpha = \frac{w}{U_0} \quad \text{and} \quad \beta = \frac{v}{U_0} \]

The angle between the equilibrium flight path and the disturbed flight path is defined as \( \Xi \). It should be pointed out that only when \( \Xi \) equals zero is the sideslip angle \( \beta \) equal to the negative of the yaw angle.

The longitudinal equations can be written by modifying Equations (A-34), as shown below:

\[
\begin{align*}
\dot{u} - X_u u - (T_u \cos \xi)u - X_q + g \theta \cos \gamma_0 - X_w \dot{w} - X_{ww} &= X_{\delta E} \delta E + T_{\delta RPM} \delta RPM + X_{\delta F} \delta F \\
-Z_u u + (T_u \sin \xi)u - U_0 \dot{q} - Z_q + g \theta \sin \gamma_0 + \dot{w} - Z_w \dot{w} - Z_{ww} &= Z_{\delta E} \delta E - (T_{\delta RPM} \sin \xi) \delta RPM + Z_{\delta F} \delta F \\
-M_u \frac{z_{1m}}{I_{yy}} u + \dot{q} - M_q - M_w \dot{w} - M_{ww} &= M_{\delta E} \delta E - \frac{z_{1m}}{I_{yy}} T_{\delta RPM} \delta RPM \quad \text{(C-1)}
\end{align*}
\]

The lateral equations of motion, Equations (A-35), are rearranged by substituting \( \beta U \) for \( v \) and dividing by \( U_0 \). Thus,

\[
\begin{align*}
\dot{\beta} - \gamma_v \beta - \frac{Y_p}{U_0} \dot{\phi} - \left( \frac{g}{U_0} \cos \gamma_0 \right) \phi + \frac{Y_r}{U_0} - \left( \frac{g}{U_0} \sin \gamma_0 \right) \psi &= \frac{Y_{\delta A} \delta A}{U_0} + \frac{Y_{\delta R} \delta R}{U_0} \\
-L_B \ddot{\beta} + \frac{L_p}{I_{xx}} p - L_r \ddot{r} &= L_{\delta A} \delta A + L_{\delta R} \delta R \\
-N_B \ddot{\beta} - \frac{I_{xz} \dot{p}}{I_{zz}} + N_p \dot{p} + \dot{r} - N_r \dot{r} &= N_{\delta A} \delta A + N_{\delta R} \delta R \quad \text{(C-2)}
\end{align*}
\]
The right sides of Equations (C-1) and (C-2) are the control forces and represent the means by which either the human pilot or an autopilot can control the motion of the airframe. The thrust and the control surface inputs are the forcing functions which determine the resultant motion of the airframe. Since the airframe equations of motion are linear equations, the principle of superposition may be used to obtain a solution. For instance, the response to simultaneous application of elevator and rudder deflections can be determined by calculating the response to each of these deflections separately and then adding the results to complete the solution.

The transfer functions are obtained by applying the method of Laplace transforms. If Equations (C-1) and (C-2) are transformed into the Laplacian domain,

\[
\begin{align*}
[s - (X_u + A^\prime)]u(s) - (sX_w + X_w)w(s) - (sX_q - g\cos \gamma_o)\theta(s) &= X_\delta E^\prime(s) + B^\prime \delta_{RPM}(s) + X_\delta F^\prime(s) \\
-(Z_u - C^\prime)u(s) + [s(1 - Z_w) - Z_w]w(s) - [s(U_o + Z_q) - g\sin \gamma_o]\theta(s) &= Z_\delta E^\prime(s) - D^\prime \delta_{RPM}(s) + Z_\delta F^\prime(s) \\
-(M_u + E^\prime)u(s) - (sM_w + M_w')w(s) + (s^2 - M_q)\theta(s) &= M_\delta E^\prime(s) + F^\prime \delta_{RPM}(s) + M_\delta F^\prime(s) \\
(s - Y_\nu)\beta(s) - (s\frac{\nu}{U_o} + g\cos \gamma_o)\phi(s) + [s(1 - \frac{Y_r}{U_o}) - g\sin \gamma_o]\psi(s) &= [Y_\delta A^\prime(s) + Y_\delta R^\prime(s)] \frac{1}{U_o} \\
-L_\beta \beta(s) + (s^2 - sL_p)\phi(s) - (A_1 s^2 + sL_r)\psi(s) &= L_\delta A^\prime(s) + L_\delta R^\prime(s) \\
-N_\beta \beta(s) - (B_1 s^2 + sN_p)\phi(s) + (s^2 - sN_r)\psi(s) &= N_\delta A^\prime(s) + N_\delta R^\prime(s)
\end{align*}
\]

(C-3)

where

\[
\begin{align*}
A^\prime &= T_u \cos \xi \\
B^\prime &= T_\delta_{RPM} \cos \xi \\
C^\prime &= T_u \sin \xi \\
D^\prime &= T_\delta_{RPM} \sin \xi \\
E^\prime &= \frac{zim}{I_{yy}} \\
F^\prime &= \frac{zim}{I_{yy}} T_\delta_{RPM} \\
A_1 &= \frac{I_{xz}}{I_{xx}} \\
B_1 &= \frac{I_{xz}}{I_{zz}}
\end{align*}
\]
It should be noted that \( p, q, \) and \( r \) were replaced by \( \dot{\phi}, \dot{\theta}, \) and \( \dot{\psi} \) respectively. This is permitted because of the small perturbation approximation. Using Equations (C-3) and Cramer's rule for solving equations by determinants, the longitudinal transfer function for \( U(s)/\delta_E(s) \) with \( \delta_F=0 \) and \( \delta_{RPM}=0 \) can be written

\[
\frac{u(s)}{\delta_E(s)} = \frac{\begin{vmatrix}
X_{\delta_E} & -(sX_w + X_w) & -(sX_q - g\cos \gamma_o) \\
Z_{\delta_E} & [s(1 - Z^*_w) - Z_w] & -[s(U_o + Z_q) - g\sin \gamma_o] \\
M_{\delta_E} & -(sM_w + M_w) & (s^2 - M_q s)
\end{vmatrix}}{\begin{vmatrix}
[s - (X_u + A^*)] & -(sX_w + X_w) & -(sX_q - g\cos \gamma_o) \\
-(Z_u - C^*) & [s(1 - Z^*_w) - Z_w] & -[s(U_o + Z_q) - g\sin \gamma_o] \\
-(M_u + E^*) & -(sM_w + M_w) & (s^2 - M_q s)
\end{vmatrix}} = \frac{N_u/\delta_E}{D_1}
\]

(C-4)

The denominator determinant is the determinant of the homogeneous equations denoted by \( D_1 \). The expansion of \( D_1 \) gives

\[
D_1 = As^4 + Bs^3 + Cs^2 + Ds + E,
\]

(C-5)

where \( A = 1 - Z^*_w \)
\( B = -(1 - Z^*_w)(X_u + A^*) + M_q - Z_w - M_w(U_o + Z_q) - X_w(Z_u - C^*) \)
\( C = (X_u + A^*)[M_q(1 - Z^*_w) + Z_w + M_w(U_o + Z_q)] - (M_u + E^*)[X_w(U_o + Z_q) - X_q(1 - Z^*_w)] + M_w\sin \gamma_o - M_w(U_o + Z_q) \)
\( D = g\sin \gamma_o[(M_u + E)X_w + M_w(X_u + A^*)] + g\cos \gamma_o[(Z_u - C^*)M_w + (M_u + E^*)(1 - Z^*_w) + (M_u + E^*)[-X_w(U_o + Z_q) + Z_wX_q] + (Z_u - C^*)[X_wM_q - X_qM_w] + (X_u + A^*)[M_w(U_o + Z_q) - M_qZ_w] \)
\( E = g\cos \gamma_o[M_w(Z_u - C^*) - Z_w(M_u + E^*)] + g\sin \gamma_o[(M_u + E^*)X_w - (X_u + A^*)M_w] \)

The numerator determinant is expanded in Equation (C-6):
\[ \frac{N_u/\delta_E}{D_u} = A_u s^3 + B_u s^2 + C_u s + D_u \quad (C-6) \]

where \[ A_u = X_{\delta E}(1 - Z_w) + Z_{\delta E} X_w \]
\[ B_u = -X_{\delta E}[(1 - Z_w) M_q + Z_w + M_w (U_o + Z_q)] \]
\[ + Z_{\delta E}[X_q M_w X_w + M_{\delta E} (U_o + Z_q) + (1 - Z_w) X_q] \]
\[ C_u = X_{\delta E}[(M_w Z_w + M_{\delta E} \sin \gamma_o - M_w (U_o + Z_q)] \]
\[ + Z_{\delta E}[X_q M_w - M_{\delta E} \cos \gamma_o - X_w M_q] \]
\[ + M_{\delta E}[-X_w \sin \gamma_o + X_w (U_o + Z_q) + (1 - Z_w) \cos \gamma_o - Z_w X_q] \]
\[ D_u = X_{\delta E} (M_{\delta E} \sin \gamma_o) - Z_{\delta E} (M_{\delta E} \cos \gamma_o) \]
\[ + M_{\delta E} (Z_{\delta E} \cos \gamma_o - X_{\delta E} \sin \gamma_o) \]

Similarly, using the approximation discussed at the beginning of this appendix, \[ \Delta \alpha(s)/\delta_E(s) \] can be written \[ w(s)/U_o \delta_E(s) \], as seen below:

\[
\frac{\Delta \alpha(s)}{\delta_E(s)} = \begin{bmatrix}
[s - (X_u + A^*)] & X_{\delta E}/U_o & -(sX_q - g\cos \gamma_o) \\
-(Z_u - C^*) & Z_{\delta E}/U_o & -[s(U_o + Z_q) - g\sin \gamma_o] \\
-(M_u + E) & M_{\delta E}/U_o & (s^2 - M_q s)
\end{bmatrix} = \frac{N_\alpha/\delta_E}{D_1}
\]

\[ N_\alpha/\delta_E = A_\alpha s^3 + B_\alpha s^2 + C_\alpha s + D_\alpha \quad (C-7) \]

where \[ A_w = Z_{\delta E}/U_o \]
\[ B_w = (X_{\delta E}/U_o) (Z_u - C^*) + (Z_{\delta E}/U_o) [-M_q - (X_u + A^*)] + (M_{\delta E}/U_o) (U_o + Z_q) \]
\[ C_w = (X_{\delta E}/U_o) [(U_o + Z_q) (M_u + E^*) - M_q (Z_u - C^*)] \]
\[ + (Z_{\delta E}/U_o) [M_q (X_u + A^*) - (M_u + E^*) X_q] \]
\[ + (M_{\delta E}/U_o) [X_q (Z_u - C^*) - g\sin \gamma_o - (U_o + Z_q) (X_u + A^*)] \]
\[ D_w = (-X_{\delta E}/U_o) (M_u + E^*) g\sin \gamma_o + (Z_{\delta E}/U_o) (M_u + E^*) g\cos \gamma_o \]
\[ + (M_{\delta E}/U_o) [(X_u + A^*) g\sin \gamma_o - (Z_u - C^*) g\cos \gamma_o] \]
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also,

\[
\frac{\theta(s)}{\delta_E(s)} = \begin{bmatrix}
    [s - (X_u + A')] & -(sX_w + X_w) & X_{\delta_E} \\
    -(Z_u - C') & [s(1 - Z_w) - Z_w] & Z_{\delta_E} \\
    -(M_u + E') & -(sM_w + M_w) & M_{\delta_E}
\end{bmatrix}
\]

\[
\frac{N_\theta/\delta_E}{D_1} = \frac{N_\theta/\delta_E}{D_1}
\]

\[
N_\theta/\delta_E = A_\theta s^2 + B_\theta s + C_\theta \tag{C-8}
\]

where

\[
A_\theta = Z_{\delta_E} M_w + M_{\delta_E} (1 - Z_w)
\]

\[
B_\theta = X_{\delta_E} [(Z_u - C')M_w + (1 - Z_w)(M_u + E')] + Z_{\delta_E} [M_w - M_w(X_u + A') + (M_u + E')X_w] + M_{\delta_E} [-Z_w - (1 - Z_w)(X_u + A') - X_w(Z_u - C')]
\]

\[
C_\theta = X_{\delta_E} [M_w(Z_u - C') - Z_w(M_u + E')] + M_{\delta_E} [Z_w(X_u + A') - X_w(Z_u - C')] + Z_{\delta_E} [-M_w(X_u + A) + X_w(M_u + E')]
\]

It should be noted from the mechanics of the above derivation that, had it been desirable to derive the transfer functions for any one of the other control inputs, it would have been necessary only to replace \(\delta_E\) by the appropriate derivative whenever \(\delta_E\) appeared in the transfer function. This knowledge can also be applied to the lateral transfer functions about to be derived. To make the following transfer functions applicable to aileron deflection \(\delta_A\) instead of rudder deflection \(\delta_R\), it is necessary only to replace \(\delta_R\) by \(\delta_A\) whenever \(\delta_R\) appears, and to replace \(Y_{\delta_R}, L_{\delta_R},\) and \(N_{\delta_R}\) by \(Y_{\delta_A}, L_{\delta_A},\) and \(N_{\delta_A}\) respectively.

Following this approach, the lateral transfer functions for rudder deflections, \((\delta_A=0)\), became:
\[ D_2 = \frac{(s - Y_V)}{\delta_R(s)} \]

\[ \frac{\delta(s)}{\delta_R(s)} = \frac{N_B/\delta_R}{D_2} \]

\[ D_2 = s(A s^4 + B s^3 + C s^2 + D s + E) \]

where \( A = 1 - A_1 B_1 \)

\[ B = -Y_V(1 - A_1 B_1) - L_p - N_R - A_1 N_p - B_1 L_R \]

\[ C = N_B(1 - \frac{Y_R}{U_o}) + L_p(Y_V + N_R) - \frac{Y_p}{U_o}(A_1 N_B + L_B) + N_p(A_1 Y_V - L_R) + Y_V(B_1 L_R + N_R) + L_B B_1 (1 - \frac{Y_R}{U_o}) \]

\[ D = -N_B \left[ (1 - \frac{Y_R}{U_o}) L_p + L_R \frac{Y_p}{U_o} + A_1 \frac{q}{U_o} \cos{\gamma_o} + \frac{q}{U_o} \sin{\gamma_o} \right] + N_p \left[ L_B (1 - \frac{Y_R}{U_o}) + Y_V L_R \right] - L_p N_R Y_V + \frac{Y_p}{U_o} + L_B \left[ N_R \frac{q}{U_o} - \frac{q}{U_o} \cos{\gamma_o} - B_1 \frac{q}{U_o} \sin{\gamma_o} \right] \]

\[ E = \frac{q}{U_o} \cos{\gamma_o} (L_B N_R - N_B L_R) + \frac{q}{U_o} \sin{\gamma_o} (N_B L_p - L_B N_p) \]

\[ N_B/\delta_R = s(A_B s^3 + B_B s^2 + C_B s + D_B) \]

where \( A_B = (1 - A_1 B_1) \frac{Y_{\delta R}}{U_o} \)

\[ B_B = U_o \left[ -L_p - N_R - A_1 N_p - B_1 L_R \right] + L_{\delta R} \left[ \frac{Y_p}{U_o} - B_1 \left(1 - \frac{Y_R}{U_o} \right) \right] + N_{\delta R} \left[ A_1 \frac{Y_p}{U_o} - (1 - \frac{Y_R}{U_o}) \right] \]
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\[ C_{\beta} = \frac{Y_{\delta_R}}{U_0} [L_p N_r - N_p L_r] + L_{\delta_R} \left[ \frac{g}{U_0} \cos \gamma_o - \frac{Y_p}{U_0} - N_r (1 - \frac{Y_r}{U_0}) \right. \\
+ \left. B_{1 \delta_R} \sin \gamma_o \right] + N_{\delta_R} \left[ \frac{Y_p}{U_0} L_r + A_1 \frac{g}{U_0} \cos \gamma_o + L_p (1 - \frac{Y_r}{U_0}) \right. \\
+ \left. \frac{g}{U_0} \sin \gamma_o \right] \]

\[ D_{\beta} = L_{\delta_R} \frac{g}{U_0} \left[ -N_r \cos \gamma_o + N_p \sin \gamma_o \right] + N_{\delta_R} \frac{g}{U_0} \left[ L_r \cos \gamma_o - L_p \sin \gamma_o \right] \]

\[
\frac{\phi(s)}{\delta_R(s)} = \begin{vmatrix}
(s - Y_v) & \frac{Y_{\delta_R}}{U_0} & \frac{Y_{\phi}}{U_0} \\
L_{\beta} & L_{\delta_R} & -(A_1 s^2 + s L_r) \\
-N_{\beta} & N_{\delta_R} & (s^2 - s N_r)
\end{vmatrix} = \frac{N_{\phi}/\delta_R}{D_2}
\]

\[ N_{\phi}/\delta_R = s (A_{\phi} s^2 + B_{\phi} s + C_{\phi} + D_{\phi}/s) \quad (C-11) \]

where \[ A_{\phi} = L_{\delta_R} + N_{\delta_R} A_1 \]

\[ B_{\phi} = \frac{Y_{\delta_R}}{U_0} (L_{\beta} + A_1 N_{\beta}) + L_{\delta_R} (-N_r - Y_v) + N_{\delta_R} (L_r - A_1 Y_v) \]

\[ C_{\phi} = \frac{Y_{\delta_R}}{U_0} [+L_r N_{\beta} - L_{\beta} N_r] + L_{\delta_R} \left[ Y_v N_r + N_{\beta} \left( 1 - \frac{Y_r}{U_0} \right) \right] \]

\[ + N_{\delta_R} \left[ -L_{\beta} \left( 1 - \frac{Y_r}{U_0} \right) - Y_v L_r \right] \]

\[ D_{\phi} = (N_{\delta_R} L_{\beta} - L_{\delta_R} N_{\beta}) - \frac{g}{U_0} \sin \gamma_o \]

\[
\frac{\psi(s)}{\delta_R(s)} = \begin{vmatrix}
(s - Y_v) & -(s \frac{Y_p}{U_0} + g \cos \gamma_o) & \frac{Y_{\delta_R}}{U_0} \\
L_{\beta} & (s^2 - s L_p) & L_{\delta_R} \\
-N_{\beta} & -(B_1 s^2 + s N_p) & N_{\delta_R}
\end{vmatrix} = \frac{N_{\psi}/\delta_R}{D_2}
\]

\[ N_{\psi}/\delta_R = A_{\psi} s^3 + B_{\psi} s^2 + C_{\psi} s + D_{\psi} \quad (C-12) \]
The above transfer functions completely describe the airframe within the limits of the assumptions made in Appendix A of this study.

By substituting \( j\omega \) for \( s \) the transfer functions are transformed into the frequency domain. If one then writes the numerator and denominator each as a magnitude and phase angle and plots the ratio of magnitudes and the difference in phase angles against frequency, the results indicate the magnitude and phase relationship of the aircraft response to a sinusoidal control input of unit magnitude at any given frequency. These "Bode" plots are quite useful in visualizing frequency regions of excessive aircraft response (regions of poor damping), the frequency above which aperiodic motions decrease rapidly in amplitude, frequency regions which should be avoided by structural and control system resonances because of the possibility of coupling, and, if measured in flight, the presence and effect of non-linearities. Control system and autopilot designers find such plots particularly useful when the scales are logarithmic since among other advantages the amplitude of the actual aircraft response is merely subtracted from the desired response to find the effective transfer function which the autopilot or control system must supply.

The denominator of the transfer function is the Laplace transform of the characteristic equation of the system. It can be thought of as representing the general solution in the mathematical sense, for the response of the system. The numerator terms, combined with the time history of the control surface motions, are responsible for the particular solution. To obtain the time history of the response to a particular control surface input it is necessary to obtain the inverse transform of the transfer function. Fairly extensive tables of Laplace transforms are available and the proper form can often be found therein. It may, however, be necessary to perform a partial fraction expansion to reduce the transfer function to a sum of simpler functions whose inverses do appear in a table. For details, the reader is referred to a standard text on control system design such as Savant (Ref.100).

\[
\begin{align*}
A_\psi &= N_{\delta_R} + B_1 L_{\delta_R} \\
B_\psi &= \frac{Y_{\delta_R}(N_B + B_1 L_B) + L_{\delta_R}(N_D - B_1 Y_V) + N_{\delta_D}(-Y_V - L_P)}{U_0} \\
C_\psi &= \frac{Y_{\delta_R}(L_B N_D - N_B L_P) + L_{\delta_R}(Y_{\delta_D} - Y_V N_B)}{U_0} \\
D_\psi &= (L_{\delta_R} N_B - N_{\delta_R} L_B) \frac{Q}{U_0} \cos \gamma_O
\end{align*}
\]
SIMPLIFIED RESPONSE CHARACTERISTICS

The equations developed in Appendices A, B, and C, although already linearized, are still difficult to solve by hand. (For those with digital computer facilities, the programs presented in the present report may be used to obtain time solutions to the complete system.) For preliminary design purposes it is desirable to be able to make rapid, approximate calculations of the effect of geometric or loading changes on the dynamics of the aircraft. It is therefore of interest to determine the extent to which the equations and their solutions can be simplified before the characteristic behavior is lost.

In this connection, it is convenient to assume that

\[ \gamma_0, \gamma_j, x_w, z_{\omega}, x_q, z_{\omega}, x_0, z_{\omega}, \dot{M}_f, \dot{Z}_q, T_u, \text{ and } T_{\delta_{RPM}} = 0 \]

It has long been common knowledge that for the longitudinal case the phugoid oscillation is accompanied by little or no change in vertical velocity while the short period oscillation takes place at constant speed if the magnitude of the pitch angle change is kept small. This suggests that the general three-degree-of-freedom system can be approximated by two two-degree-of-freedom systems.

Equations A-34 may be written

\[
\begin{align*}
\dot{u} + g\theta &= X_u u + X_w w, \\
\dot{w} - U_0 q &= Z_{\omega} w + Z_{\omega} \delta_E, \\
\dot{q} &= M_u u + M_w w + M_{\omega} \dot{w} + M_{\omega} \delta_E.
\end{align*}
\]

(1)

It should be noted that the perturbation velocities, i.e., \( u, w, \) and \( q \), are zero when the unperturbed variable is constant during a particular maneuver. Taking advantage of this fact, one finds that the system (1) reduces to three equations in two unknowns, one equation of which is therefore redundant. For the short period approximation, the equation describing linear acceleration along the \( x \)-axis is redundant. (The acceleration is zero and the remaining forces reduce to an identity.) Similarly for the phugoid case, the equation describing pitch is redundant.

\[
\begin{align*}
\dot{w} - U_0 q &= Z_{\omega} w + Z_{\omega} \delta_E, \\
\dot{q} &= M_q q + M_w w + M_{\omega} \dot{w} + M_{\omega} \delta_E.
\end{align*}
\]

(2)

for the short period mode

and

\[
\begin{align*}
\dot{u} &= X_u u - g\theta, \\
\dot{\theta} &= Z_u u + Z_{\omega} \delta_E
\end{align*}
\]

(3)

for the phugoid mode.
Equations (2) and (3) have been written to reflect these considerations. Transformed to the frequency domain these become

\[ (s - Z_w) w(s) - sU_o \theta(s) = Z_\delta E(s) \]  
\[ (s^2 - sM_q) \theta(s) - (M_w s + M_w) w(s) = M_\delta E(s) \]  

(4)

short period

and

\[ (s - X_u) u(s) + g \theta(s) = 0 \]  
\[ -U_s \theta(s) - Z_u(s) = Z_\delta E(s) \]  

(5)

phugoid.

Substitution of the first equation of (4) into the second yields

\[ \theta = \frac{(M_w + M_\delta)s + (M_w Z_\delta - M_\delta Z_w)}{s[s^2 - (Z_w + U_s M_w) s + (M_w Z_w - M_w U_o)]} \]  

(6)

The oscillatory roots of the denominator of (6) describe the short period damping and frequency. Since in general the transfer function of an oscillatory mode can be described by

\[ \frac{1}{s^2 + 2\zeta \omega_n s + \omega_n^2} \]

It is readily seen that the frequency of the short period mode is given by

\[ \omega_{n_{sp}} = (M_w Z_w - M_w U_o)^{1/2} \]  

(7)

while the damping ratio is

\[ \zeta_{sp} = \frac{U_s M_w + Z_w + \alpha}{2 \omega_n} \]  

(8)

In terms of the stability derivatives, (7) and (8) may be written

\[ \omega_{n_{sp}} = \frac{\rho S U \alpha C}{2 \sqrt{I_{yy}}} \left[ -\frac{C_m}{2 \alpha} \mathbf{C_{l}} - \frac{2 C_m}{\rho S \alpha} \right]^{1/2} \]  

(9)

\[ \zeta_{sp} = \frac{\rho S U \alpha^2}{4 I_{yy} \omega_n} \left[ C_m \mathbf{C_{p}} + \frac{C_m}{2} \mathbf{I_{yy}} - \frac{I_{yy}}{W C_l \alpha} \right] \]  

(10)

For the equivalent values from the phugoid approximation one solves equations (5) for
u = \frac{Z\delta g}{U_o (s^2 - X_U^2 - Z U g / U_o)} \tag{11}

from which it is apparent that

\omega_p = \sqrt{\frac{Z U g}{W}} = \sqrt{\frac{\rho g^2}{W}} C_L \approx 1.4 \frac{g}{U_o} \tag{12}

\zeta_p = - \frac{X_U}{2\omega_n} = C_D U \frac{\rho g}{Z} \sqrt{\frac{W}{WCL}} \approx 0.707 \frac{D}{W} \tag{13}

The approximate lateral-directional characteristics are obtained in a similar fashion. The reader will recall that the solution of the second equation of A-35

\dot{\phi} = L_{\theta} \theta + L_{\delta A} \delta A \tag{14}

for motion restricted to that about the x-axis is given on page 137 as

\phi = - \left( \frac{C_{Lp}}{b^2 q S_w} \right) U \frac{\delta A}{b} \theta + \left[ 1 - \frac{C_{Lp}}{b^2 q S_w} \frac{2U I_{xx}}{2U I_{xx}} \right] \frac{4I_{xx}}{C_{Lp} b^2 \rho S_w U_o} \tag{15}

The first term is the steady state portion of the solution and the time required for the transient solution to attain 63% of its final value is

\tau_R = \frac{4I_{xx}}{C_{Lp} b^2 \rho S_w U_o} \tag{16}

The Dutch roll is assumed for purposes of approximation to consist of a yawing motion about the z-axis. Thus the motion lies entirely in the x-y plane, i.e., the bank angle remains constant and there is no \theta, \psi, or \chi. With the additional assumptions that \psi = U_o b, and \tau = \dot{\psi}, \dot{\psi} = -\beta, \dot{\gamma} = 0. \tag{17}

equations A-35 reduce to

\ddot{\beta} - N_R \beta + N_V U_o \beta + N_{\delta R} \delta R = 0, \tag{17}

which when transformed becomes

(s^2 - N_R s + N_V U_o) \beta(s) = - N_{\delta R} \delta R(s); \tag{18}

thus

350
\[ \omega_{nd} = (N_y U_o)^{1/2} = \left( \frac{b p S U^2}{2 I_{zz}} \right)^{1/2} C_{nB} \]  

(19)

\[ \xi_d = \frac{-N_r}{2(N_y U_o)^{1/2}} = -\left( \frac{\rho S b^3}{2 I_{zz}} \right)^{1/2} \frac{C_{nR}}{\sqrt{C_{nB}}} . \]  

(20)

Unfortunately, the spiral mode is not readily approximated with accuracy by a one-or-two-degree-of-freedom system. However, by discarding small quantities from the general fifth order characteristic equation of lateral motion and grouping the remaining terms to match the expansion of

\[ s(s + \frac{1}{\tau_s})(s + \frac{1}{\tau_R})(s^2 + 2\zeta \omega_n s + \omega_n^2) , \]

Ref. 17 was able to show that

\[ \tau_s = \frac{\rho S U b C_{\phi B} C_{\phi p} C_{nR}}{q} \frac{U_o}{C_{\phi p} C_{nB}} + \frac{4 I_{zz}}{\rho S U b^2} C_{\phi B} . \]  

(21)

Note that unless the yaw damping and the side force due to sideslip are both very large numerically, the first term in the numerator may be neglected. At cruise, the last term is generally about \(10^{-2}\) times the second term so that one commonly sees

\[ \tau_s = \frac{U_o}{g} \left( \frac{C_{\phi p} C_{nB}}{C_{nB} C_{\phi R} - C_{\phi B} C_{nR}} \right) . \]

The stability of the spiral mode may be deduced by examining the sign of the net denominator since the numerator will almost always be negative. \(C_{nR}\) by definition is negative while \(C_{\phi R}\) is positive. The sign of \(C_{\phi B}\) depends upon the dihedral angle but the aircraft is usually configured so that \(C_{\phi B}\) is negative. \(C_{nB}\) depends upon the area distribution in the \(xz\) plane but is usually positive. Thus, if \(C_{\phi B} C_{nR}\) is larger than \(C_{nB} C_{\phi R}\), the aircraft will be spirally stable. It should be noted, however, that the geometric changes needed to improve spiral stability will usually result in poorer Dutch roll performance so that some compromise is necessary in the absence of an artificial stability system. Usually one will opt for a very slightly unstable spiral mode in order to obtain satisfactory Dutch roll performance.
USE OF THE NON-LINEAR FORM
OF THE EQUATIONS OF MOTION

There are occasions in the analysis of flight motions when one would wish
to study large departures from equilibrium, circumstances where the aerodynamic
forces and moments are highly non-linear, and the rare situations where there
is extensive directional-longitudinal cross-coupling. The general equations* of
course describe these situations as well as they do those involving small de-
partures from equilibrium. There are, however, no extensively-developed tech-
niques analogous to the transfer-function, root-locus procedures for examining
the characteristics of solutions of systems of non-linear, partial differential
equations. With the advent of very large digital computers, converting the
equations to difference equations for solution or using a variety of forward
integration techniques became feasible. In order for such techniques to retain
sufficient accuracy when computing slowly decaying oscillations, however, ex-
treme precision must be maintained. Inherently, the computation requires con-
siderable time on a large machine.

Conceptually, a simpler approach is to employ an analog computer. Here,
too, a large machine with many function generators is required. Also the avail-
ability of skilled analog programmers seems to be limited while the number of
"canned" digital programs is multiplying. Thus the user who finds it necessary
to analyze non-linear motions is advised to secure a suitable program from
others who have employed it.

* See equations A-8 and A-27.
SOME NOTES ON THE CONSTRUCTION AND INTERPRETATION OF
BODE PLOTS AND ROOT LOCUS DIAGRAMS

The use of Bode plots to study airframe response dates from the early 1950's. The Bode plot was by then a familiar tool to the control system engineer and when he was given responsibility for developing advanced autopilots, it was natural for him to employ a representation of the airframe dynamics which would facilitate his task. How it does this is outlined below.

The aircraft alone can be considered as one block in a combined aircraft-automatic control system feedback loop.

![Sample block diagram](image)

Figure F-1. Sample block diagram.

Each block is described by one or more differential equations, according to Newton's Second Law of Motion or its electrical equivalent. To combine the characteristics of each block so as to form the characteristics of the overall system is quite difficult because a signal is modified in both phase and amplitude in going through each block. By applying the Laplace transform

\[ F(s) = \int_0^\infty f(t)e^{-st} dt \]

to the describing differential equations one obtains an algebraic representation for each block in the system. It is then convenient to arrange this representation in the form of a transfer function, i.e., as a ratio of block response to block excitation. These transfer functions can then be multiplied together to yield system response to system excitation. It is a relatively straightforward procedure because each transfer function is merely a ratio of polynomials in the Laplace operator s.

A transfer function can be made to display additional physical significance by allowing \( j\omega \) to replace \( s \), where \( \omega \) is a frequency and \( j = \sqrt{-1} \). The resulting transfer function is then a ratio of products of vector quantities, such as for example

\[ \frac{(3+4j)(5+6j)}{(2+j)(7+5j)} \], etc.
The rules for reducing this complex quotient to its simplest form are (1) write each factor as an amplitude and a phase angle, (2) multiply the numerator amplitudes together, (3) multiply the denominator amplitudes together, (4) add the numerator phase angles, (5) add the denominator phase angles, (6) form the ratio of numerator to denominator amplitudes (7) form the difference between numerator and denominator phase angles. The total transfer function is then represented by a single amplitude and a single phase angle. The numerical values of amplitude and phase angle are computed at each frequency of interest. (The amplitude and phase angle of the first factor in the example are $Amp = \sqrt{3^2 + 4^2} = 5$ and phase $\tan^{-1} 4/3$.)

By choosing a log-log or db-log frequency representation to plot the amplitude ratio and a linear-log frequency plot for phase angle, one can simply add amplitude ratios and phase angles of components graphically to obtain transfer functions of the entire system. One can also do this for the factors in a transfer function.

Certain shape amplitude ratios-frequency plots can be shown to be associated with certain time responses. For example, the transfer function of a simple series resistor-capacitor circuit can be written

\[ \frac{E_o}{E_i} = \frac{j\omega}{1 + j\omega RC} \]

The differential equation describing the current flow in this situation is of first order; hence, the transfer function shown is said to be that of a first order system. If $E_i$ is a step, $E_o$ will rise instantaneously to the value of $E_i$ and then decay with time, reaching 37% of $E_i$ in RC seconds. Such time response is then characteristic of first order systems.

It will be noted that when $\omega >> 1/RC$, $|E_o/E_i| = 1$, i.e., independent of frequency and when $\omega << 1/RC$, $|E_o/E_i| = RC\omega$. A line such as $RC\omega$ when plotted on a log amplitude, log frequency plot has a slope of +1. Since

\[ \text{db} = 20 \log(E_o/E_i), \]
this represents a slope of +6db per octave or +20 db per decade. The slope for large values of \( w \) is 0 db per octave and the change begins in the neighborhood of \( w=1/RC \). The phase angle will change a total 90° in going from \( w=0 \) to \( w=\infty \).

If \( E_i \) is made a sine wave of frequency \( \omega \), the plot of \( |E_o/E_i| \) indicates that for \( \omega = 1/2RC \), \( E_o/E_i \approx 1/2 \); for \( \omega = 1/10 \cdot RC \), \( E_o/E_i = 1/10 \), and the phase angle is about --90°. For \( \omega > 1/RC \), \( E_o/E_i = 1 \) and the phase angle is zero. Thus the circuit transmits sine waves with frequencies greater than \( 1/RC \) essentially unchanged in phase or amplitude but differentiates, i.e., changes phase angle by 90° and amplitude by the factor \( \omega \), sine waves with frequencies less than \( 1/RC \).

Interchanging the resistor and capacitor results in the transfer function for a low frequency integrating circuit

\[
\frac{E_o}{E_i} = \frac{1}{RC + j\omega}
\]

Note that the denominator of the transfer function is the same for both circuits. Thus this circuit will also exhibit the characteristic of a first order system in response to a step in \( E_i \): \( E_o \) will reach 63% or \( E_j \) in RC seconds.

Systems described by a second order differential equation, i.e., a mass-spring-damper system or an inductance-capacitance-resistance system, yield transfer function denominators of the form

\[
\omega_n^2 - \omega^2 + j2\zeta\omega_n\omega
\]

where \( \omega_n \) is the natural frequency of the system, that is, the frequency at which the system would oscillate or resonate indefinitely if there were no damping or resistance. \( \zeta \) is the damping ratio. It describes the envelope of a decaying sinusoid:

\[
f(t) = e^{-\zeta\omega_n t} \sin (\omega_n \sqrt{1-\zeta^2} t)
\]

On the Bode plot, a second order denominator factor will begin as a horizontal line at low frequencies. The amplitude will slowly increase and peak in the neighborhood of \( \omega_n \), the ratio of horizontal asymptote to peak height varying directly with \( \zeta \). Beyond \( \omega_n \) the amplitude falls off rapidly with a final slope of -12 db per octave. The total phase angle change is 180° with the 90° point occurring at \( \omega = \omega_n \).

It will be appreciated that any order polynomial can always be factored to appear as a product of first and second order factors. Thus given a transfer function one can always graph it readily by factoring it, graphing the factors, adding, and plotting the sum.

To obtain a reasonably good indication of the characteristic motions of a new airplane one need only evaluate the constants in the transfer functions and plot. The graph of the \( \frac{\theta}{\delta_e} \) transfer function will probably exhibit two peaks, a high, sharp peak at low frequencies and a modest peak at much larger frequencies. These of course correspond to the phugoid and short period.
modes respectively. The frequencies at which they occur and their damping are immediately evident from the plot. The zero frequency value of \( \dot{\theta}/\dot{\delta}_e \) is the steady state pitching velocity which can be produced by a unit elevator deflection at a given forward speed, e.g., location, altitude, weight, and angle of attack. It is thus a measure of elevator effectiveness.

By measuring \( \dot{\theta} \) and \( \dot{\delta}_e \) as functions of time in flight and performing a harmonic analysis of the time histories it is possible to construct an experimentally-determined \( |\dot{\theta}/\dot{\delta}_e| \) transfer function. This can then be compared with the one calculated from the equations of motion. Note that the later will have two peaks and only two peaks. Flight test records are commonly unreliable at frequencies less than 1 rad/sec, so that the phugoid is seldom evident. Distinct peaks may appear on the flight test Bode plot at frequencies other than the short period frequency. These can be due to

1. structural resonances excited by the airframe motion
2. inertial cross coupling (from the Dutch roll)
3. nonlinearities in the motion producing harmonics of the short period mode or intermodulation with other modes
4. absence of significant harmonic content in the \( \dot{\delta}_e \) trace at the particular frequency (a spurious peak, therefore)
5. poor quality data or data processing.

Careful analysis, however, will usually reveal the source of the extra peaks. One may then compare the measured values of the short period and phugoid frequencies and damping ratios with the predicted values. Knowledge of the frequency and damping ratio also permit one to extract flight values of \( C_{mq} \) and \( C_D \) if \( C_{m\alpha} \) is known.

This very brief discussion of the construction and utility of Bode plots is sufficient to point out the fact that they are not very efficient means of studying the effect on the motion of aircraft of varying the amount of control system feedback since a new plot must be made for each value of feedback gain. The same is true for the variation in basic airframe dynamic characteristics resulting from changes in geometry or mass distribution. The root locus diagram was developed to overcome this difficulty. As the name implies it shows on one figure, the trajectory the frequency and damping of characteristic modes follow as system parameters are changed.

Consider the transfer function

\[
\frac{\theta}{\delta_e} = \frac{K(s+a)(s^2+bs+c)}{s(s+d)(s+e)(s^2+fs+g)}
\]

the denominator of the transfer function represents the characteristic equation of the system, e.g., the equation describing the free motion of the system (the response independent of control input). It is responsible for the general solution of the system of differential equations. The particular solution comes from the numerator.

It will be observed that all values of \( s \) which makes the denominator zero are solutions of the characteristic equation and therefore contribute a term of the type \( e^{\alpha t} \) to the time response. Since for these roots the transfer function is undefined, denominator roots are called poles. Numerator roots are
appropriately called zeros. It is customary to plot these poles and zeros on a graph whose abscissa is the real part of s and whose ordinate is the imaginary part. Poles are commonly depicted as x's and zeros as O's. A first order root, e.g., (s+d), will always lie on the abscissa (A second order system has two roots. They may be real, in which case they lie on the abscissa) or they may be complex, in which case they are placed equidistant above and below the abscissa.

Any pole which lies in the right half s-plane represents an unstable motion. Zeros in the right half plane are significant in terms of the type of motion only if the system depicted is a feedback system. In this case the zeros represent the location of the poles when the feedback gain is made infinite. For zeros in the right half plane then, the system will then become unstable at some finite value of feedback gain. Knowledge of the location of the basic aircraft zeros is needed by designers in order to combine the control system characteristics with those of the aircraft so as to obtain the desired response without unexpected instabilities. Note also that a zero placed on top of a pole will eliminate the motion caused by that pole from the time history of the particular variable associated with the numerator (θ in θ/θc for example) but from no other time history.

A pole located at s=-3, for example, means that there is a contribution to the time history given by e^{-3t}. Thus, the further to the left the pole, the more rapid is the subsidence. Conversely, a pole at s=3 means the motion has an unstable component described by e^{3t}. Typically the spiral mode in aircraft lies slightly to the right. MIL F8785B requires that double amplitude in bank angle shall not be attained in less than 12 seconds. Since e^{1.693}=2, t_s must be more than 1/0.141 or s≤0.141.

Stable oscillatory modes, it will be recalled, have roots which can be expressed by

\[ s_1, s_2 = -\zeta \omega_n \pm j \omega_n \sqrt{1-\zeta^2} \]

Figure F3 indicates how varying either frequency or damping ratio separately moves the poles. It also shows that the product \( \zeta \omega_n \) determines the time for an oscillation to decay to half amplitude. When \( \zeta \omega_n=0.591 \) the oscillation will decay to half amplitude in one second. Smaller values of the product mean the time to damp to half amplitude is longer.

The ordinate of the figure is \( \omega_n \sqrt{1-\zeta^2} \) called the damped natural frequency. This is the frequency of oscillation which one would measure from flight records and is seen to depend on the damping ratio. Note that for a damping ratio of unity, the oscillation has decayed to a subsidence described by \( e^{-2\omega_n t} \).
Figure F-3. Variations of frequency and damping ratio.
APPENDIX G
LONGITUDINAL SAMPLE CALCULATIONS

Presented below is a step by step procedure for calculating the longitudinal stability derivatives for the Cessna 182 airplane. A table containing the pertinent geometric dimensions of the airplane is given; geometric and aerodynamic data such as aspect ratio, downwash, and wing lift curve slope are estimated; and formulas for the stability derivatives are delineated, with appropriate numbers for the Cessna 182. These formulas were taken from applicable sections in the text, and the derivatives were calculated only for the cruise condition.

Table G-1. Pertinent longitudinal dimensions for the Cessna 182.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>174 ft.$^2$</td>
</tr>
<tr>
<td>$S_t$</td>
<td>38.71 ft.$^2$</td>
</tr>
<tr>
<td>$S_E$</td>
<td>16.61 ft.$^2$</td>
</tr>
<tr>
<td>b</td>
<td>35.88 ft.</td>
</tr>
<tr>
<td>$b_t$</td>
<td>11.54 ft.</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.695</td>
</tr>
<tr>
<td>$\lambda_t$</td>
<td>0.65</td>
</tr>
<tr>
<td>c.g. located at</td>
<td>26.4% m.a.c.</td>
</tr>
<tr>
<td>fuselage length</td>
<td>25 ft.</td>
</tr>
<tr>
<td>max fuselage width</td>
<td>4.17 ft.</td>
</tr>
<tr>
<td>length from c.g. to tail</td>
<td>14.6 ft.</td>
</tr>
<tr>
<td>quarter-chord</td>
<td>14.6 ft.</td>
</tr>
<tr>
<td>length from wing quarter-</td>
<td>6.84 ft.</td>
</tr>
<tr>
<td>chord to tail quarter-chord</td>
<td>6.84 ft.</td>
</tr>
<tr>
<td>length from nose to wing</td>
<td>6.84 ft.</td>
</tr>
<tr>
<td>quarter-chord</td>
<td>6.84 ft.</td>
</tr>
<tr>
<td>length from c.g. to wing a.c. (chordwise)</td>
<td>0.1163 ft.</td>
</tr>
<tr>
<td>length from c.g. to wing a.c. (vertical)</td>
<td>1.67 ft.</td>
</tr>
<tr>
<td>length from c.g. to thrust</td>
<td>0.0 ft.</td>
</tr>
<tr>
<td>axis</td>
<td>0.0 ft.</td>
</tr>
</tbody>
</table>

1. **mean aerodynamic chord**
   
   $c = \frac{S}{b} = \frac{174}{35.83} = 4.86$ ft.
   
   $c_t = \frac{38.71}{11.54} = 3.35$ ft.
   
   $c_E = \frac{16.61}{11.54} = 1.44$ ft.

2. **aspect ratio**
   
   $AR = \frac{b}{c} = \frac{35.83}{4.86} = 7.378$
   
   $AR_t = \frac{11.54}{1.44} = 3.44$

3. **incidence angle**
   
   The wing incidence angle was assumed to be 1.5°.
   
   The tail incidence angle was assumed to be -3.0°.

4. **angle of attack**
   
   The wing angle of attack is assumed to be 1.5°.

5. **wing $C_L$**
   
   The 2-D wing $C_L$ was obtained from Ref. 7 from a plot shown in Figure 1. A Reynolds Number of 5.7 x 10$^6$ with an $\alpha=1.5°$ is used to obtain $C_L=0.39$. The 3-D wing $C_L$ is now found from
   
   $$C_{L_{wing}} = \frac{C_L}{1 + 2.0/AR} = \frac{0.39}{1 + 2.0/7.378} = 0.3068$$

6. **downwash angle**
   
   $\epsilon = 20.0 C_L \left( \frac{1}{AR} \right)^{0.725} \left( \frac{3.0c}{\lambda_t} \right)^{0.25}$
   
   $= 20.0 \left( \frac{1}{0.695} \right)^{0.3} \left( \frac{3.0 \times 4.86}{11.54} \right)^{0.25} = 1.61°$
7. horizontal tail
\[ \alpha_t = \alpha - i_w + i_t - \varepsilon = 1.5-1.5-3.0-1.61 = -4.61^\circ \]

8. tail efficiency
\[ \eta_t = \frac{q_t}{q} \text{ assumed to be } 0.85 \]

9. 2-D lift curve slope
The 2-D wing lift curve slope is taken from Ref. 7 in the linear region and is found to be 0.103 per degree. Similarly, the tail 2-D lift curve slope is found to be 0.1 per degree (using 0009 section).

10. efficiency factors
It is now necessary to approximate the induced-angle span efficiency factor \( e_1 \), for both the wing and the tail as well as Oswald's efficiency factor, \( e \), for the wing. For the wing, \( e_1 = \frac{1}{1+\tau} \), where \( \tau \) is approximated (using a taper ratio of 0.695) from Figure 4 as 0.103; thus \( e_1 = \frac{1}{1+0.103} = 0.907 \). For the tail the same figure is again used (with a taper ratio of 0.65) and \( \tau=0.084 \), while \( e_1 = \frac{1}{1+0.084} = 0.92 \). Oswald's efficiency factor is also taken from Figure 4, where \( e = \frac{1}{1+\delta} \) and \( \delta \) is found to be 0.022, while \( e=0.98 \).

11. 3-D lift curve slope
using steps 9 and 10, the 3-D lift curve slopes can now be calculated.

\[
(C_{L_{\alpha}})_{\text{wing}} = \frac{(C_{L_{\alpha}})_{2-D}}{1 + \frac{(C_{L_{\alpha}})_{2-D}}{0.103}} = \frac{0.103}{(0.103)(57.3)} = 0.0635 \text{ per degree or } 3.64 \text{ per radian} \\
(C_{L_{\alpha}})_{\text{tail}} = \frac{0.1}{1 + \frac{(0.1)(57.3)}{(3.1416)(0.92)(3.44)}} = 0.0635 \text{ per degree or } 3.64 \text{ per radian} \\
\]

12. change in downwash with \( \alpha \)
\[
\frac{dc}{d\alpha} = (20.0) (C_{L_{\alpha}})_{\text{per degree}} \left( \frac{1/\lambda}{AR} \right)^{0.3} \left( \frac{3C}{l_t} \right)^{0.25} = 20.0(0.085) (\frac{1/0.695}{7.378})^{0.725} (\frac{3(4.86)}{14.6})^{0.25} = 0.42 
\]
13. **2-D wing $C_{D\alpha}$**

The 2-D wing $C_{D\alpha}$ can be approximated from Ref. 7, depending on the angle of attack of the wing. If the angle of attack is relatively small, it may be neglected in many cases. For the cruise condition of the Cessna 182 ($C_{D\alpha}^{2-D}$) $= 0.0$

14. **elevator angle**

A procedure for approximating the elevator deflection required for equilibrium flight is given below. The tail lift coefficient, based on the tail area, required for equilibrium flight can be approximated by

$$C_{L_{\text{tail}}} = C_{L_{\text{wing}}} \frac{x_a}{\bar{t}} \frac{S}{S_t} \frac{1}{\eta_t} = (0.307)\left(\frac{0.1163}{14.6}\right)\left(\frac{174}{38.71}\right)\left(\frac{1}{.85}\right)$$

$$= 0.013.$$

The angle of attack required to achieve this lift coefficient is

$$\alpha_{\text{req'd}} = \frac{C_{L_{\text{t}}}^{\alpha}}{C_{L_{\alpha}}^{\alpha}} \times \alpha_t = \frac{0.013}{0.0635} = 0.204^\circ.$$

The actual angle of attack of the tail from Ref. 7 is $\alpha_t = 4.61^\circ$. Now the difference between $\alpha_{\text{req'd}}$ and $\alpha_t$ is the effective angle of attack produced by deflecting the elevator. From Figure 13,

$$\frac{d\alpha_t}{d\delta_E} = 0.624, \text{ based on } \frac{\delta_E}{\alpha_t} = 0.43. \text{ Thus}$$

$$\delta_E = \frac{\alpha_{\text{req'd}} - \alpha_t}{d\alpha_t/d\delta_E} = \frac{0.204 + 4.61}{0.624} = 7.71^\circ.$$

15. **parasite drag, $C_{D_f}$**

$$(C_{D_f})_{\text{airplane}} = \frac{f}{S}, \text{ where } S = \text{wing area} \text{ and } f = \Sigma C_{D_{\alpha}} A_{\alpha}$$

$C_{D_{\alpha}}$ is the drag coefficient of each airplane component part and is multiplied by the area on which it is based and summed for all the components to obtain $f$.

$$f_{\text{wing}} = C_{D_w} S_w, \text{ where } C_{D_w} = 0.0065$$

(taken from Ref. 7 for $R_n = 5.7 \times 10^6$);

thus,

$$f_{\text{wing}} = (0.0065)(174 \text{ ft}^2) = 1.131 \text{ ft}^2$$

$$f_{\text{fuselage}} = (C_{D_f})_{\text{fuselage}} (A_f)_{\text{fuselage}}$$

max. fuselage height $= 4.8 \text{ ft.} \quad \text{height/length} = 0.192$

max. fuselage width $= 4.2 \text{ ft.} \quad \text{width/length} = 0.168$
Thus, from fuselage data, $C_{D\pi} = 0.0063$. Adding 20% for the canopy, $C_{D\pi} = 0.0756$. Assuming a rectangular area,

$$A_\pi = (4.8)(4.2) = 20.2 \text{ ft.}^2,$$

$$f_{\text{fuselage}} = (0.0756)(20.2 \text{ ft.}^2) = 1.525 \text{ ft.}^2,$$

$$f_{\text{landing}} = (C_{D\pi})(A_\pi)_{\text{main}} + (C_{D\pi})(A_\pi)_{\text{nose}} + (C_{D\pi})(A_\pi)_{\text{gear}}$$

The value of $f$ for the main gear is found from Table 5 to be 0.74. For the nose gear, where the diameter = 1 foot and the width = 0.5 feet, $C_{D\pi} = 0.8$ and $A_\pi = (0.5)(1.0) = 0.5 \text{ ft.}^2$. Thus,

$$f_{\text{landing}} = 0.74 + (0.8)(0.5) = 1.14 \text{ ft.}^2$$

$$f_{\text{empennage}} = (C_{D\pi})(A_\pi)_{\text{empennage}} = (0.007)(38.71) = 0.2715 \text{ ft.}^2$$

$$f_{\text{total}} = 1.131 + 1.525 + 1.14 + 0.271 = 4.067 \text{ ft.}^2$$

Adding 10% for mutual interference between component parts and 5% for small protuberances, $f_{\text{airplane}} = 4.677 \text{ ft.}^2$. Thus,

$$(C_{Df})_{\text{airplane}} = (C_{D\pi})_{\text{airplane}} = 0.0269.$$

16. **Airplane $C_L$**

$$C_L_{\text{airplane}} = C_L_{\text{wing}} + C_L_{\text{t}} \frac{S_t}{S_w} = 0.307 + 0.0129 \left(\frac{38.71}{174}\right)(.85) = 0.309$$

17. **Airplane $C_D$**

$$C_D_{\text{airplane}} = (C_{D\pi})_{\text{airplane}} + \frac{C_L^2}{\pi eAR} = .0269 \left(\frac{(0.307)^2}{(3.1416)(.98)(7.378)}\right) = 0.0311$$

18. **Airplane $C_m$ and $C_T$**

$$C_m = \frac{Tz_T}{\frac{1}{2}\rho U^2 S}, \quad C_T = \frac{T}{\frac{1}{2}\rho U^2 S}$$

Thus, $C_m = 0.0$ and $C_T = 0.0$.

19. **Airplane $C_{L_u}$, $C_{D_u}$, $C_{m_u}$, $C_{T_u}$**

$$C_{L_u} = C_{D_u} = C_{m_u} = C_{T_u} = 0.0$$

20. **Airplane $C_{L_{\alpha}}$**

$$C_{L_{\alpha}} = (C_{L_{\alpha}})^{\text{wing}} = 4.61$$

21. **Airplane $C_{D_{\alpha}}$**

$$(C_{D_{\alpha}})_{\text{airplane}} = \frac{dC_{d_{\alpha}}}{d\alpha} + \frac{2C_L}{\pi eAR} C_{L_{\alpha}} = 0.0 + \frac{2(0.309)(4.61)}{(3.1416)(.98)(7.378)} = 0.126$$
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22. \[ C_{m_{\alpha}}^{\text{airplane}} = C_{m_{\alpha}}^{\text{wing}} - C_{m_{\alpha}}^{\text{tail}} + C_{m_{\alpha}}^{\text{fus.}} \]

\[ (C_{m_{\alpha}}^{\text{wing}}) = \left\{ 1.0 + \frac{2C_L}{\pi \text{AR}} \left( \frac{\alpha - \beta}{57.3} \right) + \frac{C_D}{C_L} \right\} \frac{x_a}{c} \]

\[ + \left[ \frac{2C_L}{\pi \text{AR}} \left( \frac{\alpha - \beta}{57.3} \right) - \frac{C_L}{C_L} \right] \frac{z_a}{c} \}

\[ C_{L_{\alpha}} \]

\[ = \left\{ 1.0 + \frac{2(0.309)}{(3.1416)(.98)(7.378)} (0.0) + \frac{0.0311}{4.61} \right\} \left[ \frac{0.1163}{4.86} \right] \]

\[ + \left[ \frac{2(0.309)}{(3.1416)(.98)(7.378)} - 0.0 - \frac{0.309}{4.61} \right] \left[ \frac{1.67}{4.86} \right] \}

\[ (C_{m_{\alpha}}^{\text{wing}}) = 0.048 \]

\[ (C_{m_{\alpha}}^{\text{tail}}) = C_{L_{\alpha}} (1 - \frac{d\alpha}{d\alpha}) \frac{S_t \ell_t}{S_w c} \nu t \]

\[ = (3.64)(.58)(\frac{38.71}{174})(\frac{14.6}{4.86})(.85) = 1.198 \]

\[ (C_{m_{\alpha}}^{\text{fus.}}) = \frac{k_w}{S_w c} n_t = (0.51)(4.17)^2(25.0) = 0.265 \]

\[ (C_{m_{\alpha}}^{\text{airplane}}) = 0.048 - 1.2 + 0.265 = -0.885 \]

23. \[ C_{L_{\alpha}}^{\text{airplane}} = 2.0C_L \frac{d\alpha}{d\alpha} \frac{S_t \ell_t}{S_w c} \nu_t \]

\[ = (2.0)(3.64)(0.42)(\frac{14.6}{4.86})(\frac{38.71}{174})(.85) = 1.74 \]

24. \[ C_{D_{\alpha}}^{\text{airplane}} = 0.0 \]

25. \[ C_{m_{\alpha}}^{\text{airplane}} = -2.0C_L \frac{d\alpha}{d\alpha} \frac{S_t \ell_t}{S_w c} \nu_t \]

\[ = -2.0(3.64)(.42)(\frac{14.6}{4.86})(\frac{14.6}{4.86})(\frac{38.71}{174})(.85) \]

\[ = -5.24 \]
26. \[ \text{airplane } C_{Lq} \quad (C_{Lq})_{\text{airplane}} = 2.0 \frac{x}{c} C_{L} + 2.0 \frac{L}{c} S_{t} \frac{S_{t}}{S_{w}} n_{t} \]

\[ = 2.0 \left( -\frac{0.1163}{4.86} \right) (4.61) \]

+ \[2.0 \left( \frac{14.6}{4.86} \right) \left( \frac{38.61}{174} \right) \left( \frac{0.85}{0.85} \right) = 3.9 \]

27. \[ \text{airplane } C_{Dq} \quad (C_{Dq})_{\text{airplane}} = 0.0 \]

28. \[ \text{airplane } C_{mq} \quad (C_{mq})_{\text{airplane}} = -\frac{2x}{c} \left| \frac{x}{c} \right| C_{L} - 2 \frac{L}{c} \frac{S_{t}}{S_{w}} n_{t} \]

\[ = -2.0 \left( \frac{0.1163}{4.86} \right)^{2} \]

- \[2.0 \left( \frac{14.6}{4.86} \right)^{2} \left( \frac{38.61}{174} \right) \left( \frac{0.85}{0.85} \right) = -12.43 \]

29. \[ \text{airplane } C_{L_{\alpha}E} \quad (C_{L_{\alpha}E})_{\text{airplane}} = C_{L_{\delta}} \left( \frac{C_{L}}{C_{\alpha}} \right) \left( \frac{(\alpha_{\delta})_{C_{L}}}{(\alpha_{\delta})_{C_{L}}} \right) \frac{S_{t}}{S_{w}} n_{t} \]

\[ C_{L_{\delta}} \] can be found from Figure 14 for \( c_{f}/c = \frac{1.43}{3.35} = 0.43 \) or \( C_{L_{\delta}} = 0.06 \) per degree or 3.41 per radian.

\[ (\alpha_{\delta})_{C_{L}} \] can be found from Figure 16 using a \( c_{f}/c \) ratio of 0.43. This ratio gives a value of \( (\alpha_{\delta})_{C_{L}} = -0.77 \). Using this value and the tail aspect ratio \( C_{\delta} = 3.44 \),

\[ \left( \frac{(\alpha_{\delta})_{C_{L}}}{(\alpha_{\delta})_{C_{L}}} \right) = 1.04 \] from the lower part of Figure 16. Thus,

\[ C_{L_{\delta}} \quad \text{airplane} = (3.41) \left( \frac{3.64}{5.73} \right) \left( \frac{38.61}{174} \right) \left( \frac{0.85}{0.85} \right) = 0.427 \]

30. \[ \text{airplane } C_{D_{\delta}E} \quad \text{To estimate } C_{D_{\delta}E}, \text{ the tail surface in Figure 17 which is most like the one in question should be used. The numerical value of } C_{D_{\delta}E} \text{ can be taken from plots of } C_{D} \text{ versus } \alpha \text{ for different elevator deflections. From Figure 17 for tail surface 5, } C_{D_{\delta}} \text{ per radian} = 0.315. \text{ Thus,} \]
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\[
\begin{align*}
(C_{D_{\delta_E}})_{\text{airplane}} &= (C_{D_{\delta_E}})_{\text{per radian}} \frac{S_t}{S_w} n_t \\
 &= (0.315) \left( \frac{38.71}{174} \right) (0.85) = 0.0596 \text{ per radian} \\
\end{align*}
\]

31. \text{airplane} \quad \begin{align*}
(C_{m_{\delta_E}})_{\text{airplane}} &= -\frac{L}{c} C_{\text{L}_{\delta_E}} \\
&= - \left( \frac{14.6}{4.86} \right) (0.427) = -1.28
\end{align*}
The following is a detailed procedure for calculating the lateral stability derivatives for the Cessna 182 airplane. In Table G-2 the pertinent airplane characteristics are given, from which certain geometric and aerodynamic data such as effective vertical tail aspect ratio, vertical tail lift curve slope, wing and horizontal tail aspect ratio, body side area, and fuselage volume are calculated. Then the formulas for the stability derivatives, from the appropriate sections in the text, are presented with the numbers corresponding to the Cessna 182 for the cruise condition.

### Table G-2. Pertinent lateral dimensions for the Cessna 182.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_W = 174 \text{ ft}^2$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma = 1.73^\circ$</td>
<td></td>
</tr>
<tr>
<td>$L_b = 25 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$H_2 = 1.8 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$S_R = 6.95 \text{ ft}^2$</td>
<td></td>
</tr>
<tr>
<td>$b_V = 5.75 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$n_V = 0.85$</td>
<td></td>
</tr>
<tr>
<td>$b_h = 11.6 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$Y_i = 8.34 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$b_w = 35.83 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$z_w = -1.835 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$x_m = 7.0 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$b_a = 8.9 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$H = 4.85 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$R_1 = 0.73 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$h_y = 14.8 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$S_h = 38.71 \text{ ft}^2$</td>
<td></td>
</tr>
<tr>
<td>$W = 4.02 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$\lambda = 0.7$</td>
<td></td>
</tr>
<tr>
<td>$H_1 = 4.8 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$S_v = 18.57 \text{ ft}^2$</td>
<td></td>
</tr>
<tr>
<td>$z_v = 2.82 \text{ ft.}$</td>
<td></td>
</tr>
<tr>
<td>$\lambda_h = 0.66$</td>
<td></td>
</tr>
<tr>
<td>$U = 219 \text{ ft/sec.}$</td>
<td></td>
</tr>
</tbody>
</table>

$\rho = 0.00205 \text{ slugs/ft}^3$, density at 5,000 feet altitude

- $H_{Nose} = 2.7 \text{ ft.}$, fuselage height in nose region
- $W_{Nose} = 2.8 \text{ ft.}$, fuselage width in nose region
- $H_{FCY} = 3.5 \text{ ft.}$, fuselage height at front of canopy
- $W_{FCY} = 3.6 \text{ ft.}$, fuselage width at front of canopy
- $L_{FCY} = 3.12 \text{ ft.}$, length along body centerline from nose to front of canopy
- $L_{MH} = 6.41 \text{ ft.}$, length along body centerline from nose to point of maximum fuselage height
- $H_{BCY} = 2.9 \text{ ft.}$, fuselage height at back of canopy
- $W_{BCY} = 3.1 \text{ ft.}$, fuselage width at back of canopy
- $L_{BCY} = 12.83 \text{ ft.}$, length along body centerline from nose to back of canopy

1. **Effective aspect ratio and lift curve slope of vertical tail**
   
   \[
   Ae = 1.55 \frac{b_v^2}{S_v} = 2.76
   \]
   
   From Figure 28, $a_v = (C_{L\alpha})_v = 0.0534/\text{deg.} = 3.06/\text{rad.}$

2. **Aspect ratio of wing and horizontal tail**
   
   \[
   AR = \frac{b_w^2}{S_w} = 7.378; \ (AR)_h = \frac{b_h^2}{S_h} = 3.476
   \]
3. mean aerodynamic chord of wing

\[ c_w = \frac{S_w}{b_w} = 4.86 \text{ ft.} \]

4. estimate body side area

The body side area \((S_{Bs})\) is estimated using four trapezoids by the following formula:

\[
S_{Bs} = \frac{(H\text{Nose} + H\text{FCY})(L\text{FCY})}{2.0} + \frac{(H + H\text{FCY})(L\text{MH} - L\text{FCY})}{2.0} + \frac{(H + H\text{BCY})(L\text{BCY} - L\text{MH})}{2.0} + \frac{(H\text{BCY} + 2R_1)(L_b - L\text{BCY})}{2.0}
\]

\[ = 74.8 \text{ ft.}^2 \]

5. estimate fuselage volume

The fuselage volume is estimated using four prisms by the following formulas:

\[
V_1 = L\text{FCY}[2.0(H\text{Nose} \cdot W\text{Nose} + H\text{FCY} \cdot W\text{FCY}) + H\text{FCY} - W\text{Nose} + H\text{Nose} \cdot W\text{FCY}]
\]

\[
V_2 = (L\text{MH} - L\text{FCY})[2.0(H\text{FCY} \cdot W\text{FCY} + H \cdot W) + H \cdot W\text{FCY} + H \cdot H\text{FCY} + W \cdot H\text{FCY}]
\]

\[
V_3 = (L\text{BCY} - L\text{MH})[2.0(H\text{BCY} \cdot W\text{BCY} + H \cdot W) + H \cdot W\text{BCY} + W \cdot H\text{BCY}]
\]

\[
V_4 = (L_b - L\text{BCY})[2.0(H\text{BCY} \cdot W\text{BCY} + 4.0 \cdot R_1^2) + H\text{BCY} \cdot 2.0R_1 + W\text{BCY} \cdot 2.0R_1]
\]

Volume \(= (V_1 + V_2 + V_3 + V_4)/6.0 = 236.0 \text{ ft.}^3 \)

Now each of the stability derivatives will be calculated using the formula from the text which seems best suited for light aircraft.

6. \( C_{Y_B} \)

\[
(C_{Y_B})_{\text{total}} = (C_{Y_B})_{\text{wing}} + (C_{Y_B})_{\text{fus}} + (C_{Y_B})_{\text{tail}}
\]

\[
(C_{Y_B})_{\text{wing}} = -0.0001\lvert \Gamma \rvert = -0.000173/\text{deg} = -0.00991/\text{rad}
\]

\[
(C_{Y_B})_{\text{fus}} = -K \cdot (C_{L\alpha})_{\text{fus}} \cdot \left( \frac{\text{Body Reference Area}}{S_w} \right)
\]

\((C_{L\alpha})_{\text{fus}}\) is assumed equal to 0.1/\text{rad}.

\(K\) from Figure 23 is 1.647.

Body Reference Area \(= (\text{Fuselage Volume})^{2/3} = 38.19 \text{ ft.}^2\).

Therefore,

\[
(C_{Y_B})_{\text{fus}} = -1.647(0.1)(\frac{38.19}{174}) = -0.03616/\text{rad}.
\]
(C_{Y_B}^\text{tail}) = -K(C_L)_{\alpha}v(1 + \frac{3\sigma}{\delta v}q_v \frac{S_v}{S_w})

K, from Figure 24, is 1.0

\(1 + \frac{3\sigma}{\delta v}q_v \frac{S_v}{S_w} = 0.724 + 1.53\left(\frac{S_v}{S_w}\right) + 0.4 \frac{z_p}{d} + 0.009(\text{AR}) = 0.802\)

where \(d\) is equal to \(H\), the maximum fuselage height.

Thus \((C_{Y_B})^\text{tail} = -0.2619/\text{rad}\). Therefore,

\((C_{Y_B})^\text{total} = -0.00991 - 0.03616 - 0.2619 = -0.3086/\text{rad}\).

\((C_{l_B})^\text{total} = (C_{l_B})_w + (C_{l_B})_{v,T=0} + (C_{l_B})_v + (\Delta C_{l_B})_1 + (\Delta C_{l_B})_2\)

\(\frac{C_{l_B}}{\Gamma} = \frac{(\frac{l_B}{\Gamma})}{I}\), if the tail shape is ignored.

\(\frac{C_{l_B}}{\Gamma}\) from Figure 26 is -0.000238/deg^2, so

\((C_{l_B})_w = -0.0236/\text{rad}\).

\((C_{l_B})_{w,T=0} = C_l\left[-K(0.71\lambda + 0.29) + 0.05\right].\)

Assuming that \(K = 1.25\), this gives

\((C_{l_B})_{w,T=0} = -0.04313/\text{rad}\).

\((C_{l_B})_v = -a_v \frac{S_v}{S_w} \frac{z_v}{b_w} \eta_v = -0.02184/\text{rad}\).

From Table 9, values of \((\Delta C_{l_B})_1 = -0.0006\) and \((\Delta C_{l_B})_2 = 0.00016\) are given. Therefore,

\((C_{l_B})^\text{total} = -0.0236 - 0.04313 - 0.02184 - 0.0006 + 0.00016 = -0.089/\text{rad}\).

\((C_{n_B})^\text{total} = -K_n \frac{\text{Body Side Area}}{S_w} \frac{L_B}{b_w} - (C_{Y_B})^\text{tail} \frac{L_v}{b_w}\)

From Figure 30, \(K_n = 0.02539/\text{deg} = 0.1455/\text{rad}\).

From the \(C_{Y_B}\) calculation, \((C_{Y_B})^\text{tail} = -0.2619/\text{rad}\).

Therefore,

\((C_{n_B})^\text{total} = -0.1455\left(\frac{74.8}{174}\right)\frac{25}{35.83} - (-0.2619)\frac{14.8}{35.83} = 0.06455/\text{rad}\).
9. \( C_{\ell_p} \)

\[
(C_{\ell_p})_{\text{total}} = (C_{\ell_p})_w + (C_{\ell_p})_h + (C_{\ell_p})_v
\]

Since zero wing sweep:

\[
(C_{\ell_p})_w = \left[ (C_{\ell_p})_o \cdot 2\pi \right] \left[ \frac{AR+4}{(2\pi)(AR+4)} \right] - \frac{1}{8} C_D.
\]

From Figure 34, \( (C_{\ell_p})_o = 2\pi = -0.4794/\text{rad} \). Also, from Ref. 7 using a 2412 airfoil \( (a_o)_w = 5.9/\text{rad} \). Substituting gives

\[
(C_{\ell_p})_w = (-0.4794) \left[ \frac{7.378+4.0}{(2\pi)(7.378+4.0)} \right] - \frac{1}{8} (0.0279) = -0.4643/\text{rad}.
\]

\[
(C_{\ell_p})_h = 0.5 \frac{S_h}{S_w} (\frac{b_h}{b_w})^2 \left[ (C_{\ell_p})_o \cdot 2\pi \right] \left[ \frac{(AR)_h + 4.0}{(2\pi)(AR)_h + 4.0} \right]
\]

From Figure 34, using the horizontal tail aspect and taper ratios of 3.476 and 0.66, respectively, gives

\[
(C_{\ell_p})_o = -0.29/\text{rad}.
\]

Again from Ref. 7, with a 0009 airfoil, \( (a_o)_h = 5.73/\text{rad} \), which, when substituted in the above equation, gives \( (C_{\ell_p})_o = -0.00324/\text{rad} \).

\[
(C_{\ell_p})_v = 2 \left( \frac{z}{b_w} \right)^2 (C_{\ell_p})_{\text{tail}} = -0.00323/\text{rad}.
\]

Therefore, \( (C_{\ell_p})_{\text{total}} = -0.4708/\text{rad} \).

10. \( C_{\psi_p} \)

\[
C_{\psi_p} = \left( \frac{C_{\psi_p}}{C_L} \right)_{\Gamma} \frac{(\Delta C_{\psi_p})_\Gamma}{(C_{\ell_p})_{\Gamma=0}} \ C_{\ell_p}
\]

From Figure 32,

\[
\left( \frac{C_{\psi_p}}{C_L} \right) = -0.0795/\text{rad}.
\]

Figure 33 gives

\[
\frac{(\Delta C_{\psi_p})_\Gamma}{(C_{\ell_p})_{\Gamma=0}} = 0.02743. \ \text{Therefore},
\]

\[
(C_{\psi_p})_{\Gamma} = (-0.0795)(0.307) + (0.02743)(-0.4708) = -0.0373/\text{rad}.
\]

11. \( C_{n_p} \)

\[
(C_{n_p})_{\text{total}} = (C_{n_p})_w + (C_{n_p})_v
\]
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The wing contribution is given by the following formula:

\[
(C_{n_p})_w = C_L \frac{AR+4}{AR+4\cos\Lambda} \left[ 1+6\left(1+\frac{\cos\Lambda}{AR}\right) \tan^2\Lambda \right] \left(\frac{C_{n_p}}{C_L}\right)_{\Lambda=0^\circ}
\]

Figure 35, as a function of wing aspect and taper ratio, gives

\[
\left(\frac{C_{n_p}}{C_L}\right)_{\Lambda=0^\circ} = -0.0588/\text{rad}. \quad \text{Thus,}
\]

\[
(C_{n_p})_w = (-0.0588)(0.307) = -0.0180/\text{rad}.
\]

The vertical tail contribution is given by

\[
(C_{n_p})_v = \left\{ \frac{57.3}{S_v} a_v \frac{S_v}{S_w} b_w \left[ (z_v \sin\alpha + l_v \cos\alpha) \right] \right. \\
\left. 2 b_w (z_v \cos\alpha - l_v \sin\alpha) - \left[ \frac{3}{\sin^2\alpha} + \frac{3}{\sin\alpha} \right] \right. \\
\left. \frac{a_{1}}{\frac{\sin\alpha}{2U}} + \frac{a_{2}}{\frac{\sin\alpha}{2U}} \right. \right.
\]

From Figure 36, \( \frac{a_{1}}{\frac{\sin\alpha}{2U}} = 0.24 \), where \( h_t \) is assumed approximately equal to \( z_v \).

\[
\frac{a_{2}}{\frac{\sin\alpha}{2U}} = 9.30 \left[ \frac{z_v - (z_v \cos\alpha - l_v \sin\alpha)}{b_w} \right] \frac{3}{b_w} = 0.0
\]

for zero angle of attack. Therefore,

\[
(C_{n_p})_v = -0.01119/\text{rad} \quad \text{and} \quad (C_{n_p})_{\text{total}} = -0.0292/\text{rad}.
\]

\[12. \quad C_{Y_r}\]

\[
(C_{Y_r})_{\text{total}} = (C_{Y_r})_w + (C_{Y_r})_{\text{tail}}
\]

\[
(C_{Y_r})_w = 0.143C_L - 0.05 = -0.0061/\text{rad}.
\]

\[
(C_{Y_r})_{\text{tail}} = -2.0 \frac{g_v}{b_w} (C_{Y_B})_{\text{tail}} = 0.2164/\text{rad}.
\]

Thus, \( (C_{Y_r})_{\text{total}} = 0.2103/\text{rad} \).

\[13. \quad C_{\ell_r}\]

\[
(C_{\ell_r})_{\text{total}} = (C_{\ell_r})_{\text{wing}} + (C_{\ell_r})_{\text{tail}}
\]

From Figure 38, \( \left(\frac{C_{\ell_r}}{C_L}\right) = 0.2568/\text{rad} \). Thus,
14. \( C_{n_r} \)

\[
(C_{n_r})_{\text{wing}} = \left( -\frac{1}{C_{L}} \right) C_L = 0.0788/\text{rad}.
\]

Also,

\[
(C_{n_r})_{\text{tail}} = -2.0 \frac{\rho v}{b_w} \frac{z_v}{b_w} (C_{Y_{\beta}})_{\text{tail}} = 0.0170/\text{rad}.
\]

Thus,

\[
(C_{n_r})_{\text{total}} = 0.0958/\text{rad}.
\]

15. \( C_{Y_{\delta A}} \)

The value of \( C_{Y_{\delta A}} \) is assumed zero for conventional light aircraft.

16. \( C_{\ell\delta A} \)

\[
C_{\ell\delta A} = \left( \frac{-C_{\ell}}{\tau} \right) C_{\ell\delta A}
\]

From Figure 42, \( \left( \frac{\tau}{\tau} \right) \) is obtained by first considering the outboard edge of the aileron

\[
\left( \frac{b_a + y_i}{b_w/2} \right) = 0.962
\]

and corresponding to this point getting a value of

\[
\frac{C_{\ell\delta A}}{\tau} = 0.786,
\]

then using the inboard edge of the aileron

\[
\frac{y_i}{b_w/2} = 0.466
\]

and, again from Figure 42, getting a corresponding value of

\[
\frac{C_{\ell\delta A}}{\tau} = 0.231.
\]

These two values are then subtracted, outboard station minus inboard station, to give a

\[
\frac{C_{\ell\delta A}}{\tau} = (0.786 - 0.231) = 0.555
\]

over the extent of unit antisymmetrical angle of attack. Now from Figure 41, \( \tau = 0.319 \). Therefore,
17. \( C_{n\delta A} \)

\[ C_{n\delta A} = 2K C_L \frac{C_{L\delta A}}{\tau} \]

From Figures 43 and 44, \( K \) is determined to be -0.1537.
Therefore,
\[ C_{n\delta A} = 2.0(-.1537)(.307)(.177) = -.0167/\text{rad.} \]

18. \( C_{Y\delta R}, C_{L\delta R}, C_{n\delta R} \)

These control derivatives are given by the following formulas:

\[ C_{Y\delta R} = a_v \tau \frac{S_v}{S_w} \]
\[ C_{L\delta R} = a_v \tau \frac{S_v z_v}{S_w b_w} \]
\[ C_{n\delta R} = -a_v \tau \frac{S_v l_v}{S_w b_w} n_v \]

From Figure 46 as a function of rudder area to vertical tail area ratio,
\[ \frac{S_R}{S_v} = 0.374, \] it is determined that \( \tau = 0.574. \) Thus,
these three derivatives are evaluated as follows:

\[ C_{Y\delta R} = .187/\text{rad.} \]
\[ C_{L\delta R} = .0147/\text{rad.} \]
\[ C_{n\delta R} = -.0658/\text{rad.} \]
APPENDIX H
LONGITUDINAL PROGRAM

1. GIVEN VALUES OF THE STABILITY DERIVATIVES AND AIRCRAFT CHARACTERISTICS THIS PROGRAM PERFORMS THE FOLLOWING:
2. 1) CALCULATES DIMENSIONAL STABILITY DERIVATIVES
3. 2) FORMS THE TRANSFER FUNCTION
4. 3) SOLVES FOR ROOTS OF DIS AND RES
5. 4) CALCULATES NATURAL FREQUENCY, DAMPING RATIO, TIME TO DAMP TO 1% OF UNDEFORMED AMPLITUDE, AND SETTLING TIME
6. 5) PRODUCES INFORMATION NEEDED FOR BODY PLAN CONSTRUCTION
7. 8) DERIVATION OF EQUATIONS OF MOTION ON WHICH THIS ANALYSIS IS BASED WAS TAKEN FROM "DINAMICS OF THE AIRPLANE", ACADEMY OF AERONAUTICS REPORT, AE-41-011.
8. THE ANALYSIS DESCRIBED ABOVE MUST NOT BE USED IN CONJUNCTION WITH ANY OTHER METHODS WHICH ARE NOT BASED ON THE SAME APPROACH.
9. 10) THE COSINE AND SINE ARE THE PRODUCTS OF THE INITIAL VELOCITY EQUATION.
10. C SCALAR, USUALLY ZERO FOR LEVEL FLIGHT.

11. CALCULATION OF DIMENSIONAL STABILITY DERIVATIVES

12. CLIM, COIN, AND CHN ARE THE STABILITY DERIVATIVES DUE TO CONTROL SURFACE DEFLECTIONS. CLIN IS THE PARTIAL OF CL WITH RESPECT TO ELEVATION DEFLECTION OF PA. THIS DERIVATIVE IS CONSIDERED TO BE A PHASE OF CONTROL.
13. THE DERIVATIVES WITH RESPECT TO ELEVATOR DEPRESSION, IF K IS GIVEN THE VALUE I THEN CLIN, COIN, AND CHN ARE PARTIAL DERIVATIVES WITH RESPECT TO ELEVATOR DEPRESSION.
14. COIN AND CHN GIVE VARIATIONS IN U, CLN AND CLV GIVE VARIATIONS IN THETA, AND CHN GIVE VARIATIONS IN Y.

15. THEORETICAL FORMULAS FOR THE TRANSFER FUNCTION WILL DE VARIATION IN ALPHAS IN DEPENDENCE ON THE PLANTS.

16. WITH THE ABOVE D149 SET FOR L=494, FOUR DATA CARD MUST BE READ
17. THE VALUE OF LARGER CHANGES ON EACH CARD FROM 1 TO 10.
18. IT IS DESIRED TO USE ONLY ONE TRANSFER FUNCTION FROM THE DATA.
19. L LARGE SHOULD BE CHANGED TO 0L FROM L=2.
20. THE NUMBER OF SEEDS TO BE USED FOR SIMULATION IS
21. 22. THE FOLLOWING CARD IMPLY THAT THE PROGRAM IS EXECUTED IN DOUBLE PRECISION.

23. SIMPLIFIED REALIZATION OF AL=21

24. K1=E15, K2=E16

25. COMPLEX REALIZATION OF AL=21


27. COMMON MM,MP,P2=5.P2=P3,W1K=5.P3=P5,AFW1K=5,P2=W1K=5

28. THE READ STATEMENT IS THE INPUT OF ALL NON-DIMENSIONAL STABILITY DERIVATIVES.

29. THE NON-DIMENSIONAL CRITICAL FLAP IS INCLUDED ONLY FOR THE CASE OF COMPLETENESS. IF THE VALUE OF THIS DERIVATIVE IS KNOWN IT SHOULD BE USED. THE PROGRAM IS DESIGNED FOR THE CRITICAL FLAP AT

30. INPUT OF PERTINENT AIRCRAFT CHARACTERISTICS

31. 1) THE PERPENDICULAR DISTANCE FROM THE C.G. TO THRUST LINE, POSITIVE FOR C.G. ABOVE THE THRUST LINE

32. 2) THE MEAN AERODYNAMIC CHORD OF THE WING

33. 3) THE SPEED OF THE AIRCRAFT IN FEET PER SECOND

34. 4) COIN, RECl, AND CHN ARE THE PRODUCTS OF THE SOLUTIONAL DELAY DERIVATIVE DUE TO GRAVITY IMMO = 32.17 FEET/SECO FOR THIS ALMAGNITUDE AT THE LOCATION AND THE GROSS AND RESPECTIVELY OF THE INITIAL FLIGHT PATH ANGLE.
SUBROUTINE QUAD(COF,RA,RE)

C
C THIS SUBROUTINE FACTORS A SECOND ORDER POLYNOMIAL BY USING THE
C QUADRATIC FORMULA.

C IMPLICIT REAL*4(A-H,O-Z)

C DIMENSION COF(2),RA(2),RE

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C REAL(0.0,0.0)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)

C 31 = COF(1)*COF(2)/RA(1)*RA(2)
### Lateral Program

**Given Values of the Stability Derivatives and Aircraft Characteristics**

1. Calculate the center of gravity location.
2. Obtain the mass of the airplane.
3. Compute the moments of inertia about the principal axes.
4. Solve for roots of the characteristic equation.
5. Calculate the stability derivatives.
6. Form the transfer function, $H(s) = \frac{\omega_n^2}{s^2 + 2\zeta \omega_n s + \omega_n^2}$.
7. Solve for roots of $s^2 + 2\zeta \omega_n s + \omega_n^2$.
8. Calculate the natural frequencies, damping ratios, time to peak, rise time, and settling time.
9. Prepare information needed for side plot construction.

**The Derivation of the Equations of Motion on which this Analysis is Based**

- The equations of motion are derived from the principles of linearized aerodynamics.
- The airplane is assumed to be a rigid body.
- The Earth is assumed to be fixed in space, regardless of the static stability of the airplane.
- The mass of the airplane is assumed to be constant with respect to time.
- The equations of motion are derived for the case of an oscillatory motion.

**The Analysis Proceeding Alike Most Meet the Assumptions Imposed on the Equations of Motion where they were derived.**

- These assumptions are:
  1. The airplane is assumed to be a rigid body.
  2. The Earth is assumed to be fixed in space, regardless of the static stability of the airplane.
  3. The mass of the airplane is assumed to be constant with respect to the time.
  4. The equations of motion are derived for the case of an oscillatory motion.

**The Following Charts Indicate that the Program is Executed in Double Precision.**

**Appendix A**

- The program is written in FORTRAN language.
- It includes subroutines for the solution of linearized aerodynamic equations.
- The program is designed to be used for the analysis of small-amplitude oscillations.

**Appendix B**

- The program is tested on a variety of small-aircraft configurations.
- The results are compared with experimental data.
- The program is found to be accurate to within a few percent.

**Appendix C**

- The program is used to predict the stability and control characteristics of a new airplane design.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new airplane.

**Appendix D**

- The program is used to predict the stability and control characteristics of a new unmanned aerial vehicle (UAV).
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new UAV.

**Appendix E**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix F**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix G**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix H**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix I**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix J**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix K**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix L**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix M**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix N**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix O**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix P**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix Q**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix R**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix S**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix T**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix U**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix V**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix W**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix X**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix Y**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.

**Appendix Z**

- The program is used to predict the stability and control characteristics of a new hypersonic vehicle.
- The program is found to be in good agreement with the experimental results.
- The program is used to optimize the design of the new hypersonic vehicle.
SUBROUTINE CHICSGF,PAT,ROOTS

THIS SUBROUTINE FACTORS A SECOND ORDER POLYNOMIAL, BY USING THE
QUADRATIC FORMULA.

IMPLICIT REAL*4(A-H,O-Z)
DIMENSION R(4),P(4),Q
DO 10 K=1,4
P(K)=R(K)
Q(K)=Q
10 RETURN
END

SUBROUTINE MODEL_3酢

THIS IS A SUBROUTINE WHICH CALCULATES THE INFORMATION NEEDED TO
CONSTRUCT A SLOPE DECAY FOR A NUMERATOR AND DENOMINATOR.
POLYNOMIALS HAVE BEEN FACTORED. THE INFORMATION IS TRANSFERRED TO
THE BASELINE USING A COPYRIGHT STATEMENT. THE FREQUENCIES ARE
SPLIT INTO DECADES PER SECOND AND DECILES PER SECOND. THE
BASELINE IS CALCULATED FROM THE FACTORED RESULTS.
THE PHASE ANGLE IS GIVEN IN DEGREES AND RADIAN.

IMPLICIT REAL*4(A-H,O-Z)
REAL*4 KN,TK,PK,NK,QK,TSK,TSK0
I0=120
ELS=0
GO TO 20
1 KN=I0
ELS=0
GO TO 20
2 NES=NER
PK=PK
ELS=0
GO TO 20
3 NES=NER
KN=KN
ELS=0
GO TO 20
4 NES=NER
TSK=TSK
ELS=0
GO TO 20
5 NES=NER
TSK0=TSK0
ELS=0
GO TO 20
6 NES=NER
RETURN
END

SUBROUTINE CHICSGF,ROOT,ROOTS

IMPLICIT REAL*4(A-H,O-Z)
DIMENSION ROOT(11),ROOTS(11)
DO 10 J=1,11
ROOT(J)=ROOT(J)
10 RETURN
END
The time response program is a program which will give a tabulated output of a transfer function due to an impulse or a step input by taking the inverse Laplace transform of the transfer function. When using this program there are two important restrictions:

1) If an impulse is used the order of the numerator polynomial must be lower than the order of the denominator polynomial.

2) If a step is used the order of the numerator polynomial must be less than or equal to the order of the denominator polynomial.

Use of the program requires the input of the variables listed below:

- MN - order of the numerator polynomial
- MD - order of the denominator polynomial
- ITYPE - variable which indicates the type of response desired
  \( \begin{align*} 
  \text{ITYPE} = 0 & \text{ is the signal for an impulse response} \\
  \text{ITYPE} = 1 & \text{ is the signal for a step response} 
  \end{align*} \)
- GAIND - coefficient of the highest order term in the denominator polynomial
- FORCE - the magnitude of the input (If FORCE is 3.0 then the response will correspond to a \( 3^\circ \) control surface input)
- NS(I) - coefficients of the numerator polynomial beginning with the lowest ordered term
- ROOTR(I) - the real and imaginary parts of the roots to the denominator polynomial
- ROOTI(I) - polynomial

The output variables are defined in the program, and a sample output has been included at the end of the program. It should be noted that all the pertinent input information needed for this program has been included as output information in both the Longitudinal and Lateral programs preceding this program.
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