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FOREWORD

The realization in recent years that outer space is traversed by high-energy radiations has caused man to reevaluate the feasibility of manned or even instrumented exploration outside our atmosphere. Fortunately, it is possible to determine the nature and intensities of these radiations and to produce similar radiations on earth by means of accelerators. Thus we can learn how to attenuate them and to design capsules which afford protection against them. Of course this protection carries a weight penalty so that there is a premium on optimizing the shield design. Many groups in the United States are engaged in research to this end, and it was the purpose of this symposium to bring these groups together so that they could exchange information. To make the meeting more comprehensive, sessions on the nature of the radiations and their effects on people and things were included. However, the major part of the meeting was devoted to discussions on shielding research, comprising theoretical calculations and experiments carried out mainly with high-energy accelerators. The symposium committee feels that the aims of the symposium were met and that progress in space research program was greatly accelerated thereby.
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THE MISSION OF MAN IN SPACE

Homer E. Newell
Director, Office of Space Sciences
National Aeronautics and Space Administration

Introduction

This meeting on Protection Against Radiation Hazards in Space is a timely one. It comes at a time when world-wide attention has been drawn to the subject by the striking effects of artificial radiation belts on some unmanned satellites. It takes place against a background of growing programs and far-reaching plans for scientific research, practical applications, and manned flight and exploration in space.

The first years of the Space Age have demonstrated clearly that unmanned spacecraft can play a significant role in man's quest for knowledge and human advancement. On the scientific side, Explorers, Pioneers, Mariner, Ranger, Sputniks, and Luniks have already yielded a wealth of knowledge, answering many important scientific questions. The future is bright for these electromechanical extensions of man's presence beyond the earth, especially when increased payload capacity permits us to launch Surveyors to the moon and Voyagers to the planets.

TIROS, Telstar, and Transit have shown how effective unmanned satellites can be in weather surveillance, for long range communications, and as navigational aids. The outstanding success of the TIROS research satellite gives full assurance that the Nimbus and Aeros operational satellites to come will advance weather surveillance, forecasting, and research far beyond their previous status. Telstar, a private venture of AT&T, speaks for itself, and it, too, presages a bright future for the application of satellite technology to human advancement.

All these, and other examples of the effectiveness and usefulness of unmanned satellites and deep space probes, testify to their worth. It follows as a corollary that the matter of providing these inanimate servants of mankind with protection against radiation hazards of the space in which they must operate is worthy of careful attention. Protection, through shielding, overdesign (or perhaps under the circumstances one should say "adequate design"), modified demands on components or systems, substitution of suitable components for unsuitable ones, or avoidance of hazardous regions or times, must be worked out in theory and in practice to make most effective use of the space opportunities that lie before us. And this is a part of the subject of the present meeting.
But what about protection for man, himself? If he would just stay at home on earth where some people think he belongs, the problem would be solved. You recall the old chestnut about the man with the broken leg. His pal, rushing into the doctor's office, in his excitement could hardly tell the doctor what the trouble was. Finally, breathlessly, he managed to get out with, "Doctor, what do you do about a man who has broken his leg in two places?" To which the doctor replies, "Tell him to stay out of those places!"

Well, the easiest way to protect a man from the radiations in space is to keep him out of space. And, indeed, there are many who insist that that would be the best all-around course of action. They say that we don't need man in space; that everything we wish to accomplish out there can be done with unmanned vehicles and equipments; and that in fact it would be cheaper to do it without man.

I don't agree. No matter how you design and build, you won't be able to put man's discernment, judgment, versatility, and adaptability in space except by putting the man himself there. The more complex the mission, and the farther from the earth it must be carried out, the greater will be the need for that human versatility and insight and adaptability. At some point in complexity and distance from the earth, it will actually become cheaper to use the man than to build the mechanical substitute. Some, who have studied the matter, assert that the switchover occurs between the moon and the nearest planet.

At any rate, this is no longer an open question. Man has already gone out into space. He is going to go out again, and then again. This nation is committed in dead seriousness to placing a man on the moon in the present decade, and thousands of people are tackling this most difficult of all mankind's ventures with a determination to bring it about.

It is quite to the point, therefore, to ask what will he do out there? What is there for him to do in space anyway? With your permission I should like to explore with you now, this very question, and to review the lengthy list of reasons why man should go out into space, thereby requiring the protection that you are gathered here to discuss.

Scientific Exploration

First a few general statements. It is clear that the very first thing that man will do in space, on the moon, and on the planets, will be to explore. Whether systematized or not, whether planned or incidental, every look he takes, every glance will be exploration. And if he is an accurate observer, all of it will be science. Each bit of information, each observation, each new phenomenon or object noted, will be listened to and seized upon avidly by the scientific community.
Following this initial scientific exploration, based on the first-look results, specific investigations will be designed and carried out. Later, although right now many, indeed most, of them cannot be foreseen, there will be many practical applications, both civilian and military, of the new space knowledge and technology, and of the human ability to move about in space.

**Man in Orbit**

Man in orbit acquires a perspective in which to view the earth that cannot be achieved on the ground or from the lower atmosphere. Already small beginnings have been made by the Mercury pilots in the area of scientific observations from orbit. In these early days when the principal concern is with the struggle to fly at all in space and return safely, the scientific exploration necessarily received little attention. But as confidence and ability develops, the man in an earth-orbiting satellite will be able to devote more and more attention to such matters as observations of weather patterns, the airglow, the aurora, the zodiacal light, the Gegenschein, the sun's corona, and other astronomical objects.

At some time in the development of the space program, it will be important to send aloft scientists to do their own observing. It is important, therefore, that the scientific community begin to give careful thought not only to the scientific tasks to be done in orbit, but also to how they are to be done, and by whom. If scientists themselves are to go into orbit to do science there in person, these scientists must receive appropriate training for survival, for performance of their duties as members of the spacecraft crew, as well as in how to carry out their scientific investigations under the unusual conditions of space and space flight. At some appropriate time such scientists must be introduced into the NASA astronaut training program.

Actually more thought seems to have gone into the research that a man might do in person on the moon, than in a satellite orbiting about the earth. This is due in part to President Kennedy's commitment of the nation to the landing of a man on the moon within the present decade. It is due also in part to the fact that the moon is clearly an explorable body in the same sense as the earth is. One can easily see in the mind's eye men walking around, looking, poking here and there in search of interesting and important finds, picking up specimens for later study in the laboratory, taking pictures, making field tests, drilling holes, implanting instruments and automatic observing stations, and in general doing the many things that an exploration geophysicist might do on earth. It is also due in part to the fact that many of the questions of current scientific interest concerning the earth, its atmosphere, the sun, and astronomical problems are already being attacked with vigor and promise by means of unmanned satellites and probes.

But there are enough valuable scientific observations for a scientist in orbit to make, that are already apparent, that it behooves the scientific community to pursue the subject further with vigor. We have mentioned a little earlier some of the geophysical and astronomical
observations that a man in a satellite might make. In addition, man himself, in orbit, is an important subject of scientific study. Indeed, when large orbiting laboratories can be put into operation there will be opportunity to conduct, under the same conditions of careful control and with same close personal attention that one gives in the laboratory on the ground, biological experiments on the effects of weightlessness, radiation, new periodicities, and other conditions strange to terrestrial life. In such a laboratory, fundamental and applied research, and perhaps even some of the development, of closed ecological systems can be carried out under the very conditions under which they will be required to operate. For example, those systems to be used on manned planetary missions, will have to operate for years without failure. In an orbiting laboratory such a system could be given a life test that would be fully meaningful and in which one could place some confidence.

When man has learned to move about freely in space, especially when he is able to move around outside the spacecraft or space station that serves as his home base in space, there will be many activities that he can pursue. One of these will be engineering and construction in space. At the present time, space engineering is carried out on the ground. The engineered object, if it is a space vehicle or a spacecraft, is placed in orbit after the engineering has been accomplished. In this approach, man stays on the ground, and sends his engineered object out into space. Much has been accomplished by this approach, in the form of scientific satellites and space probes, weather satellites, communications satellites, navigation satellites, and military applications of space technology, and even manned satellites.

But one day man will do some of his engineering and building right out in space. A lot of this activity may perhaps be more properly referred to as construction and maintenance, but the novelty of the problems and the environment to be faced will be such that for a long time to come the constructors and the maintainers will actually have to be engineers in the true sense of the word.

One can foresee the need to assemble in space large laboratories, huge antenna systems, stations to serve as staging areas for interplanetary flight, and even space vehicles for making flights to the planets and into deep space.

It may be necessary to form the reflecting surfaces for astronomical telescopes under the conditions of weightlessness under which they are to operate so as to eliminate distortions that would be introduced by forming them on the ground under 1 g and then launching them into orbit.

Considering the tremendous expense that one must anticipate for the construction of huge observatories and laboratories of the future, it may well prove to be far cheaper to provide human maintenance and repair, than to rebuild and launch a new satellite every time an old one has ceased to function. In fact, in many cases it may not be just a matter of maintenance and repair. By replacement of instruments in an orbiting observatory it may be possible to update at relatively low cost a basically expensive facility.
This newly developed ability to engineer, inspect, build, maintain, renovate, and carry out complex logistics operations in space, will also have military value. In the matter of military applications of space, informed thought appears to have gone full circle. At first, years ago, although opinions varied, the general thought was that space provided an overwhelming military potential, and that he who dominated space would dominate the world. This was followed by a reaction period, during which the general thought swung to the opinion that perhaps there was very little of military value in space. At the present time, there are few who would deny that space does offer possibilities for many important military applications. I would venture to predict that in time engineering in space will form an important segment of the sum total of manned operations in space for military purposes.

**Man on the Moon**

One of the most important reasons for placing a man on the moon is to carry out a scientific investigation of that body. The moon is of especial interest to the scientist for a number of reasons.

We know that the solar system was formed about 4.5 billion years ago, but we do not know how it was formed, and this problem has been the subject of much speculation and thought for centuries. The investigation of the origin of the solar system is a project of the greatest scientific interest, one to which the exploration of the moon can contribute significantly.

The moon will play a special role in this investigation because it is a body whose surface has preserved the record of its history for a much longer period than the earth, and probably much longer than Mars and Venus as well. On the earth, the atmosphere and the oceans wear away surface features in 10 to 50 million years. Mountain-building activity turns over large areas of the surface in about the same time. There is little left on the surface of the earth of the features that existed several hundred million years ago. The same is probably true of Mars and Venus. But on the moon there exist no oceans and very little atmosphere to destroy the surface. Also, inspection of the moon's surface in a telescope shows few signs of the mountain-building activity which distorts and defaces the surface of the earth so rapidly.

Thus the moon's surface will carry us back very far into the early history of the solar system, perhaps not back to the birth of the sun and planets, but certainly billions of years back --- much longer than the 10 to 20 million years to which we are limited on the earth.

Not only the lunar surface, but also the internal structure of the moon may provide a clue to the early history of the solar system and the birth of the planets.
One of the theories for the creation of the planets, popular until recent times, held that the solar system was created during a near collision between our sun and another star, in which the gravitational forces between these two massive bodies tore huge streams of flaming gas out of each. As the intruding star receded, the masses of gas which happened to be near the sun were captured by it into orbits in which they eventually cooled and solidified to form the planets. If such a collision was the manner of formation of the solar system, then the moon and planets must have been molten at an earlier stage in their histories. In that event, the iron in their interiors would melt and run to the center to form a dense core.

Another theory holds that the planets were formed out of pockets of condensation in the dust surrounding our sun during the early stages of its lifetime. We know that stars themselves are almost certainly formed in this way, by condensation of pockets of interstellar gas and dust which happened to be somewhat denser than their surroundings. It seems likely that additional subcondensations could have developed in the tenuous matter surrounding the sun before the central condensation had proceeded to its final stages; and that the moon and planets were eventually formed from these subcondensations.

Large bodies like the earth have enough radioactive uranium inside them to produce melting of iron simply through the heat generated in nuclear decays. Therefore, the existence of a dense core of iron in the interior of the earth does not prove the validity of the collision theory, or disprove the theory of condensation. However, the moon is smaller and colder, and will provide a much better indication than the earth, as to which of the two theories on the origin of the solar system is correct.

The necessary observations and measurements obviously cannot all be made just by man's standing on the moon and looking around. But a giant step will have been taken when the first scientist on the moon does look around and begins to zero in on the most likely answers, and more importantly, can determine the most promising courses to follow for obtaining the answers. Before that time some data will have been obtained by means of unmanned spacecraft, Rangers and Surveyors, but the full power of the lunar science effort will not be brought to bear until man and instrument together tackle the problems to be solved.

This subject was discussed at length at the Space Science Summer Study conducted at the State University of Iowa, under NASA sponsorship, this past summer. Most of the participants felt that the first scientist-astronaut to be landed on the moon should be a geologist. His first job should be to look -- and think. There was considerable discussion about the qualifications of this first scientist on the moon. The thought was brought out that this man should be a top notch, first rate scientist. As an illustration, it was pointed out that it took a Darwin to make the voyage of the Beagle the historic success that it was. If one wants to be quantitative about it, one might say that the difference between sending
a run-of-the-mill scientist, or a non-scientist given special supplemen-
tary training in science, to the moon to look around, and sending a
Darwin there is a matter of many many orders of magnitude in what returns
are realized from the venture. Of course, the problem is to find a
Darwin who can also become an astronaut, and is willing to.

The question of how man will do science on the moon is one that is
worthy of much thought. One approach is that already mentioned, namely,
to send scientists to the moon. Another is to train the astronauts to look
for anticipated objects and phenomena and to try to be alert to the un-
anticipated ones and report them accurately. Still a third might be to
have an astronaut-scientist team in which the astronaut on the moon is
linked with the scientist on the earth by means of radio and television.
In two-way conversation, the astronaut receives guidance from the scien-
tist who sees through the television what the astronaut sees. By question-
ing the astronaut, the scientist can get additional details from the man
on the moon about objects that appear to be of special significance.

At any rate, the scientific observer on the moon will have plenty
to keep him busy. As mentioned, the first thing he should do is look and
think. He should examine the surface, note the various geologic forma-
tions, select appropriate samples to bring back to earth, and take pic-
tures. Eventually, although very likely not on the first trip, he should
conduct measurements of surface properties, radioactivity, temperature and
heat flow, seismic activity, etc., bringing with him the necessary in-
struments to accomplish these tasks. At some time, he will begin to use
the moon as a base for a variety of observations, some of them not nec-
essarily of the moon itself. Studies of the librations of the moon can
give a great deal of information about the internal construction of the
moon, but other astronomical investigations may well concern the sun and
stars. For example, the other side of the moon has been pointed to as
ideal for setting up a radio astronomy observatory. Also there may be
great value in observations of the earth, particularly atmospheric
phenomena, from the moon.

At first this observing from the moon as a base may well be done
with automatic or semi-automatic equipment emplaced on the moon by the
men who go there, supplementing other such observatories that were
landed on the moon by unmanned spacecraft. Eventually, however, manned
bases, including scientific observatories, will probably be established.

We have already said that the first scientist to land on the moon
should probably be a geologist. Because of the construction work that
will in time take place on the moon, it is also desirable that among
the early lunar explorers there be a civil engineer. His job also will
be to look and think, and collect data for the day when construction
of supply depots, radiation shelters, roads, landing areas, large bases,
and observatories will take place.

Already it is certain that when man does do engineering and building
on the moon, he will do it under conditions far different from those en-
countered on the earth. The gravity will be only one-sixth of that met
with on earth while the lack of an atmosphere, bombardment by meteoritic
particles, the constant presence of the interplanetary radiations, the
tremendous range of temperatures, the possible presence of dust that may be more than just a nuisance, unusual conditions of electrostatic charging, etc., will confront him with problems that will tax his ingenuity and skill to the utmost.

When manned lunar bases or observatories go into operation, it will be necessary to have worked out a plan for maintaining the supply lines to them. The required logistics and operational support to the endeavor will make an Antarctic expedition look like a grade school exercise in comparison.

All of this will require, of course, that an adequate scheme for protecting the men involved from the radiations of space will have been worked out, and put into use.

**Man Around the Moon**

Doubtless man will circumnavigate the moon, even go into orbit around it, before making a landing. At any rate, this is the present U. S. plan. During such maneuvers, prior to landing, man can make preliminary observations. Such observations will be needed to support the ultimate landing on the lunar surface, particularly those that reveal the character of the surface and permit one to select suitable landing sites. They will also be of scientific value. Of special importance will be pictures that can be taken from the circumnavigating or orbiting spacecraft.

After man has landed and established a base on the moon, a lunar orbiting space station carrying one or more human observers can be used in conjunction with the observatory on the ground for further scientific exploration of the moon. For some time to come, the lunar satellite approach may be easier than lunar surface transportation for a global survey of the moon.

**Interplanetary Space**

On the way to the moon or the planets, man must traverse the space between earth and them. Although much of the investigation of these regions will doubtless best be done by instrumented space probes, nevertheless man will again have the opportunity to look about and search for the unexpected. Most of his observational opportunities will be astronomical in character. The zodiacal light, the Gegenschein, the sun's corona, the atmospheres of the planets, new views of the bodies of the solar system, can come under new scrutiny. In addition, man can continue observations on himself, under conditions of isolation not producible in any other fashion.
Man on the Planets

The investigation of the moon and planets by satellites, deep space probes, and manned exploration, serves to broaden the horizons of the geophysicist tremendously. A little thought will show that the techniques and experience that must be called upon in investigating these bodies must be those of the geophysicist. Moreover, as one goes forward with these lunar and planetary investigations, the student of the earth should find the broadened perspective provided by increased knowledge about the moon and planets a powerful lever to use in prying loose some of the secrets of the earth itself. Indeed, it is in recognition of these facts that the American Geophysical Union just recently voted to establish a new Section on Planetary Science.

The experience gained in manned exploration of the moon will no doubt serve as a basis for beginning the manned exploration of the planets. There will be many similarities, and many differences. Among the latter are the considerably greater distances that must be traversed, the longer times that man must spend out in the lonely voids of space, and the existence of atmospheres on the planets.

The ability to send measuring instruments to the moon and planets, and eventually to visit them in person, permits man to study directly more than one sample of the material of which the universe is composed, and more than one sample of the bodies of the universe. It is possible that the scientist may also have the opportunity to study more than one sample of physical life in the universe.

Certainly one of the most exciting possibilities in space exploration is that indigenous life may be found there. The most likely candidate, as you know, is Mars, where balloon observations in the infrared have detected emissions characteristic of the carbon-hydrogen bond. While this does not prove the existence of life on Mars, it is most certainly highly provocative. For this reason, preparations are going forward with various types of instruments to search for living forms on the Red Planet. These will be carried in fly-bys and landers as soon as we are able to provide the necessary transportation.

All the data available at present would indicate that there is little likelihood of life on Venus. Various radioastronomical observations of the planet indicate that the surface temperatures are in the vicinity of 600°K., well over the boiling point of water. These temperatures are in themselves discouraging enough, but when taken in conjunction with probably very high pressures existing on Venus (exceeding 20 atmospheres at the surface) it seems most likely that the entire planetary surface is bathed in a searing atmosphere, and that there is no chance of life there. The biologists insist, however, that there may yet be life on Venus, existing in the cooler upper atmosphere. Balloon samplings are being made of the earth's upper atmosphere to search for organisms that
might be living there. Results from these investigations may shed additional light on how much of a point the biologists have in connection with Venus.

It does not appear likely that there are living forms on the surface of the moon, because of the lack of an atmosphere, the lack of any observable water, and the extreme temperature ranges to which the lunar surface is subjected. Some believe, however, that there might be living forms existing at some distance below the hostile lunar surface. But even if there are no living forms on the moon, other biologists point out that the moon is still of interest in that it may carry the residue of previously living forms or possibly material that is in the nature of precursors to life. Controversy rages on this issue, with some scientists categorizing this reasoning on the part of the biologists as absolute nonsense. But the biologists can counter with the observation that if they should be right, walking all over the moon with dirty feet, or plastering it with dirty material, can destroy a once-in-forever opportunity to make exobiological studies that may have great bearing on our understanding of terrestrial life.

At any rate it seems clear that we must be careful about what we do in the case of Mars. A suggestion was made at the SUI Space Science Summer Study that Mars be made an ecological preserve, where steps are taken to protect the planet from undesirable contamination. According to the suggestion, Mars would be investigated in such a manner as to protect the interests and needs of the biologists who wish to search for and study any living forms or traces of life that might exist there. This proposal also included the suggestion that, although Venus and the moon not be considered as ecological preserves, care be taken to minimize their contamination.

Of course, if Mars is to be maintained as an ecological preserve, this can be done only by international cooperation, specifically, at the present time between the U. S. and the U.S.S.R.

One might mention in passing, that those who are concerned about possible contamination of our neighbors in space through the introduction of terrestrial organisms, also point to the possible danger of back contamination of the earth by the introduction of extraterrestrial organisms. Careful thought must be given to this problem, and in due time appropriate steps taken to remove any risks that are judged unacceptable.

When man reaches out toward the planets, who can say where it will all end? Your imaginations can explore this question as well as mine. Manned bases, observatories, landings on the satellites of planets, such as those of Jupiter or Saturn, artificial orbiting observatories about the different planets, and many other such things are in the realm of possibilities that the far distant future holds out to man. One even hears mention of the possibility of modifying the atmosphere of Mars to
make it less hostile or even almost habitable. This might be accomplished
by the introduction of suitable biological agents to the planet, after
the initial search for and investigations of indigenous life have been
made.

But these speculations can serve us no real good here except to
indicate that the field of space is wide open as far into the future as
we can now see, and that the path to the planets leads farther than man
can peer from his present position on the earth, at this point in time.

Conclusion

I am sure that I haven't made any startling revelations to you,
or carried our subject any further in thought than you could have
done, or perhaps have already done. But, hopefully, this little review
of the things that man can look forward to doing in space, will serve the
good purpose of showing clearly that it is indeed desirable to find ways
of protecting man against the radiation hazards of space, so that he may
go out into space in pursuit of his destiny.
There are many different aspects to the radiation belts of the earth which may engage one's interest. This note is intended to present a brief graphical summary of one of these aspects, namely, the positional dependence of the absolute intensity of several selected components of the trapped particle population.

One of the earliest findings was that there are two distinct 'belts' of trapped particles in the geomagnetic field -- an inner belt whose outer boundary is approximately the 'magnetic shell' which crosses the equator at 1.8 earth radii from the center of the earth; and an outer belt which lies between this shell and one which crosses the equator at approximately 12 earth radii [Van Allen and Frank, 1959]. The properties of the radiation in the respective
belts were found to be quite different /Van Allen and Frank, 1959 \( ^{39} \) \( ^{40} \). /Van Allen, Ludwig, and McIlwain, 1959 \( ^{41} \).

In subsequent work of a more comprehensive nature, using a variety of instruments carried by satellites, rockets, and space probes, it has become clear that the structure of the trapping region is quite complex and in fact that there are as many different structure functions as they are components of the trapped radiation to be considered. The concept of a two-belt structure has persisted, though it has now assumed a rather different significance than the original one. The distinctive general characteristic of the inner belt is now regarded as its relative time-stability whereas the distinctive general characteristic of the outer belt is its large and rapid time-variability. (Orders of magnitude change in intensity of selected components within times of the order of days and even of hours.) The magnetic shell which crosses the equator at 1.8 earth radii continues to represent the approximate interface between inner and outer zones. Despite the great time variability of particle populations and energy spectra in the outer zone, there has been observed during the past four years a remarkable tendency for it to relax back to a more or less standard state during prolonged periods of geomagnetically quiet conditions. The accompanying figures represent an effort to depict four sample structure functions
which are moderately well known and which give an abridged view of present knowledge. Each of these figures is a geomagnetic-meridian cross-section of the earth and of its near-astronomical environment. The semicircle at the left is the cross-section of the solid earth and the linear scale is in units of earth radii (6371 km). The contours are labeled by the value of omnidirectional intensity of the component specified in the caption. The distribution of particles in three dimensions is understood to be obtained by the rotation of the structure function shown about the vertical axis.

Figure 1 is considered to have a good level of reliability. It is based primarily on data from Explorer IV and from Pioneers III and IV (see references cited above). The omnidirectional intensity of protons having $E > 30$ MeV has its peak value at 1.4 earth radii on the equator and is about $3 \times 10^4 / \text{cm}^2 \text{ sec}$; beyond 2 earth radii it is less than $10 / \text{cm}^2 \text{ sec}$ and may be much less than this beyond 4 earth radii.

Figure 2 is based in large part on the data from Pioneers III and IV (cited above), from Explorer VI (Arnoldy, Hoffman, and Winckler, 1965), Fan, Meyer, and Simpson, 1961, Rosen and Farley, 1961, and from Explorer XII (O'Brien, Van Allen, Laughlin, and Frank, 1962). Values as high as $10^5$ to $10^6 / \text{cm}^2 \text{ sec}$ are sometimes found in the
vicinity of 4 earth radii. On other occasions, the intensity of
electrons of $E > 1.6$ MeV drops below the plotted values by as much
as two orders of magnitude. The values shown in Figure 2 are intended
to be representative of quiet conditions. The maximum intensity
near 3.5 earth radii under such conditions is of the order of
$10^5/cm^2$ sec. A comprehensive survey is currently underway with
Explorer XIV [Van Allen and Frank, 1967], whose apogee is at
16.4 earth radii and whose perigee is at an altitude of about 400 km.

The structure function of Figure 3 for protons of energy
$0.1 < E < 5$ MeV is an attempt on the part of the present author
to represent the observations of Bame, Conner, Hill, and Holly [1967],
Naugle and Kniffen [1962], and most importantly those of Davis
and Williamson [1962], the latter with Explorer XII. Further exten-
sive surveys are currently underway with Explorer XIV and Explorer XV.

Figure 4 synthesizes low altitude observations with Injun I
[O'Brien, Laughlin, Van Allen, and Frank, 1967] and extensive
observations with Explorer XII in a highly eccentric orbit [O'Brien,
Van Allen, Laughlin, and Frank, 1967] [Rosser, O'Brien, Van Allen,
Frank, and Laughlin, 1967]. Again there are marked time variations.
Current observations with Explorer XIV are confirming the general
character of Figure 4 and are contributing definitive new knowledge
on the omnidirectional intensity of electrons having $E > 40$ keV as well as those having $E > 250$ keV and those having $E > 1.6$ MeV /Van Allen and Frank, 1962/.

For an earlier review of a more comprehensive character, the reader is referred to a paper in the Proceedings of the International Astronomical Union /Van Allen, 1962/.
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Introduction

Although the characteristics of the galactic cosmic radiation have been recognized and investigated in detail for many years, the ability of the sun to produce large bursts of energetic particles was discovered only in 1946 (Reference 1) and the arrival of this solar cosmic radiation at the earth has been studied in detail only since 1956. In the ten years preceding the solar cosmic ray event of February 23, 1956, there were only four cases of an increase of cosmic ray intensity at the earth (as measured at ground-level by ionization-type detectors) that could be related to solar activity. Therefore the idea became widespread that these events were quite rare.

The introduction of the neutron monitor in 1949 (Reference 2) somewhat improved the sensitivity of the ground-level measurements, but the real breakthrough came recently with particle counters and emulsions flown in balloons, satellites, and space probes. In addition, it has been found that the solar particle bursts may be detected indirectly through their effects on the absorption of VHF cosmic noise in the ionospheric D-layer over the polar caps - called polar cap absorption (PCA).

From the studies of solar particle bursts over the last few years by this wide variety of techniques, a reasonably complete picture of these events is beginning to emerge (Reference 3). The cosmic ray particles ejected from the sun are known to be primarily protons with typically steep energy spectra and
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in energy ranging from less than 10 Mev to a few Bev. Such cosmic ray particles may be present near the earth in detectable numbers a significant fraction of the time (5 - 10 percent), exceeding the normal galactic cosmic ray intensity for a much smaller period of time (~1 percent) and occasionally for intervals of one or two days, reaching intensities many thousands of times greater than the galactic cosmic ray intensity.

The intensity-time, directional, spectral, and charge characteristics of the solar cosmic rays differ considerably from event to event. For example, some events may contain a relatively large fraction of high-energy particles, thus producing a rare effect in a sea-level detector; but, on the other hand, contain few low energy particles, thus giving a small integrated particle intensity. The latter characteristic causes the event to be classified as a relatively small one. Other important dissimilarities exist from event to event, and for this reason we shall catalog some of the more important ones individually. However, we may define certain general characteristics - common to all events - which may aid in understanding these events.

The Intensity-Time Profile

A typical event will have a set of intensity-time profiles, one for each energy, such as those shown in Figure 1. Certain times characterize each profile:

1. The onset-delay time is defined as the time from the maximum of the visual flare intensity to the arrival of the first particles at the earth. This time is variable from event to event and is strongly energy-dependent, the higher energies arriving first. Onset-delay times may vary from a few
Figure 1 - Intensity-time profiles for a typical event. Curve $E_2$ represents the arrival of particles of energies that are high in comparison with the energies of the particles represented by curve $E_1$. $T_{0_1}$ and $T_{0_2}$ are onset-delay times; $T_{R_1}$ and $T_{R_2}$, rise times; and $T_{D_1}$ and $T_{D_2}$, decay times.
minutes for high energy particles in some events to many hours for low energy particles in other events.

2. The rise time is defined as the time interval from the first arrival at the earth of particles of a particular energy to the time at which maximum intensity of these particles is attained. This time also varies from event to event and is strongly energy-dependent, the higher energies reaching maximum intensity first. These times are usually related to the onset times in a particular event, and may range from a few minutes for high energy particles in some events to many hours for low energy particles in other events.

3. A growing body of evidence indicates that the decay of the intensity of the particles above a particular energy is exponential at most times and over a wide range of energies (Reference 3). Thus we may define a characteristic decay time $t_D$ and write the following equation for the intensity of flare particles with energies greater than some energy $E$ at some time $t$ after the maximum intensity $I_{\text{Max}}(E)$ attained:

$$I = I_{\text{Max}}(E) e^{-t/t_D}.$$  

The time $t_D$ itself is a function of energy being smaller for higher energies and is variable from event to event. It may be changed during the course of an event by the arrival at the earth of a changed interplanetary field configuration, such as might be evidenced by a magnetic storm or other magnetic activity. The decay time may range from 3-4 hours for high energy particles in some events to 2-3 days for low energy particles in other events.

**Anisotropies in the Flare Particles**

For the most part the solar flare particles arrive at the earth very
nearly isotropically (within \pm 5-10\% percent) and the aforementioned intensity-time characteristics refer to this isotropic radiation. Frequently, however, significant anisotropies exist in the direction of arrival of solar flare particles in the earth’s vicinity. In particular, the particles appear to arrive from a highly preferred and fairly narrow direction in space. Such directional radiation is usually of short duration compared to the isotropic part; however, unusually high intensities may occur in the preferred direction for periods of a few minutes. It is also possible to define onset-delay, rise, and decay times for this directional radiation.

The Energy Spectrum of the Flare Particles

It is obvious from the foregoing discussion on the intensity-time characteristics of the flare particles and from the energy-dependence of each of the parameters involved that there is no unique energy spectrum for any one event. The spectrum measured in a single event will depend upon the specific time in the event at which the measurements are made. The problem of determining a useful and meaningful representation of the solar flare particle spectrum has been one of the most difficult connected with the study of the flare particles. Usually the differential number spectrum of the flare particles has been expressed either as a power law energy spectrum \( \frac{dJ}{dE} = \frac{k_1}{E^{n_1}} \) or as a power law rigidity spectrum \( \frac{dJ}{dP} = \frac{k_2}{P^{n_2}} \) (the rigidity of a particle \( \Xi P = \frac{pC}{Ze} \) where \( p \) is the particle momentum, \( C \) the velocity of light, \( e \) the unit charge, and \( Z \) the charge number of the particle). When either of these representations is used \( n_1 \) (or \( n_2 \)) is a function of both energy (or rigidity) and time (eg \( n_1 \) or \( n_2 \) is usually smaller for lower energies or rigidities causing a bending over of the spectrum - also \( n_1 \) or \( n_2 \) increase with time after...
the onset of an event thus resulting in a steepening of the particle spectrum with time).

Because the energy or rigidity interval viewed in any one measurement is usually quite narrow, it is possible to represent reasonably well the number spectrum of solar flare particles as a power law energy or rigidity spectrum with a constant $n$ over the interval of measurement. This does not prove to be a useful representation over the entire range of rigidities involved in the solar outburst, however.

After a careful examination of the data from a large number of events which were difficult to interpret if the solar particle spectrum were considered to be power laws in either energy or rigidity we have reached the conclusion that a one parameter system best defines the spectra of the solar flare particles (Reference 4). This one parameter system is an exponential rigidity spectrum of the form $\frac{dJ}{dP} = \left( \frac{dJ}{dP} \right)_0 e^{-P/P_0(t)}$. $P_0(t)$ is a characteristic rigidity which in a single event is a function of time only - decreasing as the event progresses. Its value and time dependence may vary from event to event, however. Such spectra apply to all rigidities providing the time is a few times the normal delay time for particles of a particular energy arriving from the sun.

The above conclusion is reached only after a considerable modification of our interpretation of solar particle spectra from measurements made during balloon ascents and particularly after a considerable reinterpretation of the intensities and spectra of low energy solar flare particle from riometer measurements. The grounds for these modifications are discussed in detail in reference 4.

With such spectra it is not necessary to "artificially" bend over the power law spectra at lower energies - the effect of an exponential spectrum.
is the same as a "bent over" power law. A comparison of the time development of a typical solar cosmic ray spectrum during an event using the two representations is shown in Figure 2. Typical initial values of the "characteristic" rigidity may range from ~ 300 MV in events with very flat spectra containing many high energy particles to ~ 50 MV in events with very steep spectra containing many low energy particles and producing strong radiowave absorption.

Charge Composition of the Flare Particles

The particles emitted in a solar flare burst are predominantly protons, but in each event, to a greater or lesser degree, particles heavier than protons appear to be present - predominantly alpha particles but including nuclei in the CNO group at least (references 5 and 6). To date these heavier particles have actually been observed during six solar cosmic ray events, by only one or two spot measurements during each event. In addition these measurements may represent intensity integrals of solar particles over several hours. It is useful, however, to define a characteristic ratio of the protons to the heavier nuclei present in a particular event eg P/a = proton-alpha particle ratio. This characteristic ratio apparently varies from event to event. The P/a ratio may be from as high as 40 to as low as 1 in different events, and the P/CNO ratio may vary from $10^2$ to $10^3$. This ratio appears to be constant as a function of rigidity since both the alpha particles and heavier nuclei seem to also be best represented by an exponential rigidity spectrum. As far as total particle numbers are concerned, the heavier nuclei in solar flares are probably, on the average, relatively less abundant than nuclei in the galactic radiation.

Specific Features of Important Solar Cosmic Ray Events and Related Solar Flares

During the period 1956-1961 nearly 50 solar cosmic ray outbursts have been recorded at the earth by a wide variety of techniques. These events display
Figure 2 - Typical power law energy and exponential rigidity spectra obtained at different times ($T_1, T_2, T_m, T_3, T_4$) during a single event.
an enormous variation \((10^4 - 10^5)\) of integrated particle intensities for the duration of the outbursts. Of these events, approximately 30 of the largest - those with minimum integrated intensity of \(10^{-6}\) particles/cm\(^2\) at energies greater than 30 Mev observed at the earth - have been selected for discussion here. These events are comparable to the integrated intensity of galactic radiation for one week; the smaller events obviously do not contribute appreciably to the enhancement of the cosmic ray intensity near the earth. Prior to 1956 it was not possible to make a size estimate on any of the solar cosmic ray events; therefore, these events are not included, although undoubtedly many important ones occurred. The identification of a solar cosmic ray event by radiowave absorption (riometer) data alone is not regarded as sufficient to make a specific size estimate. In fact, size estimates based on the relative radiowave absorption may be grossly misleading, since the absorption may in many instances be produced by solar cosmic rays of much lower energy than the 30 Mev lower limit selected, or by auroral electron effects. (The chosen lower energy limit represents a penetration of about \(1 \text{ gm/cm}^2\).)

Rough size estimates have been made when direct measurements of solar cosmic ray intensities at the top of the atmosphere or in space near the earth were available at one time during the event. Detailed estimates of intensity-time characteristics, spectral distribution, and size have been made only when a number of direct measurements of solar cosmic ray intensities and/or spectra exist at the top of the atmosphere or in space near the earth for a particular event.
By referring to Table I, we may elaborate more critically on some features of specific solar flares and related cosmic ray events. First we note that although 30 separate events are cataloged over the six-year period, they occur in only 16 different active centers. During the last three years (1959-1961) this tendency is even more pronounced, for 18 separate events have been associated with only 5 different active centers. The active centers associated with these flares were usually already well developed when they appeared at the east limb of the sun. Only once did the same active center continue to produce large cosmic ray events during its subsequent appearance on the visible hemisphere of the sun. From four of these active centers (McMath Plage Numbers 3400, 5269, 5925 and 6171) have come over 90 percent of all of the solar cosmic rays/observed at the earth in the last six years.

From Table 1, we note that, of the 30 events listed, 22 have been from flares in the sun's western hemisphere and 8 from the eastern. Of the 10 largest events, 6 have come from flares in the western hemisphere and 4 from flares in the eastern. Finally, from the 5 active regions that have produced 18 of the cosmic ray flares in the last three years, 11 of the flares have occurred while the active center was in the western hemisphere; and 7 in the eastern. Of these five active regions, the four major ones have been in the northern hemisphere and the remaining one in the southern.

From the above statistics we can say that for cosmic-ray-producing flares as a whole, there is a greater likelihood of observing cosmic rays at the earth when the flare is in the sun's western hemisphere. This situation suggests that on the average a greater fraction of the particles produced are received at the earth when the flare is nearest the west limb of the sun. A large,
<table>
<thead>
<tr>
<th>Solar Flare Data</th>
<th>Cosmic Ray Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>Helio-</td>
</tr>
<tr>
<td></td>
<td>graphic Position</td>
</tr>
<tr>
<td>Feb 23</td>
<td>3+</td>
</tr>
<tr>
<td>Aug 11</td>
<td>3</td>
</tr>
<tr>
<td>Jan 20</td>
<td>3+</td>
</tr>
<tr>
<td>Jul 21</td>
<td>3+</td>
</tr>
<tr>
<td>Aug 29 to 31</td>
<td>(uncertain flare, possibly two events)</td>
</tr>
<tr>
<td>Oct 20</td>
<td>3+</td>
</tr>
<tr>
<td>Feb 9</td>
<td>2+</td>
</tr>
<tr>
<td>Mar 23</td>
<td>3+</td>
</tr>
<tr>
<td>Jul 7</td>
<td>3+</td>
</tr>
<tr>
<td>Aug 16</td>
<td>3+</td>
</tr>
<tr>
<td>Aug 22</td>
<td>3</td>
</tr>
<tr>
<td>Aug 26</td>
<td>3</td>
</tr>
<tr>
<td>Date</td>
<td>Event ID</td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
</tr>
<tr>
<td>May 10</td>
<td>N23 E17</td>
</tr>
<tr>
<td>Jul 10</td>
<td>N22 E70</td>
</tr>
<tr>
<td>Jul 14</td>
<td>N16 E07</td>
</tr>
<tr>
<td>Jul 16</td>
<td>N98 #26</td>
</tr>
<tr>
<td>Apr 01</td>
<td>N12 W10</td>
</tr>
<tr>
<td>Apr 05</td>
<td>N10 W61</td>
</tr>
<tr>
<td>May 04</td>
<td>N14 W90</td>
</tr>
</tbody>
</table>

1960:

<table>
<thead>
<tr>
<th>Date</th>
<th>Event ID</th>
<th>Peak Energy (keV)</th>
<th>Range (cm)</th>
<th>10-14</th>
<th>6,000-8,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sep 03</td>
<td>N18 EB8</td>
<td>0110</td>
<td>12,000</td>
<td>12-16</td>
<td>60</td>
</tr>
<tr>
<td>Nov 12</td>
<td>N27 W02</td>
<td>1329</td>
<td>10,000</td>
<td>12-16</td>
<td>60</td>
</tr>
<tr>
<td>Nov 15</td>
<td>N30 W32</td>
<td>0221</td>
<td>11,000</td>
<td>10-16</td>
<td>60</td>
</tr>
<tr>
<td>Nov 20</td>
<td>N28 W113</td>
<td>2020</td>
<td>3-4</td>
<td>~1</td>
<td>10-16</td>
</tr>
<tr>
<td>Jul 11</td>
<td>S06 E32</td>
<td>1700</td>
<td>2,500</td>
<td>8-18</td>
<td>100</td>
</tr>
<tr>
<td>Jul 12</td>
<td>S07 E22</td>
<td>1030</td>
<td>7,500</td>
<td>8-12</td>
<td>100</td>
</tr>
<tr>
<td>Jul 18</td>
<td>S06 W60</td>
<td>1010</td>
<td>5,000</td>
<td>6-10</td>
<td>100</td>
</tr>
<tr>
<td>Jul 20</td>
<td>S07 W90</td>
<td>(1600)</td>
<td>2,500</td>
<td>4-6</td>
<td>100</td>
</tr>
<tr>
<td>Sep 28</td>
<td>N14 E30</td>
<td>2223</td>
<td>250</td>
<td>2.210^5</td>
<td>9.710^4</td>
</tr>
</tbody>
</table>

*Max Emission in range 3,000-10,000 Wa in units of 10^-22 w/(m^2-cps)
**In units of particles/cm^2/sec or particles/cm^2 in free space (1m) x integrated intensities
***In units of rem (1 rem = 3.2 x 10^7 (particles/cm^2) x average specific ionization in units of 1.6 Mev)
important cosmic-ray event is almost equally likely to arise from a flare in the western or eastern hemisphere. However, a distinct northern hemisphere preference is noted.

The correlation between the peak RF emission in the frequency range between 3,000 and 10,000 Me/during the flares, and the size of the cosmic ray event at the earth is sufficiently good that we can use the values of this peak RF emission to make fairly useful statements regarding the integrated size of the cosmic ray event. If the peak RF emission in this range exceeds $10,000 \times 10^{-22} \text{w/m}^2\text{-cps}$, about 50 times normal, the integrated intensity of solar cosmic rays at energies above 30 Mev at the earth will generally exceed $10^8 \text{particles/cm}^2$ (i.e., exceed the average yearly integrated intensity of galactic cosmic rays). If the peak RF emission in this range exceeds $3,000 \times 10^{-22} \text{w/m}^2\text{-cps}$, the cosmic ray event will still be important and the integrated intensity of particles at energies greater than 30 Mev at the earth will usually exceed $10^7 \text{particles/cm}^2$. If the peak emission in this range is less than 1,000 to $2,000 \times 10^{-22} \text{w/m}^2\text{-cps}$, the cosmic ray event is usually not a major one.

Turning now to the characteristic intensity-time profiles of the solar cosmic rays as observed in the earth's vicinity, we see that the average initial delay from the time of the peak optical (and radio) emission until the first arrival of the isotropic component of solar particles at the earth (for particle energies above 100 Mev) is about 1/2 hour for flares in the western hemisphere and about 1-1/2 hours in the eastern. The average rise times for the particles with energies>100 Mev are 2-3 hours and 6-8 hours for the western and eastern hemispheres respectively. The onset and rise times
for the isotropic component of particles with energies above 30 Mev are longer by a factor of 2 in each event, but otherwise show the same characteristics.

A detailed examination of the rise-time characteristics for particles with energies above 100 Mev during a number of events reveals that this increase in solar particle intensity may be closely approximated by

\[ I = I_{\text{Max}}(E) e^{-t/t_R} \]

where \( t_R \) is the characteristic rise time and \( t \) is measured from the time of peak intensity \( I_{\text{Max}}(E) \) back to the time of the flare. In view of our previous statements \( t_R \) will be a function of the energy of the particles and also of the position of the flare on the sun.

The decay of intensity of the solar flare particles near the earth, like the onset characteristics, appears to be related in some lesser degree to the position of the flare on the sun. Thus, the time scales of the decays will be related to the time scales of the onsets just discussed, although there is not a strict one-to-one correspondence between these features. A detailed examination of the decay characteristics of a number of events reveals that the decay may be closely approximated by

\[ I = I_{\text{Max}}(E)e^{-t/t_D} \]

where \( t_D \) is the characteristic decay time which depends on the energy and probably to some extent also on the flare's location; and \( t \) is measured from the time of the peak intensity \( I_{\text{Max}}(E) \) to later times in the event. For particle energies greater than 100 Mev, \( t_D \) ranges from 10 to 20 hours in 15 of the 18 events in which it was possible to determine a characteristic decay time. There is some tendency for the longest characteristic decays to be associated with flares near the sun's east limb, and the three shortest decays, with
characteristic times less than 10 hours, are all associated with flares occurring near the west limb (and in active centers which had previously produced cosmic rays). Consequently, there is the aforementioned relation between $t_R$ and $t_D$. The average for the 18 events, considering particle energies greater than 100 Mev, is $t_D/t_R = 4$ with extremes from 1.5 to 6. The characteristic decay times for particles with energies exceeding 30 Mev are about twice as long as for particles with energies exceeding 100 Mev. A similar ratio for $t_D/t_R$ also exists for the lower energy particles, since $t_R$ for the latter is also twice $t_R$ for particles with energies greater than 100 Mev.

The utilization of the characteristically similar intensity-time behavior for events having widely differing peak intensities and occurring at different locations on the sun permits a fairly simple estimate of the total integrated intensities of particles with energies greater than 30 Mev and those with energies greater than 100 Mev in space near the earth. Thus for $J$, the total integrated intensity in an event, we have

$$J(>E) = \int_{-\infty}^{0} I_{\text{Max}}(>E) e^{-t/t_R} dt + \int_{0}^{\infty} I_{\text{Max}}(>E) e^{-t/t_D} dt$$

$$= (t_R + t_D) I_{\text{Max}}(>E),$$

The appropriate $I_{\text{Max}}(>E)$ is determined from the measured spectra in each event and a study of the variation of $I_0$ and the characteristic rigidity $P_0$ with time during the event. This data may be found in reference 4. We should point out that the $I_{\text{Max}}(>E)$ derived here are considerably lower than previous estimates, particularly at the lower energies. This is due to a number of
reasons - the main ones being - (1) the adaption of the exponential rigidity spectrum for the solar particles (2) the use of ionospheric parameters that predict a larger radiowave absorption for a given solar particle intensity - or conversely a lower solar particle intensity for a given (measured) radiowave absorption (reference 7) (3) the modification of the solar particle spectra deduced from balloon ascent measurements.

The total skin or free-space doses evaluated for each event depend only on the total integrated particle intensity/cm$^2$ and the average specific ionization (relative to the minimum ionization) of each particle. Meanwhile, the average specific ionization per particle depends on the characteristic rigidity describing the spectrum of the radiation. As we have noted, this characteristic rigidity varies over the course of a single event, being largest at earlier times and smallest at later times. However, an average value over the course of an event has been deduced and we use this value to obtain the average specific ionization per particle of the radiation. For $I_{\text{Max}} (>30 \text{ Mev})$, this specific ionization ranges from about 8 times minimum for characteristic rigidity ~ 50 MV to about 3 times minimum for characteristic rigidity ~ 300 MV, assuming the incident radiation to be composed of protons only. For $I_{\text{Max}} (>100 \text{ Mev})$ these values are ~ 4 times minimum and 2 times minimum respectively. (The minimum ionization is 1.6 Mev/gm-cm$^2$ in air or $2.6 \times 10^{-6}$ erg/gm-cm$^2$. Since one roentgen equals 83.7 ergs/gm of air, an integrated intensity of $3.2 \times 10^7$ particles/cm$^2$ of minimum ionization produces a dose of one roentgen.)

The total skin or free-space doses evaluated for each event are presented in Table I along the peak particle intensities >30 Mev and 100 Mev and the total integrated particle intensities over the entire event above these energies.
Summary of Solar Cosmic Ray Events in Relation to Dose Rates Obtained in Space

The main objective of this summary of solar cosmic ray events is, of course, to attempt an evaluation in general terms of the radiation hazard in space presented by these events. It seems reasonable to evaluate the hazard in terms of the integrated dose of galactic radiation, for this radiation forms an almost constant background in space - and one so penetrating that reasonable shielding considerations have little effect on the intensity of the radiation. The free-space galactic particle intensity varies from 1.5 particles/cm\(^2\)-sec near sunspot maximum to about 4 particles/cm\(^2\)-sec near sunspot minimum. The integrated weekly rates are thus roughly \(1 \times 10^6\) and \(2.5 \times 10^6\) particles/cm\(^2\) respectively; the yearly rates range from \(5 \times 10^7\) to \(1.2 \times 10^8\) particles/cm\(^2\). (Assuming an average specific ionization about 3 times minimum for these galactic particles, the integrated weekly dose ranges from 0.1 to 0.25 rad and yearly dose from 5 to 12 rad.)

In Table 2 the yearly integrated intensities of solar particles above 30 and 100 Mev are compared with the total integrated intensity of galactic particles for the years 1956-1961. Over this six-year period the integrated intensity of solar cosmic rays with energies greater than 100 Mev and greater than 30 Mev are respectively, about 2.5 and about 15 times the total integrated galactic intensity. Most of the solar cosmic ray intensity occurs during the three particular years 1956, 1959, and 1960. In fact, most of the solar cosmic ray intensity comes from the solar events associated with only three active centers; McMath Plage 3400 for the February, 1956 event; 5269 for July, 1959; and 5925 for November, 1960. The remaining events during this six year period contribute only 0.2 and 2 times the integrated galactic cosmic ray intensity above 100 Mev.
Table 2

Yearly Integrated Intensities of Solar Cosmic Rays
with Energies Above 30 and 100 Mev and of
Galactic Cosmic Rays

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of Events</th>
<th>Solar Cosmic Rays Integrated Intensity (particles/cm²)</th>
<th>Galactic Cosmic Rays Integrated Intensity (particles/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>30 Mev</td>
<td>100 Mev</td>
</tr>
<tr>
<td>1956</td>
<td>2</td>
<td>$7 \times 10^8$</td>
<td>$3.2 \times 10^8$</td>
</tr>
<tr>
<td>1957</td>
<td>4 or 5</td>
<td>$4 \times 10^2$</td>
<td>$1.0 \times 10^7$</td>
</tr>
<tr>
<td>1958</td>
<td>6</td>
<td>$7 \times 10^8$</td>
<td>$1.0 \times 10^7$</td>
</tr>
<tr>
<td>1959</td>
<td>4</td>
<td>$3.6 \times 10^8$</td>
<td>$3.4 \times 10^8$</td>
</tr>
<tr>
<td>1960</td>
<td>8</td>
<td>$2 \times 10^9$</td>
<td>$5.0 \times 10^8$</td>
</tr>
<tr>
<td>1961</td>
<td>5</td>
<td>$3.2 \times 10^9$</td>
<td>$6.0 \times 10^7$</td>
</tr>
<tr>
<td>TOTAL</td>
<td>30</td>
<td>$7.2 \times 10^9$</td>
<td>$1.2 \times 10^9$</td>
</tr>
</tbody>
</table>

and 30 Mev respectively. A study of the smaller events not individually listed here reveals that, even if the frequency of these events is 20 to 30 a year, the integrated yearly intensity of solar cosmic rays with energies greater than 30 Mev from these events is not likely to exceed that from galactic cosmic rays. Thus we can state that during a time scale of one year - neglecting the three largest events - the integrated intensities of solar cosmic rays with energies above 30 Mev and of galactic cosmic rays are comparable; and with a reasonable minimum shielding of only 2 to 3 gm/cm² the yearly average dose from solar cosmic rays is less than that from galactic cosmic rays (i.e., less than 12 rad).
Thus, the problem of radiation exposure from solar cosmic ray outbursts would reduce to the problem of such exposure from the few largest events. The total integrated dose from these events may present a problem, the seriousness of which depends on the amount of shielding - as can be seen from the doses due to particles with energies above 30 and 100 Mev (Table 1). The two largest sequence of events, those of July 1959 or November 1960 produced integrated skin doses from particles with energy \( \sim 30 \) Mev of \( \sim 450 \) rad and \( 300 \) rad respectively. Such would be the doses under slightly more than \( 1 \text{ g/cm}^2 \) of shielding. For \( 10 \text{ g/cm}^2 \) shielding corresponding to particles \( 100 \) Mev the doses would have been \( \sim 40 \) rad and \( 45 \) rad respectively for these "most dangerous" events.

The statistics relating to the frequency of occurrence of the largest events are, of course, very limited - 6 events in 6 years, or an average of one event every year producing a dose \( \sim 100 \) rad (or 3 events producing a dose \( \sim 200 \) rad) during six years from particles \( \sim 30 \) Mev. Only one of these events would have been observable by the techniques used prior to 1950, when four events were recorded in about 10 years of observation. If we assume then that the techniques in operation during this period could detect one out of three events of truly major importance, about 12 such events may have occurred during the 10 year period. These considerations are undoubtedly crude but they are the best available at present. Combined with the recent, more definitive data, they suggest that on the average of once every year an active region appears that will ultimately emit one or more major cosmic ray bursts. Although dozens of smaller events may occur during such a period, they are relatively unimportant in consideration of the overall integrated solar cosmic ray intensity.
It is quite certain that the appearance of active regions producing major cosmic ray bursts is not strongly correlated with the maximum in the eleven-year cycle of solar activity. During the recent maximum, 1957-58, no such major cosmic ray bursts were recorded, and the yearly integrated solar cosmic ray intensities at energies greater than 30 and 100 Mev were lower than for adjacent years of lower solar activity. From the limited number of large events available for study it appears that they are most frequent during periods of increasing and, particularly, decreasing solar activity, with the periods near maximum and minimum relatively free from such events. In other words, in periods of increasing or decreasing solar activity the frequency of potentially dangerous cosmic ray outbursts may be greater than one per year and, in periods near maximum or minimum, less than one per year.
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Introduction

Having Dr. Webber's previous paper as an excellent summary of the general properties of solar cosmic rays, this report can begin at once with the treatment of one particular aspect of these solar particles, namely their composition.

The energetic solar particles arriving at the earth after some major disturbances on the sun are known to consist primarily of hydrogen nuclei. There are, however, smaller quantities of other nuclei which appear to be present in every event, since every time an observation has been made in the appropriate energy range they have been seen when the general intensity of the event was sufficiently high to expect to be able to detect them on the basis of their abundances in other events. In addition, there is also some relatively limited knowledge on electrons and γ radiation. Within the scope of the present incomplete knowledge, then, the relative abundances of these less plentiful components, namely helium nuclei, heavier nuclei, electrons, and γ-rays, will be given.

Helium Nuclei

Beginning with helium, the second most abundant nuclear species, it is realized at once that care must be taken in how the helium to proton ratio is defined. Firstly, since these two nuclear species have different charge to mass ratios, they will not have the same rigidity if they have the same velocity and momentum. Secondly, the rigidity, \( R \), is defined by the equation 

\[ R = \frac{Z e P}{c} \]

where \( c \) is the velocity of light, \( P \) is the total momentum, and \( z \) is the charge, in units of the proton charge.
the same velocity. For example, a helium nucleus with a total kinetic energy of 200 MeV. has the same energy per nucleon as a proton of 50 MeV., but the same rigidity as a proton of 187 MeV. Further, an examination of the particle spectra as a function of energy per nucleon, rigidity, or possibly other variables must be made to determine whether or not they have the same or different spectra.

Because protons and helium nuclei that are in the same energy per nucleon interval, or equivalently the same velocity interval, also are in the same particle range interval, it seems worthwhile to look at the energy per nucleon spectra first since for shielding purposes range is the most significant parameter. In general, the helium nuclei spectrum has a steeper slope than that of the protons. This feature has been seen on several occasions\(^2,3,4\), every time a measurement was possible. Typical examples\(^3\) are shown in figs. 1 and 2. On the other hand when the spectra are plotted in terms of rigidity, \(R\), they are always found to be similar.\(^2,3,4,5\) A typical example of similar rigidity spectra\(^3\) is shown in figure 3.

Webber and Freier\(^5\) have shown that proton spectra can be represented very

\(^5\)Drs. Biswas, Freier, Ney, and Stein have made many measurements which are summarized in P. S. Freier and W. R. Webber, "Exponential Rigidity Spectra for Solar Flare Cosmic Rays", submitted to J. of Geophys. Research
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FIG. 1: Energy spectra for solar particles at 1840 U.T., NOV. 12, 1960.³
FIG. 2: ENERGY SPECTRA FOR SOLAR PARTICLES AT 1603 U.T., NOV. 12, 1960.
well in general by an expression of the form

$$\frac{dJ}{dR} = J_0 \exp\left(-\frac{R}{R_0}\right)$$  \hspace{1cm} (1)$$

where $\frac{dJ}{dR}$ is the differential rigidity flux and $J_0$ and $R_0$ are constants. Further, since the helium nuclei have the same shape this expansion will also represent the helium nuclei with the same $R_0$, but a different $J_0$.

When proton to helium ratios are compared, however, it is found that, although the helium and hydrogen nuclei seem to have the same rigidity spectrum, the ratio of the two components in the same rigidity interval varies greatly from one event to another and at different times in one event. For example, at approximately MV rigidity, the proton to helium ratio has varied from $\geq 50:1$ to 1:1. A list of some of the ratios that have been observed by Biswas, Freier, Ney, Stein, Fichtel, Guss, and Waddington is given in Table I. A more complete list can be found in the indicated references. It should perhaps be noted that not all of the data in Table I correspond to the same rigidity interval; however, since the rigidity spectra are the same, it seems justified to compare all of the ratios listed, especially since the rigidity intervals are not very different.

On the other hand, there is now some evidence to indicate that for a given velocity interval the proton to helium ratio is similar in each event, although not exactly the same. In this case, however, the interval must be specified since the ratio of the hydrogen to helium nuclei varies with energy per nucleon. The proton to helium ratio is typically bound
to vary from about twenty at 40 MeV./nucleon to a few hundred at 120 MeV./nucleon. These ratios are not exactly the same from one event to another or even with time in an event, but the limited data available does seem to indicate that they are typical.

Heavy Nuclei

Turning now to the heavy nuclei, that is those with a nuclear charge greater than three, present evidence indicates that the energy per nucleon spectra of the various multiply charged nuclei are the same. Further, since all of the multiply charged nuclei of interest have essentially the same charge to mass ratio, if their energy per nucleon spectra are the same their rigidity spectra will be also. These features are shown for typical cases in figures 1, 2, and 3. The relative abundances among the heavy nuclei taken in the same energy per nucleon intervals have been found to be the same each time a measurement was made, namely five times in two events. The helium to medium nuclei ($6 \leq Z \leq 9$) ratio has been measured in three events and found to be the same each time within uncertainties. The composition for the same energy per nucleon intervals is given in table II below with a base of ten having been chosen for oxygen. It is seen that the medium nuclei are the most abundant among the heavy group and are about one-sixtieth as abundant as helium. Notice also in table II that the abundances are similar to those in the sun and different from those of galactic cosmic rays.

Although the heavy nuclei are easily stopped because they are of very low energy and high charge, they should perhaps not be completely ignored.
TABLE I

PROTON TO HELIUM RATIOS IN THE SAME RIGIDITY INTERVALS

<table>
<thead>
<tr>
<th>Time</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>~ 1200 U.T., July 11, 1959&lt;sup&gt;5&lt;/sup&gt;</td>
<td>1.4 ± 0.2</td>
</tr>
<tr>
<td>~ 1800 U.T., July 12, 1959&lt;sup&gt;5&lt;/sup&gt;</td>
<td>5.0 ± 0.8</td>
</tr>
<tr>
<td>~ 2130 U.T., May 5, 1960&lt;sup&gt;5&lt;/sup&gt;</td>
<td>≥ 50</td>
</tr>
<tr>
<td>~ 1400 U.T., Sept. 3, 1960&lt;sup&gt;5&lt;/sup&gt;</td>
<td>31</td>
</tr>
<tr>
<td>~ 2000 U.T., Sept. 4, 1960&lt;sup&gt;5&lt;/sup&gt;</td>
<td>19</td>
</tr>
<tr>
<td>1840 U.T., Nov. 12, 1960&lt;sup&gt;5&lt;/sup&gt;</td>
<td>5 ± 1</td>
</tr>
<tr>
<td>1603 U.T., Nov. 13, 1960&lt;sup&gt;5&lt;/sup&gt;</td>
<td>1 ± 0.2</td>
</tr>
<tr>
<td>1951 U.T., Nov. 16, 1960&lt;sup&gt;4&lt;/sup&gt;</td>
<td>1.7 ± 0.5</td>
</tr>
<tr>
<td>0339 U.T., Nov. 18, 1960&lt;sup&gt;4&lt;/sup&gt;</td>
<td>1.7 ± 0.5</td>
</tr>
<tr>
<td>~ 1630 U.T., July 18, 1961&lt;sup&gt;8&lt;/sup&gt;</td>
<td>6 ± 1</td>
</tr>
</tbody>
</table>

TABLE II

RELATIVE ABUNDANCES WITH A BASE OF 10 FOR OXYGEN

<table>
<thead>
<tr>
<th>Nuclei</th>
<th>He</th>
<th>Li,Be,B</th>
<th>C</th>
<th>N</th>
<th>O</th>
<th>F</th>
<th>Ne</th>
<th>11 ≤ Z ≤ 18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar Cosmic Rays*</td>
<td>1100</td>
<td>&lt; 0.2</td>
<td>6</td>
<td>≲ 2</td>
<td>10</td>
<td>&lt; 0.3</td>
<td>1.5</td>
<td>1.3</td>
</tr>
<tr>
<td>Sun +</td>
<td>?</td>
<td>&lt; 0.01</td>
<td>6</td>
<td>1</td>
<td>10</td>
<td>&lt; 0.01</td>
<td>?</td>
<td>1</td>
</tr>
<tr>
<td>Galactic Cosmic Rays*</td>
<td>360</td>
<td>11</td>
<td>18</td>
<td>≲ 8</td>
<td>10</td>
<td>≤ 1</td>
<td>3</td>
<td>9</td>
</tr>
</tbody>
</table>

*The uncertainty in the values in this line varies from 10% to about 30%.

+The uncertainty in the values in this line is of the order of a factor of 1.5 to 2.
if relatively thin shields will be used. For example, the flux of medium nuclei that would penetrate 2 gm/cm$^2$ of aluminum was nearly $10^3$ particles/(m$^2$.sr.sec.) for more than a day in the Nov. 12, 1960 event, and all of them would be of the low energy, or "ending", variety.

At a few times for periods of the order of ten to twenty minutes, Kurnosova et al$^6$ have seen increases in the counting rate of the higher dE/dx channels of their Cerenkov detectors flown on satellites which they interpret as short term increases of relativistic heavy nuclei associated with solar disturbances. These increases, however, represent an integral particle flux which is quite small compared to the daily average of relativistic heavy nuclei in the same charge region, and, therefore, they do not need to be considered as an additional hazard.

**Electrons**

We come now to the next component, electrons. The abundance of very energetic electrons is expected to be small due to the high rate of energy loss by synchrotron radiation at large relativistic energies; so, even if there were large numbers of these energetic electrons initially, they would soon lose their energy.

Although the flux of very energetic solar electrons is known to be relatively small, appreciably less than the proton component, positive

---

evidence for electrons does exist for at least one event. In this case, the flux of electrons greater than 100 MeV. was only 0.04 el./(cm$^2$ sr sec), or a few percent of the proton flux in the same kinetic energy region.

Relatively large fluxes of low energy electrons, kinetic energy < 1 MeV., have also been seen on occasions. Hoffman et al$^8$ saw $3 \times 10^6$ el/(cm$^2$ sr sec) between 10 and 35 KeV. for about ten minutes on Sept. 30, 1961, associated approximately with the arrival of the sudden commencement. Except for that period the flux was less than the detectable limit of $2 \times 10^5$ el/(cm$^2$ sr sec).

$\gamma$-Rays

At the present time, the information on high energy electromagnetic radiation is very limited. There have been at least two events observed in which the energy flux was estimated to be of the order of $10^7$ ev/(cm$^2$ sec) for less than five minutes, with the average kinetic energy in the range of 20 to 500 KeV.$^9,10$ Several other events with a smaller total

---


$^9$L. E. Peterson and J. R. Winckler, J. of Geophys. Research 64, 697 (1959)

energy flux above 20 KeV have also been observed.\textsuperscript{11,12} All of the events seem to be of short duration, although in some cases the period of observation was not long enough to permit a determination of the length of the event. The shape of the energy spectrum seems to vary appreciably from one event to the next. There have also been several negative results, that is cases where \(\gamma\)-rays were not detected although a rather large flare was seen on the sun.

\textsuperscript{11}K. A. Anderson and J. R. Winckler, J. of Geophys. Research 67, 4103 (1962)
INTRODUCTION

This paper attempts to present a time history of the intensities and energies of solar cosmic ray particles detected at or near the earth. Ideally it would be desirable to show the complete energy spectrum of the proton component in these events as a function of time. Upon consideration of the incomplete information and uncertainties involved in the measurements, however, we see that this can only be done approximately. Regions of time and energy which have not been adequately surveyed can be described only by interpolation and, to some extent, by extrapolation. The goal is to remain within a factor of 2 of the real intensity at all times. Frequently the accuracy attained is very much better.

This survey begins with the event on February 23, 1956 — the first one for which there is an estimate of both the low and high energy flux components. All of the largest events from that date to the present and some of the smaller ones for which particularly complete data are available have been selected for examination. All events for which there was a riometer reading in excess of 10 db (indicating a particle flux greater than about 600 particles/cm²-ster-sec for particles with energies above 20 Mev) have been included. Also any event with a high energy component sufficiently large to be detected on the neutron monitor has been studied. Events for which less than 10 db of absorption was detected on the riometer and no detectable neutron monitor increase was observed have, in general, been included only if there were other data from detectors flown on balloons and satellites.

The description of the various detectors used to study the solar particles will be followed by a discussion of the individual events in order to emphasize the interesting features and the variety of geophysical effects occurring from time to time. The descriptions will be followed by diagrams giving the integral flux as a function of time above specified energies and energy spectra at various times during the event. Finally, an imaginary event will be presented which is just large enough to include all the types of events observed.

* Reprinted from Goddard Space Flight Center External Document Number X-611-62-122
DETECTORS

The Riometer

The riometer measures the signal strength of extraterrestrial radio noise (References 15 and 16). During solar particle events the bombardment of the earth by energetic charged particles increases the electron density in the upper atmosphere causing absorption of the extraterrestrial noise and a consequent decrease in the signal measured at the ground (Reference 17). The particles primarily responsible for this absorption are protons in the 20-200 Mev kinetic energy range. Owing to the earth's magnetic field these particles can enter only at high latitudes; hence, this phenomenon is termed polar cap absorption (PCA). Thus at high latitudes, a riometer permits continuous monitoring of the intensity of protons in this energy range.

Magneto-ionic theory shows that, if the riometer observation frequency, \( \nu \), is much greater than both the critical frequency of the ionosphere and the longitudinal component of the magnetic gyrofrequency, the absorption for a vertically incident plane wave is found by integrating the following equation over the height of the ionosphere:

\[
A = 0.46 \int \frac{N\nu}{\nu^2 + \omega^2} \, dh , \tag{2-1}
\]

where \( A \) is the absorption in décibels, \( N \) the electron density, \( \nu \) the electron collision frequency, and \( h \) the altitude in centimeters. The electron density at any height is related to the electron production rate \( q \) by the equation

\[
N = q^{1/2} \left[ (1+\lambda) a_e \right]^{-1/2} , \tag{2-2}
\]

where \( a_e \) is the effective recombination rate for electrons and \( \lambda \) is the negative-ion to electron ratio. By substitution of Equation 2-2 into Equation 2-1, we then get the following equation.

\[
A = 0.46 \int q^{1/2} \left[ \nu^2 - \omega^2 \right]^{-1}(1+\lambda)^{-1/2}a_e^{-1/2} \, dh . \tag{2-3}
\]

During a PCA event, the electron production rate at any altitude is directly proportional to the total rate of energy loss by ionization of solar protons at that altitude. Equation 2-3, then, is a relation between the absorption measured by a riometer and the intensity and energy spectrum of the particles causing the PCA. For spectra of the same shape Equation 2-3 also predicts that the absorption in décibels is directly proportional to the square root of the particle intensity, provided the quantity in the brackets is independent of \( q \).
During the daytime this is indeed the case to a high degree of accuracy, but there is a somewhat important dependence of $\lambda$ on $q$ during times of darkness.

Because of the photo-detachment effect of sunlight on the ionosphere, the absorption during a PCA is much stronger during the day than at night. A calculation by Reid (Reference 18), based on currently accepted values for the atmospheric parameters, yields a value of about 3 for the ratio of day to night absorption at an observing frequency of 30 Mc for a particular spectrum shape. Observations indicate that the average ratio is about 4, but that it can vary considerably and is sometimes as large as 10 or 12. The riometer provides its most useful information during the daylight hours and conversion of nighttime absorption readings to effective daytime absorption readings must be approached with some caution.

By the nature of its response, the riometer absorption is a function of geomagnetic latitude. However, the riometer records from College, Alaska; Churchill, Canada; and Thule, Greenland, generally show approximately the same absorption, though the cutoff energies for protons calculated by Quenby and Webber (Reference 19) are 113, 6.4, and approximately 0 Mev., respectively. Here it was assumed that the absorption from these stations was equivalent, and absorption values from stations other than Churchill were used when needed.

In order to calculate the expected absorption during a PCA the particle spectrum, intensity, and directionality must be known. The radiation causing the PCA is generally assumed to be isotropic over the upper hemisphere; and this is a good approximation a few hours after the flare causing the event. The electron production rate must be determined from the spectrum shape and intensity, and Equation 3 integrated. This has been done by a number of authors (References 17, 18, and 20) for specific times in specific events where some spectral details have been determined experimentally.

To find the spectral shape and intensities of solar particles from the observed absorption is a more ambiguous process, and several assumptions must be made. A calculation by Brown and Weir (Reference 20) shows that for protons with energies greater than 100 Mev, the predicted absorption is very insensitive to the shape of the energy spectrum and depends primarily upon the particle intensity. A similar calculation by Bailey (Reference 17) indicates that the same is true for particles in the energy range between 20 and 100 Mev. For protons with energies at the top of the atmosphere less than about 20 Mev the effectiveness for producing absorption is a rapidly decreasing function of energy, because protons of these energies ionize primarily at altitudes where the electron collision frequency is small.

From a series of rocket shots during PCA's in the fall of 1960 the energy spectra and intensities of protons were obtained down to energies below 20 Mev for a variety of riometer absorption intensities (References 21 and 22). The results indicated that for these events, the shape of the energy spectrum does not remain constant to very low energies. If the shape
of the energy spectrum is expressed by means of a power law

$$dN(E) = CE^{-\gamma}dE,$$  \hspace{1cm} (2-4)

then the exponent $\gamma$ is a decreasing function of energy. Because of this and the fact that protons with energies below 20 Mev are less effective in producing absorption, it was assumed that the absorption at the times of the rocket shots was determined by the intensity of particles with energies greater than 20 Mev. The proton intensity at energies greater than 20 Mev is plotted against the observed absorption on the 30 Mc riometer at Churchill in Figure 2-1. This curve was subsequently used to obtain the PCA-determined particle intensities for the other events studied here. The extremum lines shown in Figure 2-1 indicate the uncertainty in the riometer readings alone and do not reflect the uncertainty in the resulting particle intensities, which is estimated to be about a factor of 2.

The shape of the energy spectrum for most solar particle events shows that the primary contribution to the absorption is from protons in the energy range below 100 Mev, since the

![Figure 2-1—Proton flux versus riometer absorption](image-url)
particle intensity above this energy is negligible by comparison, except for times early in
the events. If the energy spectrum at higher energies is known, a knowledge of the absorp-
tion data makes it possible to show something of the nature of the spectrum as well as the
intensity below 100 Mev. For example, the proton flux was measured during the daylight
hours of July 13, 1961 by nuclear emulsions on a balloon flight at Churchill. The intensity
with energies above 78 Mev was 1.6 P/cm\(^2\)-ster-sec, and between 78 and 230 Mev \(\gamma = 5.5 \pm 0.3\).
Extrapolating this spectrum back to 20 Mev would result in an intensity \(7.9 \times 10^2\) P/cm\(^2\)-
ster-sec which, from Figure 3, corresponds to an absorption of 11 db. However, the ob-
served absorption on the 30 Mc polar riometer at Churchill was equal to or greater than
15 db during the entire flight, while that on the 27.6 Mc riometer at College varied from 14.5
to 17.5 db. This indicates that the shape of the spectrum did not change appreciably down
to energies below 20 Mev. It must be noted that, although particles below 20 Mev become
increasingly less effective at producing absorption, there would be 16 times as many par-
ticles between 20 and 10 Mev as there are above 20 Mev if \(\gamma\) did not decrease with energy.

The interpretation of riometer absorption in terms of particle intensities is compli-
cated by two other problems: the superposition of auroral absorption upon the PCA; and the
occurrence of anomalous but real changes in absorption.

At stations within the auroral zone riometers show auroral absorption as well as the
PCA. College lies near the maximum of the auroral absorption zone, and Churchill at the
northern edge. Usually the auroral absorption can be at least partially eliminated since it
appears as absorption spikes superposed upon the generally smoothly varying PCA. Lein-
bach and Reid (Reference 23) suggested that the PCA is best represented by the minimum
absorption recorded over a period of several hours when auroral absorption is present.

During a number of PCA events anomalous decreases of absorption have been observed
immediately following a sudden commencement. These have been discussed by J. Ortner,
et al. (Reference 24). Leinbach (Reference 25) has also noted the occurrence, on some occa-
sions, of mid-day recoveries at College, and on at least one occasion this phenomenon was
observed at Churchill. These seem best attributed to local changes in the geomagnetic cutoff
or local changes of the characteristics of the absorption layer rather than to a change in
the intensity of the particles causing the event.

Increases in absorption have also been observed near the time of a sudden commence-
ment (Reference 24). Recently, it was found that the sudden increase in absorption imme-
diately preceding a sudden commencement following the flare of September 28, 1961 was co-
in cident with an increase in the intensity of very low energy particles as observed by the
satellites Explorer XII (Reference 27) and Injun I (Reference 3) (1961 v and 1961 s2,
respectively).

In general, it is assumed herein that the PCA is a smoothly varying function of time,
although a sustained increase in absorption following a sudden commencement is interpreted
as an increase in particle intensity. "Spikes" are generally interpreted to be auroral absorption or due to local manipulation of the ionization causing the absorption rather than actual fluctuations in particle intensity.

In calculating particle intensities, the daytime values of absorption from the 30 Mc riometer at Churchill were used whenever possible. During periods of particular interest a factor of 4 was used to convert nighttime absorption to effective daytime absorption unless this procedure seemed unreasonable. At several periods of importance the absorption records from College, Barrow, and Thule were used. These riometers record a higher absorption before saturating than does that at Churchill. In all cases it was assumed that there was no effective cutoff operating at any of these stations.

Webber (Reference 3) has also calculated particle intensities from riometer records for several events. The absorption for a 30 Mc riometer and for a differential rigidity* spectrum of the form

\[ dN(R) = CR^{-6} dR \]  

(2-5)

was calculated in a manner similar to that of Bailey (Reference 17) but with the more recent values for the atmospheric constants. He then used these curves to calculate the particle intensities as a function of time for a number of PCA events. In Figure 2-1, the transformation from db to particle intensities agrees quite well with the values obtained by Webber and the differences in particle intensity are results of differences in interpretation of the absorption. The most notable difference occurs for the event of February 23, 1956. Before the sudden commencement Webber assumed a proton cutoff of 113 Mev at College, Alaska. In this paper, we assume that there is no effective cutoff at College and that the absorption increase following the sudden commencement is attributable to an increase in very low energy particles similar to that observed on September 28, 1961.

The Neutron Monitor

The neutron monitor (Reference 28) consists of an extensive structure in which BF\(_3\) neutron proportional counters are surrounded by an arrangement of lead and paraffin blocks. A high energy proton or neutron passing through this lead has a high probability of undergoing an interaction similar to a *star* in a nuclear emulsion; and some of the reaction products will be neutrons. These neutrons are slowed down in the paraffin by collisions with hydrogen nuclei, which are then detected by the counters. Thus the detected particles are, for the most part, secondaries to the nucleonic component of the cosmic radiation at sea level. Consequently, the neutron monitor is more sensitive to primary particles of rigidity in the range 1 to 2 Bv than any other sea level monitor. The neutron method of detecting cosmic ray intensity

* Rigidity is defined by the equation \( R = pc/z \), where \( R \) is the particle rigidity, \( p \) its momentum, \( z \) its charge, and \( c \) the velocity of light.
changes also has the advantage that the necessary corrections for meteorological effects can be made accurately, as cannot be done, for instance, with a meson detector.

We can write (Reference 29), the following relation between the counting rate of a monitor and the primary spectrum:

\[ N(R, x, t_0) = \int_{R_0}^{\infty} S(p, x) \frac{dJ(R, t)}{dR} \, dR. \]  

(2-6)

Here the counting rate—a function of rigidity, time, and the depth of the detector in the atmosphere—is obtained from the primary differential spectrum \( J \) by multiplying \( dJ \) for a rigidity interval \( dR \) by a function \( S(p, x) \), and integrating over a range of rigidity from \( R_0 \) to infinity. The quantity \( S \), called the specific yield function, gives the number of secondary particles detected in a neutron monitor at any given atmospheric depth as a function of primary particle rigidity. It depends upon the composition of the primary radiation, and henceforth we shall assume that this remains constant. \( R_0 \), the lowest primary rigidity incident at the top of the atmosphere, is a function of the geomagnetic coordinates of the detector. Atmospheric absorption causes \( S \) to go to zero for \( R \) less than about 1 Bv independently of the influence of the earth's magnetic field. In Figure 2-2 \( S \) is plotted in terms of \( R \).

Thus, if particles in the rigidity range from about 1 Bv upwards are isotropically incident upon the earth, a network of neutron monitors set up at points with known \( R_0 \) permits something to be learned about their energy spectrum, since \( S \) is known. This situation is complicated by at least two effects. If the source of the particles is localized in space in a region surrounding the sun, for example, we cannot assume in general that the particles are incident isotropically. In fact, anisotropic incidence usually occurs early in the solar event; later isotropy can usually be assumed. An intense magnetic storm can change the magnetic threshold rigidity \( R_0 \) and this must also sometimes be taken into account.

The motion of particles toward the earth from the sun has been studied by many authors (References 30 and 31), and we now have a fair knowledge of the effects which occur. These are discussed in detail in Chapter 3.
In Figure 2-3 the times of these events are superimposed upon a plot of smoothed sunspot numbers (Reference 32). Even making allowance for the increase in the number of detecting stations during the past solar cycle it seems, in contrast to the PCA, that there is a definite tendency for flares producing a large flux of particles in the Bv rigidity range to occur during the increase and decrease of sunspot activity rather than during the maximum. At present there is no explanation for this tendency.

Using the neutron monitor record we can determine easily the percentage increase in the rate at any time during an event. The background rate is caused by the galactic cosmic rays which are always incident upon the earth. If we use the known spectrum of these particles and the specific yield functions*, we can obtain from Equation 2-6 a quantity proportional to the rate due to particles having rigidities above $R_0$. A similar calculation made with various assumed or measured spectra for the flare particles gives a quantity proportional to the additional rate due to flare particles. A difficulty arises in that the primary spectrum varies with time over the solar activity cycle (References 33 and 34) but an approximate correction can be made for this. Various relevant assumed spectra and threshold rigidities have been employed in Table 2-1 to show the intensity increase required above rigidity $R_0$ (in units of the normal cosmic ray background above $R_0$) to double the counting rate of a neutron monitor. We shall use these figures and the primary spectrum variations to deduce intensities in the rigidity range from the observed counting rate increases. By using the figures in the second column for interpreting rate increases of neutron monitors situated at points where the

*Obtained by using the revised specific yield function $s^*$ in Figure 2-2.
Table 2-1

The Radiation Increase Required above Rigidity $R_0$ (in Units of Normal Cosmic Ray Background above $R_0$) to Double the Counting Rate of the Neutron Monitor

<table>
<thead>
<tr>
<th>Differential Spectral Exponent</th>
<th>$R_0 = 1$ Bv</th>
<th>$R_0 = 2$ Bv</th>
<th>$R_0 = 3$ Bv</th>
<th>$R_0 = 5$ Bv</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>10</td>
<td>17</td>
<td>24</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>31</td>
<td>62</td>
<td>160</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>45</td>
<td>130</td>
<td>—</td>
</tr>
</tbody>
</table>

cutoff rigidity is less than 1 Bv, we make the assumption that they are not affected by the additional particles present. Thus a 5 percent increase in the rate of a high latitude neutron monitor ($R_0 = 1$ Bv) indicates, if the incident spectrum is $1-p^4$, an incident flux of $0.05 \times 13 \times J_0 = 0.05 \times 13 \times 0.23$ (in February 1956) = $0.150/cm^2$-sec, in addition to the background above 1 Bv. The minimum increase that can be detected with certainty is less than 5 percent, and probably about 2 percent. This figure depends to some extent on the monitor involved and upon geophysical conditions. For example a confusing situation might arise if the increase in flux occurs during a Forbush decrease. At such times the diurnal variation in rate becomes large and irregular in phase and might conceivably obscure a slow change due to solar emitted particles.

The procedure outlined above for determining the intensity of particles away from the earth, requires two approximations. First, there is the question of the primary spectrum referred to above; and second, the specific yield function has been extrapolated from 2 Bv to 1 Bv – a region of critical importance with steep spectra. In deducing the spectra the assumption is made that the intensity of the radiation in the asymptotic cones of acceptance is the same; this is difficult to check, but probably true. It seems likely that the intensities given here are accurate to at least a factor of 2. The largest contribution to the error arises from the uncertainty in the knowledge of the spectral exponent.

Direct Primary Particle Detectors

Some information on solar cosmic rays has been obtained directly from particle detectors flown on balloons, sounding rockets, and satellites. Balloon borne experiments have provided valuable information on the intermediate energy interval (between approximately 80 and 500 Mev) for protons. The lower limit of the energy interval is determined by the air cutoff – usually of the order of 6 gm/cm². The upper energy limit is set by the difficulty of obtaining anything but an integral flux above that energy with the detectors used and the fluxes observed.
The detectors used on these flights can be divided into three very broad groups: nuclear emulsions; simple omnidirectional or wide-angle counters; and complex electronic systems including both a small solid angle and fine energy discrimination. Nuclear emulsions have the advantage of yielding an excellent energy spectrum and permitting one to determine the charge composition, but have the disadvantage of not providing time variation information throughout a flight. Simple counters do provide time resolution, when other factors such as balloon altitude variations are not present; but it is difficult to deduce good quantitative flux values because of the absorber variation as a function of solid angle and, in some cases, the lack of sufficient knowledge about the energy spectrum. However, an estimate of the energy spectrum can sometimes be obtained by observing the counting rate as a function of altitude during ascent and by using atmospheric absorption information. In addition, for some flights, nuclear emulsion data exist for a time interval included in the counter record and may therefore be used as an absolute flux calibration for the counting rates. Unfortunately, there have been only a few balloon flights with electronic experiments capable of energy resolution, so information from this source is limited.

For balloons flown where the geomagnetic particle rigidity cutoff is normally greater than that caused by the residual atmosphere, there is the additional problem of time dependent magnetic field effects, which permit varying percentages of the total particle flux to reach the detector. At the present, it is not possible to construct a model, based upon existing data, which gives the actual percentages of transparency as a function of energy and time in the event. In practice, fortunately, at Minneapolis, where many of the measurements were made, the cutoff often seems either to be the same as during geomagnetically quiet times or not to exist for energies greater than the air cutoff. However, this difficulty has limited the degree to which the proton energy spectra of solar cosmic ray events can be described in quantitative detail.

Sounding rockets with recoverable payloads provide a means of studying these events above the earth's atmosphere with both electronic counters and nuclear emulsion techniques. Data from these payloads provide information on the proton energy spectrum down to a fraction of an Mev, and detailed charge composition measurements exist for three of the events to be included in the present analysis. This method provides only a sampling of the radiation at a few times during the event; however, it does help to calibrate those instruments which do record time variations, such as the riometer.

Finally, electronic experiments in satellites outside the Van Allen belts can give a detailed time history of the energy spectrum down to very low energies. However, not until Explorer XII was launched on August 15, 1961 did such a system exist; and at present, data giving the detailed history of the proton energy spectra are available only for the September 28, 1961 event. Previous satellites have provided integral fluxes above an energy cutoff, determined from the counting rate of a single detector under a known amount of material. These results have been used in developing the history of several of the events discussed in this report.
From several of the previously mentioned sources, it has been determined that protons are by far the most abundant nuclei in these events. In the same energy/nucleon interval (and hence the same range interval), helium nuclei are less abundant than hydrogen nuclei by a factor of 20 or more. Nuclei with a charge greater than 3 are more scarce than protons in the same energy/nucleon interval by a factor of a few thousand at low energies (40-100 Mev) and probably by a larger factor at higher energies.

**HISTORY AND ENERGY SPECTRA OF EVENTS**

In the diagrams of spectra presented here a solid curve indicates that the detailed energy spectrum has been obtained directly. A dashed curve indicates an interpolation between these data and the integral flux at 20 Mev deduced from PCA measurements. In the time variation curves a solid line represents the particle intensity greater than 20 Mev; a dotted portion of the curve represents an extrapolation, and a blank space represents a portion for which a reasonable interpolation could not be made. This time variation curve normally was obtained from riometer results which were generally in agreement with satellite data at those times when a valid comparison could be made. The only exception is the latter portion of the May 4, 1960 event, for which information from a satellite-borne counter was available, but no riometer data. A dashed curve represents neutron monitor results, and a dot-and-dash curve represents the variation of intensity above 100 Mev. The zero of time represents the time of the beginning of the flare, and it should be noted that there is a change of scale at 12 hours.

0331 UT February 23, 1956

The February 23, 1956 flare produced the largest intensity of particles yet observed in the Bv range. However, the riometer observations show that the intensity of low energy particles was an order of magnitude smaller than in many other solar particle events (Figure 2-4). There is only a single counter measurement (Reference 35) indicating an intensity at Minneapolis (threshold 0.81 Bv) 4-5 times normal at 2030 UT on the 23rd.

A great deal of work has been done on the neutron monitor observations of this event, and we shall summarize these with a view to finding the intensity, the spectrum, and their variation with time. The spectrum of particles at various times has been derived by examination of the latitude effect (Table 2-2).

Pronounced impact zone effects were seen during the first 10 minutes of the event (References 37 and 38) but isotropy may be safely assumed for much later times after 0400, at least in space close to the earth. The first spectrum refers to the direct radiation; that is to say radiation received in the primary impact zone, which covered most of

*It must be remembered that a very high intensity of particles with energy below 20 Mev can appreciably increase the riometer absorption. In such cases the particle intensity as deduced from Figure 2-1, if interpreted as an integral intensity above 20 Mev must be considered as an upper limit. The events of April 29, 1960 and May 6, 1960 are probably examples of this effect.*
Table 2-2
February 23, 1956 High Energy Observations

<table>
<thead>
<tr>
<th>Source</th>
<th>Energy Threshold</th>
<th>Time from Flare</th>
<th>Diff. Rigidity Spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pfotzer</td>
<td>1 Bv</td>
<td>20 min.</td>
<td>p⁻⁴</td>
</tr>
<tr>
<td>Simpson</td>
<td>1.6 Bv</td>
<td>2 hr. 20 min.</td>
<td>p⁻⁶</td>
</tr>
</tbody>
</table>

Europe at the time. The storage region was not filled up at that time, but the steeper spectra observed later refer to radiation stored in that region. If we now apply our results to these observations, we arrive at the data given in Table 2-3. Thus an expression for the integral rigidity spectrum containing the best available information for the period from 0400 UT to 1000 UT is $150/p^{5/7}$ with $R$ in Bv above 1 Bv, and $t$ in hours from 0400 UT. Simpson (Reference 37) has established that the neutron monitor rate at Chicago and other stations decayed according to a $t^{-3/2}$ law between 0430 and 1000 UT ($t = 0$ at 0350 UT), and exponentially thereafter with a decay constant of about 8 hours.

Table 2-3
February 23, 1956 High Energy Intensities

<table>
<thead>
<tr>
<th>Time from Flare (min.)</th>
<th>Station</th>
<th>Threshold (Bv)</th>
<th>Diff. Spectrum</th>
<th>Integral Intensity above Threshold (particles/cm²-ster-sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Leeds</td>
<td>1.77</td>
<td>$1/p^4$</td>
<td>150</td>
</tr>
<tr>
<td>40</td>
<td>Chicago</td>
<td>1.6</td>
<td>$1/p^6$</td>
<td>160</td>
</tr>
<tr>
<td>50</td>
<td>Ottawa</td>
<td>1.05</td>
<td>$1/p^6$</td>
<td>90*</td>
</tr>
<tr>
<td>150</td>
<td>Chicago</td>
<td>1.6</td>
<td>$1/p^7$</td>
<td>34</td>
</tr>
</tbody>
</table>

*The inconsistency between Ottawa and Chicago may be due to the late arrival of particles at low energies.

The peak intensity for particles with energies greater than 20 Mev, as deduced from the riometer observations at College (Reference 15) by using the curve of Figure 2-1, is radically different from the value at 30 Mev determined by Webber and Malitson; the

†Chapter 1.
(a) Time history

(b) Energy spectrum at 2030 UT (+17 hours)

Figure 2-4—The February 23, 1956 event
difference results from a difference in interpretation. Here it is assumed that the geo-
magnetic cutoff at College is not appreciably different from that at Churchill. This, indeed,
seems to be the case during all other events for which comparisons are available. The
interpretation here is that the event was large at high energy and small at low energy —
similar to that of September 3, 1960 or July 18, 1961.

A small increase in absorption preceded the sudden commencement on February 25th
and this was interpreted as an increase in particle intensity similar to that of the Explorer
XII observations (Reference 26).

1030 UT August 29, 1957

In the August 29, 1957 event (Figure 2-5) a PCA lasted for 49 hours, reaching a maxi-
mum of 8 db at Churchill (Reference 39). There was no neutron monitor increase and also
no increase detected at balloon altitudes between 1400 UT (Reference 40) on the 29th, an
hour after the start of the PCA, and 0600 UT on the 30th. Such a detector could have found
an increase of 10 percent, and from this fact it can be shown that the exponent $\gamma$ of a spec-
trum $N = N_0 E^{-\gamma}$ must have been of the order of 6 or more and that this spectrum must have
persisted down to at least 20 Mev.

0947 UT March 23, 1958

The PCA began within a few hours after the flare (Reference 41). At the time of the
sudden commencement, 1540 UT on the 25th, there was a rapid increase in the PCA to about
12 db. This was probably a consequence of an intensity increase at low energies of the type
observed by Bryant et al. (Reference 26) with instruments flown in Explorer XII on Septem-
ber 28, 1961. There was no detectable neutron monitor increase, but at 0700 UT on March
26th a lower limit of $0.07 \pm 0.01$ particle/cm$^2$-ster-sec (between 120 and 180 Mev), was de-
termined by balloon measurements at Minneapolis (Reference 42). Probable variations of
the magnetic threshold during the flight prevent anything more than the determination of a lower limit to the flux or an upper limit of 4 to the exponent of the integral energy spectrum in the 20-200 Mev interval.

0020 UT July 7, 1958

The flare produced a PCA reaching as much as 17 db at Kiruna (Reference 43) at 0400 UT on July 8th. No neutron monitor increase was observed, but balloon measurements were made by Russian workers at Kiruna (References 44 and 45). At an atmospheric depth of 10 gm/cm$^2$ the intensity was 4 times normal at 1000 UT on July 8th, when the riometer absorption was 18 db, and returned to normal by 1500 UT when the riometer absorption was 13 db (Figure 2-6). In this instance it is hard to reconcile the balloon and riometer results, but it is evidence for a very steep spectrum. It is possible that the energy spectrum was so steep that, if the second balloon were under a few gm/cm$^2$ more atmosphere than the first, the difference in counting rate could be caused by the differences in the cut-off energy determined by the air above the balloon.

0433 UT August 16, 1958

For this event only riometer data, showing a maximum absorption greater than 15 db, are available. Because an energy spectrum cannot be constructed from riometer data alone, no figure is presented for this event.

1428 UT August 22, 1958

This event is characterized by a steep spectrum and no detectable neutron monitor increase (Figure 2-7). The solar particles were observed by means of balloons (Reference 46) and by the Explorer IV (1958e) satellite (Reference 47). At Churchill, after only 1 hour, the intensity of protons with kinetic energies above 100 Mev was 20 times normal; and the subsequent rapid fluctuations until 1900 UT were probably due to fluctuations in particle emission. The spectra exhibited are derived from the balloon and satellite observations. A direct determination at 0500 UT on August 23rd gives an approximate integral energy spectrum proportional to $1/E^{3-5}$ above 100 Mev; and the satellite results support the validity of extrapolating this energy spectrum to 30 Mev. Measurements made on Explorer IV (References 47 and 48) give integral fluxes, above 30 and 40 Mev, at three times during the event, which are consistent with the riometer observations (Reference 39).

0005 UT August 26, 1958

For this event only riometer data showing a maximum absorption greater than 15 db, are available*. Because an energy spectrum cannot be constructed from riometer data alone, no figure is presented for this event.

*Chapter 1.
Figure 2-6—The July 7, 1958 event
Figure 2-7—The August 22, 1958 event
Energy spectra were obtained at balloon altitudes during the period of 0400 to 1600 UT on May 12, 1959 at Minneapolis, by the University of Minnesota (References 49, 51, and 51). However, balloon observations by Charakhch'yan, et al. (Reference 44) show that during the latter portion of this time only a fraction of the total particle flux reached Minneapolis, so that only the energy spectrum at 0640 UT has been shown (Figure 2-6). The PCA began about 5 hours after the flare, reached an absorption maximum in excess of 12 db at Longyearbyen, and recovered over a period of several days (Reference 52).

The July 1959 Events

The complex series of events occurring during July 1959 are the subject of a monograph published by UGGI (Reference 53). In brief, a series of three great solar flares, occurring before 0210 UT July 10th, at 0319 UT July 14th, and at 2118 UT July 16th, caused a series of three large solar cosmic ray events (Figures 2-9, 2-10 and 2-11). The last of the flares also produced particles in a range of energies and in a quantity detectable by neutron monitors. The absorption showed increases to greater than 20 db for all three of the events, as recorded by the 27.6 Me riometer at College (Reference 23); the riometers at Barrow (Reference 23), Thule (Reference 23), and Churchill (Reference 54), are in general agreement with these maximum values.

The neutron monitor increase has been discussed by McCracken and Palmeira (Reference 14) who point out the very slow rate of rise, and the isotropic nature of the flux at the energies detected by the neutron monitors. High latitude monitors detected an increase at about 0300 UT on the 17th and, between 0800 UT and 1200 UT, recorded an increase of about 6 percent for particles above 1 Bv. If we take a differential spectrum (Reference 53) of the form $1/p^6$, a particle intensity of $0.06 \times 13 \times 0.09 = 0.07$ particles/cm$^2$-ster-sec ($P > 1$ Bv) is implied. This is consistent with the fact that stations with thresholds above 1.2 Bv did not see an increase.

The neutron monitor records show no additional particles—even at the highest latitudes—after about 1800 UT on the 17th. If we assume a steepening of the spectrum of $1/p^6$, and that a 1 percent increase would have been detected, the intensity above 1 Bv was less than $0.01 \times 13 \times 0.09 = 0.0012$ particles/cm$^2$-ster-sec.

A number of balloon flights provided particle data in the intermediate energy range. Information from Freier (Reference 49), Winckler, et al. (Reference 55), Webber (Reference 56), Brown and D'Arcy (Reference 57), and Anderson and Enemark (Reference 40), have been combined to give energy spectra at four times during the July 10th event and twice during each of the other two, as well as relatively complete histories of the integral flux above 100 Mev.
(a) Time history

(b) Energy-spectrum at 0640 UT (+34 hours)

Figure 2-8—The May 10, 1959 event
Figure 2-9—The July 10, 1959 event
Figure 2-10 — The July 14, 1959 Event
**0138 UT April 29, 1960**

The riometers at College (Reference 41), Thule (Reference 41), and Churchill (Reference 54) were in essential agreement during this event and showed a maximum absorption of about 13 db on April 30th at about 0600 UT (Figure 2-12). Several readings from the Explorer VII (1959, 1) (Reference 58) counters during the period 1800 UT April 29th through 0100 UT April 30th at L values where the full intensity was often seen in other events indicated flux values more than an order of magnitude lower than those inferred from the riometer data. This shows that either the satellite was situated in a position where the minimum energy observable due to geomagnetic effects was larger than the nominal threshold energy of the detectors (18 and 30 Mev) or that there was a large component at energies below 18 Mev.

**1000 UT May 4, 1960**

This event, observed at sea level by neutron monitors, falls into the category of *rapid risers* and shows pronounced impact zone effects. The intensity in the impact zones started to rise at 1030 ±1 UT, and reached maximum at 1040 ±2 UT, with a differential spectrum of about $p^{-4}$ (Figure 2-13). Outside the impact zones the intensity began to rise at 1035 UT and reached maximum at 1048 ±2 UT, with a differential spectrum varying approximately as $p^{-5}$. The neutron monitor at Deep River detected particles arriving directly and observed an increase of 3.5 times at maximum, which implies an intensity of $3.5 \times 12 \times 0.1 = 4.5$ particles/cm$^2$-ster-sec above 1 Bv. This quantity checks within a factor of 2 with the increase recorded at the Jungfraugoch where the threshold is 3.6 Bv; the agreement provides some confidence in the spectrum. The decay above 1 Bv can be approximated by an expression of the form:

$$I(t) = I_0 \left(1 + \frac{t}{\tau}ight)^{-\alpha}$$

where $I(t)$ is the intensity at time $t$, $I_0$ is the initial intensity, $\tau$ is the decay time, and $\alpha$ is the slope.

![Figure 2-12](image)

*Figure 2-12—The time history of the April 29, 1960 event*

---

*The distance called the "L value" is the radius (in earth radii) at which the magnetic line of force to which it refers crosses the equatorial plane.*
form $N = N_0 e^{-t/t_0}$ with $t_0 = 2$ hours. J. R. Winckler et al. (Reference 59), at 1630 UT on May 4th, found a flux above 1 Bv with detectors flown on balloons, which is in excellent agreement with the flux inferred by neutron monitor data.

The riometer data from Thule (Reference 41) showed a rapid increase to a maximum absorption of about 5 db two hours after the start of the flare. The riometers at College (Reference 41) and Churchill (Reference 54) were in darkness at that time. Following the maximum, the three riometers were in agreement, and the inferred particle intensity agreed with the State University of Iowa (SUI) Explorer VII data (Reference 58) obtained from 10 to 32 hours after the flare.

1404 UT May 6, 1960

The riometers at College (Reference 41), Churchill (Reference 54), and Thule (Reference 40) showed agreement for this event, with a maximum absorption of about 13 db, forty hours after the flare (Figure 2-14). Again there is disagreement with the SUI Explorer VII data (Reference 54), probably for the same reasons discussed in connection with the event of April 29, 1960.

0037 UT September 3, 1960

In this interesting event the solar emission, due to a class 3 flare at 17°N 87°E on the sun, occurred during the transit to the earth of disturbances from two previous flares. A slowly rising isotropic flux was detected, which caused an increase of about 2 percent in the neutron monitor rate at Deep River at 0900 UT (Reference 32). Rockets launched from Churchill at 1400 UT and 1700 UT measured a spectrum steepening towards high energies (Reference 21), which could be approximated in differential form $1/p^{3.3}$ between 0.15 and 0.7 Bv (Figure 2-15). If we assume that $1/p^6$ is appropriate above 1 Bv, then the intensity at the time of maximum was about 0.05 particles/cm$^2$-ster-sec. Winckler (References 55, 60, and 61) deduced an integral spectrum $2 \times 10^7 E^{-3.1}$ (E in Mev) from balloon

![Figure 2-14—The time history of the May 6, 1960 event](image-url)
(a) Time history

(b) Energy spectra at 0900 UT (+8 hours); 1000 UT (+9 hours); approximately 1230 UT (+12 hours); 1408 UT (+13 1/2 hours); 0000 UT (+23 hours), and 1615 UT (+39 1/2 hours)

Figure 2-15—The September 3, 1960 event
measurements at Minneapolis and Churchill at about 1730 UT. This is in fair agreement with the intensity value given above, as are the results of Biswas et al. (Reference 5). In the energy region from 22 to 67 Mev the intensity remained the same between 1400 and 1700 UT. We know from the behavior of the low energy particles producing the cosmic noise absorption that the decay of the event at these energies was very slow; and examination of the emulsion measurements at 1 Bv at Minneapolis showed that the high energy flux decayed by a factor of almost 10 in about 30 hours.

The PCA observations indicated a very flat spectrum, consistent with that found by the rocket emulsion measurements. In addition the measurements of Explorer VII (Reference 58) are in agreement with the intensities inferred from riometer absorption.

1322 UT November 12, 1960

This event was a complicated one in which two separate maxima are displayed at high latitudes by the neutron monitor records. Figure 2-16 shows the records of the Deep River neutron monitor for the month of November 1960 showing the coordinates of the important flares. It has been postulated (References 62 and 63), that the flares occurring on the 10th and 11th produced plasma fronts, and these were in transit towards the earth when the flare on the 12th produced an injection of high energy particles. Thus, detectors on the earth sampled the intensity of solar particles for six hours before and several hours after the passage of a front which generated a large magnetic storm and a very rapid Forbush decrease. In addition to the neutron monitor and riometer data, detailed energy spectra were

![Graph showing neutron monitor data from Deep River](image)
obtained at three times during this event by the reduction of data from sounding rockets fired from Churchill (References 63 and 64). These spectra for the November 12 event are shown in Figure 2-17. The low energy component between 20 and 80 Mev was seen to increase markedly between 1840 and 2330 UT in agreement with the riometer data. Between 2330 UT on November 12 and 1603 UT on November 13, the high energy component continued to decline as indicated by the curve deduced from neutron monitor data between about 2000 UT on November 12 and 0400 UT on November 13.

For this event Lockwood and Shea (Reference 65) have performed calculations similar to those reported here; and this permits a check on our procedure for finding the flux above the atmosphere corresponding to a given neutron excess. Lockwood and Shea find a spectrum of the form $p^{-6}$ between 1600 and 1630 UT on November 12, and deduce a differential spectrum for protons which corresponds to 2.9 particles/cm$^2$-ster-sec above 1.25 Bv. Our calculation leads to $0.85 \times 21 \times 0.11 = 2.0$ particles/cm$^2$-ster-sec above 1.25 Bv.

Further confirmation can be found from the results of the measurements made at 1840 UT by a NASA rocket launched from Churchill just before the earth entered the trapping region (Reference 65). From the emulsion measurements, Fichtel and Guss found an intensity above 680 Mev of 24 particles/cm$^2$-ster-sec, and a slope of about -6 for the integral rigidity spectrum. Assuming this slope to continue, the intensity above 1 Bv would be 3.5 particles/cm$^2$-ster-sec. It is difficult to obtain a rate of decrease with time which has much meaning over a wide rigidity range. After 1900 UT Manzano et al. (Reference 66) found a decrease proportional to $t^{-2.3}$ and a sudden increase in the decay rate at 1000 on November 13th.

0200 UT November 15, 1960

After the first hour, during which particles were incident principally from a direction about 50° west of the earth-sun line and the intensity rose rapidly, a regular decline set in at high energies. The maximum of the neutron monitor increase at high latitudes indicates an intensity of approximately 3 particles/cm$^2$-ster-sec above 1.25 Bv, assuming a $1/p^6$ differential rigidity spectrum. Lockwood and Shea deduced a differential rigidity spectrum of $10^2 p^{-6}$ for $P$ in the range 1-7 Bv. This leads to an intensity above 1.25 Bv of 6.5 particles/cm$^2$-ster-sec at the time of the maximum, which is in fair agreement with the calculation made here.

The riometer data indicate that the maximum flux of particles above 20 Mev occurred about twenty hours after the flare (Reference 41), and was almost $10^4$ particles/cm$^2$-ster-sec (Figure 2-18). Detailed energy spectra were available early in the event from balloon borne equipment (Reference 6) and later in the event from sounding rockets (References and ). The Explorer VII (Reference 58) data agree with the other data obtained to within a factor of 2. A relatively fast decline is observed late in the event, with the decay following a law of the form $1/T^n$, with $T = 0$ at the time of the flare and $n$ perhaps as large as 3 (Reference 67).
(a) Time history

(b) Energy spectra at 1840 UT (+5 hours); 2330 UT (+10 hours); and 1603 UT (+26-1/2 hours)

Figure 2-17—The November 12, 1960 event
Figure 2-18—The November 15, 1960 event
November 20, 1960

On November 20th there was another solar event; the flare was from the same region as the flares associated with the November 12th and 15th events which, by then, was just around the western limb of the sun. The increase at neutron monitor energies was small and took about one hour to reach its maximum value, 5 percent above background, at Deep River (Reference 20). An increase of the order of 1/2 to 1 percent occurred at points with a threshold rigidity of 3 Bv, indicating a very flat spectrum. The riometer increase was also relatively small, indicating that the integral intensity of particles above 20 Mev did not exceed 100 particles/cm²-ster-sec.

July 12, 1961

The integral flux of particles greater than 20 Mev, as determined by the absorption detected on the riometer (References 41 and 54), increased relatively slowly early in the July 12, 1961 event and reached a maximum shortly after the sudden commencement – 24 hours after the flare (Figure 2-19). From nuclear emulsions flown on a balloon near Churchill, Guss and Waddington (Reference 68) obtained an energy spectrum averaged over a 10 hour period centered about 26-1/2 hours after the flare*, when the intensity was greatest. From Figure 2-19, we see that the integral proton energy spectrum is very steep at this time, of the order of $1/E^{4.5}$, in the energy range from 78 to 140 Mev. Based on the riometer data, we conclude that it must have remained approximately that steep to energies below 20 Mev. From geiger counter observations on another balloon at a slightly lower altitude (Reference 69) and the riometer data, it is known that the energy spectrum was at least this steep during the entire period around maximum intensity.

0930 UT July 18, 1961

This event is presumed to be associated with the 3+ flare at 0930 UT on July 18, 1961 because of the relatively rapid flux increase shortly thereafter as detected by neutron monitors and the riometers at various northern stations. There were, however, two major flares shortly before this time, a class 3 flare at 0505 UT and a class 2 flare at 0805 UT, which may have contributed particles to the event. Unlike the previous event on July 12, the riometer absorption for this event shows a rapid rise almost to the maximum value within about two hours (Figure 2-20). In addition, there was a detectable particle flux in excess of about 450 Mev as shown by the neutron monitor increase. There was a balloon in the air from 1305 to 1918 UT on July 18th carrying nuclear emulsion (Reference 71). A combination of this, the riometer, and the neutron monitor data permits the determination of an energy spectrum early in the event. On the basis of the neutron monitor and riometer records, as well as the behavior of other events, it is reasonable to assume that the energy spectrum

*Data obtained from the Injun satellite (Reference 70) is in general agreement with this interpretation.
Figure 2-19—The July 12, 1961 event
(a) Time history

(b) Energy spectrum at 1600 UT (+6.5 hours)

Figure 2-20—The July 18, 1961 event
Figure 2-21—The September 28, 1961 event
steepened with time for the first twelve or more hours of the event. The integral flux above 20 Mev had already begun to decline six hours after the event began.

2115 UT September 28, 1961

The September 28, 1961 event is the first for which there is a detailed energy spectrum, as a function of time from 10-1000 Mev, for a large fraction of the event (Figure 2-21). The data was obtained from instruments flown on Explorer XII by D. A. Bryant et al. (Reference 26). The flare presumed to be associated with the event began at approximately 2215 UT, September 28 and reached its maximum intensity at about 2230 UT. The slope of the integral energy spectrum progressively increased with time in the low energy region until it was approximately as steep as that at high energies. Then there was a general decay with relatively little change in spectral shape above about 30 Mev. In the energy region from 1.5-30 Mev the flux was seen to increase markedly around the time of the sudden commencement and remain at a high level for several hours (References 26 and 72). The fluxes obtained by D. A. Bryant et al. (Reference 26) and O'Brien et al. (Reference 72) in the low energy region are found to be in agreement, within expected uncertainties, with each other and with the fluxes deduced from the riometer absorption curve.

Imaginary Envelope Event

In Figure 2-22 the curves of proton flux as a function of time were drawn so that the integral flux above the indicated energy level would be just slightly larger than in any event ever observed at the corresponding time from the beginning of the flare. Although this imaginary event is based on the best available data, there is, of course, the strong possibility that some past events have been bigger. Also, some future solar outbursts may very well have larger effects.

![Graph showing the time history of an imaginary envelope event which includes all the types of events observed.](image-url)
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Solar proton events (SPE's) are generally described (parochially) by ionospheric workers as polar-cap absorption events (PCA's) and (oddly) by cosmic-ray workers as solar cosmic-ray events. Ionospheric workers, using their traditional tool, the probing radio wave, in quite untraditional ways have been able to contribute in the last decade a considerable quantity of information about the nature and occurrence of these events. Moreover, the radio observations have been made continuously at fixed positions, whereas observations with particle detectors in balloons, rockets, and satellites are conspicuously lacking in continuity, either in space or time. Ground-based cosmic-ray monitors, while operating continuously, detect less than one-fifth of the events that are of interest in connection with the problem of radiation hazards in space.

The radio techniques do not observe directly the incoming protons, but rather observe the effects on the propagation of waves resulting from the abnormal ionization produced by the incoming protons in a height region from about balloon ceiling (30 km) to the E layer (110-120 km). This abnormal ionization is most important between about 45 and 85 km insofar as its influence on radio waves passing through it is concerned. Radio observations are capable of yielding quantitative information, not only about the onset and duration times of individual events but also, if carried on simultaneously at several suitably placed locations and with more than a single frequency, about departures from isotropy of the arriving protons and about the instantaneous spectrum and thus its time variation.

Until recently the radio techniques employed in the study of solar proton events have involved equipment that was designed for other purposes, and often only accidentally situated in favorable geographic positions. Thus one of the potentially most sensitive radio techniques, that of measuring phase and amplitude over short, high-latitude paths at low and very low frequencies, has scarcely been employed. On the other hand, because of great interest in the polar ionosphere and in auroral effects, there has been for many years, but especially during and since the IGY, an excellent network of high-latitude ionosondes and a fair network of fixed-frequency riometers. Some of the most valuable and certainly the most extensive and continuous observations have been obtained as a by-product of the desire of the USAF to have a communications system in the North Atlantic and Greenland region that would be immune to the aurorally associated polar blackouts. This system employing ionospheric-scatter propagation consists of five links, three of which have ionospheric midpoints inside the polar cap. The two remaining have ionospheric midpoints well outside the auroral zone but still in high latitudes. Continuous data, beginning in January, 1954, from several or all of the links of this system have been made available and have been analyzed for PCA events. Prior to January, 1954, similar
data exist from fewer links operating for the most part at higher and somewhat less sensitive frequencies. These earlier data extend the continuous period of study back to late 1951. Thus an entire solar cycle has been examined by the ionospheric-scatter technique.

The interpretation of this long series of ionospheric-scatter observations is continuing. It has been clarified by the simultaneous observations of certain of the more recent solar-proton events by riometers, and especially by particle detectors operated at high latitude at both balloon and rocket altitudes.

In order to assess and therefore to make sound decisions concerning the radiation hazard posed by solar-proton events, it is necessary to know their characteristics at the top of the polar atmosphere, or more generally in space at a distance from the earth such that the earth and its magnetic field no longer significantly affect the flux. Thus it is necessary to know:

1. The frequency of occurrence of solar proton events in relation to the solar cycle,

2. The statistics of occurrence of SPE's of different magnitudes described in terms of the evolution of their energy spectra from onset to the end of the period of detectability,

3. The statistics of the significant departures from nearly pure proton fluxes,

4. The statistics of departure from isotropy in space as indicated (a) at and near sunspot maximum, by differences in onset characteristics at different locations, and (b) at and near sunspot minimum, by evidence of impact zones and by evidence of much reduced "storage,"

5. The predictability of discrete events, and

6. The limitations on predictability.

The EGA observations by the ionospheric-scatter technique provide sound answers to (1) and partial answers to (2) and (4). They do not at present contribute much toward an answer to (3). Taken together with other solar observations they permit answers to (5) and (6). These latter answers, however, will perhaps not be well received. The nature of these various answers and partial answers will be described.
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STATISTICAL PREDICTION OF SOLAR PROTON EVENTS

James B. Weddell
North American Aviation, Inc., Downey, Calif.

Abstract

A method of correlating solar flares in time with several indices of activity of solar regions is described. The method determines the probability of occurrence of a flare if each of two indices exceeded given limits, and the average time between measurement of these indices and the outbreak of the flare. Significant correlations are listed; the most important is the tendency for major flares to occur in the second passage across the solar disk of regions exceeding 2000 millionths of the solar hemisphere in area, and which gave rise to small flares during their first passage. These criteria permit prediction of 69% of class 3 flares at least 14 days in advance. Flare positions have been correlated with the magnetic field in active regions. The field near the sites of flares tends to be frozen into the solar atmosphere to a greater extent than other portions of the field.

Introduction

The ability to predict the emission of energetic protons from the sun may eliminate or reduce the shielding requirements of manned space vehicles. If such prediction is to be useful, it must cover a time interval at least long enough for the crew to terminate their mission and return to earth after a warning of danger is made. The prediction method should seldom give false alarms which prevent space flights during periods free from solar proton events.

One present technique\(^1\) uses sunspot penumbral areas to predict major solar flares, with which proton events are sometimes associated. This method permits flare prediction for only three days at a time. Another method\(^2\), based on the areas and durations of calcium plage regions, gives five-day forecasts of "safe" periods during which no flares will occur. The areas and durations of many plage regions are such that safe periods cannot be forecast, although no flare actually occurs; the fraction of predicted safe time is thus greatly reduced near maxima of solar activity. Both of these methods are concerned only with observations made during a single rotation of the sun.

\(^2\)J.W. Evans, Private communication.
Correlation Method

We have developed a method of correlating the occurrence of flares with combinations of several indices of solar activity measured by arbitrary times before a flare. By simultaneously correlating several characteristics of a solar active region, we can more nearly identify the necessary and sufficient conditions for a major flare or proton event. By relating the times of occurrence of flares to the times of observation of the corresponding active regions during previous rotations of the sun, we open the possibility of predicting flares three weeks or more in advance.

Solar activity indices studied thus far include the area, central intensity, and duration of calcium plages, the duration of 200-Mcs and 3300-Mcs radio noise emission from active regions, and the longitudinal component of the magnetic field in active regions. The area and duration of flares and their accompaniment by proton events have been considered. Published sources of data are listed as references.

To illustrate the correlation method by a hypothetical example, let A and B be two quantitative measures of active solar regions (e.g., the area of a plage region and its brightness temperature in 3300-Mcs radio emission). Let $a_1, a_2, \ldots, a_n$ be the magnitudes of A measured at times $t_1, t_2, \ldots, t_n$; let $b_{n+1}, b_{n+2}, \ldots, b_{2n}$ be the magnitudes of B measured at times $t_{n+1}, t_{n+2}, \ldots, t_{2n}$. Some measurements of A and B may have been simultaneous. Let $f_{2n+1}, f_{2n+2}, \ldots, f_{3n}$ be the magnitudes of some aspect of a flares (e.g., its area) measured at times $t_{2n+1}, t_{2n+2}, \ldots, t_{3n}$. We require:

\[ t_{2n+K} > t_{n+K} \geq t_K, \]

\[ 1 < K < n. \]

The probabilities of the following events are calculated:

P(A,F): A is followed by a flare (i.e., in the region at which phenomenon A was observed).

P(B,F): B is followed by a flare.

P(A ∩ B,F): A is followed or accompanied by B, and B is then followed by a flare.

---

Lower limits $a'$, $b'$, and $f'$ may be placed on $a$, $b$, and $f$. For example, the probability may be calculated that plages at least as large as 2000 millionths of the solar hemisphere have brightness temperatures at 3300 Mcs of at least $10^5$ deg K, and that if so these regions are sites of flares at least as large as 10 sq deg.

Considering the $j$ sets of observations for which $a_1 \leq a'$, $b_{n+i} \leq b'$, $f_{zn+i} \leq f'$, the r.m.s. average time differences

$$\bar{t}_A = \left[ \frac{1}{j} \sum_{i=1}^{j} (t_{2n+i} - t_i)^2 \right]^{1/2},$$

$$\bar{t}_B = \left[ \frac{1}{j} \sum_{i=1}^{j} (t_{2n+i} - t_{n+i})^2 \right]^{1/2},$$

and the respective standard deviations

$$\sigma_A = \left[ \frac{1}{j} \sum_{i=1}^{j} (t_{2n+i} - t_i - \bar{t}_A)^2 \right]^{1/2},$$

$$\sigma_B = \left[ \frac{1}{j} \sum_{i=1}^{j} (t_{2n+i} - t_{n+i} - \bar{t}_B)^2 \right]^{1/2}$$

are calculated. In our example, we find the r.m.s. average times between flares and the measurement of plage areas, and between flares and the measurements of idio brightness temperature, as well as the standard deviations of these times.

If $P(A \cap B, F) > 1/2$, $\bar{t}_A > 2 \sigma_A$, and $\bar{t}_B > 2 \sigma_B$, we consider that a statistically significant positive correlation exists, and that observations of $A$ and $B$ permit prediction of flares at least for time in advance.

**Results**

The following results have been obtained up to October 1962 on the basis of about 350 flares of class 2 and greater during 1958 through 1961:

1. The fraction of flares of class 2 and greater occurring at plages making at least the second passage across the disk was 0.67. The average time of the flare was $27 \pm 1/4$ days after the central meridian passage of the plage on the rotation previous to the flare.

2. The fraction of class 3 and 3+ flares occurring at plages making at least the second passage was 0.78.

3. The fraction of flares of class 2 and greater occurring at plages larger than 2000 millionths of the solar hemisphere was 0.51.
4. The fraction of flares of class 2 and greater occurring at plages which had been the sites of flares of any class during the previous rotation was 0.88.

**Preliminary Prediction Method**

If a plage region is the site of any flare during its first passage across the disk, and has an area of at least 2000 millionths of the solar hemisphere at its first central meridian passage, a warning of a major flare during the next rotation may be issued. This warning will include about 60% of flares of class 2 and greater, and 69% of class 3 and 3+ flares. Flares which occur by coincidence at other regions will increase the apparent accuracy of the warning.

The "false alarm" frequency of this prediction method has not been evaluated. The original warning covers the interval between the 21st and the 35th day after it is issued. When the active region reappears on the east limb of the sun on the 21st day following its first central meridian passage, the warning may be cancelled if either

(a) The plage area is smaller than 2000 millionths of the solar hemisphere, or

(b) the active region is free from sunspots.

Such cancellations reduce the effect of false alarms on the fraction of time during which space flight may be undertaken.

**Relationship of Flares to Magnetic Field**

The prediction method just tentatively proposed fails to predict a significant fraction — about 30% — of class 3 and 3+ flares. It may result in frequent false alarms, since some large active regions which are sites of flares during their first passage across the solar disk may not give rise to major flares during subsequent rotations. This method predicts flares rather than proton events, but it is known that some major flares are not associated with energetic protons near the earth. In order to overcome these limitations and to gain physical insight into the role of proton events in the total process of solar activity, we have begun a correlation of proton-event flares and other large flares with solar magnetic fields.

Solar magnetograms\(^8\) obtained at Mount Wilson Observatory\(^9\) were reproduced. The solar magnetograph measures the component of the magnetic field at the reversing layer in the observer's line of sight. Iso gauss curves, or lines of constant magnetic field, were constructed from the magnetograms. The position of a major flare associated with a given active region was translated in heliographic longitude to compensate for solar rotation between the time of occurrence of the flare and the time of measurement of the magnetic field.

---


Figure 1 is a typical family of isogauss curves of a single active region. Two flares which occurred within a few days of the date of the magnetogram are shown; the crosses indicate the translated points at which the flares broke out, and the circles have areas equal to the maximum extent of the flares. It is not surprising that the points of outbreak of the flares lie very nearly on the line of zero longitudinal magnetic field. This is in accord with the observation of Severnyi\textsuperscript{10} that flares break out beneath the highest points of dark filaments and loop prominences; these points correspond to zero radial magnetic field. Near the center of the solar disk, the radial and longitudinal components of the field are equivalent.

Figure 2 is the family of isogauss curves. Curves of the same region that was shown in Fig. 1, but measured during the previous solar rotation; this was the first passage of the region across the disk. The translated flare positions are also shown, and they again lie near the line of zero longitudinal magnetic field. This shows that the line of zero field in the vicinity of the flare sites is stationary relative to the material of the reversing layer. The other parts of the line of zero field, as well as the isogauss curves of non-zero field, exhibit marked displacement and distortion in the course of one solar rotation.

Let us list some alternative conditions which could cause parts of the line of zero field to be stationary in the ionized gaseous medium containing the field. An approximate condition for a magnetic field to be frozen into a plasma is that the magnetic Reynolds number\textsuperscript{11}

\[ R_m = \frac{\mu a u L}{\alpha} \gg 1 \]  

(6)

where \( \mu \) is the magnetic permeability, \( a \) is the electric charge density, \( u \) is the transport velocity of the plasma, and \( L \) is the length such that

\[ \frac{F_m}{F_d} = \frac{JBL}{\rho u^2} \]  

(7)

In Eq. 7, \( F_m \) is the magnetic force exerted on the plasma, \( F_d \) is the dynamic force exerted on the plasma due to gravity, pressure gradients, and radiation pressure; \( J \) is the electric current density, induced in the plasma by its motion in the field, \( B \) is the magnetic field intensity, and \( \rho \) is the mass density of the plasma. Now

\[ J = K a u B \]  

(8)

where \( K \) is a constant, so

\[ R_m = \frac{F_m \rho u^2 K}{F_d B^2} \]  

(9)

Since the plasma is in approximate dynamic equilibrium near the flare sites, \( F_m \) and \( F_d \) are comparable in magnitude and their ratio varies slowly with position.

\textsuperscript{10}A.B. Severnyi, Soviet Astron. 1, 668 (1957).
Figure 1. Isogauss Curves of McMath Region 5642. 29 April 1960
Figure 2. Isogauss Curves of McMath Region 5616, 29 March 1960
and time. If \( B \) is small, \( R_m \) is obviously large. But the total magnetic field is not necessarily small along lines where the longitudinal component of the field is zero. The transport velocity of the plasma is small, as evidenced by its rather steady participation in the rotation of the sun. The remaining way in which \( R_m \) can be large is for the plasma density \( p \) to be large.

Measurement of the transverse component of the magnetic field, or of the density in the reversing layer and lower chromosphere, would shed much light on this problem. Magnetograms of regions near the limb measure the component of the field tangential to the sun and in the line of sight. These magnetograms can be compared to those of the same region near the central meridian. If it is assumed that the field is essentially constant in magnitude and direction for 5 or 6 days, two of the three components of the field can be inferred.

It must be pointed out that the correlation of flare positions with magnetic field patterns does not yet include a statistically significant number of cases. The magnetic characteristics which are conducive to major flares or to proton events remain to be identified. The further study of magnetism in active solar regions is expected to improve the prediction of proton events and to increase our understanding of the behavior of the sun.
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COMMENTS ON THE PRODUCTION OF SOLAR HIGH ENERGY PARTICLES

M. C. Chapman, R. E. Fortney, and M. R. Morrison
Northrop Space Laboratories

Abstract

A general qualitative model for the production of solar high-energy particles (SHEP) which can explain several observed flare phenomena is used in the analysis of a specific flare event. The model, incorporating the work of several Russians and Americans, explains the occurrence of solar radio emission, the initial anisotropic and later isotropic distribution of flare particles, Forbush decreases in cosmic ray intensity, decreases in cosmic radio noise, and fluctuations in the earth's magnetic field due to solar flare particles. Also qualitatively explained are such phenomena as the occurrence of shock waves during flare events, observed surges in the active region, and movement of magnetic "bumps" before the start of the flare. The model may be briefly described as follows: magnetic fields in active region contain "bumps" which move toward nodal points in the field. A conversion of energy can occur by the annihilation of magnetic fields and the contraction of the conducting medium. This contraction results in a shock wave which propagates opposite to the flow of gas. High temperatures behind the shock wave allow thermonuclear reactions to occur, producing particles which are further accelerated by the moving magnetic walls. The plasma between the magnetic walls is expelled perpendicular to the compression and carries "frozen-in" fields with it into the upper chromosphere or corona. This extended field-plasma-particle region constitutes the magnetic trap above the region from which it was generated, and determines the spectra of particles leaking from it. Energetic particles accelerated by the shock fronts fill the region and cause it to expand with an increase of energy; however, the high energy particles are not easily trapped and can escape, decreasing the energy and causing the trap to contract. This contraction will lead to further acceleration of the remaining particles. The non-equilibrium fluctuation will continue until particle diffusion does not change the energy sufficiently to cause large scale variations in
pressures. The initial ejection of the high energy particles could occur in fast bursts, after which the trapping region would assume a quasi-equilibrium configuration; a slower diffusion of less energetic particles will now occur. The trap, situated in the magnetic fields of the active region, is carried out into space by the solar corpuscular streams; as the region moves outward the volume increases (perhaps eventually encompassing the earth) and the field strength decreases, so that the trapping effectiveness is reduced and the particles escape easily into the stream.

Introduction

In commenting on the production of high energy particles from the sun, one is led to a reverse analogy using the case of particle accelerators here on earth. The accelerators were developed over a period of years and are well understood, while the particles emerging from the beam target are still being investigated. In the case of solar flares we have information on the particles from the beam after it strikes the target (the earth), however, the method of accelerating these particles is still not well understood.

This paper will present a model for the production of high energy particles from flares on the sun, and using published experimental data, will show the consistency of the model with observations.

Sections will be devoted to background information on solar physics, production of SHEP (solar high energy particles), and experimental verification.

Background

A brief discussion of the sun is now presented as background information on the environment in which flares occur.

It is convenient to divide the sun into four concentric regions with more or less well-defined properties (Figure 1); these are the interior, the photosphere, the chromosphere, and the corona. The interior may be

subdivided further into (a) a core, in which radiant energy is produced by thermonuclear reactions, predominantly near the center, and through which it travels by radiative transfer toward the outside; and (b) a convective layer which extends to just below the visible exterior and is probably no more than 1/5 the radius thick. The temperature, pressure, and density decline through the interior from extremely high values at the center to relatively low values at the visible surface.

The photosphere is the apparent surface from which practically all optical radiation comes. The radiation contains contributions from many different layers, but its intensity is approximately equal to that radiated by the gas at an optical depth of one. At one A.U. a layer of unit optical depth seen edge-on subtends less than 1" of arc, and therefore appears sharp. The continuous spectrum of this radiation is a mean of near black-body radiation whose temperature ranges from perhaps 4500°K to 7500°K; the resulting blended spectrum resembles that of a black body near 6000°K at the center of the disk, while near the limb, along oblique lines of sight where the contribution of the deeper, hotter layers is proportionately less, the continuous spectrum corresponds to a lower temperature. The effective temperature which most nearly matches the continuous spectrum of sunlight integrated over the whole visible disk is about 5750°K.

The photosphere appears to be mottled with small areas slightly hotter and brighter than their surroundings and having a mean lifetime of several minutes. These granules appear to be regions where currents emerge with upward velocities of the order of 1 km/sec. The photosphere also is the region where sunspots and faculae are located.

The chromosphere is a thin transition region lying between the relatively cool outer layers of the photosphere and the million-degree corona. It is extremely inhomogeneous, and small volumes are far from being in a steady state. The normal structure of the chromosphere consists of fairly closely packed spicules - small jet-like prominences with lifetimes of the order of several minutes and upward velocities of the order of 20 km/sec - whose tops reach a height of roughly 10,000 km. The appearance of the chromosphere in the light of H-α has been compared to a prairie fire. There is little uniformity of opinion for a model of the chromosphere except perhaps on the following: the region below 6000 km is complex and inhomogeneous, probably comprising cells of high and low temperature, perhaps as different as 30,000° and 4000°; in the upper chromosphere the temperature rises steadily and rapidly to several hundred thousand degrees at the base of the corona. There is no sharp division between the top of the chromosphere and the base of the corona.
Figure 1. Structure of the Sun
since the tops of spicules sometimes project into the corona. Types of activity associated most closely with the chromosphere are flares, plages, and prominences.

The corona is the very tenuous outer atmosphere of the sun, which can be traced out into space for a distance of several solar radii. The intensity of coronal light is approximately $10^{-6}$ of the total sunlight, and most of this is continuous radiation from the photosphere scattered by electrons of the corona. Most of the sun's x-radiation originates in the corona and in certain active regions of the chromosphere. The kinetic temperature of the corona is of the order of $10^6$K.

The corona exhibits a considerable amount of both regular and irregular structure. The regular structure goes through a cycle in phase with the 11-year activity cycle, such that at sunspot minimum the corona shows broad extensions above the equatorial region and fine striated streamers fanning out from each pole, while at sunspot maximum the structure is more nearly the same over equator and pole, with polar streamers less pronounced. The corona also shows localized inhomogeneities, such as regions of greater radio opacity, and "hot spots" over regions of obvious activity in the chromosphere.

The sun's magnetic field can be approximated as an axisymmetric dipole field with a mean intensity in the photosphere of the order of 1-2 gauss. The field is assumed to be generally radial at the orbit of the earth, but at a distance somewhere between the orbits of Mars and Jupiter, it is assumed to become disordered from spiralling due to the sun's rotation.

All internal lines of force are assumed to lie in a relatively thin submerged layer at a depth of the order of 0.1 R that stretches between $\pm 55^\circ$ latitude. H. W. Babcock has shown how the magnetic lines of force are twisted due to the sun's rotation and then are floated to the surface of the photosphere and emerge as bipolar magnetic regions. These regions are associated with sunspots and may exist in varying forms of complexity. Therefore the sunspots themselves are classified according to these magnetic fields: $\alpha =$ unipolar, $\beta =$ bipolar, $\gamma =$ complex, and $\beta\gamma =$ semicomplex. The following is a qualitative description of the four basic spot types.

$\alpha$: Unipolar groups are single spots or groups of spots having the same magnetic polarity.

$\beta$: Bipolar groups in their simplest form consist of two spots of opposite polarity. Often the bipolar group is a stream of spots.

Semi-complex groups have bipolar characteristics, but no clearly marked dividing line between the spots of opposite polarity.

Complex groups have polarities so irregularly distributed that they cannot be classified as bipolar; sharply bounded regions of opposite polarity sometimes exist within the same penumbra.

The sunspots and their associated magnetic fields furnish the environment for the catastrophic disturbances known as solar flares. The flare occurs usually with a sudden onset near the neutral point (boundary) between two opposing spot-connected fields where the local field intensity is close to zero. The region occupied by the flare expands during the lifetime of the flare (≈ 10³ sec), with velocities of several km/sec, and may attain linear dimensions of 10¹⁰ cm, and it is assumed that the depth of the region is of the order of 5 x 10⁶ cm. Thus, a flare volume may be \( V \approx 5 \times 10^{28} \) cm³.

The energy radiated by the flare may best be described in the following breakdown:

- The visible radiation has been observed to be of the order of magnitude of 10²⁷ - 10²⁸ ergs.
- The energy of X-radiation has been observed to be also ≈ 10²⁷ - 10²⁸ ergs.
- The energy carried away by SHEP's is approximately 10³¹ - 10³² ergs.
- The energy release from decreases in magnetic field gradients in the flare region is roughly 10²⁷ - 10²⁸ ergs.
- The thermal energy is of the order of 10²⁷ - 10²⁸ ergs.

A short development of solar flare phenomena as seen from the earth, would be as follows (Fig. 2). The flare is observed usually at time 1 hour to emit light in the optical, ultraviolet, and X-ray regions of the electromagnetic spectrum (Profile 1). These emissions rise rapidly to a peak and then die off within a few hours. At the same time, bursts of high frequency radio emission are observed (Profile 2), exhibiting approximately the same rise and decay profile as the optical emissions. Low frequency emissions (Profile 3) also occur in burst form and with a total intensity rise time similar to the previous effects, but the maximum of the profile is longer and the decay in time is slower, persisting for as long as 12 hours.

Solar high energy particles (SHEP) are observed to arrive over the poles of the earth some time after the electromagnetic observations of the flare event, this delay being due to propagation times greater than that required for electromagnetic radiation. The SHEP intensity (Profile 4) is observed to have a sharp rise time with irregular fluctuations near the maximum, and then to decay slowly with time; the effects still being observed for periods as long as days.

Profile 7 shows that the earth's magnetic field is undisturbed by the previously discussed effects (Profiles 1 through 4). However, at some time which may be 24 hours after the observed flare, the geomagnetic field suffers violent fluctuations. This effect is due to a solar plasma of low energy charged particles (protons and electrons) colliding with the earth's field, and causing it to contract, deform and spring back. The effect of the perturbed geomagnetic field on SHEP arrival is indicated in Profile 4. The structure observed at times 30 through 38 hours depicts the arrival of SHEP over regions on the earth at low latitudes, where they were previously forbidden due to the geomagnetic cutoff of the particles.

The galactic cosmic ray intensity (Profile 5) follows the same general form as does the earth's magnetic field. The decrease in cosmic ray intensity is caused by the particles being deflected by magnetic fields "frozen" in the solar plasma. Thus, when the solar plasma has reached the earth's field and perturbed it, many of the galactic cosmic rays in the vicinity of the earth cannot penetrate both the plasma and the field, and the previously observed intensity decreases. As the solar plasma passes the earth, both the geomagnetic field and the cosmic ray intensity recover and approach normal levels.

The cosmic radio noise (Profile 6) is affected by arrival of three emissions from the sun, i.e., ultraviolet and X-rays, SHEP, and solar plasma. Since these radio emissions must penetrate the ionosphere, the conditions there greatly influence their propagation. Coincident with the

4. Ibid., p. 32-35.
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Figure 2. Development of a Solar Flare Event
emission of X-rays from the sun (allowing for a time of flight to the earth of 8 minutes), the reception of cosmic radio noise is decreased (times 1 through 4 hours). This is due to the increase in ionization in the ionosphere caused by the solar ultraviolet and X-rays, making it more opaque to transmission of the radio signals. This opacity is further increased by the arrival of the SHEP (times 4 through 24 hours) which produce additional ionization. The fine structure fluctuations in the recovery of the radio noise reception (times 27 through 32 hours) is due to the solar plasma disturbing the field and allowing additional particles to be dumped into the ionosphere, producing more ionization and thus increased opacity.

It can be seen that solar flare events produce varied geophysical phenomena and greatly influence the space environment, and with the advent of space exploration, flares are being studied with increased interest due to the radiation hazard they present to both manned and unmanned space flight.

**SHEP Production Model**

A. Energy Conversion

The flare event has its "roots" deep in the photosphere, actually occurs in the chromosphere, and extends into the corona. The flare processes that occur in the photosphere are not well known; however, it is thought that either ring currents are generated which rise into the chromosphere, or mutual destruction of magnetic fields leads to the observed chromospheric effects. The result of either of these two processes is a change in the configuration of chromospheric magnetic fields. Obviously, emergence of ring currents will produce this effect. However, the self-destruction of fields is a very attractive hypothesis, and could occur in the following manner. Two tubes of a magnetic field could combine under favorable conditions, resulting in a destruction of a part of the field. These conditions require that two tubes collide such that the transverse components of the fields are parallel, and the longitudinal components antiparallel. If the gas conditions are favorable for field diffusion, i.e., low temperature and ionization, then the "inner" transverse field would diffuse and result in a decrease of the magnetic pressure in the gas, which would then contract due to the greater "external" magnetic field pressure. If this process were to occur in the chromosphere where the gas density is low and the internal field pressure is a large part of the total internal pressure, the destruction of this field would allow contraction and heating of the region. This heating would increase the conductivity and thus inhibit the magnetic field diffusion. This restriction does not occur in the photosphere, where the particle density is high and thus the internal thermal energy is greater than the internal field energy. These fields are relatively free to diffuse, and large contractions of the region will not result. However, since the chromospheric fields are rooted in this region, a relatively small
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Figure 3. SHEP Production Model
change in magnetic field in the photosphere will induce a change in the chromospheric field, and due to lower gas densities, significant contraction of a region can be produced.

The protrusion of the flux tubes into the chromosphere results in sunspot magnetic fields of different polarities. The complexity of these fields results in several maxima and neutral points in the region. The plasma near a neutral point is in an unstable condition, the gradient of the magnetic pressure will tend to compress the region, and the region resists this compression by the gas pressure.

If the field gradient is high initially, then the compression forces increase more rapidly than the opposing gas pressure, and the pinch effect can occur. However, before the compression proceeds very far, shock waves can be produced on either side of the neutral plane. Pressure discontinuities behind the shock waves, which propagate toward each other, tend to retard the compression. As the shock wave passes, the plasma expands behind it, leading to an increase in the flare area. The shock waves collide and are reflected; in collision, impulsive heating results in temperatures of $10^7$ K, which can sustain thermonuclear reactions. The chromospheric region normally exhibits temperatures of $< 10^6$ K, and densities of $\sim 10^{13}$ cm$^{-3}$, as opposed to the photosphere where temperatures are lower and densities higher ($\sim 10^{17}$ cm$^{-3}$). The flare may last $> 10^3$ seconds, and have expansion velocities of $10^3$ km sec$^{-1}$. The initial magnetic fields diffuse and are dispersed during this process, leading to different distributions after a flare.

The heated region where thermonuclear reactions can occur supplies the injection source for high energy particle accelerations. The reactions produce helium nuclei and protons with energies of $\sim 4$ Mev and $\sim 3 - 14$ Mev, respectively. It is necessary that the majority of the particles to be accelerated be injected with some sufficiently high initial energy, since the particle undergoing accelerations must gain energy in the face of retarding, or loss, mechanisms. The plasma (or gases) in the chromosphere and corona of the sun are sufficiently dense so that an accelerated particle loses energy through an "ionization" process in traversing them. Since ionization loss is a decreasing function of increasing particle energy, a low energy particle may suffer such great ionization losses that the acceleration process may never dominate. The rate of energy gain of a particle from acceleration processes rises approximately log linearly with particle energy, whereas the ionization loss decreases according to a power law. Thus, if a particle is injected with an energy greater than the intersection of these curves, it will always experience a net gain in energy. Also, it is true that, for equal charge, a particle of sufficiently greater mass can experience a net acceleration gain without injection, since the energy loss curve will be shifted toward higher energies.

---
The accelerations occur when a particle is reflected between magnetohydrodynamic shock waves converging toward a neutral point. The particle will then be accelerated by successive reflections until it escapes the system. This mechanism could lead to a 100% increase in the energy of a relativistic particle in approximately 50 collisions if the front has a velocity of $10^3$ km sec$^{-1}$.

The plasma contained by the moving magnetic "walls" is not only compressed, but is also ejected from the region transverse to the motion of the walls. The plasma is "squeezed" both out of the region into the corona, and into the deeper parts of the sun. The outward streaming plasma carries with it energetic particles and frozen magnetic fields, and rises into the magnetic field region above the seat of the flare in the sunspot.

B. Trapping Region

The fields above sunspot groups during flares reach values of hundreds of gauss; thus, the expelled plasma and energetic particles push out into this field, forming a trapping region. Calculations of particle radii of curvature show that this region has sufficient field strength to trap Bev particles. The pressure of the expelled plasma causes the region to swell and extend outward from the sun. However, the very high energy particles do not remain trapped, but leak out of the trap. This then decreases the internal energy, and the region contracts. The contraction leads to additional acceleration of the remaining particles, of which the higher energies readily escape. Thus the region experiences a fluctuation until the energy of the remaining particles falls to a value such that they do not escape readily. If a rough dipole form is assumed for the trapping field, then the diffusion of particles out of this can be shown to be of the form

$$W_0 = \frac{\nabla H}{H} \frac{p^2 c}{W}$$

where $W$ is the gyro frequency of the particles.

It has been shown that the energy spectrum of the particles can be calculated from a method similar to that used in galactic cosmic ray investigations. The differential energy spectrum of the escaped particles is of the form $N(E) = CE^{-\alpha}$, where $\alpha$ has been calculated to be $\approx 3.5$ for early stages of a flare. However, as the fluctuations cease, the lower energy particles will show a different spectrum due to perturbations from surrounding low strength fields. The trapping region now continues to push out against the sunspot field, with particles leaking out, and thus
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Figure 4. SHEP Production Model
the internal energy decreases (assuming the source has ceased). However, the volume contained by the fields (which are still rooted in the photosphere) has increased, and thus the trapping effectiveness decreases as the field strength decreases.

Particles in the Mev energy range could be trapped for significant lengths of time, during which they lose energy through collision losses in the plasma. The rate of change of velocity for fast protons in hydrogen plasma can be expressed as a function of the plasma density and temperature. A lifetime for a high energy particle, defined as the time required for the particle to lose one-half of its energy, can be obtained from this expression, and is given as

\[ t_{1/2} = 0.64 \frac{12 \pi e^4}{m M} \ln \left( \frac{2 \mu v^2}{e^2 N} \left( \frac{kT}{4\pi N e^2} \right)^{1/2} \right) \]

where \( N, T \) are the plasma density, temperature; \( m \) and \( M \) are the electron and proton masses, and \( v \) is the particle velocity. If the particle velocity is equal to, or less than, the average velocity of the plasma electrons, then \( v \) should be replaced by \( v_e \). At a density of \( 10^7 \text{ cm}^{-3} \), and temperature of \( 10^6 \text{ K} \), the lifetime of a 10 Mev proton is approximately 41 hours. Thus the concept of a trapping region which contains energetic particles and allows them to leak out in time is consistent with particle energy lifetimes in the coronal regions.

The trap is expanded into the corona and space by the pressure of the energetic particles within the region. This region continues to propagate through space, loosely guided by the radial field of the sun, or perhaps flowing along a path swept out by a previous event. Thus, west limb flare particles usually reach the earth sooner than do those from east limb flares; in fact, it is difficult for east limb flares to produce significant radiation at the earth. Since the velocity of propagation of the region is dependent upon the internal pressure (as well as the field), the delay time of magnetic storm onset at the earth is related to the number of high energy particles produced.

The early stages of the flare event, which produce the initial high energy particles and "squeeze" out the plasma from between the moving magnetic walls, could lead to an initial anisotropic distribution of high energy particles. These particles, if of very high energy, could penetrate the magnetic trap relatively easily, and escape into space to be loosely guided by the general radial field. As the event progresses, the higher energy particles are lost and the region expands, with the lower energy particles escaping after many deflections. Thus the initial high energy particle anisotropy should decay into low energy isotropy. The

---

balance of this anisotropic - isotropic stage should be a function of the energy of particles produced, the configuration and strength of the magnetic trap and the frozen-in fields, and the perturbations due to irregularities in the interplanetary field. The front of this extended trapping region could eventually reach the earth, resulting in a Forbush decrease of galactic cosmic rays, and the onset of a magnetic storm. At this time, due to the energy dependence of the diffusion of the particles out of the region, the trap should contain a preponderance of low energy particles.

**Experimental Verification**

Observations pertinent to verification of the model will be discussed in this section. The model predicts that the delay in arrival of the SHEP will differ from that of direct propagation due to trapping in the region above the flare. Thus, the flux-energy spectrum should charge in time as the particles escape from the trap. Evidence for this phenomenon is presented in Figure 5, which shows the data of Bryant. The first particles to arrive are of high energy and low intensity; as the event progresses the spectrum changes, becoming more intense and steeper to lower energies. Variations in the specific spectra can be expected for various flare events; however, the general feature of a buildup in flux and steepness of spectra should hold. It should be noted that portions of the spectra might not be observed for an event, such as perhaps an east limb flare, if propagation conditions are such that the particles are guided past the earth at one time, whereas the earth might move into their path at another time during the event. The shift of the intensity maxima to lower energies is shown in Figure 6 for the flare of 28 September 1961. The maxima are seen to shift to lower energies as time increases. The time integrated differential flux-energy spectra, normalized to 1 proton/cm² steradian with energy greater than 100 Mev is shown in Figure 7 for the flare of 28 September 1961. This curve can be approximated by a power law of the form

\[ N(E) = CE^{-\alpha} \]

where \( \alpha \) has been observed to change for various events. However, this is of the form that one would expect from considerations of the flare accelerations and trapping region.

Figure 5. Solar Flare Flux - Energy Spectra
INSTANTANEOUS DIFFERENTIAL FLUX FOR VARIOUS ENERGIES
SOLAR FLARE OF 28 SEPT 1961

Figure 6. Solar Flare Intensity Maximum
TIME INTEGRATED NORMALIZED DIFFERENTIAL FLUX FOR SOLAR FLARE OF 28 SEPTEMBER 1961

Figure 7: Time Integrated Solar Flare Spectrum
Much work has been done with radio astronomy and the radio noise from the sun has been classified into types. Some of these types have been found to correspond to radiations from particles in the chromosphere and corona can be correlated with flare events.

The following table lists the types of radio noise and the particle radiations that are believed to cause the noise.10

<table>
<thead>
<tr>
<th>Type</th>
<th>Characteristic</th>
<th>Probable Cause</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centimeter</td>
<td>Minutes</td>
<td>Synchrotron radiation from relativistic electrons.</td>
</tr>
<tr>
<td>Type II</td>
<td>Minutes</td>
<td>Excitation of coronal plasma oscillations by high energy particles that are probably trapped in a magneto-dynamic wave.</td>
</tr>
<tr>
<td>Type III</td>
<td>Seconds</td>
<td>Excitation of coronal plasma oscillations by high energy particles that pass through the corona freely.</td>
</tr>
<tr>
<td>Type IV</td>
<td>Hours</td>
<td>Synchrotron radiation from relativistic electrons.</td>
</tr>
<tr>
<td>Type V</td>
<td>Minutes</td>
<td>Excitation of coronal plasma oscillations by particles ejected during a flare. The particles rapidly diffuse from trapping region.</td>
</tr>
<tr>
<td>Radio Storms</td>
<td>Days</td>
<td>Excitation of coronal plasma oscillations by particles ejected during a flare. The particles slowly diffuse from trapping region.</td>
</tr>
</tbody>
</table>

As can be seen from the table, the kinds of particles causing the specific types of radio emission can be determined. Thus, Types II, II, V and Radio Storms agree well with a model which predicts a trapping region following a flare event. Types II and III correspond to the high energy particles that are not trapped in the region while type V and radio storms can be correlated to the diffusion of medium and low energy particles from the trap.

The change in magnetic field configuration of a sunspot group during a flare event has been observed by Gopasyuk, in which he was able to distinguish "humps" of magnetic field intensity. Assignments of isogauss contours and magnitude of displacement have been made, which show, in general, that the displacement is in the direction of flare nodes (neutral points), and that these displacements do not occur in the absence of flare events. These field changes are consistent with the early stages of the flare event when compression and gas movements are in evidence. It has also been observed that strong magnetic fields (hundreds of gauss) are carried thousands of kilometers above the edge of the solar disk. These fields correspond to the trapping region fields which are carried outward by the expelled plasma and energetic particles.

The observation of polar cap absorption verified another feature of the model, which discusses propagation from the sun to the earth. It has been observed that SHEP stream into the polar cap regions some time after the flare occurs. At some later time, after the onset of the magnetic storm, the flare region produced another flare, and these new protons arrived much faster at the poles than did the initial protons from the first flare. This corresponds to the second flare particles following the path "carved out" by the preceding flare's trapping region, which remains rooted in the sun, but extended out and encompassing the earth. The presence of the plasma cloud near the earth results in a Forbush decrease in galactic cosmic rays, which became more severe when the plasma cloud was preceded by SHEP, than when no SHEP were observed. It is the presence of these SHEP in a flare event which makes possible the carrying-out of large magnetic fields from the sun, resulting in a strong Forbush decrease. To sum up, a SHEP flare will exhibit shorter storm delay time, lower SC amplitude, and stronger Forbush decrease than will a non-SHEP flare.


The shock waves produced by the change in field gradient and subsequent compression of the flare region have been photographed. The photographs clearly show the shock waves moving through the active region, and the region expanding. Also, through an ingenious technique, a wavelength shift is used to show plasma ejected toward the earth in a color different than that for plasma falling back into the region. Thus the ejection of a plasma during the bright phase of a flare event has been directly photographed.

The anisotropy of the initial radiation arriving at the earth from a flare has been observed. This early anisotropy seemed to come from a source located approximately 50° to the west of the earth sun line, (Figure 8), which corresponds to the initial high energy particles escaping immediately from the flare trap, and being loosely guided to the earth by the spiralled field of the sun. It was observed for one event that the anisotropic SHEP arrived in bursts, which would correspond to the early fluctuations of the non-equilibrium trapping region above the flare site. The anisotropic phase of SHEP arrival is observed to vary in time, which is consistent with varying production and trapping conditions on the sun; the anisotropy decays into isotropy in a matter of minutes to a few hours.

Spectroscopic observations of flare phenomena lends evidence for emission of a stream of radiating plasma having a velocity of the order of $10^3$ km sec$^{-1}$. These observations are of wings of hydrogen emission lines, upon which asymmetric "whiskers" are imposed. The investigations of these profiles yield good first approximations due to doppler broadening, but better agreement is obtained if velocity gradient broadening is used. Thus direct observations consistent with fast particle stream motion, both in and out of a flare region, have been made.


Figure 8. Solar Flare Anisotropy
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Abstract

The construction, operation, and performance characteristics of solar cells are described. The radiation damage process is discussed, and details of proton and electron damage to silicon cells presented. The degradation of the photovoltaic current-voltage characteristics and the spectral response is shown, and a comparison made of various types of solar cells, including silicon, gallium arsenide and cadmium sulfide. Differences between p/n and n/p silicon cells are discussed and explained in terms of basic properties of the radiation defects.

I. Introduction

When solar cells were first suggested as space power supplies it was expected, based on cosmic ray intensities, that their operating lives would extend for thousands of years. However, with the discovery in 1958 of the Van Allen radiation belts it was recognized that solar cell lifetimes would be reduced to months or even less in the most intense regions. For many of the low energy electrons and protons in these belts simple quartz or sapphire shielding over the solar cells could be quite effective. Now, with the creation of the artificial radiation belt, the solar cell damage problem is quite serious and under some conditions the conventional solar cell may last for only days. This is a result of the large number of relatively high energy electrons that were produced by the high altitude bomb blast, and against which solar cells cannot be easily shielded. In this paper we will discuss solar cell radiation damage, and discuss how some of the deleterious effects may be counteracted.

First, we will describe the operation of solar cells and discuss the physical phenomena that occur when they are subjected to high energy particle radiation. The latest damage data for electrons and protons will be presented, with the general conclusion that solar cells will continue to be quite useful as space power supplies.
It is well-known that solar cells are among the most vulnerable components used in space vehicles. This is true for two reasons: (1) solar cells require long minority carrier lifetimes for efficient operation, and the lifetime is the most sensitive to radiation of all semiconductor properties, and (2) they are mounted on the exterior of the satellite in an exposed position with at most a minor amount of transparent shielding.

II. Description of Solar Cells

Several papers such as Chapin et. al.¹, Prince², and Rappaport³ describe the solar cell. The basic operation is illustrated in Fig. 1. A wafer of n-type silicon is fired so as to produce a shallow-diffused surface layer of p-type silicon, and ohmic contacts are applied to both n and p regions.* When the cell is illuminated, photons with energy greater than the energy gap of the silicon generate electron-hole pairs both in the surface and base regions of the cell. These pairs are free to diffuse through the material, and those minority carriers that reach the vicinity of the space charge region near the junction are swept across the junction by the electric field. The collected carriers constitute an electric current, and can generate a voltage across an external load. Fig. 2 illustrates the typical junction i-V characteristics in the dark and under illumination. The shaded area is the region in which power is delivered to a load; notice that the cell operates with the junction biased in the forward direction, while the current flows in the reverse direction.

The spectral response of a solar cell having a 1 micron junction depth is shown in Fig. 3. The base response characteristically goes to zero at both long and short wavelength limits. This can be understood as follows: at long wavelengths the light photons have insufficient energy to produce pairs, and at the short wavelength extreme the optical absorption constant is so large that the light is totally absorbed in the 1 micron surface layer, and cannot penetrate into the base region. The surface response goes to zero at long wavelengths and approaches a constant value in the short wavelength limit, when the light is all absorbed at the surface of the cell in a layer that is thin compared with both the junction depth and the minority carrier diffusion length in the surface layer.

* The abbreviation p/n will be used to designate cells having n-type base material and p-type surface layers, and n/p for the reverse.

FIG. 1 Schematic diagram of a solar cell.
FIG. 2 Current-voltage characteristic of a solar cell.
FIG. 3 Theoretical spectral response of a solar cell with a one-micron deep junction.
Figure 4 shows a typical spectral response curve, showing how it can be resolved into base and surface contributions. Note that the surface response is much smaller than the base response, a characteristic of practically all silicon cells. This is caused by two circumstances; (1) the optical absorption spectrum of silicon is such that for both sunlight and tungsten light over 75% of the radiant energy is absorbed in the base of the cell, and (2) the minority carrier diffusion length in the highly-doped surface layer is less than 1 micron, compared with 100 microns or more in the base.

This feature does not occur in solar cells made of other materials, such as gallium arsenide, for example.

The possibility of increasing the surface response by reducing the junction depth has been explored by several workers in the field. In addition to increasing the overall conversion efficiency the added surface response has the effect of shifting the peak of the spectral response towards the blue, and hence these cells are sometimes called "blue-shifted" cells.

Cells with 1/4 micron junction depths have been made; their surface response is considerably greater than the standard 1 micron junction depth cells, but the thin surface layer adds to the series resistance of the cells, and the overall efficiency is reduced. The series resistance loss can be minimized by providing a conducting grid on the surface.

Some of the performance characteristics of silicon solar cells are:

- Efficiency in sunlight: 10-11%
- Efficiency in tungsten light: 13-14%
- Open-Circuit voltage: 0.55 volt
- Short-circuit current: 25-30 mA/cm²

III. Damage Process

It is evident that a solar cell requires a long minority carrier diffusion length for its efficient operation. With care in manufacture the diffusion length in the base is approximately 100µ. Upon bombardment with high energy particles silicon atoms are displaced from their normal lattice positions. The resulting lattice defects may act as recombination centers for electrons in the conduction band or holes in
FIG. 4. Typical spectral response for a silicon solar cell.
the valence band, depending on whether the silicon is p-type or n-type. The recombination process occurs as the center first captures a minority carrier and subsequently captures a majority carrier. One electron-hole pair is annihilated in the process, and the center is left in its original charge state. The lifetime of excess carriers, $\tau$, is reduced by the introduction of recombination centers according to the equation

$$\frac{1}{\tau} = \frac{1}{\tau_0} + N_r \sigma_r \nu f$$

where $\tau_0$ is the lifetime before irradiation, $\sigma_r$ is the recombination cross section, $\nu$ is the thermal velocity of the minority carriers, $N_r$ is the recombination center density and $f$ is a statistical occupancy factor that is near unity in most practical cases. The diffusion length $L = (D\tau)^{1/2}$, where $D$ is the diffusion constant, is reduced accordingly.

The first sign of damage to a cell is a reduction of the diffusion length in the base material. The diffusion length being very short in the surface region, it requires a much heavier irradiation before surface damage can be seen. As Fig. 3 shows, the red response will be the first to be affected; red light generates carriers deep in the cell, and a long diffusion length is required for collection.

IV. Results

Figure 5 shows a typical family of $i$-$V$ curves before and after a number of successive irradiations. The principal loss is to the cell current; the voltage decrease is much smaller. Fig. 6 shows a typical spectral response before and after irradiation; as expected, the degradation is greatest at long wavelengths. The shallow-junction ("blue-shifted") cells are more radiation resistant than the standard cells because of their greater base response in the blue as well as their greater surface response.

The output is shown as a function of total irradiation in Fig. 7, for standard p/n and n/p silicon cells under electron and proton bombardment. The electron fluxes required for a 25% degradation in the conversion efficiency are shown as a function of electron energy in Fig. 8, for standard one-micron junction depth p/n and n/p cells. (4-8)

FIG. 6 Spectral response of a silicon solar cell before and after irradiation.
FIG. 8 Electron flux required for 25% power loss for standard p/n and n/p silicon solar cells vs. bombarding energy.
There has been considerable conjecture regarding the large difference between p/n and n/p silicon cells. This phenomenon is a result of the basic character of the recombination centers which are produced by bombardment. The simplest type of recombination center has two different charge states, one neutral and the other charge state either positive if the center is a net donor or negative if the charge state is a net acceptor. As a result of the coulomb forces a donor-like center will have a large electron-capture cross section when it is in its positive charge state, and it will have a relatively much smaller hole capture cross section when in its neutral charge state. If both donor-like and acceptor-like centers are present, the recombination process in n-type silicon will tend to be dominated by the net acceptors and in p-type by the net donors, barring enormous differences in the concentrations of the two different species. There is now substantial evidence that a multiplicity of different defects are produced in silicon by irradiation and the dominant recombination centers are indeed different in n-type and p-type silicon. They are produced in different concentrations, and have different minority capture cross sections, and it would in fact be purely coincidence if the radiation damage rates were the same in both types of silicon.

The energy dependence of the damage rate under proton bombardment is shown in Fig. 9. There should really be two curves, one for p/n and the other for n/p cells, with about a factor of 3 or 4 separating them, but the fluctuations within any given group of apparently identical cells in nearly a factor of 10, and so only an average curve is shown.

**Shielding Effectiveness**

Since the July 9th nuclear explosion which is generally conceded to have injected large numbers of energetic electrons into trapped orbits there has been a rapid deterioration of power on satellites traveling in the radiation region with one notable exception, the Bell Telstar. The Telstar system was different from the others on two accounts: it utilized n/p silicon cells for the first time and each cell was protected by a moderate amount of transparent shielding (30 mils of sapphire). The question of just how effective the 30-mil shield is, is rather difficult to answer, for either proton or electron fluxes, (for different reasons). In the proton case it isn't too difficult to calculate what will happen to a monoenergetic beam passing through a relatively thin layer of shielding. The difficulty occurs...
FIG. 9 Relative proton damage rate vs. bombarding energy.
because the proton spectrum has not been measured down to sufficiently
low energies to account for the entire damage-producing flux. The
energy spectrum increases very rapidly at low energies, and as Fig. 9
indicates the low-energy protons are at least as important to an
unprotected cell as the high-energy protons. If we make the arbitrary
assumption that the intensity is constant from zero to 10 Mev, and then
drops off in a manner as reported by Freden and White and Naugle and
Kniffen at higher energies, then we would conclude that 10 mils of
sapphire would reduce the proton damage by roughly a factor of 10.
A 30-mil sapphire shield would reduce the proton damage by a factor
of 200, on the same assumption regarding the low energy spectrum. If,
as one would suspect, the intensity continues to increase below 10 Mev
the improvement due to shielding will be even greater than these figures.

In the electron case the shielding question is more difficult to
answer. Electrons are not slowed down in as uniform a fashion as
protons are, and there is even more diversity among the reported
electron fluxes than among the proton fluxes. For a "fission-electron"
spectrum such as was trapped after the Johnston Island explosion the
shielding effectiveness will not be nearly as great as the approximate
figures given above for the proton case. It has been estimated that
the shielding reduces the damage by only a factor of two in the
electron flux. The principal advantage of the Telstar over the
earlier satellites has come about through the use of n/p solar cells.

V. Gallium Arsenide

Photovoltaic effects are seen in practically all semiconductors,
and many have been considered for energy conversion purposes. Of
these, gallium arsenide and cadmium sulfide are the nearest to being
practical (i.e., competitive with silicon).

Gallium arsenide photovoltaic cells are similar to silicon cells
in construction. A wafer of n-type material has a p-type surface layer
roughly 1 µ deep. The principal difference between silicon and gallium
arsenide is a consequence of the optical absorption spectra of the two
materials. In GaAs the absorption constant rises very steeply above the
fundamental edge, and as a result all of the carriers are generated in
a very shallow layer (∼1 micron) in the p-type surface. This is in
constraint with silicon where the optical absorption rises more slowly
and light can penetrate deeply into the base region. Solar cells with
10% solar conversion efficiency have been made using gallium arsenide,

9. W. L. Brown, Personal Communication
and since the active region of the cells is confined to the shallow surface layer a higher flux of damaging radiation is required to affect the output of these cells than is required for comparable silicon cells. The difference between the spectral response before and after irradiation for gallium arsenide and silicon is shown in Fig. 10.

Cadmium sulfide photovoltaic cells are the latest addition to the family, and since the exact mechanism for their operation isn't understood the present discussion will be qualitative. Cadmium sulfide cells are quite different from either gallium arsenide or silicon cells; a thin evaporated polycrystalline layer of n-type cadmium sulfide is deposited on a conducting backing, either metal or glass with a transparent conducting film, the materials being chosen to effect an ohmic contact. A surface layer of copper is deposited on top of the cadmium sulfide, and produces a surface barrier type junction. In addition to the obvious difference in construction, the method of operation is different from silicon and GaAs. Light which is below the fundamental absorption edge can pass through the cadmium sulfide and strike the copper interface, where it is absorbed and produces carriers by a process which may be similar to photoemission. In contrast with silicon and GaAs little or no carrier diffusion is required, and hence the device is extremely difficult to damage. The maximum efficiency obtained up to now is in the neighborhood of 4-5%.

A comparison of the damage susceptibility of the various types of solar cell is given in Table I. The figures are all related to standard silicon p/n cells. The actual flux required for a given degradation can be obtained from Figures 8 and 9. Fig. 7 gives detailed numbers for 1 MeV electrons and 19 MeV protons.
TABLE I

Comparison of Solar Cell Damage Rates
Relative Fluxes Required for Equivalent Degradation
Each Line Has Been Separately Normalized

<table>
<thead>
<tr>
<th>Flux Type</th>
<th>Standard (p/n)</th>
<th>Shallow Junction (p/n)</th>
<th>Standard (n/p)</th>
<th>Shallow Junction (n/p)</th>
<th>GaAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5 MeV electrons</td>
<td>1</td>
<td>40</td>
<td>1</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>1 MeV</td>
<td>&quot;</td>
<td>1.3</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>6 MeV</td>
<td>&quot;</td>
<td>1</td>
<td>10</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>1.8 MeV protons</td>
<td>1</td>
<td>4</td>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 MeV</td>
<td>&quot;</td>
<td>3</td>
<td>80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19 MeV</td>
<td>&quot;</td>
<td>4</td>
<td>20</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>95 MeV</td>
<td>&quot;</td>
<td>10</td>
<td>60</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

VI. Summary

It is obvious from this discussion that there are still a number of gaps in our understanding of the radiation damage problem as it applies to semiconductor devices in general. We know very little about the physical identity of the radiation defects in silicon, and nothing about the defect centers in GaAs. There is a continuing effort at RCA and elsewhere to provide some of the answers, which we hope will be the first step in developing more damage-resistant devices.
SURFACE EFFECTS OF RADIATION ON TRANSISTORS*
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I. Introduction

A wide variety of effects of high energy radiation on semiconductor materials and devices have been recognized and studied for a number of years. The major emphasis in this field has been on effects that involve the bulk properties of semiconductors. A great deal of progress has been made in understanding the processes that control bulk radiation phenomena and in understanding the implications of these phenomena for semiconductor devices. Radiation effects on semiconductor surfaces also have been observed, and this paper is concerned with some special aspects of surface phenomena that have recently come to light. In contrast to bulk effects, the surface radiation effects are very poorly understood and in general even poorly characterized. This paper will attempt to shed a little light on these complexities and indicate a type of measurement program that has been found appropriate for dealing with devices intended for use in a radiation environment such as that of the Van Allen Belts in space. It will fall short of providing a satisfactory understanding of the processes involved.
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The paper is arranged as follows: in Section II for perspective, a brief discussion of the two broad classes of bulk radiation effects. Section III, description of the early observations that provoked the present work. Section IV, a proposed model of the basic process. Section V, results of a number of experiments carried out to test the mechanisms of the process. Section VI, characterization of effects with significant numbers of devices. Section VII, the process of testing and selection undertaken for Telstar devices. Section VIII, Summary.

II. Bulk Radiation Effects

Bulk radiation effects can be placed in two broad classes that arise from (a) hole-electron pairs produced in the crystal by ionizing radiation and (b) defects in the semiconductor lattice produced by high energy particles. These phenomena often occur together but they result from quite different interactions of radiation with the solid and they have very different consequences in semiconductors.

II.1 Hole-electron pair formation

Figure 1a illustrates the first case. Any charged particle passing through a solid produces ionization through collisions with the bound electrons. These collisions excite electrons to the conduction band and leave holes in the valence band, producing electron-hole pairs in exact analogy with the production of pairs by light. Neutrons and gamma rays also cause ionization effects through intermediate reactions that
Production of hole-electron pairs by collision of a charged particle with electrons of a semiconductor.

Production of lattice defects by collision of particles with the nuclei of a semiconductor.

As far as effects which depend on ionization are concerned, the particular particle involved is incidental; all that matters is how much energy is lost in
the solid. The number of hole–electron pairs produced is proportional to this energy loss.

The generated pairs tend to recombine with a time constant that is the conventional lifetime. Hence, all effects in this class are transient and persist only for the order of a lifetime after the excitation is removed. The pairs produced alter the conductivity of semiconducting materials. They also contribute currents in p-n junction diodes and transistors. Under pulsed ionizing radiation these effects can alter conductivities and currents by many orders of magnitude. On the other hand these effects can be very small in response to a single energetic particle and special p-n junction diodes may be required even to detect them. A case of intermediate magnitude has been considered by Rosenzweig who has used silicon solar cells to measure the intensity of moderate radiation fields.

II.2 Lattice damage

Figure 1b illustrates the other type of bulk radiation effect in semiconductors that arises from collisions of energetic particles with the nuclei of the lattice. If such a collision transfers sufficient energy to the struck atom, it is capable of moving the atom from its normal lattice site to some interstitial position in the crystal. These events are rare by comparison with the ionization events of Fig. 1a, but they create permanent or at least semipermanent defects in the structure of the lattice. The most important consequence of these defects is reduction in
the carrier lifetime of the material. Increases in diode reverse current and decreases in transistor current gain are produced as functions of the time integral of the flux of particles. In contrast to the pair production of the paragraph above, this radiation damage is extremely dependent on the particular particle involved. Energetic protons, for example, are much more effective in producing damage than energetic electrons. This type of radiation effect is of major importance to the long term power conversion efficiency of solar cells in space. Detailed consideration of this problem can be found elsewhere.

III. The Surface Problem

Surface effects on semiconductor devices have an illustrious history of subtlety and perversity and it is no surprise to learn that radiation is an environmental factor that must be considered. Several years ago, before the present sophistication in surface processing, experiments were carried out in an attempt to characterize radiation surface effects (changes in junction current, breakdown voltage, current gain, etc.). No systematic picture emerged, although surface cleanliness seemed certain to play some role.

Transistors that have evolved from refinements in junction formation and surface treatment techniques have, in the last few years, been examined in a variety of high energy neutron and gamma-ray environments. Particular attention has been given to bulk radiation damage effects on current gain.
since these effects turned out to be serious (particularly for silicon) at the flux levels of current interest in the vicinity of nuclear reactors. Very substantial improvements in radiation tolerance have been found; however, no recent comprehensive work on the surface effects has been reported.

The relative stability of the characteristics of a particular type of diffused silicon transistor under radiation is illustrated in Fig. 2. The collector reverse current is displayed because it is a particularly sensitive indication of surface stability at the very low currents that are conventional in present silicon devices. The gamma ray radiation* used in this case is representative of ionizing radiation in general. The figure shows that after one hour tests with neither bias nor radiation or with either alone, the current is essentially unchanged. (Actually much longer tests under bias are conventionally made in checking device reliability with the same results as shown here.) However, when bias and gamma radiation are simultaneously applied two effects appear: there is a sudden rise in current and then an upward drift of current over many minutes. The sudden rise of about 0.02μA is largely due to ionization of the gas in the device can. The current drifts upward by another decade in the 45-minute exposure following

---

* Radiation dose is frequently expressed in "rads" which are a measure of the energy absorbed per unit mass of material. One rad is equivalent to absorption of 100 erg/gm. Such a dose would produce approximately 2x10^9 ion-electron pairs/cm^3 in atmospheric air or about 4x10^{13} electron-hole pairs/cm^3 in silicon.
The response of $I_{CBO}$ of a diffused silicon transistor to either radiation or bias alone or to both together. Radiation dose rate $8.5 \times 10^5$ rads/hr.
its rapid rise. When the gamma radiation is removed the current does not immediately drop back to its preirradiation value, but gradually declines and even after an hour is more than a decade too high. A drop of about 0.02μA must still occur at gamma ray turnoff, but this is so small compared with the level to which the current has drifted, that the drop is not visible.*

The drift up and the slow decay of the collector currents are surface effects produced by the radiation only when the collector junction is reverse-biased. This aspect of radiation sensitivity had not previously been reported. It represents a factor that must be considered for reliability of devices that must operate in any radiation environment including the high energy electron and proton belts found in outer space. The conclusion that these effects arise at the semiconductor surface can be reached in a number of ways. If they were bulk effects the marked influence of applied bias is quite unreasonable. Radiation defects created in a solid have been influenced by extremely high electric fields, but only to the extent of causing them to migrate very short distances in

---

* Ion currents to the electrical leads either in the device encapsulation or in the gamma radiation chamber pose a serious problem to measurements on devices at very low leakage currents in high radiation fields (10^5-10^6 rad/hr). It has often proved necessary to remove the device from the radiation environment momentarily for measurement. Because of recovery effects care must be taken to obtain measurements quickly and at uniform times after removal.
long times. Furthermore, the decay of the effect occurs in a time that is very short for defect annealing in silicon. But more convincing is the sensitivity of the effect to the surface environment of the device inside its encapsulating can.

Figure 3 shows four typical n-p-n diffused silicon transistors of two types, each with two kinds of ambient atmosphere. Increases in collector current are observed in all four, but at quite different integrated gamma-ray doses. In both device types early current increases are associated with gas filling. In type B the evacuated device shows no measureable change until the integrated dose is in a range expected to cause substantial decreases in bulk lifetime. In this case, the influence of bias, although not shown in the figure, is practically nonexistent.

Not only is there a variation in the response depending on the gas filling of transistor cans, but there is also great variability among devices with a single type of filling. All evacuated units are slow to respond, but in the type B transistor only about half of the gas-filled units respond quickly. The other half are almost as stable as the evacuated units. This points again to a surface effect and to a broad spread in response arising from rather subtle differences in the surface chemistry. This lack of reproducibility complicates the study of the process involved and necessitates the use of statistical experiments, some of which will be reported in later sections.
The radiation degradation of $I_{CBO}$ of two types of diffused silicon transistors, evacuated or with gas filling. Radiation dose rate $8.5 \times 10^5$ rads/hr.
Before continuing to discuss the experimental observations we will introduce a simple model which describes some, but not all, of the effects, and provides a framework for the later discussion.
IV. A Model of the Process

Radiation, gas encapsulation, and device bias that seem to be essential to the effects shown in Section III can be combined in a simple model of the process. Fig. 4 illustrates the ingredients: the fringing field of a reverse biased collector junction on an n-p-n transistor and ions and electrons produced by gamma radiation in the gas of the encapsulation. The fringing field separates the electron-ion pairs, depositing electrons on the collector side of the junction and positive ions on the surface of the base. On both regions these charges tend to produce inversion layers at the surface, the effects being analogous for p-n-p and n-p-n devices. For simplicity only the inversion layer on the p-type base of an n-p-n transistor will be considered.

A magnified view of the edge of the device might be as shown in Fig. 5. The positive ions induce an electron-rich inversion layer or "channel" on the base and in effect extend the collector region out over the base. The channel represents a grossly different surface than existed before. Since the junction between the electron-rich channel and the base material constitutes an extension of the collector-base junction, it contributes to the collector saturation current. In part this is simply because of the extra junction area. More importantly, because the channel junction is very close to the surface, the surface generation process can yield much more current per unit area than for the junction in the bulk. Furthermore, if the
Fig. 4.

A model of a reverse biased transistor in a gas atmosphere ionized by radiation.
Fig. 5

Formation of a channel on the base of a transistor by + ion collection on the surface.
channel extends to the emitter it can add additional current to the collector by serving as a conducting path between the two. Channel effects on transistors and diodes have been studied previously in considerable detail entirely unrelated to the presence of radiation. The basic channel characteristics of emitter-to-collector conductance, high emitter floating potential, and channel pinchoff have all been observed in connection with the present surface radiation effects on diffused silicon transistors.

We have so far considered only formation of a channel by charge collection in the collector fringing field, but a second possibility is shown in Fig. 6. In all the n-p-n diffused silicon transistors used in these experiments the collector is electrically tied to the encapsulating can of the device. Under collector reverse bias a field then exists throughout the whole can and of such a sign as to drift positive ions toward the surface of the device base. This feature can be expected to increase the ion-collection efficiency.

One may ask if there are enough ions produced in the gas of the can, by the radiation doses that have been used, to provide large channel effects. At an integrated dose of $10^4$ rads (at which these effects may be substantial) and at atmospheric gas pressure (the normal device filling) a total of about $2 \times 10^{13}$ ions per cc will have been produced. With a device enclosure of about $3 \times 10^{-3}$ cc and a base layer area of about $10^{-3}$ cm$^2$, if all the ions were collected on the base, their concentration would be about $10^{14}$/cm$^2$. On typical base
The enhancement of ion collection at a transistor surface due to electron fields between the device and its encapsulating case.
material only about $10^{11}$ surface charges/cm$^2$ will be required to produce a channel. These several orders of magnitude margin are probably quite important because the efficiency of the surface charging process seems likely to be quite low. Furthermore, the process is far from a perfect charge integrator as we shall have occasion to observe in connection with reciprocity experiments in Section V.2.

The lack of reproducibility noted in Section III in connection with devices of the same type and same gas filling seems to necessitate an elaboration on the model. If ions of the gas are sufficient to produce a channel, why are there some devices with gas that are as stable as devices without? The gas ions themselves must not be the tenacious charge on the surface that forms the channel. The gas ions probably exchange their charge with residual contaminants on the device surface. Ionization of the surface contaminants directly is apparently too rare to be observed, since vacuum encapsulated devices show uniformly high surface stability. This is roughly reasonable since the probability of ionization of any single atom is estimated to be only about $10^{-5}$ at $10^4$ rads. Even with a monolayer of residual surface contamination, the surface ion concentration would then be only about $10^9$/cm$^2$. Of course, if the gas ions are to do the job, they must be reasonably effective in finding and exchanging charge with the residual impurities. There seems to be margin for inefficiencies in these very rough numbers.
This model predicts a number of effects that can be tested:

1. The effect depends only on ionization, not on incident particle type.

2. The simplest form of the model suggests that the effect is cumulative and depends on total dose, not on dose rate.

3. The effect should be more pronounced at higher collector bias.

4. The electric field between the can and the semiconductor may influence ion collection.

5. The decay of the effect should be faster if the device is not under continuous bias and should be accelerated in the presence of radiation without bias.

The results of the experimental tests of these predictions are contained in the following section.
V. Tests of the Model

V.1 Ionization

If the ionization in the gas of the device encapsulation is essential, then just as in the case of the ionization effect in a semiconductor discussed in Section II.1, the type of energetic particle should not matter. The experiments in Section III were carried out with Co$^{60}$ gamma rays which ionize through photo or Compton electrons that they produce. We have tested the model by comparing the results of 18 Mev proton irradiation with the Co$^{60}$ gamma rays. The individual device response scatters so widely that the behavior of a number of similar devices is examined in each case. Figure 7 shows the collector reverse current versus radiation dose, for gamma rays in dashed lines and protons in solid lines. The dose is calculated simply from the amount of energy deposited in a gas (the gas of the encapsulation) by gamma rays and protons. The radiation intensity (dose per unit time) was approximately $10^6$ rads/hr for the protons as well as for the gamma rays.

Within the spread of response observed, there is no significant difference between protons and gamma rays. If bulk damage in silicon were involved, one could expect a factor of 10 to 100 greater effect for the protons than for the gamma rays. (The bulk damage effect per particle comparing 18 Mev protons and 1.25 Mev gamma rays would be a factor of $10^4$ to $10^5$, but the scale in Fig. 7 is not particles but ionization, or energy loss, and the protons lose energy at a much higher rate.
Fig. 7

Comparison of $I_{CBO}$ changes under radiation by gamma rays (dashed lines) and protons (solid lines).
than gamma rays.) We conclude that ionization is essential to the mechanism of this surface radiation effect.

V.2 Reciprocity

The surface ionization effects may depend only on the total radiation dose or they may also depend on the dose rate. In the first case there is reciprocity between dose rate and time. Information on this point is relevant to understanding the process and is of immediate practical importance as well. The experiments are most easily performed at high dose rates, but the device reliability is also of concern in modest radiation fields.

In Fig. 2 recovery of the collector current following radiation was illustrated. The fact that recovery occurs at all when a device is removed from radiation but kept on bias proves that the observed result does not depend solely on the total dose. The ionized state of the surface at any time is not simply related to the total number of ions that have reached that surface.

Figure 8 shows the change of collector current vs. dose at two different high dose rate levels. The experiment was started at $8.5\times10^5$ rads/hr. After five minutes, when a dose of $7\times10^4$ rads had been delivered, the transistor was placed inside a lead shield that attenuated the gamma radiation by a factor of six. When a dose totaling $2.5\times10^4$ rads had been given the device, the attenuator was removed and the higher level radiation continued. After each attenuator change,
Reciprocity of dose rate and time at two high radiation dose rate levels.
the collector current continues to rise in a smooth extension of the earlier portions of the curve. If the dose rate were important, the middle segment of the curve would be expected to have a different slope than the two ends. During the attenuator changes the device was out of the radiation for approximately a minute and the current had started to recover, as indicated by the first point taken at the lower dose rate. A comparable drop would have appeared at the second attenuator change, but the earliest measurement after reinsertion in the radiation field was not obtained soon enough for it to show.

The rapid re-establishment of a previous high response to radiation after some recovery from it, represents a memory in the process. This kind of memory has been seen repeatedly. Devices that were irradiated and have apparently completely recovered their original collector characteristics by standing out of radiation and even off bias, will still tend to re-establish their former response on a second radiation exposure. Even after several weeks, a device seems to retain a sensitivity to subsequent radiation as a result of an earlier exposure. There is some evidence that the memory can be removed by baking at approximately 100°C for a few hours.

The ionization produced by the radiation apparently has two functions: first, to produce some chemical species that are capable of ionization and second, to keep these species in an ionized state. The number of these centers would reflect the total radiation dose, but some minimum level of radiation would be required to keep them active.
We can draw the conclusion from Fig. 8 that, in the high-intensity region, dose is the important variable. Fig. 9 illustrates quite a different range. Here a device started its radiation history at only 10 rads/hr and established a pattern of current increase that is already determined at a dose less than $10^4$ rads. Putting the device into the attenuated high-intensity source does not produce a simple continuation of the earlier curve, but rather produces a curve two and one-half orders of magnitude higher in current. This illustration is extreme and not many devices show this large a discontinuity, but essentially none give results that could be interpreted as simple reciprocity. Apparently over a dose-rate range this great, using the concept of the preceding paragraph, the ionization-sensitive chemical entities are not fully ionized in the low radiation field.

5.3 Surface Effect vs. Collector Bias

Since the surface effects we have been considering are absent except under the simultaneous application of radiation and collector reverse bias, we expect to find that changing the bias will alter the effect. This can occur because of increases in efficiency of charge collection, but also because the increased junction field tends to bind the ions more tightly to the surface or distribute them to form a more extensive inversion region.

Figure 10 shows the effect of a sudden change in bias from 5 to 15 volts. One gains the impression that the
$V_{CB} = 15\text{V}$
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Fig. 9
Lack of reciprocity between high and low dose rates.
Fig. 10
Influence of change in collector bias on degradation of $I_{CBO}$. Dose rate $8.5 \times 10^5$ rads/hr.
current suddenly adjusts to a level and to a rate of change that are what they would have been if the entire dose had been given the device at the higher bias. If this impression is valid it would indicate that the effect at higher bias had not been retarded by the initial dose at low bias, and hence that ion collection was no different. In a plot like Fig. 10 it must be realized that the significance of the first dose rapidly diminishes in comparison with the total as one moves out along the second branch of the curve. It does seem possible to infer that a given number of ions on the surface give a larger current contribution at higher bias. Rearrangement in the new field and effective extension of the length of a surface channel can occur.

Figure 11 shows the response of transistors under radiation at different biases. Up to a dose of about $10^4$ rads the current increase depends strongly on bias. Between $10^4$ and $10^5$ rads the slopes of the curves on this log-log plot are quite similar. Although only 4 units are illustrated in Fig. 11, the total group in the experiment was 80 and this pattern of behavior was quite consistent. Even beyond $10^5$ rads where the slopes increase there is considerable uniformity between individuals and across the voltage range. This point is illustrated in a different way in Fig. 12 where the median behavior of a group of 10 to 12 devices at each bias is plotted at $6 \times 10^3$ rads and $6 \times 10^4$ rads. The pattern of bias
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Fig. 11
Dependence of degradation in $I_{CBO}$ on collector bias.
Median behavior of $I_{CBO}$ with collector bias at two integrated doses.
dependence is already established at the lower dose and is smoothly maintained after the further order-of-magnitude change in dose. The lump at 10 volts appears to be significant. If it is real, its explanation will require a clever refinement in the model.

We do indeed observe the anticipated increase in device degradation at higher bias. The consistency of the shape of the voltage dependence at doses greater than $10^4$ rads strongly suggests that the dependence does not arise only from a difference in the numbers of available surface ions, but also from variation in the arrangement of ions and the influence of this arrangement on the current characteristics of the channel. The collection of charge does not seem to be the dominant variable over the voltage range examined.

Another indication that junction bias effects the arrangement of charge on a device surface is shown in Fig. 13. The characteristics observed after a total dose of about $10^7$ rads and at a high dose rate may show considerable structure, depending on the rate at which the characteristic is swept out. Furthermore, the differences between the characteristics with slow and fast sweep show that rearrangements are not instantaneous. Note that here also a peak of $I_{CBO}$ occurs in the vicinity of 10 volts.

5.4 Influence of Can Potential

It has been suggested that the electric field existing between the can and the transistor base by virtue of the bias on the collector junction may alter the collection of ions at
Fig. 13
Structure and drift in the reverse characteristics of a heavily irradiated transistor under radiation.
the semiconductor surface. This possibility has been examined using diffused silicon diodes, encapsulated in the same gaseous atmosphere as the diffused silicon transistors. Devices with the p-region common to the can and others with the n-region common were studied. There was no substantial difference in sensitivity to ionization in these cases. On the other hand it was found that by alteration of the device processing, devices of either polarity were insensitive. It is clear that in this case the chemical surface condition is of more vital importance than the can-to-diode bias.

No silicon transistor with reversible polarity to the can has been available, but a germanium transistor with all leads insulated from the can has been irradiated with reversal of the sign of can bias. The results are shown in Fig. 14. The device was irradiated at $8 \times 10^5$ rads/hr for one minute with the can negative with respect to the transistor base (the collector of which was continuously reverse biased) and then one minute with the can positive and so on for longer times as the irradiation proceeded. The leakage current is very clearly much more sensitive to positive potential on the can than to negative, a result consistent with the original picture of the role of positive ions in a channel on the transistor base. This experiment has been repeated several times with some lack of reproducibility. In some cases can bias makes much less difference than as shown in Fig. 14.
The influence of the can to semiconductor potential on degradation in $I_{CBO}$ of a germanium transistor.
and in two cases where the whole radiation effect was smaller, the dependence on can bias polarity was reversed.

There seems to be no question that the can-to-device potential can be important, but clear-cut evidence that positive ions rather than electrons (or negative ions) are always the important particle in transistor surface ionization effects has not been demonstrated.

5.5 Recovery

Recovery of the surface effects after an exposure to radiation has already been mentioned in connection with Figs. 2 and 8. The recovery is not exponential. In many cases, recovery under bias is well represented by a straight line on a log $I_{CBO}$ vs log t plot, although the points at less than 0.5 min tend to fall below such a curve. The recovery represents a loss of charge at the surface, perhaps by neutralization from the interior in the absence of a radiation flux, but the memory effects suggest the active species do not actually leave the surface.

The comparison between recovery with and without bias is shown in Fig. 15. A transistor given a dose of $4.6\times10^3$ rads at 5 volts is shown, first recovering at this same bias and then recovering with the collector circuit open except momentarily for measurement. The decay is substantially accelerated in the zero bias condition. This is consistent with the idea that the ions are bound in place by the field but in its absence are free to diffuse on the
Fig. 15

Decay of the radiation effect with bias and without.
surface and will no longer be concentrated to produce an inversion layer. It has also been observed that with re-establishment of the bias the current rises before continuing its decay, suggesting that the ions are subject to recapture by the field. There is a loss in this process however, that may arise from the enhanced neutralization of the ions by electrons from the inversion layer when they are more numerous in the absence of reverse bias.

Figure 16 illustrates the effect of radiation on recovery. The upper curve was taken first and is a normal recovery with bias. The lower curve shows recovery from the same starting value in the $8 \times 10^5$ rads/hr gamma field without bias. The device is momentarily removed from radiation for measurement at 15 volts reverse bias. The recovery is substantially enhanced by the ionization in the absence of bias. This seems to be explained through neutralization of the charges on the semiconductor surface by the newly formed ions. Under bias the gas ions are directed by the junction field to strike the surface in places where they add to an inversion layer. In the absence of a field from applied bias, these ions tend to go wherever they can reduce fields produced by surface charges.
Enhancement of the rate of recovery of $I_{CEO}$ with radiation but without bias.
VI. Characterization of Effects with Significant Numbers of Devices

With the above background concerning the surface effects of ionizing radiation, and with recognition of the limited knowledge of the range of exact surface conditions existing in semiconductor devices, further tests were planned to establish the extent of the ionization effect in larger samples of devices. For the purpose of such a test program, a transistor type was selected which showed particular sensitivity to the combined effects of electrical bias and ionizing radiation. These transistors normally have quite low collector reverse currents, $I_{CBO}$ (in the order of $10^{-10}$ amperes). They are therefore good subjects for study at relatively low gamma dose levels since small increases in $I_{CBO}$ can readily be recognized. A large number of devices were available with sufficient power aging to indicate stability of characteristics, so that changes could clearly be attributed to the radiation exposure.

Although the measurements of gain of these transistors under gamma radiation indicate some change with dose, the changes are relatively smaller than those in the junction reverse current and are hence less subject to recognition of a specific pattern of change. The data presented here, therefore, relate specifically to the changes in $I_{CBO}$.

VI.1 Typical Pattern of Degradation with Dose

In order to determine the proper conditions for large scale evaluation, and to have some estimate of changes
to be expected, it is desirable to establish the pattern of change in characteristics. From the data presented in Section V on the various factors affecting degradation, there develops a typical pattern of degradation, at least for the type of diffused silicon transistor used, as shown in Fig. 17. In this log-log plot of $I_{CBO}$ vs. integrated dose, four recognizable regions are indicated, an initial region of stability followed by three regions of change. The boundaries of the regions as indicated in Fig. 17 only depict representative variations and do not indicate actual limits of the device type.

As discussed in Section 5.3, the slopes of the degrading $I_{CBO}$'s become quite uniform among all units of this type beyond a total dose of about $10^4$ rad, or beyond the variable Region 2. In Region 3 all units show slopes of approximately $1/2$, and at about $10^5$ rads there is a fairly distinct increase in slope, which distinguishes Region 4. Although these two regions are recognizable, they are of lesser importance in judging comparative usefulness of the devices in radiation than are the region of stability and the slope in Region 2.

The region of stability is indicated even in the early tests (see Fig. 3) and continues to show up, even at the lowest initial current levels, when the dose rate is low enough to allow measurements at sufficiently low total dose.
The typical pattern of $I_{CEO}$ degradation under radiation for a particular type of diffused silicon transistor.
The extent of Region 1, or the dose value at which an individual unit starts to degrade, is quite variable among units of a type, as well as between types, and is a significant point for further consideration of devices.

The transition into Region 2, where the units show a typical linear increase in \( \log I_{CEO} \) with \( \log \) of dose, is quite distinct in all observed cases. For this reason, data which show only the degrading slope in Region 2 (perhaps because a high dose rate causes the first measurement to be beyond Region 1) can be extrapolated with some confidence back to the preradiation value to achieve an estimate of the transition dose. Major features of Region 2 are extreme variations between individual devices of a type and considerable dependence on collector voltage. This dependence is shown in Fig. 11 by the variations in \( I_{CEO} \) values achieved at about \( 10^4 \) rad, apparently about the end of Region 2 for this type.

In general, there appears to be a consistency between Regions 1 and 2 in that those units which show the greatest change in Region 2 also tend to indicate the shortest period of stability in Region 1; and conversely, those showing smaller changes in Region 2 appear to have the longer period of initial stability. Within the range of actual initial values (from \( 8 \times 10^{-11} \) to \( 2 \times 10^{-9} \) amperes) however, there appears to be no correlation between the initial value and the subsequent severity of degradation.
VI.2 Distributions of Dose at Initiation of Degradation

With the recognition of the typical response of this transistor type to radiation, a question can first be asked regarding the variability in the extent of the region of stability, Region 1.

Figure 18 shows several plots of the distribution, on a normal probability scale, of the integrated dose at which degradation is initiated (the end of Region 1). The three lowest curves show the results obtained from exposure to gamma radiation at $8.5 \times 10^5$ rads/hr., 10 rads/hr., and 1 rad/hr., all with a collector bias of 15 volts and with no connection to the emitters. There appears to be only about a factor of 2 difference between the $8.5 \times 10^5$ rad/hr. and the 10 rad/hr. results. This evidence of reciprocity between the $8.5 \times 10^5$ rad/hr. dose and the 10 rad/hr. dose at the end of Region 1 is in contrast to the lack of reciprocity indicated in Fig. 9 which compares reverse currents in Region 2. On the other hand, the difference between the 1 rad/hr. and 10 rad/hr. distributions seems to indicate a breakdown of reciprocity, at this level, in the dose required to initiate degradation.

The two upper curves of Fig. 18 are obtained at 5 rad/hr. and with a forward bias on the emitters during radiation in addition to the reverse collector bias. One of these curves is on the same type (F-54273) as that of the lower distributions. The other distribution at 5 rad/hr. is
Fig. 18
Distribution of the radiation dose at initiation of
degradation.
on another type (F-54647) which is basically the same but
with a somewhat higher distribution of initial current gain.
It would appear that the application of forward emitter bias
causes an increase of roughly two orders of magnitude in the
dose required for the onset of $I_{CBO}$ degradation. This could
result from the neutralization of positive charges on the sur-
face of the base region by electrons injected into the base
by the forward biased emitter.

VI.3 Distributions of $I_{CBO}$ Increase

Figure 19 shows the distribution of the increase
in collector reverse current resulting after $1.4 \times 10^4$ rads,
which dose is past the completion of the variable Region 2.
Here the $I_{CBO}$, on a log scale, is plotted on the normal prob-
bility scale. These data are on the same types of units
represented in Fig. 18 and are obtained from radiation with
the emitters forward biased. As in Fig. 18, the higher-
gain type evidences a lesser degradation, having a longer
region of stability as well as a smaller increase in $I_{CBO}$
during Region 2. The excellent match to a log-normal
distribution (except at very low currents where the data
reflects the inaccuracy of measuring the difference between
two nearly equal numbers) lends confidence to the inter-
pretation that the break at the upper end of the distribu-
tion is caused by the transition into Region 3 of those
units which have changed the most in the variable Region 2.
Fig. 19
Distribution of current degradation after a dose of
$1.4 \times 10^4$ rad at $8.5 \times 10^5$ rads/hr.
The broad distributions of Figs. 5, 18, and 19 point up the necessity for relatively large-scale experiments in order to make valid comparisons between different test conditions or device types.

VI.4 Tests of Other Semiconductor Devices

Similar kinds of distributions and general responses to the various conditions affecting degradation under radiation have been found in other codes of diffused silicon transistors and silicon diodes which have been encapsulated with a gas filling.

Figure 20 shows, for example, the distribution of reverse current increase of a 1/4-watt diffused silicon diode after $3.7 \times 10^4$ rads at $7.4 \times 10^5$ rads/hr. The broken shape of the distribution may simply indicate that the devices did not come from a single product run. The lack of the distinct break in the distribution at high currents suggests that the transition to Region 3 may not exist, or exists at a different dose. It would appear that each type must be examined in detail for a good understanding, even empirical, of its performance under radiation.

One interesting variation to the kind of response indicated above is that of a type of silicon alloy transistor which contains a silicone grease. In this case a relatively minor degradation is observed during short periods at a high gamma dose rate, but more severe degradation occurs during
Fig. 20
Distribution of degradation of current in a type of diffused silicon diode at $3.7 \times 10^4$ rads.
the period subsequent to completion of the exposure. This is indicated in Fig. 21, a plot of collector reverse current vs. time after repeated exposures on an individual device. The device was exposed for several consecutive periods at $1.4 \times 10^5$ rad/hr, with current measurements subsequent to each exposure. The procedure was then continued at $8.5 \times 10^5$ rad/hr. Here each curve represents the $I_{CBO}$ measurements subsequent to radiation for the total time indicated on the curve. $I_{CBO}$ increases subsequent to the exposure, but may actually be decreased during the next exposure. After sufficient exposure, the devices evidence a saturation of the subsequent $I_{CBO}$, and also a saturation of the effect with continued exposure.

This saturation effect is confirmed at the 5 rad/hr. dose rate in Fig. 22, showing the $I_{CBO}$ curves vs. integrated dose for two typical transistors of this type. Both show an eventual saturation of the curve and one shows an ultimate reduction which appears also to be typical of this type of transistor.

Several types of diffused germanium transistors have also been examined, with the general result that increases in $I_{CBO}$ are relatively small (of the order of a factor of 3 or 4), and relatively consistent, until the dose reaches about $10^6$ rads, where more drastic increases may be expected. The dependence on $V_{CB}$ was relatively insignificant.
Fig. 21
The pattern of collector current response in a grease covered silicon transistor.
The response of a grease covered silicon transistor under prolonged radiation at 5 rads/hr.
The effect of processing is evident in these types, however, with one group showing marked changes at about $10^4$ rads, and another group having essentially no changes at $10^7$ rads.
VII. Testing and Selection for Telstar Devices

The process of selecting the semiconductor components for use in the Telstar experimental communication satellite consisted of:

1. Qualification of design for reliability and performance as required in each application,

2. Fabrication,

3. Screening and preaging to assure satisfactory operation in the system environment,

4. Life testing;

5. Selection of the most stable devices.

At the time of recognition of surface effects from ionizing radiation (about October 1961), much of the life testing was already in process. Since the Telstar satellite was to orbit through the Van Allen radiation belt, the addition of radiation as an environmental factor was essential. Steps were therefore taken to determine the qualification of all types in the program and to study the screening and selection techniques that would be useful.

Figure 23 shows a plot of the estimated ionizing radiation intensity for components inside a satellite, as a function of the shielding of the components from the external environment. These curves refer to the ionization produced by protons only and were developed from existing estimates of the Van Allen belt particle fluxes. The upper and lower limit curves reflect the uncertainties in this estimate. For shielding thicknesses of
Fig. 23
The maximum radiation intensity anticipated in space due to high energy protons, as a function of the thickness of aluminum shielding.
less than 0.1 inch the electron contribution to ionization should be considered as well, but for Telstar, typical components are shielded by the equivalent of 0.5 to 1.0 inch of aluminum and only high energy protons are significant. The curves of Fig. 23 indicate that at this typical shielding, the radiation intensity would be a maximum of 10-20 rads/hr in the heart of the Van Allen belt. This results in a maximum average of 3-5 rads/hr over an entire orbit, considering Telstar's approximate 25% effective exposure to Van Allen radiation.

With this estimate of the maximum radiation environment, all device types were given a gamma exposure at $8.5 \times 10^5$ rads/hr for one minute (the equivalent of at least three months in orbit), followed by at least one week at 3 rads/hr. Any device type showing evidence of change in either condition was replaced or subjected to individual selection or screening. Device types showing no change were considered satisfactory.

All of these devices were subject to a 15v reverse bias on the collector and an emitter current corresponding to the application.

The diffused silicon transistors F-54273 and F-54647 were used for experimental studies of screening and selection procedures. It is noted that the one minute dose of $1.4 \times 10^4$ rads (at $8.5 \times 10^5$ rads/hr) is not much beyond the variable Region 2 of Fig. 17 and should be very effective in providing a comparison between individuals. The study of the effectiveness of such a dose as a screening procedure was carried out through the following program:
1. Preradiation of a number of these transistors to screening exposures between 10 seconds and 6 minutes at $8.5 \times 10^5$ rad/hr and

2. Subsequent exposure at 5 rad/hr.

This permits an evaluation of the effect of the low dose rate after a screening dose.

Figure 24 shows the collector reverse current measurements of two units from this program, these being generally typical of the results of all of the devices. In this case, the measuring equipment was limited in sensitivity to about $10^{-9}$ amperes and the initial values prior to radiation are shown at this value although they may have been somewhat lower. Unit No. 762 is representative of those units which suffered a relatively minor increase in reverse current during the preradiation dose. During the subsequent radiation at 5 rad/hr, this unit returned quite rapidly to its original value remaining there until the dose became somewhat greater than $10^3$ rads at which time it began to degrade in a fashion very similar to that expected from earlier tests. Unit No. 722 suffered a much greater change during the preradiation and took an appreciably longer time recovering toward its initial value. Before it fully recovered it reached the point of onset of final degradation and began to change quite rapidly. (A third type of response was seen in an occasional unit which degraded so severely during the preradiation that the subsequent low dose resulted in further increase in current and no recovery was evident at all.)
The influence of the screening dose on the distribution of onset of the final $I_{CEO}$ degradation (at 5 rad/hr) is shown in Fig. 25 for four similar groups of 12 units each. One of these groups was irradiated at 5 rad/hr with no initial radiation at the high dose level. The other three groups were given an initial radiation at $8.5 \times 10^5$ rad/hr for different lengths of time to achieve the initial radiation dose indicated in the figure. It is seen that all of these distributions are essentially the same, indicating that the 5 rad/hr dose will cause a modification of the surface condition established by the high initial dose, causing the units to look eventually as if they had not received the initial dose. This is evidence of a contradiction to the principle of reciprocity of dose rate and time, in that the additional dose added at the 5 rad/hr rate does not normally cause a continuation in the degradation produced in the initial dose.

Another point of interest in Fig. 24 is the comparison of the $I_{CEO}$ value resulting from the preradiation dose with that subsequently occurring after an equal dose at 5 rad/hr. Inspection of the two curves on Fig. 24 reveals that the currents at $7 \times 10^3$ rad are approaching those resulting from the preradiation dose. Fig. 26 shows a plot of the results of all the units so treated. The dashed line indicates the one-to-one correlation between the two current values, those points to the right of the line representing the units which during the 5 rad/hr exposure did not develop reverse currents as high as those obtained in the initial
Distribution in dose for initiation of degradation with and without preirradiation.
Fig. 26
Correlation of change in $I_{CBO}$ after a screening dose at $8 \times 10^5$ rad/hr with subsequent changes at 5 rad/hr.
dose. This line was not extended below about $4 \times 10^{-9}$ amperes because this was approaching the limit of sensitivity of equipment which was then in use. It is noted that all but two of the significant readings fall on the side of the one-to-one correlation line corresponding to larger changes after the preradiation dose than after the subsequent low dose rate exposure.

In some cases the lack of correlation is quite significant, the currents after the low dose rate exposure remaining below $10^{-8}$ amperes although quite large changes were observed after the screening dose. In these units, however, the changes in current gain after the low dose rate exposure were found to be appreciably greater than in those units which were more stable in the initial screening dose. Consequently, it is found that selecting of those units with $I_{CBO}$ less than $10^{-8}$ amperes after the screening dose, would have eliminated 9 of the 10 units which subsequently degraded to either $I_{CBO}$ values greater than $10^{-8}$ amperes or gains less than 50% of the initial gain. Of the 12 units good in these respects after the low dose rate exposure, only two would have been eliminated by selection following the screening dose. It is thus shown that selection on the basis of $I_{CBO}$ after a screening dose is effective for this device type.

An indication of the effect of this screening on the distribution in degradation of $I_{CBO}$ under low-level radiation exposure is given in Fig. 27. Both distributions are of $I_{CBO}$
Fig. 27
Distribution of radiation response in screened and unscreened devices.
after exposure, first to 30 seconds at $8.5 \times 10^5$ rad/hr and then to $10^4$ rad at 5 rad/hr. One distribution is of the entire sample of devices and the other is of only those which were selected for $I_{CBO}$ less than $10^{-8}$ amperes after the initial dose. It is seen that an appreciable improvement is achieved by the screening procedure.

**VIII. Summary**

It has been found that changes can occur in semiconductor characteristics, because of surface effects of ionizing radiation in a device under electrical bias, at much lower doses than those required to produce surface effects in the absence of bias or to produce changes in the bulk of the semiconductor. These effects apparently arise from ionization in the gas of a device encapsulation and collection of ions on the device surface. The gas ions probably serve to produce and activate chemical species on the semiconductor which induce surface inversion layers that alter the junction characteristics. The chemical condition of the surface previous to irradiation is apparently involved in the process in a sensitive way. The effects observed depend on junction bias, envelope potential, and in many respects on total radiation dose rather than dose rate. The major features of these observations and of observations of the characteristics recovery of the surface effects after radiation under bias can be described by the ion-induced inversion layer model of the process.
In the time since the first direct observation of this effect, a comprehensive study of all types of semiconductor devices has not been attempted. Observations of several types, however, indicate that different types may respond quite differently to radiation, that the response may be quite dependent upon processing (and therefore upon production periods or batches), and that within a type the response may be quite variable between individual units.

One type of transistor was used for much of the experimental work of defining the radiation effect, and the $I_{CBQ}$ response was studied because the large changes facilitated comparative measurements. It is recognized that current gain and other surface-dependent characteristics can also be affected by radiation, and they should be observed in any evaluation of types, if critical in specific applications. It is hoped that the studies presented here will be a guide in formulating such evaluations.

It has also been found that at least some devices can be screened for sensitivity to radiation by means of a short-time, high-level dose, with correlation to subsequent low-level exposure results. Here, too, it is recognized that variations exist among types, and the usefulness of such screening operations should be evaluated for each type of interest.
It is hoped that further work will serve to provide more definitive results relating the radiation effects to a physical model and also to the surface conditions or processes contributing to the effect. These preliminary results can at least serve to expose the problem and to suggest the lines of further study and action.
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Abstract

Space particulate radiation from the Van Allen belts, and from cosmic and manmade sources have energies and fluxes which have produced and are capable of producing damage in matter and living organisms which comprise space mission payloads. Laboratories in space for the study of radiation effects are not available. NASA, Langley Research Center, Virginia has proposed a ground based Space Radiation Effects Laboratory which simulates most of the particulate energy spectrum found in space and can be used in an effective, accelerated, radiation research program by means of which deleterious radiation effects can be minimized or eliminated. To achieve these results in a minimum time, a 600-Mev, proton, synchrocyclotron of proven design with variable energy and variable external beam size, as well as a 1 to 50 Mev electron accelerator with the same capabilities have been incorporated into the proposed facility. Although these devices will be used as engineering tools, provision has been made to maintain the basic research capabilities of these accelerators. This will provide three Virginia institutions of higher learning, who will operate the laboratory jointly with the Langley Research Center, with the instruments necessary to conduct a basic research program. The plan of the proposed test areas reflect the latest advances in the state of the art as it pertains to both the engineering and basic experimental requirements in flexibility, radiation background levels, shielding, and isolation. NASA, Langley Research Center, Virginia, has been engaged in particulate radiation effects research in materials, components, dosimetry, devices, and instrumentation used in space missions. These efforts have been handicapped by the limited availability of time in existing accelerators which are being used for basic physics experiments. The proposed Space Radiation Effects Laboratory will provide the necessary facilities for conducting an expanding radiation effects research program using particulate radiation which simulates the space spectrum.
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Introduction

The Langley Research Center of NASA has had a special interest in the space environment insofar as it influences the design of space vehicle systems. Scientific exploration of space has revealed a number of hostile aspects of the environment. Perhaps the most significant of these is the particulate radiation associated with cosmic rays, solar flares, and that magnetically trapped in the radiation belts. The Langley Research Center has proposed a Space Radiation Effects Laboratory in which the particulate space radiation can be simulated, accelerated testing performed, and fundamental studies made in this problem area.

Particulate Radiation in Space

A brief review of our knowledge of the particulate radiations in space is appropriate and, as cosmic rays are familiar, they are used as a basis of comparison in figure 1.\(^1\) The cosmic ray flux is comprised of approximately 85 percent protons, 13 percent helium nuclei and the remainder, heavy ions.\(^2\) Only the proton spectrum is shown. Although the flux is low, protons from this source attain extreme energies in the Bevs. The upper energy limit has not been determined but there is reason to believe that it is much in excess of \(10^6\) Bev.

The proton spectra of three solar events are shown with an indication of their time variation. The dotted portions of the curves are extrapolations. Energies of 10 Bev may be attained but flux values for these high energies are very low. Integrated, instantaneous, omnidirectional fluxes down to a few Mev may exceed \(10^6\) protons/cm\(^2\)/sec. The solar event of February 23, 1956 would indicate that both flux and energy decrease with time. It is more commonly believed, however, that the event of November 12, 1960 is the more likely occurrence.\(^3\) For this event, the flux values of the lower energies increase, as those of the higher energies decrease with time.

---


The protons trapped in the inner radiation belt have omnidirectional fluxes ranging from over $10^4$ protons/cm$^2$/sec at energies greater than 40 Mev to fluxes of the order of $10^5$ protons/cm$^2$/sec at energies greater than 550 Mev.

It is assumed that the electron fission energy spectrum shown in figure 2 would be obtained for manmade detonations of nuclear devices. The spectrum is expressed in relative differential values. If the spectrum is integrated and normalized it yields the following results: 55 percent of the electrons have energies $\leq 1$ Mev and 91 percent of the electrons have energies $\geq 3$ Mev. The maximum electron energy is about 7 Mev.

The recent explosion of a nuclear device produced the electron spectrum of figure 2 and these electrons have been geographically located in the position shown in figure 3. The naturally trapped protons and electrons of the radiation belts as previously reported are also shown and may be used as a basis of comparison. It can be seen that the new manmade belt contributes much of its intensity in the region previously referred to as the inner belt and thus increases the radiation damage problems of low-altitude space missions. The peak intensities of the electrons of this artificial belt equal if not exceed the maxima of the natural outer region when the latter's intensities are increased by magnetic storms.

The outer region is seen to be of a transient character and has variations in flux and energy due to solar activity. By far the greatest number of these electrons have energies below 1 Mev. As indicated previously, however, the manmade belt has about 45 percent of its electrons with energies between 1 and 7 Mev. The addition of any manmade trapped electron radiation may pose an even greater hazard than that which is already present from the natural belt electrons.

---


A brief summary of our knowledge of particulate radiation in space is given in table I.

**TABLE I.- SUMMARY OF THE PROTON AND ELECTRON SPECTRA IN SPACE**

**PROTON SPECTRA**

<table>
<thead>
<tr>
<th>Low Energy</th>
<th>High Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy spectra ≤22 Mev as obtained from Explorer XII data: 120 Kev &lt; E &lt; 4.5 Mev</td>
<td>Energy spectra from 22 Mev to 700 Mev</td>
</tr>
<tr>
<td>Flux (p/cm²/sec) = 10⁷ to 10⁹</td>
<td>Total flux &gt;2 × 10⁴ p/cm²/sec</td>
</tr>
<tr>
<td>Intensity can vary by a factor of 2 to 3 with solar activity</td>
<td></td>
</tr>
</tbody>
</table>

**ELECTRON SPECTRA**

<table>
<thead>
<tr>
<th>Low Energy</th>
<th>High Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy spectra &lt;1.6 Mev</td>
<td>Energy spectra 1.6 &lt; E &lt; 6 Mev</td>
</tr>
<tr>
<td>E &gt; 40 Kev, Flux &lt; 10⁸ e/cm²/sec</td>
<td>Flux ≈ 2 × 10⁵ e/cm²/sec</td>
</tr>
<tr>
<td>E &gt; 600 Kev, Flux ≥ 5 × 10⁶ e/cm²/sec</td>
<td>Intensity can vary by a factor of 50 to 100 with solar activity</td>
</tr>
</tbody>
</table>

Electron data obtained from Explorer XII.

**SOLAR FLARES**

Proton energy approaches 10 Bev. Fluxes vary with maximum values between 10⁵ to 10⁶ p/cm²/sec. The greatest intensities occur at the low-energy values.

The proton data are divided into low energy, high energy, and solar flares. The low-energy data were reported at the symposium on the scientific results of Explorer XII, January 1962, by L. R. Davis and J. M. Williamson of the NASA, Goddard Space Flight Center. The low-energy range given was from 120 Kev to 4.5 Mev. This has been extended arbitrarily to 22 Mev, the upper limit for fixed frequency cyclotrons. The integral flux in this range is between 10⁷ and 10⁹ protons/cm²/sec.
The high-energy-range data were obtained with Pioneer III and Explorer VII. The low end has been taken from 22 Mev and extends to 700 Mev, the integral flux being greater than $2 \times 10^{14}$ protons/cm$^2$/sec.

The maximum integral energy flux of the solar flares vary between $10^5$ to $10^6$ protons/cm$^2$/sec with energies ranging from kevs to about 10 Bev. The natural belt electrons have their highest intensities (between $10^8$ to $10^9$ e/cm$^2$/sec) at about $2 \frac{1}{2}$ to 4 earth radii as measured from the earth's center. The manmade belt electrons have peak intensities greater than $10^9$ e/cm$^2$/sec occurring at about 1.6 earth radii. The energies of both the manmade and naturally occurring electrons extend from a few kev to 7 Mev.

Concept of the Space Radiation Effects Laboratory

Threshold doses for functional radiation damage are shown for various materials and devices in figure 4. Unfortunately, most of this data is obtained from fission radiation which neither simulates space radiation as regards energy or type of radiation. This information is still useful in that it gives relative orders of magnitude of damaging doses and provides some means for determining the fluxes needed for accelerated space radiation damage studies.

The Langley Research Center in pursuing its research program for the experimental investigation of the effects of particulate radiation on items used in space missions, found, as have other investigators, that very limited beam time is available for engineering research using high-energy proton accelerators. The existing ones are being used almost full time for basic physics research experiments. To overcome this shortcoming without interference with the high-energy physics research effort, LRC, NASA, proposed construction of a Space Radiation Effects Laboratory which would encompass most of the space particulate radiation and which would utilize proton and electron accelerators as engineering tools as well as physics instruments.

---


Since over 90 percent of the space spectrum is below 1 Bev with fluxes less than $10^6$ particles/cm$^2$/sec, and as the needs for the facility are immediate, a survey was made of existing accelerators having energies of this range and external beams which would permit accelerated space simulation for components with volumes of at least a cubic foot. The desire was to duplicate an existing, proven, design having the necessary features for accelerated space simulation, thus saving years of development time. The choice, based on availability, was narrowed to frequency modulated cyclotrons and alternating gradient synchrotrons. The synchrocyclotron design was chosen because its external flux was adequate for our purposes, whereas the external flux of the synchrotron machine was lower by about two orders of magnitude. Considerations of down time, beam extraction and overall proven reliability were additional factors in favor of the synchrocyclotron.

Particle Accelerators

There are four synchrocyclotrons in the world with energies of about 0.6 Bev or greater. The two behind the iron curtain were not considered. The other two are the machine at Berkeley, California (0.76 Bev) and the machine at CERN, Geneva, Switzerland (0.6 Bev). The CERN machine was designed for its stated energy and incorporated the most modern concepts of the day. The Berkeley machine has been redesigned and altered to bring it up from its initial lower energies to its present level and any design improvements of it and other existing accelerators were considered in the design of the CERN machine. Since the CERN machine was the most modern, met our energy and flux requirements, and had a very good operational history, it was our final choice.

CERN Synchrocyclotron

Figure 5 is a photograph of the 600-Mev proton synchrocyclotron at CERN, Geneva, Switzerland. The overall size of the magnet is 36 feet wide by 21.3 feet deep by 20 feet high. It weighs 2500 tons, and is made up of 54 blocks weighing approximately 46 tons each. The height of the beam above the floor level is 4.1 feet and the magnet gap varies between 45 and 35 cm. The coils, which are water cooled, and made of aluminum, are about 25 feet in diameter, weigh about 60 tons, and produce 0.75 megawatt of heat at 1,750 amperes. The maximum radius $R$ of proton path ($n = 0.2$) = 2.27 meters. The magnetic induction at $R = 2.27$ meters is 1.79 webers/meters$^2$; and at $R = 0$, the magnetic

induction is 1.88 webers/meter$^2$. The vacuum chamber and connections are made of welded stainless steel and have a volume of 23 cubic meters. This is pumped down to about $10^{-6}$ torr using two oil diffusion and three roughing pumps.$^{10}$

The radio frequency system uses a water-cooled tuning fork modulator which modulates the r-f frequency between 29 and 16.5 megacycles at 55 cps.$^{10}$

The target systems shown in figure 6, although designed basically for high-energy physics research, lend themselves readily to engineering. There are eight internal flip targets to produce neutrons at radii corresponding to energies from 110 to 600 Mev. Negative mesons are obtained by use of a suitable target on a Fermi trolley. The external proton beam is obtained by means of a magnetic channel with suitable extraction devices and is brought to focus in a beam area of 15 cm$^2$. The external current is about 0.3 microamp ($\approx 10^{11}-10^{12}$ protons/cm$^2$/sec).

For the SREL, the CERN accelerator and external beam will be modified to produce variable energy and beam area. As proposed, the proton energy variation will be from 600 Mev down to as low as 100 Mev and capabilities will exist for spreading the beam from 15 cm$^2$ to 900 cm$^2$ at the target area. With the existing external beam, a year in the belt could be simulated in minutes to weeks over these target areas.

**Electron Linac**

Capability will also exist for accelerating electrons from 1 Mev to 30 Mev with beam current in the range of 150 microamp. These parameters will simulate the electron space environment as well as being useful for basic physics research. The beam area and energy will be variable and the linear accelerator design will be used to attain the requisite energy. Figure 7 is the accelerator section of a 10-Mev electron linac. The 30-Mev linac requires one or two additional accelerator sections.

The layout shown in figure 8 has been proposed for the SREL electron linac. The beam could be used in the linac cave or with the beam handling equipment shown, piped into the adjacent test area.

---

Plan of the Space Radiation Effects Laboratory

The floor plan of the proposed Space Radiation Effects Laboratory is divided into three major areas as shown in figure 9. These are the test and beam handling area, the test setup area, and the support building. The test and beam handling area consists of two independent target areas, the electron accelerator cave, the proton accelerator cave, and the magnet hall which will contain the beam transport and handling for the proton accelerator. The two target areas are about 30 by 30 feet and these dimensions may be changed by moving the walls. One target area is arranged for receiving a combined electron and proton beam. Sufficient area has been allowed around both accelerators which permits ready access and normal maintenance without the inconvenience of moving shielding. Very large targets may be irradiated by piping the beam directly down the magnet hall. The shielding walls are about 18 feet thick. Overhead shielding is provided to reduce skyshine. In addition the proposed arrangement of the physics test areas will isolate them in a manner to give low radiation background, thus permitting the performance of very refined experiments. The setup area allows test setups and measurements to be made without disturbance prior to installation into the target areas. Large vertical lift doors separate the target area from the setup area. The combined test and setup areas occupy approximately 37,000 square feet.

The support building is conveniently located next to the setup areas. It consists of two floors and a basement which will contain the control room and monitoring system for the accelerators, laboratory space, shop facilities, office space, counting areas, etc. The two floors have an area of about 17,000 square feet.

The section view, figure 10, is taken through the synchrocyclotron cave, and shows the relationship of the test setup area with the support building and test areas. Also shown are the head room for the overhead crane and the support and pilings needed around the accelerator.

Research Program

In accord with the objectives of minimizing or eliminating the effects of space radiation on all items which comprise space missions we have outlined a research program part of which is already underway in the following areas: materials, these will include seals, cements, plastics, lubricants, solder, damping materials, phosphors, insulators, etc.; external surfaces such as coatings, transparent materials, and optical components; devices such as magnetic, electronic, and solid state; shielding will cover magnetic as well as various bulk configurations; detection encompasses design, development, testing and calibration of new detecting devices; dosimetry will include experimental studies of radiation levels and doses delivered to different
areas and constituents of space vehicles; environmental contamination will deal with the ability of radiation to produce corrosive, noxious, atmospheres, for example, ozone and nitrous oxides in closed ecological systems; sputtering phenomena; activation resulting from radiation; chemistry of elastomers and polymers; spectroscopy for the study of radiation induced changes will include nuclear magnetic resonance, electron paramagnetic resonance, infra-red and visible light, electron microscopy, X-ray techniques, and mass spectroscopy; thin films; experimental validation of theoretical studies; biological research including synergistic effects; health physics; and basic physics research.

Operation of Laboratory

The tentative operational plan for the SREL provides for William and Mary, the University of Virginia, and Virginia Polytechnical Institute organized as the Virginia Associates Research Center (VARC), to supply the operational personnel for SREL. The participating universities of VARC will also establish a basic physics research program sponsored by government grant, industry grants, or self-initiated. Other institutions requiring a facility with high-energy capability for basic research can cooperate with VARC. Programs for accelerator improvement and development may also be undertaken by VARC. The Langley Research Center will conduct the engineering, applications, and basic research phases associated with the space environment. Other NASA Laboratories, government agencies, and industry under NASA contract will operate through the Langley Research Center.

Concluding Remarks

An architect's rendering of the Space Radiations Effects Laboratory is shown in figure 11. This will be located in the city of Newport News, Virginia within 15 miles of the Langley Research Center, and will lie in a site occupying approximately 100 acres. The principal intent of the Space Radiation Effects Laboratory was to provide a facility in which investigations simulating the space environment could be performed and the results used to increase the reliability and safety of spacecraft and space missions. As the project has now evolved, the Laboratory will serve a dual function. In one capacity, it will support an engineering program aimed at increasing the reliability and safety of spacecraft and missions. In the other, it will provide our universities and colleges with the instruments by which they can conduct basic research in high-energy physics as well as expanding their graduate program in this field. Thus, by providing a facility whereby both these endeavors can be conducted concurrently, two vital needs are simultaneously fulfilled.
Figure 1.- The instantaneous integral energy spectra of cosmic rays, solar flare protons, and protons in the inner Van Allen belt. Dotted curves indicate extrapolations of measured data. (From ref. 1.)
Figure 2.- Electron fission energy spectrum. (From ref. 4.)
Figure 3.- Man-made electron belt shown relative to the existing electron and proton distributions. (From ref. 5.) The approximate variation of flux with geocentric distance and altitude in the plane of the geomagnetic equator is depicted.
Figure 4.- Threshold dose for functional radiation damage as given in ref. 8. (Note that the absorbed dose in rads can be obtained by multiplying the dose in ergs/gm by $10^{-2}$.)
Figure 5.- CERN 600-MEV Synchrocyclotron.
Figure 6.- Target systems for the CERN 600-MEV synchrocyclotron.
Figure 7.- Accelerating section of a 10-MEV electron linac.
Figure 8.- Schematic of the electron linac proposed for SREL.
Figure 9.- Plan view of the Space Radiation Effects Laboratory.
Figure 10.- Section of the Space Radiation Effects Laboratory taken through the synchrocyclotron cave.

Figure 11.- Architect's perspective rendering of the Space Radiation Effects Laboratory.
THE EFFECTS OF PROTONS ON SEMICONDUCTOR DEVICES

William C. Honaker*
NASA Langley Research Center

Abstract

Experimental results are presented covering the data obtained from the bombardment of several transistors with 40 and 440 Mev protons. The data indicated a proton energy as well as a transistor frequency dependence on degradation. Figures are presented showing relative degradation of transistors with integrated flux.

Introduction

The presence of high-energy protons in the earth's radiation belts and in solar flares poses a problem in the design of circuits utilizing transistors for space application. The flux above an energy of 25 Mev in the inner belt is approximately $2.5 \times 10^4$ protons/cm²/sec with the differential energy spectrum varying as $E^{-3.4}$. The proton energy ranges up to approximately 600 Mev (refs. 1 and 2). The proton flux in an extreme solar flare may be as high as $10^6$ protons/cm²/sec. In some high-energy events the proton energies extend into the billion electron volt (Bev) range (ref. 3).

Damage produced in solids by charged-particle bombardment has been considered theoretically in references 4 and 5. Most of the theory for such damage has been arrived at by using pure-element models with no definite correlation existing with a transistor junction; thus, a definite need for experimental data exists. This report presents data obtained during experimental testing of several types of transistors. If transient damage effects such as ionization are neglected, the primary damage produced in pure silicon and germanium is the creation of Frenkel defects (vacancy-interstitial pairs). This is the vacancy created by knocking an atom from its normal lattice site and having it come to rest at an interstitial position within a lattice structure. The defects that are formed affect the electrical characteristics of a semiconductor by providing recombination and trapping sites which can reduce the number of carriers and result in a decrease in carrier lifetime (refs. 6 and 7).

*Aerospace Technologist.
Only a limited amount of work has been accomplished with protons in the study of radiation damage on semiconductors (ref. 8). Results of bombardment with $^{40}$ and $^{140}$ protons presented in the present report show the extent to which transistors are damaged when they are subjected to a total proton flux in the order of $10^{12}$ protons/cm$^2$. With a knowledge of the proton spectrum in the radiation belts and in solar flares, an estimate can be made of the lifetime of the various transistors subjected to these environments.

**Apparatus and Procedure**

**University of Minnesota Test**

A total of 75 transistors were irradiated with $40$ Mev protons by utilizing the linac accelerator at the University of Minnesota. The accelerator is capable of producing a time-average beam current of $10^{-6}$ amperes (approximately $6 \times 10^{10}$ protons/sec). The cross-sectional area of the proton beam is approximately $1.25$ square centimeters.

The experimental setup used during irradiation tests at the University of Minnesota is shown in figure 1. The transistors were mounted in individual ports on an aluminum disk and were remotely positioned in the proton beam. A cam-controlled electric motor automatically positioned each transistor in the proton beam for 10 minutes at a beam flux rate of $3 \times 10^9$ protons/cm$^2$/sec or a total flux of $1.8 \times 10^{12}$. A zinc sulfide phosphor (silver activated) was placed on the aluminum disk in a position corresponding to that of the transistors and was aligned with the proton-beam pipe exit. The center of the proton beam was visually located by using a closed-circuit television system to determine the location of the beam-excited portion of the phosphor. By marking the excited portion on the television monitoring screen, each transistor could be properly positioned within the marked area corresponding to the proton beam. During the experiments, the beam flux was monitored by means of a Faraday cup mounted behind the transistors. Periodic checks were made on the beam flux level through a vacant space in the aluminum disk.

During irradiation the transistors were operated in an active circuit. The transistor parameters which were monitored and recorded on a direct-writing oscillograph recorder included collector current, $I_C$; small-signal current gain, $h_{fe}$; and leakage current, $I_{CBO}$. The base current $I_B$ was held constant during the irradiation. Pretest and post-test measurements on each type of transistor were made both at the Langley Research Center (LRC) as well as by the manufacturer, with the
exception of the 2N146 and 2N337 transistors for which no manufacturers' data were obtained.

Carnegie Institute of Technology Test

A total of 20 transistors were irradiated by utilizing the 440 Mev proton synchrocyclotron at the Carnegie Institute of Technology. The synchrocyclotron is capable of producing a time-average beam current of $2 \times 10^7$ protons/cm$^2$/sec. The cross-sectional area of the proton beam at the external port is approximately 25 square centimeters.

The method used for exposing the transistors to the beam in this experiment differed from the method used at the University of Minnesota in that the larger cross-sectional area of the beam permitted the irradiation of several transistors at the same time with each bombardment lasting approximately 6 hours. Due to the nonuniformity of the cross-sectional area of the proton beam, a profile survey was made with a scintillation counter. The positions of the various transistors in the beam were carefully determined, and total dosages were arrived at by using the beam-profile plots. The beam current was measured before and during irradiation by using a helium-filled ionization chamber mounted between the beam exit port and the specimen and operated at 2 lb/sq in. above atmospheric pressure. The transistors exposed to the beam were mounted on a bracket supported by a junction box attached to a tripod. The transistor parameters measured before, during, and after irradiation were the same as those of the University of Minnesota experiments except that no manufacturer's data were obtained. Also, the number of transistors irradiated was fewer because of the lower beam flux and the longer irradiation time.

Discussion and Results

Figure 2 shows seven 2N146 (NPN) germanium, low-frequency transistors which were irradiated with 40 Mev protons. The average change in gain was a decrease of 70 percent at a total flux of $1.8 \times 10^{12}$ p/cm$^2$, which was found to be typical for low-frequency germanium devices. Figure 3 is a plot of six, 2N743, NPN, high-frequency silicon transistors with small signal current gain plotted against integrated proton flux. The change was about a 12-percent decrease at a total flux of $1.8 \times 10^{12}$ p/cm$^2$ or approximately one-sixth the damage sustained by the low-frequency transistor in figure 2. In figure 4 a plot is shown of a 2N337, NPN, silicon low-frequency transistor. This device was damaged by about 85 percent of its original value after a dose of $1.8 \times 10^{12}$ p/cm$^2$. The extent of damage was about the same as for the low-frequency germanium device.
To give an idea of the frequency dependence on transistor damage, figure 5 shows a 2N1302 transistor having an alpha cutoff frequency of 0.5 megacycle and a 2N224 transistor with an alpha cutoff frequency of 4.5 megacycles. The difference in frequencies here is approximately an order of magnitude and the difference in change in gain is 20 percent. The change would be approximately the same for other orders of magnitude change in frequency but this can also vary with materials and type of junction.

The 2N1302 shown in figure 5 was one of the devices irradiated at both 40 and 440 Mev. Figure 6 shows the relative damage at these two energies for a medium frequency transistor. The relative change at the two energies at $3 \times 10^{11}$ p/cm$^2$ was approximately a factor of 3 for this transistor. A comparison can be made between this NPN germanium device and a PNP germanium device shown in figure 7. Figure 7 is basically the same type of plot as figure 6 except that a 2N224, PNP, germanium transistor is irradiated in figure 7. The relative change in the 40 and 440 Mev bombardment again is approximately a factor of 3 at identical fluxes. Note the initial increase in gain and then a decrease. This phenomenon is noticed in PNP germanium junctions but not in NPN germanium junctions.

Table I gives a complete list of transistors bombarded with 40 Mev protons and shows the type junction, material, alpha cutoff frequency and the average change in each transistor gain at a total flux of $1.82 \times 10^{12}$ protons/cm$^2$. The averages were arrived at using six or seven transistors at the same proton dose and the changes noted ranged from an increase of 10 percent for the 2N128 PNP germanium transistor to a decrease of 85 percent for the 2N337 NPN silicon device.

For a good comparison between NPN and PNP junction, the second transistor the 2N1302 which changes by 65 percent and the sixth a 2N1303 which changed by 23 percent are nearly the same device except for the type junction; here it is evident that the PNP junction is more resistant to proton irradiation.

In table II, if one can assume a tolerable operating level of 0.7, the original gain of a transistor and a flux of $5 \times 10^4$ p/cm$^2$/sec in the space environment, then the lifetime of the various transistors irradiated is given in the right-hand column which extends from 30 to 418 days.
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### Table I

**Relative Damage to Si and Ge Type Transistors**

40 MeV Protons - Total Flux $1.82 \times 10^{12}$ cm$^{-2}$

<table>
<thead>
<tr>
<th>TRANSISTOR</th>
<th>TYPE</th>
<th>DESCRIPTION</th>
<th>$f_{ab,MC}$</th>
<th>$\Delta h_{fe}$ PERCENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>2N859</td>
<td>PNP Si</td>
<td>ALLOY JUNCTION</td>
<td>17</td>
<td>78</td>
</tr>
<tr>
<td>2N1302</td>
<td>NPN Ge</td>
<td>ALLOY JUNCTION</td>
<td>4.5</td>
<td>65</td>
</tr>
<tr>
<td>2N224</td>
<td>PNP Ge</td>
<td>ALLOY JUNCTION</td>
<td>0.5</td>
<td>85</td>
</tr>
<tr>
<td>2N1305</td>
<td>PNP Ge</td>
<td>ALLOY JUNCTION</td>
<td>8</td>
<td>65</td>
</tr>
<tr>
<td>2N1303</td>
<td>PNP Ge</td>
<td>ALLOY JUNCTION</td>
<td>4.5</td>
<td>23</td>
</tr>
<tr>
<td>2N526</td>
<td>PNP Ge</td>
<td>ALLOY JUNCTION</td>
<td>3</td>
<td>65</td>
</tr>
<tr>
<td>2N337</td>
<td>PNP Si</td>
<td>GROWN JUNCTION</td>
<td>30</td>
<td>85</td>
</tr>
<tr>
<td>2N146</td>
<td>NPN Ge</td>
<td>GROWN JUNCTION</td>
<td>13</td>
<td>70</td>
</tr>
<tr>
<td>2N169A</td>
<td>NPN Ge</td>
<td>RATE GROWN</td>
<td>9</td>
<td>50</td>
</tr>
<tr>
<td>2N743</td>
<td>NPN Si</td>
<td>DIFFUSED MESA</td>
<td>500</td>
<td>12</td>
</tr>
<tr>
<td>2N128</td>
<td>PNP Ge</td>
<td>SURFACE BARRIER</td>
<td>60</td>
<td>+10</td>
</tr>
</tbody>
</table>

### Table II

**Flux Tolerance**

\[
\frac{h_{fe}(\phi)}{h_{fe}(0)} = 0.7
\]

<table>
<thead>
<tr>
<th>TRANSISTOR TYPE</th>
<th>MAXIMUM PROTON FLUX ($10^{11}$/cm$^2$)</th>
<th>PROTON ENERGY</th>
<th>SIMULATED TIME IN DAYS IN A PROTON FLUX OF $5 \times 10^4$ P/cm$^2$/SEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2N337</td>
<td>1.3</td>
<td>40 MeV</td>
<td>30</td>
</tr>
<tr>
<td>2N224</td>
<td>1.5</td>
<td></td>
<td>35</td>
</tr>
<tr>
<td>2N146</td>
<td>2</td>
<td></td>
<td>46.5</td>
</tr>
<tr>
<td>2N859</td>
<td>2.5</td>
<td></td>
<td>58.1</td>
</tr>
<tr>
<td>2N1305</td>
<td>5</td>
<td></td>
<td>116.3</td>
</tr>
<tr>
<td>2N1302</td>
<td>5</td>
<td></td>
<td>116.3</td>
</tr>
<tr>
<td>2N526</td>
<td>6.5</td>
<td></td>
<td>151.2</td>
</tr>
<tr>
<td>2N169A</td>
<td>7</td>
<td></td>
<td>162.8</td>
</tr>
<tr>
<td>2N1303</td>
<td>18</td>
<td></td>
<td>418.6</td>
</tr>
<tr>
<td>2N743</td>
<td>&gt;18</td>
<td></td>
<td>&gt;418.6</td>
</tr>
<tr>
<td>2N128</td>
<td>&gt;18</td>
<td></td>
<td>&gt;418.6</td>
</tr>
</tbody>
</table>
Figure 1.- Transistor positioning device in the 40 Mev beam.
Figure 2.- 40 Mev proton damage.

Figure 3.- 40 Mev proton damage.
Figure 4. - 40 Mev proton damage.

Figure 5. - Proton damage versus alpha cutoff.
Figure 6.- Proton damage versus energy.

Figure 7.- Proton damage versus energy.
Abstract

The objective of the present study is to interpret observed changes in transistor electrical characteristics in terms of fundamental damage in the semiconductor crystal structure and, in so doing, to predict the effects of proton bombardment. Proton and neutron displacement production rates are calculated. These are used in conjunction with neutron irradiation data and an assumed similarity of defect clusters to determine the effects of protons on transistors. Reasonable agreement with experiment is obtained. The expected lives of transistors in satellites orbiting in the inner Van Allen belt are given.

Introduction

It has become important to understand and be able to predict the extent of proton damage to semiconductor devices. Accordingly, the objective of the study reported here is to interpret the observed changes in electrical characteristics of transistors in terms of fundamental damage to the semiconductor crystal structure and in so doing, to predict the effects of proton bombardment.

The method is as follows. First, the rate of production of lattice displacements is calculated at various proton energies. Next the rate of production of lattice displacements for neutron bombardment is calculated. Finally, damage constants for neutron irradiation, determined from existing data, are converted into damage constants for proton irradiation by means of the calculated displacement rates. With these, the effect of proton bombardment on transistors is computed.

*Applied Research, Camden, New Jersey
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Displacement Calculations

According to the theory discussed, for example, by Seitz and Koehler\textsuperscript{1}, Dienes and Vineyard\textsuperscript{2} and Billington and Crawford\textsuperscript{3} the displacement production rate is given by

\[ R_D = \int_{E_d}^{T_m} n_{si} g(T) \frac{d\sigma}{d\alpha}(T) \, dT \quad (1) \]

where:

- \( R_D \) is the displacement density per unit flux of incident particles.
- \( n_{si} \) is the number of target silicon atoms per unit volume.
- \( g(T) \) is the defect cascade function, i.e. the expected total number of displacements produced by a primary recoil of energy \( T \).
- \( \frac{d\sigma}{d\alpha}(T) \) is the differential elastic scattering cross section.
- \( E_d \) is the displacement threshold, i.e. the energy which must be imparted to a target atom to displace it from its equilibrium site.
- \( T_m \) is the maximum recoil energy which may be imparted to a target atom by an incident particle with a given energy.

The variable of integration in this expression is \( T \), the energy of the primary recoil. \( T \) is related to the energy of the incident particle, \( E_{inc} \), and the C.M. angle, \( \Theta \), through which it is deflected by

\[ T = \frac{h(m/M)E_{inc}}{\left[ 1 + \left( \frac{m}{M} \right)^2 \right]} \sin^2 \frac{\Theta}{2} \quad (2) \]

where \( m \) is the proton mass and \( M \) is the silicon mass.

First, the proton displacement rate will be considered. At low bombarding energies one would expect coulomb forces to dominate the proton-silicon interaction, and as will be pointed out later, the


radiation damage data for protons below 10 MeV is consistent with Rutherford scattering calculations. Above 10 MeV, however, the proton-silicon interaction must be modified to include nuclear forces. The principal result is a slight, though important, enhancement of the elastic cross section mainly at large scattering angles. This enhancement does not produce an observable increase in the number of primary proton-silicon collisions, but the few extra collisions that result generally involve a large momentum transfer, on the average, and consequently a large number of secondary lattice displacements. At very high energies (above 100 MeV) a complete account of the displacement production rate requires the inclusion of a number of inelastic processes as well as elastic scattering.

In the absence of data on the scattering of protons by silicon, the proton-aluminum cross sections have been used for these calculations. The justification for this is a logical consequence of the nuclear optical model, which fits the elastic proton scattering data with considerable accuracy over the energy range from 10 to 100 MeV, and for nuclei throughout practically the entire periodic table. Since the optical model parameters are slowly varying functions of atomic weight, going from A=27 to A=28 requires practically no correction.

The proton displacement rate is shown as a function of proton energy in Fig. 1.

The solid curve shown in this figure is a compilation of silicon solar cell damage data from several sources. The two lowest-energy points shown, at 1.5 and 4.5 MeV were calculated from Rutherford scattering, and the upper five points from p+Al elastic scattering data. The solid curve has been normalized to the computed displacement rate at $E_p = 10$ MeV.

There are two interesting features about this figure. The first is that at proton energies as low as 10 MeV there is a perceptible contribution to the total lattice displacement rate caused by nuclear-elastic scattering. The second interesting point is that elastic scattering is sufficient to give a fairly good account of the total displacement rate for proton energies as high as 100 MeV. At 180 MeV the solar cell damage rate is 2.5 times what one would expect from elastic scattering alone.

Next, the displacement production rate for neutrons is calculated using Eq. 1, and making the same assumptions that were made in the proton displacement calculation regarding the applicability of n + Al data to silicon. The results of the calculation are given in Fig. 2 which shows the displacement rate over the energy interval, 0 to 10 MeV. The weighted average of the displacement rate for a fission spectrum is shown as $\bar{D}_{DN}$. The fission spectrum is the energy spectrum of prompt fission neutrons and is a good approximation to the energy spectrum of neutrons produced by pulsed reactors such as the Godiva and Kukla facilities.
Next attention will be turned to the electrical property of semiconductors which is most affected by radiation, namely the minority carrier lifetime. In semiconductors like germanium and silicon where direct band to band recombination is forbidden, the recombination rate is directly proportional to the number of traps or centers at which recombination can take place. The minority carrier lifetime is of course inversely related to the recombination rate; therefore, to the number of traps. According to these considerations the lifetime may be written as

\[ \frac{1}{\tau} = C N_t (\phi) \]

where \( C \) is related to the capture cross section of the centers for minority carriers, the energy levels of the centers, the Fermi level of the material and the thermal velocities of the carriers. \( C \) is assumed to be independent of the flux, \( \phi \). \( N_t \) is the number of traps and is, of course, a function of \( \phi \). Loferski and Rappaport determined experimentally that the lifetime is related to the flux by

\[ \frac{1}{\tau} = \frac{1}{\tau_0} + k \phi \]

where \( \tau_0 \) is the pre-irradiation lifetime and \( k \) is the lifetime damage constant. Taking the derivative of \( \frac{1}{\tau} \) with respect to \( \phi \) one finds that

\[ \frac{\partial (\phi)}{\partial \phi} = C \frac{\partial N_t}{\partial \phi} = k \]

Thus, \( k \) is simply the product of \( C \) and the rate of introduction of traps. At this point, it is assumed that the rate of introduction of traps is directly proportional to the displacement production rate. Further, it is assumed that the damage constants for protons and neutrons are related to the particle type only through the respective displacement rates. Therefore the damage constants for protons and neutrons may now be written

\[ k_p = C'_{DP}; \quad k_n = C'_{DN} \]

3. F. Rappaport and J. J. Loferski, Phys. Rev. 100, 126 (1955)
When \( C' \) is eliminated from Eq. 6, \( k_p \) is obtained in terms of \( k_N \) and the displacement rates

\[
k_p = k_N \frac{R_{DP}}{R_{DN}}
\]  

(7)

\( k_N \) is determined from neutron irradiation experiments and \( R_{DP} \) and \( R_{DN} \) are calculated quantities.

The assumption that the damage constants are functions only of the total displacement production rates, independent of the type of particle producing the damage is an essential part of this study. However, it has been seen that for proton energies above 10 MeV nuclear-elastic scattering contributes significantly to the total displacement rate. The good agreement between the proton energy dependences of the damage rate and the displacement rate may be accounted for by assuming that all displacements are equally effective in producing electrical damage, regardless of whether they are produced in high concentration, as in the displacement spikes characteristic of nuclear-elastic scattering, or in very low concentration, as in the point defects generally characteristic of coulomb scattering.

**Effects of Proton Bombardment on Transistors**

Transistors and the effect of radiation induced lifetime changes on their performance will now be considered. Webster's equation shows the dependence of the common emitter current gain, \( \beta \), on the minority carrier lifetime

\[
\frac{1}{\beta} = \frac{SA_s W}{A D} + \frac{v_b W}{\sigma_e I_e} + \frac{1}{2} \frac{W^2}{D \tau}
\]

where \( S \) is the surface recombination velocity, \( A_s \) is the effective area for surface recombination, \( W \) is the base width, \( A \) is the area of the conduction path, \( \sigma_b \) and \( \sigma_e \) are the conductivities of the base and emitter regions, \( I_e \) is the diffusion length in the emitter, \( D \) is the diffusion constant and \( \tau \) is the minority carrier lifetime.

The first term on the right is the surface recombination term, the second is the injection efficiency term and the third is the volume recombination term. Terms one and two are assumed to be independent of the flux. Equation 8 may be rewritten, using Equation 4, to show explicitly the dependence on radiation induced lifetime changes

\[
\frac{1}{\beta} = \frac{1}{\beta_0} + \alpha \Phi = \frac{1}{\beta_0} + \frac{1}{2} \frac{W^2}{D} k \varphi = \frac{1}{\beta_0} + \frac{2}{f_{ca}} k \varphi
\]  

(9)

7 W. M. Webster, Proc. IRE 42, 914 (1954)
where $f_{\alpha}$ is the alpha cutoff frequency of the device. This relationship has been checked experimentally by Messenger and Spratt\textsuperscript{8} and Loferski\textsuperscript{9}. In a neutron irradiation experiment where the flux is $\Phi_N$, the lifetime damage constant for neutrons, $k_N$, is measured. If the effect of a proton bombardment is to be calculated, $k_P \Phi_P$ must be substituted for $k_N \Phi_N$. Equation 7 shows how $k_P$ is determined from $k_N$ and the calculated displacement rates $R_{DN}$ and $R_{DP}$. Several sample calculations have been made to check the validity of the method outlined here. From the data of Puttcamp\textsuperscript{10} of the Diamond Ordance Fuze Labs and Hicks, et. al. at Boeing, lifetime damage constants describing the degradation of $\beta$ with neutron flux have been obtained. These have been used in conjunction with the method discussed above to compute lifetime damage constants for monoenergetic proton bombardment.

Using the damage constants thus obtained one may calculate the proton flux necessary to reduce the current gain of selected silicon transistors to a specified fraction of its initial value. The results of the calculation may be compared with the experimental results which Hulten and Honaker\textsuperscript{12} obtained with 40 MeV protons.

Example 1: 2N743, npn mesa, $f_{\alpha} = 400$ Mc.

The data of Hulten and Honaker\textsuperscript{12}, \textsuperscript{13} (average of 6 units) showed that a flux of $1.8 \times 10^{12}$ protons/cm$^2$ at 40 MeV reduced $\beta$ to $0.85 \beta_0$. From Puttcamp's neutron irradiation of the 2N697, npn mesa, $f_{\alpha} = 150$ Mc, one finds

$$\alpha_N \text{ (average of 4 units)} = 1.8 \times 10^{-15} \text{ nvt}^{-1}$$

and

$$\alpha_P = \frac{150}{400} \times \frac{1000}{360} \alpha_N = 1.8 \times 10^{-15} \text{ per unit proton flux.}$$
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Using this $\alpha_p$ to calculate the proton flux necessary to reduce $\beta$ to $0.85\beta_0$ one finds

$$\phi_{\text{calc}} = 2.2 \times 10^{12} \text{ protons/cm}^2$$

and

$$\frac{\phi_{\text{calc}}}{\phi_{\text{exp}}} = 1.2$$

**Example 2:** 2N859, pnp alloy, $f_{\text{cA}} = 111$ Mc.

The data of Hulten and Honaker (average of 6 units) showed that a flux of $0.7 \times 10^{12}$ protons/cm$^2$ at 10 MeV reduced $\beta$ to $0.5\beta_0$. From the neutron irradiation by Hicks et al. of the 2N749, also a pnp alloy, with $f_{\text{cA}} = 35$ Mc one finds

$$k_N = 3.2 \times 10^{-7} \text{nvt}^{-1} \text{sec}^{-1}$$

and

$$\alpha_p = \frac{2}{11} \times 10^{-5} \times \frac{1000}{380} \times k_N = 1.23 \times 10^{-11} \text{nvt}^{-1} \text{sec}^{-1} \text{ per unit proton flux}$$

Using this $\alpha_p$ to calculate the proton flux required to reduce $\beta$ to $0.85\beta$ one finds

$$\phi_{\text{calc}} = 1.5 \times 10^{12} \text{ protons/cm}^2$$

and

$$\frac{\phi_{\text{calc}}}{\phi_{\text{exp}}} = 2.2$$

The agreement in the case of the 2N749 is quite good. For the 2N859 it is less good but still satisfactory in light of the scatter in the proton irradiation data.

**Transistors in Satellites**

Having checked the method in two cases where comparable neutron and proton data exist, one may proceed to the calculation of the expected life of selected groups of transistors in a hypothetical proton flux. The flux is an idealized representation of that which might be experienced by a device aboard a satellite whose orbit is in the most intense region of the Inner Van Allen Belt. This idealized proton spectrum has been constructed from the data of Heckman and Armstrong and is shown in Figure 3. The expected life of the devices has been calculated from

where \( k_N \) is the average lifetime damage constant for p or n type silicon as given by Messenger and Spratt and \( \phi_p \) is the proton flux rate in particles/cm\(^2\)-sec. Results of this calculation are shown in Figure 1. Table 1 lists the type numbers and some properties of the transistors in the groups indicated by the numbers in Figure 1.

Table 1. Satellite Transistors

<table>
<thead>
<tr>
<th>Group Number</th>
<th>W(cm.)</th>
<th>( f_c ) (Mc)</th>
<th>Transistor Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.1 x 10(^{-5})</td>
<td>&gt; 500</td>
<td>2N709 2N917</td>
</tr>
<tr>
<td>2</td>
<td>1.02 x 10(^{-4})</td>
<td>200 &lt; ( f_c ) &lt; 500</td>
<td>2N916 2N911 2N708</td>
</tr>
<tr>
<td>3</td>
<td>1.9 x 10(^{-4})</td>
<td>50 &lt; ( f_c ) &lt; 200</td>
<td>2N718A 2N1613 2N1893 2N910</td>
</tr>
<tr>
<td>4</td>
<td>3 x 10(^{-4})</td>
<td>20 &lt; ( f_c ) &lt; 50</td>
<td>2N1675 2N930</td>
</tr>
<tr>
<td>5</td>
<td>1.27 x 10(^{-3})</td>
<td>2 &lt; ( f_c ) &lt; 10</td>
<td>2N560 2N657</td>
</tr>
<tr>
<td>6</td>
<td>2.3 x 10(^{-3})</td>
<td>0.5 &lt; ( f_c ) &lt; 1.5</td>
<td>2N1185 2N2016</td>
</tr>
<tr>
<td>PNP</td>
<td>1.2 x 10(^{-4})</td>
<td>~100</td>
<td>2N995 2N869 2N1132</td>
</tr>
</tbody>
</table>

To be noted in Figure 1 is the superiority of transistors with thin bases (corresponding to high alpha cutoff frequency) and low initial current gain.

Summary and Conclusions

The displacement production rates for protons and neutrons have been calculated and used with neutron irradiation data to predict proton damage.
The lattice displacement rate produced by elastic scattering of protons has been calculated as a function of energy and compared with the observed proton damage rate for silicon solar cells. For energies up to nearly 100 MeV the agreement is quite good. As might be expected, at higher energies where nuclear reactions assume increasing importance the damage rate exceeds the displacement rate calculated from elastic scattering alone.

The effect of protons on transistors has been calculated with the use of a lifetime damage constant measured under neutron irradiation and the ratio of the calculated displacement rates. The good agreement with available data indicates that the assumptions made earlier are reasonable, and a very useful consequence follows, namely that the large amount of existing neutron damage data may be converted to proton damage information in a rather simple manner.
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Figure 1. The number of lattice displacements, $R_{DP}$, per centimeter along the track of an incident proton of energy, $E_p$. Ionization effects by the primary recoiling silicon atom have been neglected.
Figure 2. The number of lattice displacements, $R_{DN}$, per centimeter along the track of an incident neutron of energy, $E_N$. 

$\bar{R}_{DN} = 380 \text{ cm}^{-1}$
Figure 3. Idealized proton spectrum for the Inner Van Allen Belt. The shape of the spectrum is based on the data of Heckman and Armstrong, (9) but the curve has been normalized to Van Allen's total of \(2 \times 10^4\) protons/cm\(^2\)-sec above 40 Mev.
Figure 4. Time in Inner Van Allen Belt flux shown in Figure 3 for 50\% reduction in current gain as a function of base width, W, and initial gain, $\beta_0$.
Abstract

An analytic expression for the decrease in efficiency of a solar cell behind a protective cover glass exposed to a spectral distribution of protons is formulated on the basis that the time rate of decrease in output power is proportional to the proton dose rate absorbed at the surface of the solar cell. The decrease in the maximum power output $\Delta P$ of a solar cell exposed to protons in space is found to be

$$\Delta P = \frac{1}{2} P_o \ln \left(1 + \bar{e} L_i^2 D \right), \quad (1)$$

where $D$ is the absorbed dose of protons at the surface of the solar cell behind a protective cover glass, and $L_i$ is the initial value of the diffusion length of the minority carriers of the solar cell corresponding to the initial maximum power output $P_i$. The dependence of $L_i$ on $P_i$ is found from the data of Smits, Smith, and Brown$^1$ to be represented by

$$L_i = L_o e^{P_i/P_o} \quad (10 \text{ mw} < P_i < 20 \text{ mw}) \quad (2)$$

For an n-on-p cell, $L_o = 0.234$ micron and $P_o = 3.13$ milliwatts. The quantity $\bar{e}$ is a radiation damage factor averaged over the absorbed dose rate from a spectral distribution.

---

distribution of protons. The energy dependence of \( \epsilon \) is obtained from experimental data\(^2,3\) on the change in the reciprocal squared diffusion length per unit integrated proton flux, \( I \), versus proton energy \( E \). Actually, \( \epsilon \) is defined by

\[
\frac{d \left( \frac{1}{L^2} \right)}{d I} = \epsilon \frac{dE}{dR_0}
\]

(3)

where \( \frac{dE}{dR_0} \) is the specific ionization energy loss in the material of the solar cell.

The decrease in the maximum power output of an n-on-p silicon solar cell exposed to the solar flare of 12 November 1960 is calculated as a function of the thickness of protective cover glass for a power-law representation of the differential flux spectrum of the incident protons.

Introduction

Energetic protons in space bombard the active material of solar cells which supply power for satellites and space probes. Radiation damage to a solar cell results in a decrease in its power output. This degradation in the efficiency of a solar cell must be taken into account in the design of a solar cell power supply. The number of solar cells required to furnish a specified power output throughout a given mission will depend upon the decrease in power output expected during the mission. Some degradation can be prevented at the expense of additional weight by increasing the thickness of the protective cover glass. In order to be able to optimize the design of solar cell power supplies exposed to protons in space, it is useful to obtain an analytic representation for the decrease in power output of a solar cell behind a cover glass of arbitrary thickness.


Theory

Basic Assumption

In order to derive a formula for the decrease in the power output of a solar cell exposed to protons in space, we have made the assumption that $\frac{dP}{dt}$, the time rate of decrease in the output power of the solar cell, is proportional to the proton dose rate $W$ absorbed at the front surface of the solar cell. Formally, we write

$$- \frac{dP}{dt} = F(P) W$$  \hspace{1cm} (4)

where $F(P)$ is a factor of proportionality which depends upon the instantaneous power level $P$ of the solar cell. $F(P)$ represents the differential decrease in power of the solar cell per unit of absorbed dose. If $\frac{dP}{dt}$ is expressed in units of milliwatts/hour and $W$ is in rads/hour, then $F(P)$ is in units of milliwatts/rad.

Evaluation of Proportionality Factor $F(P)$

The proton dose rate absorbed at the surface of the solar cell behind a protective cover glass is given by the following integral:

$$W(\text{Mev/sec gm Si}) = \int \left( \frac{dE}{dR_0} \right) dR \int n'(R, \Omega) d\Omega,$$  \hspace{1cm} (5)

where $\frac{dE}{dR_0}$ is the specific ionization energy loss in Mev per gram per cm$^2$ of the material of the solar cell for protons of energy $E$, corresponding to the residual range $R$ in the material of the cover glass. The zero subscript of $\frac{dE}{dR_0}$ refers to the material of the solar cell (e.g., silicon). The differential quantity $n'(R, \Omega) dR d\Omega$ represents the number of protons emerging from the cover glass in a direction $\Omega$ in $d\Omega$ with a residual range (in the material of the cover glass) between $R$ and $R + dR$.

For a spectrum of protons incident on the solar cell, the time rate of decrease in the output power is given by

$$- \frac{dP}{dt} = \int \frac{dP}{dt} dR \int n'(R, \Omega) d\Omega,$$  \hspace{1cm} (6)

where $\frac{dP}{dt}$ is the change in output power per unit time-integrated proton flux, and $dR \int n'(R, \Omega)d\Omega$ represents the number of protons.
incident on the solar cell with residual ranges between \( R \) and \( R + dR \) crossing a unit area per unit time from all directions. The primed notation is used to denote that the unidirectional differential range spectrum, \( n'(R, \Omega) \), at the solar cell is a degraded spectrum, the incident spectrum in space being degraded by a cover glass protecting the solar cell.

In the integrand of Eq. 6, the quantity \( dP/dI \) may be rewritten as a product of two factors:

\[
\frac{dP}{dI} = \frac{dP}{d(1/L^2)} \frac{d(1/L^2)}{dI} = f(P) g(E),
\]

where \( L \) is the diffusion length of the minority carriers in the material of the solar cell. The right-hand member of Eq. 7 is written in recognition of the fact that the first factor, \( f(P) \), will depend only on the power output of the solar cell and the second factor, \( g(E) \), will depend only on the proton energy.

The sensitive thickness of the solar cell is equal to the diffusion length of the minority carriers in the bulk material. The diffusion length is the average distance traveled by an excess minority carrier before recombining with a majority carrier. Values of the diffusion length range from 200 \( \mu \) down to a few microns, depending upon the conductivity type, resistivity, and irradiation history of a cell.

From the data of Smits, Smith and Brown\(^1\), the dependence of the maximum power output on diffusion length of an n-on-p solar cell may be represented by an exponential function as follows:

\[
\frac{P}{P_0} = L_0 e^{P/P_0} \quad (10 \text{ mw}< P < 20 \text{ mw})
\]

where \( L_0 = 0.234 \) micron and \( P_0 = 3.13 \) milliwatts. In Fig. 1, this analytical representation is compared with the data of Smits et al. They measured output characteristics of 92 solar cells under electron bombardment. From their measurements, they constructed curves of median power output versus voltage under outer space illumination with the integrated electron flux and the diffusion length as parameters. The dependence of the maximum power output on diffusion length is obtained from this data.

Thus, from Eq. 8, we find that

\[
f(P) \equiv \frac{dP}{d(1/L^2)} = \frac{1}{2} \frac{2P}{P_0} L_0^2 e^{2P/P_0} = \frac{1}{2} \frac{P}{P_0} L_0^2
\]
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Now, let us write the energy-dependent factor as a product of two factors:

\[ g(E) = \frac{d(1/L^2)}{dt} = \epsilon \frac{dE}{dR_o} \quad (10) \]

where \( \frac{dE}{dR_o} \) is the specific ionization energy loss in the material of the solar cell, and \( \epsilon \) is a radiation damage coefficient. The value of \( \epsilon \) will be determined from experiment. After substituting Eqs. 7, 9, and 10 in Eq. 6, we obtain

\[ -\frac{dP}{dt} = f(P) \int \epsilon \left( \frac{dE}{dR_o} \right) dR \int n'(R, \Omega) d\Omega. \quad (11) \]

We may rewrite Eq. 11 as follows:

\[ -\frac{dP}{dt} = f(P) \bar{\epsilon} W = F(P) W \quad (12) \]

where

\[ F(P) = \bar{\epsilon} f(P) = \frac{1}{2} \bar{\epsilon} P_o L^2 \quad (13) \]

and

\[ \bar{\epsilon} = \frac{\int \epsilon \left( \frac{dE}{dR_o} \right) dR \int n'(R, \Omega) d\Omega}{\int dE \frac{dR_o}{dR} \int n'(R, \Omega) d\Omega} \quad (14) \]

The dependence of the diffusion length on proton energy has been measured by Bell Telephone Laboratory workers at various proton accelerators. These workers have reported their data in a plot of \( d(1/L^2)/dI \) vs. proton energy. The first data of this type, reported by W.L. Brown, are shown in Fig. 2. Later, Rosenzweig, Smits, and Brown reported similar data, shown in Fig. 3. We have shown both sets of data in a slightly different form in Fig. 4, where we have plotted \( \epsilon \) vs. proton energy.

**Decrease in Maximum Power Output**

In order to obtain an expression for the decrease in the maximum power output of a solar cell, we integrate Eq. 12:

\[ \text{Absorbed dose } D = \int_{t_1}^{t_f} W dt = -\int_{P_1}^{P_f} \frac{dP}{F(P)} = I(P) \]
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where the subscripts \( i \) and \( f \) on the limits of the integrals denote initial and final values of the power and time. The result of integration is

\[
\Delta P = P_1 - P_f = \frac{1}{2} P_0 \ln(1 + \bar{\epsilon} L_1^2 D)
\]  

(16)

where, from Eq. 8, \( L_1 \) designates the value of the diffusion length of the minority carriers of the solar cell corresponding to the initial power \( P_i \).

Upon substituting the values \( P_0 = 3.13 \) milliwatts, \( L_0 = 2.34 \times 10^{-5} \) cm, \( \bar{\epsilon} = 7.48 \times 10^{-8} \) gm/cm\(^2\)-Mev = 4.67 Rad\(^{-1}\)-cm\(^{-2}\), Eq. 16 becomes

\[
\Delta P (\text{mw}) = 1.565 \ln \left[ 1 + 0.25 \times 10^{-8} \epsilon \right] D (\text{rads})
\]

In Fig. 5, we plot the decrease in the maximum power output as a function of the absorbed dose of protons at the surface of the solar cell.

**Absorbed Surface Dose Rate as a Function of Cover Glass Thickness**

In order to determine the dependence of \( W \), the proton dose rate absorbed at the surface of the solar cell, upon the thickness \( x \) in gm/cm\(^2\) of a protective cover glass, it is necessary to integrate Eq. 5 for the dose rate. We have obtained an analytic expression relating the dose rate to the cover glass thickness on the following basis:

(a) An isotropic differential spectrum of protons is incident on a protective cover glass in plane geometry from the upper hemisphere. We represent the incident flux spectrum by a power law of the form

\[
j (p/cm^2\text{-sec-Mev}) = 2 \pi C E^{-\gamma}.
\]  

(17)

(b) The range-energy relation for protons in matter is representable by a power law of the form

\[
R (\text{gm/cm}^2) = K E^\alpha
\]  

(18)

where the constants \( K (\text{gm/cm}^2\text{-Mev}^\alpha) \) and \( \alpha \) depend on the material.

The result of integration, written in terms of the incident flux, is

\[
W (\text{rads/hr}) = 5.76 \times 10^{-5} \frac{B(p,q)}{(1+p)\alpha_0 K_0} E_x^{2-\alpha_0} j(E_x)
\]

(19)
where $E_x$ is the proton energy required to just penetrate a cover glass thickness $\text{gm/cm}^2$; $\alpha_0$ and $K_0$ denote values for the material of the solar cell (e.g., silicon); $\alpha$ and $K$ represent values for the material of the cover glass (e.g., sapphire); $B(p,q)$ is the beta function; and

$$p = (\gamma + \alpha_0 - 2)/\alpha \quad (20)$$

$$q = (1 + \alpha - \alpha_0)/\alpha \quad (21)$$

Alternatively, by making use of the range-energy relationship, we may rewrite Eq. 19 directly in terms of the cover glass thickness:

$$W(t,x) = 5.76 \times 10^{-5} \frac{2\pi C(t) B(p,q)}{(1+p)\alpha \alpha_0 K_0} \frac{(K_x)^P}{x} \quad (22)$$

### Application to the Solar Flare of 12 November 1960

#### Characteristics of the Proton Spectrum

The integral proton spectrum has been measured* at energies as low as 2 Mev at 5 hours and 27 minutes after the peak of the optical flare on 12 November 1960. From the reported values of the spectral parameters (viz., $\gamma - 1 = 1.7 \pm 0.2$ in the energy interval from 2 Mev to 100 Mev and $N(> 2 \text{ Mev}) = 3 \times 10^4$ protons/cm$^2$-sec-steradian), the spectral exponent $\gamma = 2.7$ in the energy interval from 2 Mev to 100 Mev and the spectral coefficient $C(t_0) = 1.66 \times 10^5$ protons/cm$^2$-sec-steradian-Mev$^{\gamma-1}$ at $t_0 = 5.5$ hours after the flare peak.

#### Absorbed Dose Rate at Time $t_0$

If we substitute numerical values in Eq. 22, the proton dose rate absorbed at time $t_0$ at the surface of a silicon solar cell becomes

$$W(t_0, x) = 1.1 x^{-1.4} \quad (23)$$

---

Equation 53 is plotted in Fig. 6.

Absorbed Dose

We may estimate the integral for the absorbed dose in the approximation that the spectral exponent $\gamma$ and hence the parameter $p$ in Eq. 22 for the absorbed dose rate is independent of time $t$. In this approximation, the absorbed dose may be written

$$D = W(t_0, x) \Delta t$$  \hspace{1cm} (24)

where $\Delta t$ is the effective duration of the flare. We have found $\Delta t = 2.36 \times 10^5$ seconds = 65.6 hours from the data of Fichtel, Guss, and Ogilvie\textsuperscript{8} on the time dependence of the integral proton flux above 20 Mev.

Thus, the absorbed dose as a function of cover glass thickness $x$ (gm/cm$^2$) for the solar flare of 12 November 1960 is

$$D \text{ (rads)} = 71 x^{-1.4}.$$ \hspace{1cm} (25)

Equation 25 is plotted in Fig. 7.

Decrease in Maximum Power Output vs. Thickness of Protective Cover Glass

Finally, the percentage decrease in maximum power output of an n-on-p silicon solar cell exposed to protons from the solar flare of 12 November 1960 is given by

$$\frac{\Delta P}{P_i} = 1.565 \frac{P_f}{P_i} \ln \left(1 + 1.82 \times 10^{-7} e^{0.639 x^{-1.4}}\right)$$ \hspace{1cm} (26)

where the powers $P_i$ and $P_f$ are expressed in milliwatts, and $x$ is in gms/cm$^2$ of cover glass. Equation (26) is plotted in Fig. 8.

---
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Figure 1. Diffusion Length of Minority Carriers of an n-on-p Solar Cell vs. Maximum Power Output.
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Figure 2. Change in Reciprocal Squared Diffusion Length per Unit Integrated Proton Flux for Solar Cells vs. Proton Energy. Data from W.L. Brown (May 1961).
Figure 3. Change in Reciprocal Squared Diffusion Length per Unit Integrated Proton Flux for Solar Cells vs. Proton Energy. Data from Rosenzweig et al. (August 1962).
Figure 4. Proton Radiation Damage Coefficient for Solar Cells vs. Proton Energy.
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Figure 5. Decrease in Maximum Power Output of an n-on-p Silicon Solar Cell vs. Absorbed Dose of Protons at the Silicon Surface Layer Behind a Protective Cover Glass with the Initial Value of the Maximum Power Output as a Parameter.
Figure 6. Proton Dose Rate (in rads/hour) from the 5.5 Hour Spectrum of the Solar Flare of 12 November 1960 vs. Thickness (in gm/cm$^2$) of Protective Cover Glass.
Figure 7. Surface Dose of Protons Absorbed From the Solar Flare of 12 November 1960 vs. Thickness of Protective Cover Glass.
Figure 8. Decrease in Maximum Power Output vs. Thickness in gm/cm² of Protective Cover Glass for the Solar Flare of 12 November 1960, With the Initial Value of the Maximum Power Output as a Parameter.
EFFECT OF ELECTRON IRRADIATION ON THE MECHANICAL PROPERTIES
OF A COMPOSITE FOIL FOR INFLATABLE SATELLITES

Thomas G. James*
NASA Langley Research Center

Abstract

The primary effect of electron irradiation on the Echo II skin material is an increased brittleness which leads to an early and brittle failure in both the burst strength and ultimate strength tests. Severe surface damage, which occurs at doses on the order of \( 10^{17} \) e/cm\(^2\), causes mechanical damage to the aluminum foil portion of the skin and may lead to changes in the temperature control characteristics of the surface.

Introduction

Some months after the 100-foot-diameter Echo I balloon was put into orbit, it became apparent from both optical and radar observations that the balloon was no longer a smooth sphere. Presumably the inflation gases had leaked out by this time leaving the balloon somewhat wrinkled because the 1/2-mil aluminized mylar of which it was made had no inherent stiffness. The next passive communication satellite, the 135-foot-diameter Echo II balloon, will have a much stiffer skin so that it is hoped the balloon will remain smooth and spherical after the initial inflation pressure is lost. The Echo II skin is made of 0.35-mil-thick mylar with 0.2-mil-thick aluminum glued on either side. Both outer aluminum surfaces are given an alodine coating for temperature-control purposes. (See fig. 1.)

This satellite and subsequent similar satellites will have to remain for many years in the space environment, which in this case includes the magnetically trapped radiation, both the natural Van Allen belt and the new artificial electron belt. As a result of the high-altitude nuclear explosion of July 9, 1962, Echo II, which will orbit at an altitude of about 1,000 km, will be exposed to a flux of between \( 10^8 \) and \( 10^9 \) e/cm\(^2\)/sec. The study presented herein was made in order to determine the extent to which the electron radiation part of this environment will damage the Echo II type composite foil in the course of many years in orbit. Samples of the Echo II foil were irradiated with electrons of energies up to 1.2 Mev, with total doses representing those incurred during many years in orbit.

*Aerospace Technologist.
Symbols

\begin{align*}
e & \quad \text{electron} \\
E & \quad \text{modulus of elasticity, used herein as the secant modulus at 1-percent elongation, } \text{lb/in.}^2 \\
\text{Kev} & \quad \text{thousand electron volts} \\
\text{Mev} & \quad \text{million electron volts} \\
\text{ULT} & \quad \text{ultimate tensile stress} \\
\mu a & \quad \text{microamperes}
\end{align*}

Tests And Equipment

Test Setup

The accelerator used in these tests was a constant-voltage cascaded-rectifier type - a Radiation Dynamics Model No. PEA-1.0 Dynamitron. This accelerator is capable of producing fluxes of electrons with intensities as great as 10 milliamperes and with kinetic energies varying from 50 Kev to 1.20 Mev. The experimental test setup is shown in figure 2. The beam enters from the accelerator at the left-hand side and passes down the beam tube through a scanning magnet which scans it vertically, in the scan horn at approximately 10 cycles per second. The beam then passes into the air through a blower-cooled, 2-mil-thick titanium window. The foil sample is suspended in the beam at a distance of approximately 6 inches from the titanium window. The clamps that hold the foil are mounted approximately 1\frac{1}{2} inches in front of a solid aluminum support plate. The current density was measured by means of a 1- by 2-cm aluminum plate mounted on, and insulated from, the foil itself. The current captured by this small plate was measured by passing it to ground through an electrometer. The current captured by the support plate was also passed to ground through an electrometer in order to monitor the total output of the accelerator. The foil itself was grounded in order to avoid any charge-buildup effects. The kinetic energy of the electrons at the location of the foil was determined by measuring the extreme range of electrons in aluminum at this location. The uniformity of the beam intensity was determined through the use of cobalt glass dosimetry. An area of approximately 2 by 15 inches was found to be uniform to within ±5 percent.
Mechanical Tests.- All data were obtained by means of post-irradiation tests. Six mechanical properties were studied. From the stress-strain curves measured on a Thwing-Albert Model 30LT tensile tester, the modulus of elasticity, ultimate strength, and percent elongation were determined. A standard Mullen tester was used to determine the burst strength of the skin. A Sheffield Micro-Hardness tester was used to measure the Vickers hardness of the surface of the foil. Several \( \frac{1}{3} \text{ cm}^2 \) pieces of foil were weighed on a Cahn Electrobalance to determine the weight per square centimeter.

Results And Discussion

Effect of Dose Rate

Since the dose rate in these tests is necessarily higher than that in space, the initial portion of this investigation was a study of possible dose rate effects on the foils. A portion of the results of this study can be seen in figure 3. Each of the samples was given the same total dose of \( 3.156 \times 10^{16} \text{ e/cm}^2 \). This total dose, at \( 10^8 \text{ e/cm}^2/\text{sec} \), represents about 10 years in orbit; at \( 10^9 \text{ e/cm}^2/\text{sec} \), the corresponding time would be 1 year. In all cases the energy used was 1.20 Mev.

Figure 3 shows the percent change in these mechanical properties as a function of the dose rate in microamperes per square centimeter. It is apparent that dose rate has no significant effect for dose rates less than 1.12 \( \mu \text{A/cm}^2 \). There are, however, significant effects of dose rates much above 1.12 \( \mu \text{A/cm}^2 \). A dose rate of 1.12 \( \mu \text{A/cm}^2 \) is two or three orders of magnitude greater than the maximum dose rates in space. In general, it is seen that the damage is less for the higher dose rates. The lessened damage at high dose rates may be a result of severe heating at these dose rates; however, previously published work\(^1\) indicates a similar trend with respect to the electrical properties of mylar. Since no significant dose rate effects are observed at a dose rate of 1.12 \( \mu \text{A/cm}^2 \), this value was selected for use in all subsequent tests.

Effect of Total Dose

The most significant data from the viewpoint of lifetime in the space environment is that showing the effect of total dose. Figure 4 shows the effects of total dose on the mechanical properties for an

energy of 1.2 Mev. The doses shown here, at a flux level of $10^6$ e/cm$^2$/sec, correspond to times in orbit ranging from 6 months to 50 years; at $10^9$ e/cm$^2$/sec, the corresponding times are 10 days to 5 years. The most notable effect is a rapid degradation of the percent elongation, which is reduced by about 25 percent even at the lowest dose. This is reflected at somewhat higher doses in the early and brittle failure of both the burst strength and ultimate strength tests. The modulus of elasticity, hardness, and cot/cm$^2$ are essentially unchanged at least to such doses as it was possible to measure these quantities.

It will be observed that the last two points are missing for both the modulus of elasticity and hardness. The modulus of elasticity as used throughout this paper is the secant modulus at 1-percent elongation. For the two highest doses the percent elongation was less than 1 percent and, consequently, the modulus could not be measured. The degree of surface damage at these doses was such that a clean indentation could not be obtained with the microhardness tester. These surface effects will be discussed more fully in a later part of this paper.

The fact that these properties fall into two groups, one of which shows major changes and the other essentially none, is of interest since it indicates which portion of the foil has sustained the major portion of damage. It is to be noted that, in the tests of the unirradiated and lightly irradiated foils the aluminum fails long before the mylar in both the burst and tensile tests. Thus, except perhaps for the highest doses, these properties indicate almost solely the condition of the mylar. At the highest doses, there must be some damage to the aluminum, since the aluminum by itself should be able to carry about 15 percent of the initial ultimate tensile strength, whereas at the highest doses, the irradiated specimen retained only 5 percent of its tensile strength. The additional loss, however, is probably not a direct radiation effect. This point will be discussed later in this paper. On the other hand, the modulus of elasticity, which is measured in the initial portion of the stress-strain curve, and hardness, which is measured by indenting the aluminum surface, are primarily indicative of the condition of the aluminum. It will further be noticed that the aluminum surface protects the mylar from either weight loss due to outgassing or weight gain from oxidation reactions. Thus this property is primarily an indication of the integrity of the aluminum foil rather than of the mylar substrate. The conclusion, therefore, is that the mylar has sustained essentially all of the radiation damage and that the aluminum was essentially unaffected by radiation.

### Surface Effects

A notable feature of the tests involving very high doses is the severe damage to the surface. A photograph of the surface after a dose
of \(1.578 \times 10^{17} \text{ e/cm}^2\) is shown in figure 5. This photograph is typical of the test results at all energies. The surface is seen to be markedly distorted and bubbled as a result of the internal pressure resulting from outgassing of the material in the foil. This is a radiation effect rather than a heating effect, since heating in an oven for several days at similar temperatures does not produce the same effect.

No proof has been obtained as yet as to whether the gas originated in the glue, the mylar, or both. The initial suspicion, however, points to the glue as a major factor since many of the bubbles are sharply defined on one side of the foil but only more softly defined on the other side. This asymmetry would indicate that the bubbles are not within the mylar but are rather at the interface between the mylar and the aluminum. Further tests are planned of samples prepared by vapor depositing the aluminum on the mylar without any glue as well as of samples with two sheets of aluminum foil glued together without the intermediate mylar. A comparison of the results of these tests with the present results should indicate the extent to which each portion of the foil is responsible for the outgassing.

The temperature of the balloon is determined by the optical characteristics of its surface. Thus, any change in the ratio of absorptance to emittance of the surface will affect the equilibrium temperature and could be more dangerous than the mechanical damage previously shown. The surface change shown here will doubtless produce some changes in the absorptance and the emittance. Tests are now in progress to determine the extent of these changes.

As was mentioned previously, there is some damage to the ultimate strength of the aluminum foil itself. The effect is somewhat unexpected since radiation doses of this type and magnitude do not generally affect metals. It would appear that the mechanical damage due to outgassing, rather than irradiation itself, is probably responsible for the damage to the aluminum.

Effect of Kinetic Energy

So far all of the results given herein have been for electron energies of 1.2 Mev. The electrons in space, however, encompass a broad spectrum of energies ranging from almost zero to several Mev. It is necessary to investigate all energies in this spectrum in order to obtain a reasonable picture of the effect of the space environment. Figure 6 shows the effect of kinetic energy on the results for a fixed total dose. In this case all of the samples were given the same total dose of approximately \(6.31 \times 10^{15} \text{ e/cm}^2\). At a dose rate of \(10^8 \text{ e/cm}^2/\text{sec}\) this total dose represents 2 years in orbit; and at \(10^9 \text{ e/cm}^2/\text{sec}\), a little over 2 months. It will be observed that, for those properties which are affected, the degree of damage increases as the energy
decreases, except for the very lowest energy, where the electrons do not completely penetrate the foil. In studying the energy spectrum in space it is apparent that there are many more electrons with energies below 1.2 Mev than above 1.2 Mev. Thus, in assessing the damage to the material in space, it may be concluded that the increased damage potential of the lower energy electrons will probably lead to somewhat more severe damage than that demonstrated at 1.2 Mev in figure 4.

The increase in damage with lower energies is a reasonable result. It is observed that the foil is very thin so that at all energies except the lowest the electrons pass completely through the foil and thus have essentially a constant path length. In traversing this constant path the lower energy electrons, with their higher rate of linear energy transfer, deposit more energy in the foil and consequently do more damage.

Concluding Remarks

The results of this study on the effects of electron radiation on the mechanical properties of the Echo II material indicated that:

1. The primary effect of electron irradiation is an increased brittleness of the foil, resulting at higher doses in the early and brittle failure of the foil in tensile-strength and burst-strength tests.

2. Severe surface damage occurs at the highest doses used in this study. This damage results in mechanical damage to the aluminum foil.

3. The damage due to electron irradiation increases as the energy of the electrons decreases, at least until the point when electrons no longer completely penetrate the foil.

4. Dose rate effects in the material are negligible until rates at least two or three orders of magnitude higher than those in space are used.
Figure 1. - Construction of echo satellites.

Figure 2. - Experimental arrangement.
1.2 MEV; $3.156 \times 10^{16} \text{ e/cm}^2$

% CHANGE

Figure 3.- Effect of dose rate.

DOSE RATE, $\mu \text{AMP/cm}^2$

1.2 MEV; $1.12 \mu \text{AMP/cm}^2$

% CHANGE

Figure 4.- Effect of total dose.
Figure 5.- Surface after $1.578 \times 10^{17}$ e/cm$^2$.

6.3 $\times 10^{15}$ e/cm$^2$  
1.12 $\mu$A/cm$^2$

Figure 6.- Effect of electron energy.
ACUTE EFFECTS OF RADIATION EXPOSURE IN MAN
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ABSTRACT

The data to be discussed today will be derived primarily from observations in man. For the most part, the events to be described will take place less than three months after the onset of the exposure. The data arises from three sorts of observation; first, those on patients who receive total body radiation in an attempt to ameliorate some ailment; second, accounts of nuclear accidents involving reactors; and third, the consequences of exposure to the events after the use or testing of nuclear weapons.

Historically, total body radiation as a medical tool was first suggested in 1907. Its use, however, may be said to have begun in 1923, and it has been used intermittently since. Medically, however, use of total body radiation may be divided into two broad components; first, when its use derives from the intent to modify a disease process itself; second, when it is used in an attempt to suppress immune mechanisms sometimes also associated with an attempt to suppress a disease process.

An acute syndrome may be divided into events associated with effects upon the function of the marrow, upon the epithelium or the gastrointestinal tract, upon the skin, and upon the central nervous system. The number of observations relating to biochemical alterations is increasing.

These changes will be described and discussed. Major emphasis will be given to those abnormalities from which recovery may occur.

Finally, an attempt will be made to relate dose time considerations to the kinds of effects seen.
INTRODUCTION

This is clearly a large and diffuse subject. Since it is my impression that our major interest today relates to the effects noted after either total body exposure or after exposure of substantial segments of the body, information about the after-effects of radiation will be limited to those after exposure. The term "acute" is defined as those effects occurring within 30 days. It is recognized that the definition is somewhat arbitrary, but again, in the time allotted some narrowing of the area under discussion must be accepted.

AREAS OF INFORMATION

The information with regard to humans comes from three broad categories: patients; occupational exposure; and military usage. Data has been derived from deliberate exposure of patients, usually those suffering with malignant disease, to whom total body irradiation was given as a means of attempting to modify favorably the course of the disease. Information of this sort begins to appear in the literature in the 1920's and perhaps 50 papers have been written on the consequences of exposure of such patients. Except for the few papers since the last war, exposure was to low doses, or to low dose-time levels, and to x-rays of quite low energies, from 180 to 250 Kvp. As a consequence, the distribution of energy within the patient is inhomogenous. In the absence of detailed dosimetry, the total energy deposited varies considerably and is subject to uncertainty when one attempts to think about it today.

A second category is that following irradiation of patients to high dose levels, several hundred of roentgens in a single exposure. The radiation is given with two objectives in mind: first, to suppress the activity of the neoplastic cells, and second, to modify the immune response of the patient by suppression of the hematopoietic system, with subsequent bone marrow grafting to support life. A third category, with relatively few representatives as yet, consists of patients with non-neoplastic disease who are given radiation with the sole objective of suppressing the immune mechanism, to be followed by an organ transplant.

In general, patient exposure has been to photons only. Dosimetry, as noted above, is subject to some uncertainty. The data has the merit that the time of exposure is known with certainty. Further, in most cases and certainly in almost all recent cases, baseline laboratory values have been determined.
Occupational exposure of sufficient magnitude to be relevant here commonly has followed accidents with nuclear reactors. Wald and Thoma 1 have summarized these data. Here, the exposure to ionizing radiation is commonly a mixed one. The exact values are subject to several kinds of uncertainty. First, the absolute amount of energy absorbed is open to question. Second, the knowledge of the mixture of particulate and electromagnetic radiation is uncertain. Third, the estimation of dosage depends, at least in some of the incidents, upon assumption as to the relative biological effectiveness of the various components. Naturally, these studies commonly are not preceded by detailed baseline observations of hematologic or bio-chemical values. The individuals involved are normally healthy, or at least capable of performing a day's work.

Finally, there is some information from military usage of nuclear weapons either in combat or in testing situations. Information exists from Hiroshima and Nagasaki incidents, from the exposure of the Polynesians, and from the Japanese on the Fortunate Dragon. Such information is derived from more or less random selection of the available population. No baseline studies exist. The interpretation of data may be further clouded by the presence of other kinds of trauma, frequently of sufficient magnitude by itself to cause severe illness or death of the individual.

**Description of Syndrome**

Three modes of death following exposure to ionizing radiation have been identified in the laboratory mammal and in man.

The first mode involves or appears to result from damage of the central nervous system and is called the "CNS" pattern, on which Dr. Langham 2 and his group have worked extensively. This occurs in mammals at dose levels of the order of tens of thousands of roentgens. In laboratory mammals, death occurs in a few hours. Convulsions are a permanent feature and are associated with profound electrolyte and fluid balance abnormalities. It seems reasonable to assume that some of the exposures at Nagasaki and Hiroshima were sufficient to induce this pattern of death. Death would have occurred before hospitalization.

---


IN MOST CASES IF NOT ALL INSTANCES. ONE LABORATORY ACCIDENT WAS FOLLOWED BY A PATTERN OF DEATH OF THIS SORT. DOSAGE ESTIMATIONS FOR THE UPPER HALF OF THE BODY WERE OF THE RIGHT ORDER.

THE SECOND OR GASTROINTESTINAL PATTERN OF DEATH OCCURS IN LARGE MAMMALS WITH DOSES OF THE ORDER OF A FEW THOUSAND ROENTGENS (1500+ r). HERE, DEATH INTERVENES AS A RESULT OF ELECTROLYTE AND FLUID LOSSES DUE TO DENUDATION OF THE GASTROINTESTINAL TRACT EPITHELIUM. DEATH USUALLY OCCURS BETWEEN FIVE TO EIGHT DAYS.

THE THIRD AND THE COMMONLY OBSERVED PATTERN OF DEATH IS A CONSEQUENCE OF INJURY TO THE HEMATOPOETIC SYSTEM. THE USUALLY GIVEN LD-50 ESTIMATES FOR MAN RELATE TO THIS PATTERN OF DEATH. AN ACCURATE LD-50/30 DAY FOR MAN IS NOT KNOWN. VALUES FOR LABORATORY PRIMATES ARE IN THE RANGE OF 450 TO 550 r. THE LD-50/30 DAY DOSE GUESSES FOR MAN USUALLY CENTER AROUND 500 r. IN EXAMINING THE EVIDENCE PREPARING FOR THE DISCUSSION TODAY, AND GIVING CONSIDERABLE WEIGHT TO RECENT STUDIES IN PATIENTS RECEIVING ABOUT 400 RADS WITH AND WITHOUT BONE MARROW GRAFT, AND ALSO TO SOME INDIRECT EVIDENCE, I HAVE COME TO FEEL THAT THE LD-50/30 DAY FOR MAN MAY WELL BE HIGHER THAN 500 r, AND MAY BE IN THE RANGE OF 650 TO 700 r.

THE CONSEQUENCE OF EXPOSURE TO DOSES OF APPROXIMATELY 500 r MAY BE SUMMARIZED AS FOLLOWS:

NAUSEA AND VOMITING, USUALLY OF SHORT DURATION, BEGINNING MINUTES OR HOURS AFTER EXPOSURE AND LASTING ABOUT 24 HOURS. FOLLOWING THIS, THE PATIENT MAY FEEL WEAK AND LETHARGIC, BUT HAS NOT SPECIFIC SYMPTOMS OR SIGNS UNTIL ABOUT THE FOURTH DAY WHEN DIARRHEA COMMONLY APPEARS. DIARRHEA MAY PERSIST FOR THREE OR FOUR DAYS AND MAY BE ASSOCIATED WITH ANOREXIA, WEIGHT LOSS, AND SIGNS OF DEHYDRATION, IF SEVERE.


AROUND THE TWELFTH TO FOURTEENTH DAY, IF INFECTION HAS NOT BEEN A FATAL COMPLICATION, EVIDENCES OF DISTURBANCES IN THE BLOOD'S ABILITY TO CLOT MAY APPEAR AS EVIDENCED BY PETECHIAE IN THE SKIN, NOSEBLEEDS, BLEEDING OF GUTS, AND BLOOD IN STOOL. IF BLOOD LOSS ALONE OR IN COMBINATION WITH INFECTIOUS COMPLICATIONS IS SUFFICIENT
DEATH MAY OCCUR DURING THE THIRD WEEK AFTER RADIATION. PATIENTS
WHO SURVIVE THIS PERIOD USUALLY RECOVER SLOWLY, THE PERIOD OF
RECOVERY LASTING SEVERAL MONTHS.

**Sublethal Dosages**

Perhaps the best and most orderly study relating to the
consequences of lower doses is that reported by Miller and Fletcher 3
in 1961. In this report the periods of observation were limited
usually to 14 days and involved in all 263 patients. Thirty patients
received 200 r. Nausea and vomiting occurred in 17 of the 30 patients
and was severe and persistent in one patient only. The typical
episode occurred about two hours after irradiation was completed.
Nausea was noted for 10 to 15 minutes, followed by vomiting of brief
duration. Thereafter the patient felt no further nausea, and no more
vomiting occurred. The majority of these patients continued their
normal activities; in a few instances this included manual labor.

Seventeen patients received doses ranging from 125 to 200 r;
seven of these showed nausea and vomiting. Eighteen patients received
100 r; none showed nausea and vomiting. None of the patients receiving
doses less than 100 r showed nausea and vomiting. None showed any of
the evidences of infection or of hemorrhagic difficulties noted above.

Weakness and lethargy was noted in only three patients, all
were from the group exposed to 200 r.

Our experience with about 50 patients is consistent with the
Miller and Fletcher Data. Nausea and vomiting has been severe in
only one of our patients; this was a patient of a very nervous
temperament, and it is our belief that the nausea and vomiting, while
it may have been induced by the 175 r given her, was almost certainly
intensified by her apprehensions.

Hematologic data has been overwhelmingly the laboratory index
of radiation damage to date. Again referring to Miller's and Fletcher's
data in the 200 r group, the WBC had dropped to a level with a signifi-
cance of 0.01 by the seventh post-treatment day. Red blood cell and
hemoglobin values showed no significant changes during the period of
observation. In view of our own studies, which will be commented upon
later, this is not surprising. Little change in the platelet counts
was seen in the first ten days after total body treatment.

For the four patients followed longer than ten days the
platelet counts reached a minimum at seven weeks, five weeks, four
weeks and three weeks.

3 L.S. Miller and G.H. Fletcher and H.B. Gerstner, Radiological
Observations on Cancer Patients Treated with Whole-Body X-
Doses of 125 to 175 R were followed by a depression in the white count with a significance of 0.01 on the seventh day. For the lymphocyte count there was a depression significance at the same level on the fourth day. The 100 R doses were followed by a fall in the lymphocyte count significant by the second day, but no significant effects was noted on the total white blood cell count. The authors concluded that doses of 100 R could be detected by the drop in the lymphocyte count; but doses below that level could not be so detected.

In our series of 11 patients, without disease of the blood forming organs, who received doses in excess of 120 R, the mean time of 50 per cent of the pre-irradiation white count was 24 days. The mean time to ten to 15 per cent of the pre-irradiation value was 31 days. Abnormal bleeding as a clinical problem is not commented upon in Dr. Fletcher's and Dr. Miller's paper. In our series abnormal bleeding occurred in several patients during the fourth week after exposure, but was a serious clinical problem in one patient only. Maximal depression of the platelet count after 100 to 175 R occurs at 20 to 30 days.

Summary and Conclusion

Radiation in sufficiently large amounts can without question produce signs and symptoms in man, primarily relating to injury to the gastrointestinal tract, and immune mechanisms, and to other evidences of suppression of hematologic function. With doses of 200 R or less in a single exposure, nausea and vomiting of relatively short duration is the only symptom which has been described. With doses of 100 R or less the probability of even nausea occurring is small and perhaps absent.
The problems before the National Aeronautics and Space Administration concerning the potential biological hazards of radiation exposure are familiar ones to other agencies, such as the Atomic Energy Commission. The "late effects" or manifestations of chronic radiation injury have been of particular concern to the AEC and for the same reasons they concern the NASA; chronic injury is cumulative, though subtle and often undetected, and can be the limiting factor for individual exposure histories.

Although a considerable amount of experimental effort has been expended on late-effects problems, completely satisfactory answers are not yet available for man. This is largely due to the necessity of projecting expectations for man on the basis of experience in laboratory animals. Available direct human experience can be drawn upon, but even this can only serve to "spot check" certain predictions. At present the most thorough examination of man's response to radiation involves the Hiroshima-Nagasaki survivorship study under the jurisdiction of the Atomic Bomb Casualty Commission. Other studies include the follow-up of criticality accident cases. All things considered, our information is best for doses that induce acute injury and it becomes progressively more uncertain as dose declines. Statements regarding the chronic effects of fallout radiation, for example, are almost entirely conjectural - lacking experimental validation. By and large, the same can be said for any projected effects of exposure to space radiation, with the exception that here we can be dealing with bursts of exposure to higher doses in the range of present experience.

The late effects of radiation exposure have to be examined in two broad categories: somatic and genetic. The somatic effects are those found in the irradiated individual; the genetic effects are those transmitted or transmissible to the offspring as a result of radiation-induced change in the reproductive tissues. Before discussing the biological expectations however, some comments are required concerning the physical exposure parameters.

1A research agency of the U. S. National Academy of Sciences - National Research Council supported by a contract with the U. S. Atomic Energy Commission.
Temporal and geometric aspects of exposure to space radiation

The ambient radiations in space are characterized by their heterogeneity, not only in the variety of both particulate and electromagnetic radiations but also in the energy levels of these radiations (Newell and Naugle, 1960). Since these factors are discussed elsewhere in the proceedings, my comments will be restricted to the general consequences of this heterogeneity for the hazards evaluation problem.

A heterogeneous energy spectrum of the incident radiation will produce a very non-uniform distribution of dosage in depth, if the spectrum includes a large low energy component. For photons, this would involve energies below 120-155 kvp (Grahn et al., 1956). For protons, energies generally below 100 Mev would have an inadequate range in water (Rich and Madey, 1954), and consequently wet tissue, to assure uniform depth dosage. It becomes extremely difficult to define the level of injury when the exposure dose in air may vary from two to twenty times greater than the midline tissue dose. The use of the midline dose, or other measures, such as exit dose or gram-roentgen dose, is not recommended for the definition of exposure level. There is evidence, however, to support the hypothesis that the biologically effective dose is best defined as the average dose to the bone marrow for both acute and chronic measures of injury (Grahn et al., 1956; Grahn and Sacher, 1958; Alpen et al., 1958). This problem is especially difficult when dealing with heterochromatic x or γ radiation, since absorption in bone exaggerates the non-uniformity by preferentially shielding the bone marrow. Any bremsstrahlung or secondary x or γ radiation produced by shielding or capsule materials may be in this low energy range. Protons, on the other hand, are not more effectively stopped by bone than by soft tissue, but the wide energy range for galactic and solar flare protons causes the depth dose curve to be very steep (Figure 1). As seen in Figure 1, this would lead to an extremely heterogeneous marrow dosage. In comparison to the flare proton, the geomagnetically trapped proton belt has a more uniform energy spectrum and consequently a flatter depth-dose distribution.

The actual dose in depth for any circumstance would have to be calculated from the observed differential energy spectrum; and each event is going to differ from every other event. Thus, complete monitoring of all radiation
events to which an astronaut may be exposed will be required if any sensible statements on radiation exposure status are to be made.

In addition to the problem of non-uniform depth dosage, there is the question of "non-random" exposure due to the extremely high local doses that will occur in cells and tissues from the passage of high energy heavy particles. In this situation, small groups of cells may be severely injured while surrounding tissue will remain unscathed. The acute and chronic effects of this type of exposure are not really understood but some comments will be made on the basis of experience with fission neutrons.

Lastly, the time pattern of exposure will be unpredictable and irregular. For example, there would be a pulse or brief period of exposure during transit of the Van Allen belts. The random occurrence of solar events would give rise to additional pulses. All of these could vary in total dose, dose rate and depth dose. Throughout a mission, there would also be a continuous low level exposure to the galactic cosmic radiation. The ultimate biological effect is known to vary with the pattern of exposure (see Figure 2 below) but because of the pulse-like nature of the exposure under discussion, it would be difficult to "assign" an individual to either a predominantly single dose exposure or continuous exposure. If the total dose remains below 50 r, it will make little difference, but it is obvious from Figure 2 that brief, single-dose, high-intensity exposures to total doses of 100 r or more can be followed by a more exaggerated chronic syndrome.

The above remarks and these below concerning somatic hazards are all based on the assumption that whole-body exposure pertains. If partial-body exposure occurs, or is deliberately planned as a protective measure, prediction of late effects becomes essentially impossible for man. The value of bone-marrow shielding as protection against both acute and chronic radiation injury is well recognized and documented for experimental animals (Thomson, 1962), but is quantitatively unevaluated for humans.

**Somatic hazards**

There is a variety of ways of evaluating the long term biological hazards, but the most readily quantitated measure of chronic injury is simply survival.
time or life shortening. The general relationship between dose and the reduction of life expectancy is shown in Figure 2 for the mouse; the species from which we gain most of our knowledge of mammalian radiobiology. The figure indicates what might be called the limiting conditions — the exposure situations that give the maximum and minimum late effect. As indicated above, any exposure to the radiations in space during an extended mission will lie somewhere between the two extremes. If shielding is adequate so that total doses per mission are less than 50 r, late somatic effects can probably be predicted on the assumption of a continuous exposure. The expectations for man are suggested in Figure 3, according to the date and calculations of Sacher (1960) and Sacher and Grahn (1963).

The curve is described by the equation: \( Y = L_0e^{-1.05D} \) where \( Y \) is the predicted after-expectation of life under exposure of \( D \) roentgens per day. This relationship is exceptionally accurate for mouse populations and it is applied to man on the assumption that responses to radiation will be in proportion to the ratio of life expectancies (Sacher, 1960). In simplest terms, it states that the life shortening effect in man is about one day per roentgen, when this is accumulated in a reasonably protracted manner.

One should hasten to add that at doses probably below 0.3 r/day (for man) the actual effects are still quite unpredictable. In the mouse, for example, at comparable doses (below 10 r/day), where life shortening amounts to 15\% and less, there is a great deal of variability in the response. There is extensive dependence upon environmental factors such as disease pressure, and the innate viability of the individual, (Grahn and Sacher, unpublished data).

In general, the mouse strains with shorter life expectancies tend to demonstrate little or no life shortening at doses below 10 r/day and occasionally a small increase in life expectancy over the control. Longer lived strains generally tend to show some degree of life shortening at even the lowest doses. Shorter-lived animals have the higher mortality from infectious disease and independent control samples show a wide variance of mean life expectation. The irradiated mice that are from the short-lived group may have their mortality rate from infectious disease depressed below this age-specific control, thus they
may show some over-survival. Longer-lived mice are more invariant in their normal survival times and appear to be subjected to a minimum of infectious disease pressure, whether or not they are irradiated.

It is very likely that the astronaut populations will be analogous to those mouse populations that have a better than average life expectancy and a low infectious disease incidence. In other words, they undoubtedly have a low background noise level and even at very low radiation doses, a significant signal-to-noise ratio will exist and thus some degree of chronic injury could be manifested.

The next question asked is - why does an irradiated population die sooner? Generally, chronic radiation injury is expressed by an increase in the age-specific death rates over those seen in unirradiated populations. The causes of death normally found in a population are also found in the irradiated group. There is no unique pathology associated with chronic radiation injury.

Certain causes of death are increased in incidence more than others - leukemia, for example, is readily induced by radiation. Although radiation-induced leukemia has been the subject of extensive research, the most pertinent data are still those being obtained in the Japanese survivors. A recent summary by Brill et al. (1962) substantiates earlier interpretations that above 50-100 r, the increase is linear with dose at a rate of 1 to 2 x 10^-6/r/year during the first 15 years post-exposure. This is an average figure for all age groups and would be slightly less for a group of adults between 30 and 40 years of age, at least for acute leukemias. The data are uncertain at doses below 50 r but tend to demonstrate a positive effect.

Radiation-induced leukemia has a phasic response pattern in time. The peak year of incidence in Japan was 1952 - seven years post-exposure - and it has been dropping steadily since then. Undoubtedly some life shortening effect will be specifically attributed to leukemia when the study is complete. Such an effect has been statistically isolated in mouse populations (Grahn, 1960).

Other neoplastic diseases are also increased following irradiation and again, early reports from the Japanese studies indicate a positive dose-response
relation for all age groups. Specifically, carcinoma of the stomach, lungs and ovaries was shown to be increased during a 20-month survey period in 1958-1959 (Hollingsworth et al., 1962).

The incidence of cataracts in the Japanese is very low (<1%) but this could be a more common sequel of exposure to space radiation due to their high LET component and high surface dose.

Earlier, it was noted that the high LET radiations may have a somewhat modified pattern of chronic injury as a result of the greater localization of energy deposition. Experience with fission neutrons indicates what can occur when geometric factors are appropriate. Nowell et al. (1958) reported that neutron exposure induces a four-fold greater incidence of stomach cancer in the mouse than does x-ray exposure (36% vs 9%). This is attributed to the fact that the mouse is small enough for the deep tissues to be largely irradiated by the high LET recoil protons from the neutron interaction. Thus, the glandular epithelium is subjected to extensive local damage along the proton track while comparable doses of x-irradiation produce a more diffuse level of injury. The cellular and local physiologic sequelae are such as to produce a higher incidence of gastric carcinoma from the neutron exposure.

This interpretation is supported by the observation that neutron induction of cell damage in the mouse's intestinal wall has an RBE of 6-8 while the concurrent acute lethal response has an RBE of 2-3 (Lesher and Vogel, 1958). In contrast, larger mammals, from the rat to the dog, do not evince the acute gastro-intestinal syndrome after fission neutron irradiation that characterizes the response of mice (Bond et al., 1956). Man would undoubtedly respond like other large mammals, since the deeper tissues would be irradiated almost entirely by thermal neutron capture gamma rays rather than by recoil protons. A more penetrating particulate radiation, such as high energy protons and heavy primaries, could produce a situation in man similar to that in the mouse exposed to fission neutrons.

The above noted case for gastric cancer induction is a clear example of a late effect that appears to be modified by the local geometric details of the energy transfer. Other cases more pertinent to space radiation exposure may be brought out if deep tissues were experimentally subjected to high LET radiations;
for example, if portions of the liver or intestine were exteriorized and exposed to charged particle beams from a HILAC.

**Genetic hazards**

One of the first questions that arises concerns the possibility of radiation-induced sterility. Unfortunately, good data on this point do not exist for man. What is known, along with animal experience, suggests that permanent sterility will not be induced at doses below acute lethal levels; unless a high local exposure of the gonads should occur. There may be a period of temporary sterility or reduced fertility following exposure to doses as low as 20 r, but present data from accident cases are incomplete or contradictory. One individual exposed to 12 r demonstrated a sharp reduction in sperm count (from $5 \times 10^8$/ml to $1 \times 10^6$/ml) over a period of seven months followed by an equal period of slow recovery (Hasterlik and Marinelli; 1956).

The Y-12 accident cases involved doses between 200 rad and 400 rad and some sperm counts were done (Andrews et al., 1961). Within 3 weeks, counts were low and sperm were generally non-motile. Absence of sperm, azoospermia, was noted in most of the cases for at least 9 months and reduced counts were noted at 22 months. The Vinca, Yugoslavia, accident cases, reported by Pendić (1961) and Jammet (1961) involved slightly higher doses; between 300 rad and 600 rad. Sperm counts began to decline by day 10 and within 3 months, 2 of the 4 surviving males showed azoospermia. Curiously, one individual who received a dose of 350 rad had nearly a normal sperm count 7-8 months after exposure while the other three males were azoospermic. Doses to the latter were between 400 and 600 rad. At 18 months post-exposure, one was normal, two were hypospermic and one still remained azoospermic.

While the above data are somewhat crude, the general course of events is typical of that seen in laboratory mammals; there is a pre-sterile period following irradiation, a sterile period, and a post-sterile period. The pre-sterile period in man probably lasts about 30 days. The sterile period may last months to years followed by a slow return to normal, but in some, this temporary sterility may not occur at all.

The importance of distinguishing between a pre-sterile and a post-sterile period lies in the type and frequency of mutations observed from matings in
these periods. Offspring produced in pre-sterile matings largely come from irradiated mature germ cells or spermatogenesis. The mutation rate for recessive genes in these cells may be twice that observed in the spermatogonia or stem cells (Russell et al., 1958). In addition, the irradiated mature germ cells carry a high incidence of a mutational type rarely found in the immature cells — the dominant lethal. A recent survey of experimental data on dominant lethals in mice (Grahn, 1962) indicates that most act early in gestation, that the lethal effect is due to aberrant cell division and chromosome fragmentation, that the neutron: x-ray RBE is about 7, and that neutron dose-response data are linear with arithmetic dose compared to x-ray data which are more nearly linear to dose-squared. Thus, the particulate radiations of space may present an extra threat because of their dense ionization tracks and greater probability of inducing genetically lethal effects. This period of increased genetic hazard may only be of two months duration, however, according to recently reported data on the cycle of spermatogenesis in man (Heller, 1962).

Mutations observed in the post-sterile period are predominantly recessive, and about three-fourths of these may be lethal in mice (Russell and Russell, 1959). The mutation rate is lower for those mutations induced in gonia and lower still if the dose rate is less than 1 r/minute (Russell et al., 1958). Table 1 summarizes the mutation rate data in mice for the two sexes. These figures can be generally accepted as indicative of the radiation-induced mutation rate in man, at least within a factor of two. Again it can be seen that close monitoring of the exposure pattern will be required in order to assign a given exposure to the 'acute' or 'chronic' mutation rate categories.

What is the probability that a given germ cell will carry a recessive mutation? From the mouse data, this can be calculated as lying between 1 chance in 20 and 1 chance in 5, for immature germ cells following an exposure of 100 r and assuming there are $10^{10}$ genes. Obviously, exact figures cannot be given, but the probability is certainly small for doses appreciably below 100 r. In addition, the chance of expression in the immediate offspring is probably only 1 in 25 or less (Morton et al., 1956).

Thus, there may be less than one chance in a hundred of a radiation-induced recessive mutation appearing in the first generation when the parent has
received a dose of 100 r. This seemingly low probability should not allow us to relinquish our obligation to minimize the genetic hazard.

Detrimental genes may express themselves in the population in a number of ways. These include:

a. Increase in frequency of stillbirths.
b. Shifts in sex ratio attributable to sex-linked lethal mutations.
c. Increase in mortality rate from birth to 10 years of age.
d. Increase in incidence of congenital abnormalities.
e. Decrease in life expectancy.
f. Decrease in birth weight.
g. Increase in variance of metrical traits.

The reader is referred for further detail to other reviews and reports by Grahn (1962), Neel and Schull (1956), and Stern (1960).

The major point to be made is that genetic damage can linger in the population for many generations. The probability of expression in the first generation offspring is usually low enough to produce a misleading confidence that no damage has been done. The issue will not be pressed here since the genetic hazard is probably not a major one. Most of the astronauts may be beyond median reproductive age - about 30 years - and therefore will not transmit any induced mutations. Also, this is a very small group whose genetic impact on the population will be equally small.

Assessment of hazards

The above remarks introduce the most difficult judgments of all - the value judgments on the rationalization of all of the risks involved in extended space flight missions. It is the writer's opinion that presently accepted standards of operational radiation safety for occupational and emergency situations have little meaning for these flight missions. Final judgments will depend not only on biological and medical considerations of radiation safety but also on the total complex of engineering and bioastronautics capabilities. However, it would be a pity to lose an otherwise successful mission, with all of its complications of launch, guidance and instrumentation, because of inadequate consideration of an old-fashioned hazard like radiation.
Undoubtedly, the shielding considerations should concern themselves primarily with the avoidance of acute radiation symptomatology. Any plan for the continued utilization of experienced personnel, however, will have to take chronic injury parameters into account.

In this regard, somatic endpoints are in part medically manageable so that valuable personnel need not be subjected to any maximum calculable risk; the risk based upon total absorbed dose. Genetic endpoints, in a sense, are not biologically controllable, but the hazard here is statistically manageable in that only a tiny fraction of the total reproductive population is involved.

Thus, as indicated, the judgments become almost wholly value judgments, but, fortunately, the data for establishing realistic probability statements of radiation hazards are becoming available. With these, the radiation hazards can be quantitatively evaluated along with all other risks in terms of the precautions required to insure mission success.
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TABLE I

RADIATION-INDUCED MUTATION RATE IN MICE
(Adapted from data of W. L. Russell, ORNL)

<table>
<thead>
<tr>
<th>Observed mutation rate</th>
<th>Sex</th>
<th>Cell stage</th>
<th>Radiation exposure</th>
</tr>
</thead>
<tbody>
<tr>
<td>45 x 10^{-3} /c/gene</td>
<td>Male</td>
<td>Postgonial</td>
<td>Acute or chronic</td>
</tr>
<tr>
<td>21 x 10^{-3} /c/gene</td>
<td>Male</td>
<td>Gonial</td>
<td>Acute</td>
</tr>
<tr>
<td>5 x 10^{-3} /c/gene</td>
<td>Male</td>
<td>Gonial</td>
<td>Chronic</td>
</tr>
<tr>
<td>31 x 10^{-3} /c/gene</td>
<td>Female</td>
<td>Oocyte</td>
<td>Acute</td>
</tr>
<tr>
<td>4 x 10^{-3} /c/gene</td>
<td>Female</td>
<td>Oocyte</td>
<td>Chronic</td>
</tr>
<tr>
<td>0.7 x 10^{-5} /gene</td>
<td>Male and female</td>
<td>All stages</td>
<td>Unirradiated</td>
</tr>
</tbody>
</table>
Figure 1. Depth dose as percentage of surface dose for a solar flare protons compared with inner Van Allen belt protons. Note general location of regions of active bone marrow in relation to depth dose.
Figure 2. Idealized relation between life shortening and radiation dose for the laboratory mouse. Generally descriptive of expectations for man on the indicated basis of "percent reduction of life".
Figure 3. Prediction of life expectancy for man exposed to daily doses of radiation.
INTRODUCTION

The radiations of the Van Allen belts and the solar flares consist primarily of electrons and protons, the biological effects of which are reasonably well known. However, there is a very small component of the galactic cosmic rays which consists of stripped atomic nuclei of atoms as heavy as iron. The biological effects of such particles have not been extensively investigated because it is impossible to produce them in the laboratory with an energy high enough to use for mammalian experiments. Consequently it has been necessary to approach the problem by indirect methods.

The distribution of these particles is shown in Fig. 1, as estimated by Dainton et al. (1). It will be seen that most of the particles are of the very light elements and only a few heavy ones. For the elements lighter than carbon it seems safe to assume that the radiobiological effects are quite similar to those of protons or alpha particles and consequently the dose can be calculated in the usual way. Schaefer (2) has calculated this dose to be of the order of 40 m rep/day. This by itself, while it should not be ignored, would not seem to pose a very serious hazard for space travel.

* Research carried out at Brookhaven National Laboratory under the auspices of the U. S. Atomic Energy Commission.
But the particles heavier than carbon constitute a special hazard. Schaefer (2) has pointed this out a number of years ago and at that time performed much of the necessary calculation. He showed that when these heavy particles enter tissue one of two things may happen. Especially at very high energies a nuclear reaction may take place which results in a nuclear disintegration and star formation. In this the energy of the particle is widely spread throughout the tissue, and does not concentrate enough at any one spot to constitute a new type of effect. However, some of the particles, especially at low energies, slow down by interaction with the electrons of the tissue and this produces very energetic delta rays, especially near the end of the track. This leads to a very dense ionization track, and Schaefer (2) has computed that within this track, known as a "thindown," the radiation dose may be as high as 10,000 rads at the center, and decreases to low values at the edges. The track may be as much as 0.025 mm in diameter and about 1.5 mm long. Schaefer (2) has computed that there might be as many as 100 such hits per hour in an average man in interstellar space and there would be several thousand cells irradiated in each "hit." It thus appears there would be "hot spots" in the tissue in which the dose might be quite high, even though the over-all dose is quite low.

The proportion of particles which would be stopped in tissue by nuclear reactions as compared to those stopped as thindowns has been estimated by Schaefer (2) and is shown in Fig. 2 as a function of energy. It is seen that practically all particles having energies greater than $10^9$ e.v./nucleon will be stopped by nuclear reactions and so need not be considered here.
The magnetic field of the earth forms an effective shield for the equatorial region of the earth for everything except a few of the most energetic of these particles. At higher latitudes more of the low energy particles will be present. Schaefer (2) has also estimated the energy spectrum of these particles at various latitudes and this spectrum is shown in Fig. 3 for 55° latitude. The extrapolation of the spectrum shown in Fig. 3 to lower energies is the spectrum for the polar region and this is also presumably the spectrum which would exist in outer space. The shaded portion of the figure shows the particles at 55° which would probably form thldowns in tissue, and at the polar regions practically all particles below 1 BEV per nucleon would form thldowns. Thus in outer space more than half of all the heavy particles would be in the energy range to produce thldown hits.

A complete discussion of shielding problems in connection with these particles is out of place here. Suffice it to say there are two facets to the shielding problem; that for the relatively low energy particles (< 1 BEV/nucleon) and that for the high energy ones. For the former, a reasonable amount of shielding, for example 6 g/cm² of a low molecular weight material, would only serve to make the situation worse because it would slow down the particles enough to cause more thldown tracks in a man. It would be necessary to increase the shielding to more than 20 g/cm² before the numbers of these thldowns would be substantially reduced. It would be equally difficult to shield against the high energy particles. Here one would rely on star formation within the material, and the cross section is independent of the energy of the particle and depends only on the nuclear cross section. Since the nuclear cross sections are relatively greater for the light elements, on a g/cm² basis,
light elements would be preferable for shielding here. Again it would take more than 20 g/cm² for effective shielding.

In order to approach the problem of the radiobiological effect of these particles from an experimental point of view it is necessary either to send biological materials to very high altitudes in the polar region, or to generate such particles in an accelerator. The latter has been accomplished only for energies up to 10 mev/nucleon and this is energetic enough only for work with single cells and tells us almost nothing about the effect in mammals. Chase (3) has sent black mice in balloons to the top of the atmosphere to observe greying of the hair in these mice. If the heavy particles are as destructive as expected, these mice should have grown a grey hair from each of the hair follicles hit by a thindown. In the 1954 series there was a very impressive increase in greying in mice flown in the polar region as compared to mice flown at lower latitudes. Fig. 4 shows a photograph of one such mouse. It is easy to see that if all the organs of the body were affected like the hair on the mouse in Fig. 4 after an exposure of only one day, space flight might be quite hazardous. However, the experiment was repeated in 1955, presumably under more rigidly controlled conditions, and no increase in greying was observed. The experiments were stopped at this point in a very inconclusive state, but with the impression that the thindowns might be quite destructive.

Other attempts have been made to measure the radiobiological effect of these particles by sending animals, including monkeys, to the top of the atmosphere with nuclear emulsions attached to them in an attempt to relate cellular damage, usually in the brain, to the thindown hits re-
corded in the emulsions. However, there are so few hits, and the geometrical considerations are so difficult, that nothing has been observed.

In order to try to get at the problem an indirect experimental approach has been developed (4). The biological effect from these particles must be due almost entirely to the delta rays which are generated by the passage of the particle, and it is these rays which cause almost all of the dense ionization of the track. From a radiobiological point of view the effect should be the same if the same ionization pattern were produced in another way. The approach used was to confine the deuteron beam from the 60" Brookhaven cyclotron in a beam which could be as small as 0.025 mm in diameter which is about the same maximum diameter for a heavy particle track. The difference would be that the particle track has maximum ionization at the center and decreases nearly to zero at the edge, while the microbeam presents a uniform ionization over the whole beam profile. By adjusting the exposure in this beam any desired ionization density could be achieved and thus any desired dosage. The experimental arrangement was such that the beam could be directed to any desired point within an accuracy of about 0.050 mm, so the part of the animal irradiated could be marked for later examination. The experimental arrangement is shown in Fig. 5 and a photograph of a mouse in position for irradiation shown in Fig. 6.

RESULTS

Irradiation of hair follicles

Since the only direct biological effect ever recorded for the heavy particles was that of greying of hair, it was felt to be important to use the greying response as one of the test objects for the microbeam
It was found to be not possible to locate an irradiated hair follicle some three months later, so the microbeam had to be modified for the study on hair. Two apertures were used. Both were formed as crossed slits, one with the slits 0.025 mm and the other 0.25 mm wide. In one of the quadrants of each aperture there was a hole 1 mm in diameter. The resulting 1 mm beam was large enough to hit many hair follicles and if the dose was more than about 500 rads, a small spot of grey hairs, the marker spot, would be visible 5 to 10 weeks later. Knowing the relationship between the spot and the slits, one can look for grey hairs along the slits.

It was found that whenever grey hairs appeared in the spot, they also appeared in the 0.25 mm slits. Further, the grey hairs were strictly confined to the region of the slits, and there was no spread of the influence of the irradiation beyond the irradiated volume. Two exposures are shown on one mouse in Fig. 7.

For the 0.025 mm slits, the results were not quite so definite because the hair follicles themselves are more than 0.025 mm in diameter so it would take a direct hit on the center to cause greying. Further, the follicles are as much as 0.2 mm apart so one would expect only a very few of them to be exactly in line. Nevertheless, whenever the spot was grey there were at least a few grey hairs along the line of the slit.

These experiments established that the threshold dose for greying is about 500 rads, and this is independent of the volume of tissue irradiated as long as the follicle is hit. This result supports Chase's results and gives a strong indication that the microbeam does simulate the
biological effect of a heavy particle.

**Brain irradiation**

One would expect that damage to the brain would be the greatest hazard from these particles since there are very small volumes of the brain which control very vital processes such as temperature regulation.

The microbeam was directed at the cerebral cortex of mice, and after varying periods of time up to 240 days, the mice were sacrificed and the brains examined histologically for damage (6, 7). First a wide beam 1 mm in diameter was used in order to make sure the dosage measurement was correct, since results should be predictable from x-ray experience on this broad a beam. Here it was found that at about 14,000 rads there was complete destruction of the cortex in the beam path, as predicted from x-ray work. The same dose was then administered through the 0.025 mm beam and absolutely no effect was observed at any interval. Since the maximum dose expected at the center of a heavy particle track is about 10,000 rads, it would seem that these particles would have very little effect on the brain.

It was felt to be important to find the "factor of safety" for this effect, and consequently the dose in the microbeam was increased to the point where an effect was observed. It was found necessary to go to 400,000 rads before the neurous of the brain were destroyed. These effects are illustrated in Fig. 8.

The explanation for this extreme insensitivity of the brain to a very narrow beam probably lies in the facts (a) that blood capillaries are moderately sensitive to radiation and so most radiation damage to the brain is through capillary damage. Since the capillaries are about 0.065 mm
apart in the mouse brain, the microbeam would largely miss them, and even if it did hit an occasional one, the factor of safety should be great enough to sustain this loss without damage to the neurons. (b) The neurons never undergo cell division, and it is well known that cells can withstand enormous doses of radiation if they are not required to divide. It has not yet been determined that these cells are functional, but it seems quite likely that after a dose of 10,000 rads they would be, since it takes such an enormous dose to cause destruction.

It thus appears that in this most critical organ these particles will not present a serious problem.

Irradiation of the eye

The organ next most vulnerable for the particles would be the eye. Radiation cataracts are well known, and the high LET radiations are especially effective in causing these cataracts. It could be reasoned that a thindown hit in the lens epithelium would cause a minute disruption of the lens fibers which would grow to a full cataract. Further, there is no capillary circulation in this tissue and the epithelial cells undergo cell division at a rather rapid rate. Thus the situation is quite different from that of the brain and one might expect damage at a low dose.

The microbeam was directed to the generative zone of the lens in the mouse eye and the animals were examined periodically with a slit lamp and some were sacrificed for histological examination (8). When the 1 mm beam was used cataracts were formed with doses as low as 1000 rads as expected. With the 0.025 mm beam cells which were in the beam path had a high probability of turning into a bazar cell which might lead to
a cataract. However, the beam was so small that only one or two cells were hit at a time. As these cells migrated toward the posterior pole they were sloughed off and absorbed, presumably by pressure of the surrounding normal cells. They never formed even a small cataract, so it apparently takes a cluster of abnormal cells to be stable enough to cause a persisting cataract. The dose necessary to cause abnormal cell formation by the microbeam is about the same as for the 1 mm beam.

The fact that the damage produced is independent of beam size is in accord with expectations and is in agreement with the explanation given for the action of these beams in the brain.

Here again it seems that the heavy particles will not be a serious hazard for space flight.

**DISCUSSION**

From these results one can estimate the effect of these heavy particles on the other organs of the body and on the body as a whole. The occasional loss of individual cells or small groups of cells in organs such as the skin which are continually undergoing cell division should be of no concern since the damaged or dead cells will be quickly replaced. The loss of individual cells in the brain or musculature is in progress continually as a normal part of the aging process. It would take a very long exposure to these heavy particles in outer space to cause a loss significantly greater than occurs spontaneously. Other organs such as the liver or kidney would likewise cause no concern. Greying of the hair seems to be the one real possibility but fortunately this is not serious. There would be some genetic
effect but this would be very minor.

It would thus seem safe to conclude that this hazard will not be very great, but the subject is important enough so it would be well to check one or two of these points by biological experiments in satellites.

SUMMARY

The ionization produced by the heavy cosmic ray particles is almost entirely highly concentrated along single tracks, and the microscopic dose in tissue within these tracks may be quite high but the overall dose rate from these particles in outer space would be very low. These particles cannot be produced in the laboratory so a microbeam of deuterons has been developed which simulates the ionization pattern of these particles. Using this microbeam on mice it is found that this type of radiation causes very little effect in either the brain or the eye, and presumably also in other vital organs. However, it will cause greying of the hair. It is concluded that this type of radiation will not cause a serious hazard for space flight.
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Fig. 1. Distribution of numbers of heavy particles in outer space (from Dainton, Fowler and Kent (1)).
Fig. 2. Probability of a nuclear reaction as a function of energy for heavy particles (from Schaefer (2)).
Fig. 3. Energy distribution of particles in the CNO group of primary cosmic radiation above the atmosphere at 55° latitude. The shaded portion indicates the numbers which will probably cause thindowns in tissue. At the polar region there would be no magnetic cut-off so the very low energy particles would be present, and the dotted line represents these additional particles present at the poles, and this same spectrum should hold true for outer space.
Fig. 4. Photograph of mouse exposed in balloon flight from Sault Ste. Marie in 1954 at an altitude of about 90,000 ft. for 35 hours (from Chase and Post (3)).
Fig. 5. Experimental arrangement for irradiation with the microbeam (from Baker, Curtis, Zeman and Woodley (4)).
Fig. 6. Photograph of anaesthetized mouse in position for irradiation with the microbeam.

Fig. 7. Two exposures of the skin of a mouse through the 0.25 mm crossed slits with a dose of 800 rads. The marker spot is also visible (from Curtis (5)).
Fig. 8. Sections of mouse brain irradiated with deuteron beams. The arrows indicate the direction of the beam and the magnification can be judged from the scales (from Zeman, Curtis, Gebhard and Haymaker (6)).
Proton fluxes of solar origin appear to constitute the main radiation hazard in space. Several semi-empirical expressions have been proposed to describe solar proton spectral energy distribution, and extensive dose calculations have been made on the basis of these estimates. Some uncertainties exist with regard to physical exposure factors, especially the variation of proton energy with time and the dependence of depth dose pattern on energy and exposure geometry. Similar uncertainties exist as to the degree of additivity of proton radiation doses both in time and with other stresses and as to differential effects between irradiated organ systems.

Since few terrestrial sources of proton radiation exist, radiobiological studies, especially on effects of high energy protons, have been rare. Existing data, which will be summarized, appear to indicate that protons of energies above about 50 Mev have an RBE close to 1, as would be expected on the basis of average LET distributions. Depth dose distribution may thus be a crucial factor determining degree of biological effect. Passage of the primary proton flux through shielding material or tissue also results in the production of secondary particles, including electrons, mesons, neutrons and recoil nuclei, as well as altering the proton energy distribution. Although it

is to some extent possible to duplicate proton LET and depth dose geometry with gamma radiation, the secondary reactions comprise one of several reasons why biological studies with high energy proton beams are needed.

Total body irradiation of mice with 730 MeV protons has yielded an RBE of 0.75 relative to 200 kVp X-rays and an LD50(30) dose of 775 rad for acute lethality, under conditions in which creation of secondaries was minimal and depth dose was uniform to about 5 per cent. The corresponding RBE found for splenic atrophy was about 1. In other experiments with primates, total body proton irradiation appeared to have an RBE of about 1 compared to Co60 gamma radiation.

Recent experimental data indicate that a peak of ionization, presumably due to secondary particles, occurs at a depth of about 30-40 gm/cm² when 730 Mev protons penetrate matter. Mouse studies are in progress at Berkeley to assess the radiological significance of this component. In addition, experiments with mice are under way to detect possible differences in organ mode of injury between protons and X-rays. Later series will include studies on the additivity of radiation dose and other stresses. All this work will be described.

At present, laboratory whole body exposure to a proton flux is impractical for large animals. Since exposures in space flight are almost certain to occur under omni-directional conditions, and since a high but variable ratio of superficial to midline dose is expected to result from solar flare proton energy distributions, a means of irradiating large animals with the proton beam of the 184-inch cyclotron at Berkeley is being developed in such a way as to permit simulation of solar flare energy and geometry. Degradation of energy is brought about by a multiple Coulomb scattering target, with second-
otation of the animal around one axis normal to the beam and uniform rota-
don around the other, the angular dispersion produced in the emergent flux by the energy degradation process appears sufficient to generate isotropy without recourse to magnetic scanning or deflection techniques. Apparatus now under construction, which will be described, should thus permit direct experimental studies of biological effects, depth dose patterns and shielding configurations under approximately isotropic flux conditions.
BIOLOGICAL EFFECTS OF HIGH ENERGY PROTONS

C. A. Sondhaus
Donner Laboratory
University of California
Berkeley, California
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1. INTRODUCTION

It now seems quite probable that by the end of the present decade, manned lunar and deep-space flights will be a reality. These will certainly involve enormous difficulties and manifold hazards. The task which the biologist and the radiation physicist have to perform is that of developing an adequate understanding of the biologic effects of highly penetrating radiation, for it is evident that it is present everywhere in the vast reaches of space and must be reckoned with as soon as man leaves the protection of the terrestrial biosphere. Although it is not yet possible to define categorically the extent of the radiation problem in interplanetary travel, it is clear that the main component of the various space radiations is high-energy protons, particularly the intense proton fluxes which accompany visible outbursts from the sun.

Because of the severe limitations in our ability to predict these phenomena or to carry enough shielding to eliminate their hazard, a basic inquiry into the biologic effects of high-energy protons is now of great practical importance.

In the relatively short time since this hazard has been known to exist, considerable effort has been expended in attempts to estimate the total dose that might be expected from proton irradiation in space. These efforts are hampered not only by the uncertainties in our physical knowledge of the energy-intensity-time relationships, but perhaps also equally by our uncertainty with regard to basic radiobiological parameters of proton exposure. It is not known, for example, whether dose rate, dose fractionation in time, combination of
irradiation with other physiological stresses, or mode of radiation injury to different organ systems in the mammal will modify biological response in the same way or to the same degree as has been found for other radiations. Such estimates as have been made are largely by calculation and extrapolation from other data, since there has been little opportunity to carry on controlled animal experiments in space and few sources of proton radiation are available for laboratory studies. It is the purpose of this paper to review some of the rather sparse experimental data which are already at hand, to summarize some experiments now in progress, and to report on some of our own work planned for the near future.

2. PHYSICAL DATA

On the basis of balloon and satellite data, Freden & White (1), Winckler (2), Bailey (3), Chupp et al (4) and others have proposed semi-empirical mathematical expressions to describe the energy and time distributions of solar flare protons. Evans (5) has presented the physical basis for a method of calculating the depth dose produced in a large volume of tissue irradiated omnidirectionally by an isotropic flux of protons of any energy or combination of energies. Schaefer, (6) using the assumed solar flare proton spectral energy distribution laws, has calculated the dose distribution in a spherical volume of tissue with and without a shield surrounding it.

Figure 1, from Schaefer, shows two of these energy distribution curves, illustrating the range of proton energy to be expected. Figure 2 shows the depth dose curves which he has calculated from these assumptions. It can be seen that great differences may exist in the distribution of dose with depth, and further that the vehicle shield or wall produces a marked hardening of the beam which penetrates it. The ratio of surface to midline dose can vary by a factor of 10 or more, depending on shield thickness and proton energy distribution. In Figure 3, an idealized set of curves of integral intensity vs time is shown, taken from the paper of Chupp, et al. It is seen that the high-energy
particles arrive earlier and persist for the shortest time; there is thus a shift of intensity with time for particles of a given energy and for the overall spectrum shape, making the net result rather complicated.

The importance of ionization density in relation to the biological effect of different radiations on mammalian tissue was realized in studies on whole mice and transplantable mouse tumors by Lawrence and others as early as 1935 (7). It was found at that time that the RBE of fast neutrons, with average linear energy transfer of about 20 keV/µ, compared to 200 kv x-rays (average LET about 3 keV/µ) was about 2. Since that time a number of studies have been made on the RBE of radiation with widely differing LET (8-10), and a rough pattern of the variation of RBE with LET has become evident. This is schematically indicated in the Figure 4. A few representative radiation types are marked along the abscissa at points corresponding to their calculated average LET values. The work of a number of investigators is summarized here, mainly from heavy particle studies on the Berkeley and Yale Hilacs together with some data on alpha particles.

The curve of RBE vs LET can apparently follow one of four different types with regard to the existence and height of a maximum, and the shape of the curve. The four rough categories are as follows: In curve I the RBE never exceeds one and decreases with increasing LET. This has been found to be the case with dry molecules, such as enzymes, and some phages and viruses for example. In the curve of type II, the RBE is found to peak at a value of about 2 for a LET between 100 and 200 keV per micron, and it falls below one thereafter. This behavior has been observed with small microbial and plant cells as well as with chromosome effects and mutations. The curve of type III shows a higher RBE than 1 for LET's of about 20 keV or higher, and again exhibits a peak in RBE in the LET range of 100 to 200 keV per micron, but this peak is now at a value of about 5. It then falls to 2 or 3 for higher LET radiation. Mammalian cells
appear to fall into this category, as do plant cells with large chromosomes, and the process of cataract formation for example. Dose rate dependence is observed here. In the type IV curve, the RBE reaches values beyond 10 at LET values of 100 or 200 keV per micron, but there are insufficient data at higher LET values to conclude even around LET values of about 10 keV per micron. This type of curve is seen with dried seeds and spores, also grasshopper neuroblasts, and the behavior seems to be related to special effects usually connected with a phase change or other physical variable.

In general, the curve of type III seems to be most pertinent to the case of human exposure to high LET radiation. Unfortunately, these data are not yet sufficient or accurate enough to draw clear-cut conclusions. It is to be expected, however, that not only dose distribution, but the distribution of LET will vary with depth in proton irradiation. Figure 5 illustrates Schaefer's calculation of the variation in specific ionization with depth in tissue for a proton beam of the energy spectrum prevailing in the inner Van Allen Belt. It is seen that the number of ion pairs produced per micron of tissue, which is related to LET, may be 5 or 10 times as high at the surface of the tissue as at the midline, depending on the thickness of the shield between the proton beam and the tissue surface.

It has been shown experimentally by J. Lyman and J. Howard in this Laboratory that ionization density builds up to a maximum value at some depth during the passage of a narrow beam of monoenergetic high-energy protons through an absorbing medium. This increase is probably due to the production of secondary protons as well as other charged particles including electrons, mesons, and recoil nuclei. At shallow depths, the ionization due to these secondary events more than compensates for the loss of ionization from reduction in primary beam intensity, the
latter caused by the inelastic collisions which produce the secondary events.

Figure 6 illustrates the effect of absorber thickness on beam ionization for lucite, lead and copper. It can be seen that the initial buildup of ionization in copper is higher than it is for lead, even though the ionization eventually falls off more rapidly. The converse is true for lucite vs lead and lucite vs copper.

These curves were obtained by placing successive layers of absorber between two ionization chambers aligned in the 730 meV proton beam of the 18-inch Cyclotron at Berkeley. They are plots of the ratio of the downstream chamber reading to the upstream chamber reading vs absorber thickness. In Figure 7, the full range of the 730 meV protons in lead is covered. A Bragg peak can be seen at the end of the range.

The prediction of secondary neutron spectra as well as other secondary particle fluxes produced by primary protons is described in the paper presented by Wallace in another session of this symposium. Of importance to the present discussion is the apparent contribution made by such secondary particle events to a dose component which is probably of high LET. This is present in addition to the calculated LET distribution of the primary proton beam whenever a thick shield or target is bombarded, and the influence of the higher LET component on biological effect needs to be evaluated under these conditions.

3. BIOLOGICAL STUDIES WITH HIGH-ENERGY PROTONS

a. Past Studies

A few studies on the biological effects of high-energy protons have been carried out in the past several years. In 1952 Tobias, et al, (11) exposed albino mice to 340 meV protons at the 18-inch Cyclotron in Berkeley, and made a
preliminary estimate of RBE, as having a value of "about 1" for LD$_{50}(30)$.

In 1960 at the Joliot-Curie Laboratory of the Institut du Radium in Paris, Bonet-Maury and collaborators (12) irradiated mice with 157 meV protons from their synchrocyclotron and determined an LD$_{50}$ dose in eleven experiments on more than 500 animals. The proton beam was of circular cross section with a 90% isodose curve of radius 6 cm, determined photometrically by density measurement of photographic film exposed to the beam. Four mice could thus be irradiated simultaneously in thin perforated plastic tubes. It was estimated that the LET of the proton beam varied by about 10% during its passage through the animal in an anteroposterior direction. Dose rate was about 250 rad/min.

Litter-mate animals were used in the experiments. Following irradiation, the animals were weighed daily and the number of dead animals recorded. An eight-day LD$_{50}$ dose was determined by log probit analysis.

Dosimetry of the beam was by both physical and chemical methods. An ion chamber with thin aluminum walls was used, containing air at atmospheric pressure. The total proton flux traversing the chamber during an experiment was calculated from saturation current measurement, and the isodose curves obtained photographically were then used to calculate the average flux through an individual animal and the corresponding absorbed dose. Aluminum and polyethylene mosaics were activated in the beam and the activity induced in each element was counted to check the photographic measurements. Discs of graphite were also placed with each animal and the $^{60}$ activity induced also served as a supplementary indication of dose. Ferrous sulphate dosimetry was also used; plastic tubes of the same size as the animals were filled with solution and irradiated in the same
way as the animals; dose measurement of optical density at 580 μμ was then made. Uniformity of dose among a group of animals was found to be within 5%.

The biological effects observed after proton exposure did not differ from those observed after exposure to x or gamma radiation: weight loss, anorexia, bloody diarrhea, etc., and reduction in general activity preceding death which occurred after the fourth day post-irradiation.

The LD_{50}(8 day) dose was found to be ± 80 rad. In order to determine an RBE, mice of the same lineage were exposed to 250 kv x-rays filtered by 0.3 mm Cu plus 2 mm Al, at a dose rate of 80 rad/min and a TSD of 46 cm. The LD_{50}(8 day) dose determined with 144 animals was 605 ± 30 rad. RBE of 157 meV protons compared to 250 kv x-rays was thus 0.77 ± 0.1. This value is close to the value of 0.7 observed for chromosome observations on vegetal cells of Allium and Vicia by Larsson and Kihlman, who used the 170 meV proton beam of the Uppsala synchrocyclotron in Sweden.

Zellmer and collaborators of the USAF School of Aerospace Medicine in San Antonio irradiated the eyes of forty-eight rhesus monkeys, Macaca mulatta, with the 730 meV proton beam of the 184-inch Cyclotron at Berkeley, and found that the threshold dose necessary to produce clinical signs of injury was between 500 and 1000 rad. in comparison with Co^{60} gamma radiation an RBE of between 1 and 2 was estimated. (13).

In further experiments with primates this year, the same Air Force group, in collaboration with the Berkeley group, has studied total body radiation effects with 730 meV protons. Analysis of the data is not yet complete, but preliminary estimates indicate a LD_{50}(30) of 395 rad for the 730 meV proton beam under essentially uniform exposure conditions. The dose rate was about 10 rad/min due to the scanning process.
required for total body exposure of animals of this size. Figure 8 illustrates the pneumatic device which was developed by P. Bean and N. Yanni of UCIRL to enable the animal to be scanned by the small diameter beam.

Irradiation of this species with Co$^{60}$ gamma radiation at a dose rate of the order of 100 rad/min indicated a $L_D^{50(30)}$ value of 500 rad. The RBE thus appears to be around 1.4 for this end point, with most deaths occurring between seven and fifteen days post irradiation, suggesting an early bone marrow or late gut death. There is some evidence for a 20% dose buildup due to secondary particles.

These USAF primate studies are continuing with protons of other energies. 40 meV protons have been used at the University of Minnesota, 185 meV at the University of Uppsala, and 100 meV at Harvard thus far.

In a recent experiment with the 730 meV proton beam of the 184-inch Cyclotron at Berkeley, Wang, Lyman and Tobias (14) studied the RBE of 730 meV protons as compared with 200 kvp x-rays on mice following whole-body irradiation. The end points observed as indices of radiation lethality effects were a) 'the whole-body $L_D^{50(30)}$'; b) changes in spleen weight with dose following irradiation; and c) change in body weight with time after irradiation. Reproducibility of lethality experiments has been shown to be much enhanced with proper adherence to strictly controlled physical and biological experimental procedures and proper care of animals; the mice were therefore caged individually in labelled one-pint mason jars which were cleaned weekly and supplied with sterile wood shavings. Figure 9 illustrates the animal caging system. Namru strain Swiss mice white mice, random bred at the Laboratory were used—all five to seven weeks old, male
weighing 24 ± 5 gram. The mice were fed on Simonsen Laboratory white diet and water ad libitum.

Physical factors for the Phillips 200 kvp x-ray unit which was used were 200 kvp, 15 ma, 0.25 cm + 1.0 mm Al filter, for which the resulting HVL of the beam was 1.0 mm Cu. A rotating positioning wheel was used; this is shown in Figure 10. The wheel rotated at 2.5 rpm and the dose rate delivered was 30 rad/min, as measured with a Victoreen condenser r-meter.

The proton beam was deflected from the Cyclotron, magnetically sorted and collimated by the quadrupole focussing method. After emergence from the vacuum system into the air, the protons form a nearly parallel homogeneous beam almost two inches in diameter. Slide 10 illustrates the exposure setup; a parallel plate ionization chamber of thin aluminum foils provided the dosimetry. As much as possible, the creation of secondary particles by passage of the beam through thick absorbers, as discussed earlier, was avoided in this experiment, and the ionization in the whole-mouse body was found by phantom measurements to be uniform within 5%. Dose rate was from 500 to 1000 rad/min, and each mouse was irradiated in an individual cylinder positioned in the beam by setting a wheel. In both x-ray and proton experiments twenty mice were exposed at each dose level; pre-and post-irradiation care was identical in both groups. The mice were followed for thirty days, dead animals were autopsied, and five of each group of survivors were sacrificed and the organs studied at the end of the experiment.

The resulting LD50(30) for 730 meV protons was 775 rad, while that after 200 kvp x radiation was 580 rad (580 roentgens measured in phantom). Figure 11 shows the survival curves which were obtained. RBE of the protons relative to 200 kvp x-rays was found to be about 0.75. Since Upton et al (15) found about
the same RBE for Co$^{60}$ gamma radiation in producing acute lethality in mice, this experiment suggests that the RBE of 730 meV protons is about the same as Co$^{60}$ gamma rays, which is consistent with the findings that the respective LET distributions of the two radiations are quite similar.

Figure 12 shows the reduction in spleen weight observed at autopsy of those mice dead of radiation. More than 50% decrease in spleen weight occurred following similar doses of either x or proton radiation. RBE of 730 meV protons is about 1 compared to 200 kvp x-rays for splenic atrophy. More than 30-day survivors showed nearly normal spleens in both groups.

Figure 13 shows weight loss in the different dose groups with both radiations. Those mice which died always showed weight loss, in contrast to survivors. Rapidity of weight loss was directly proportional to the dose delivered. Both x and proton irradiated mice dying after irradiation showed a 25% weight loss during 13-16 days after 650-700 rads. The rapidity and degree of weight loss are an approximate index of RBE, which thus appears to be around 1 for this end point.

These results agree with the previous work cited earlier, using heavy particles with LET similar to 730 meV protons, as well as with earlier observations on high-energy deuterons. An RBE of less than 1 for 730 meV protons suggests that in spite of similar LET, the greater absorption in bone of 200 kvp x-rays may account for the lower proton RBE.

In order to study this question further, we are now beginning a series of experiments. In this study the time course of deaths is being followed in order to characterize the dominant mode of damage, with a view to distinguishing between "gut deaths" and "bone marrow deaths".
In the present study, in collaboration with J. Ashikawa, Simonsen Laboratory white Swiss mice have been used, all males 6-7 weeks old at irradiation and weighing 25 ± 4 gram. The animals were dipped on arrival and had been inoculated for ectomelia, a common problem in mouse colonies. Since dipping has been observed to produce a significant degree of spleen involution, the mice were placed in individual cages as described before and allowed to "come to equilibrium" physiologically for at least fifteen days. Diet and care were as previously described. At the time of irradiation, only those mice were selected which had gained weight or remained constant in weight.

Three dose rates were employed in the 730 meV proton irradiations: a) 1000 rad/min; b) 300 rad/min; and c) 100 rad/min. Exposure technique was as previously described. In the first two dose rate groups, total doses of 700, 800 and 900 rad were administered; in the 100 rad/min group, total doses were given of 600, 700, and 800 rad. The x-ray irradiation will be performed in two weeks. Both 100 kvp and 200 kvp irradiations are planned, at dose rates of 100 and 300 rad/min. We thus expect to allow for any dose rate effects which might appear.

Only preliminary impressions can be given here, as data is incomplete as yet. All mice irradiated in the first two dose rate groups have died within six days post irradiation. This strongly implies a predominantly gut death in these animals, with LD50 below 700 rad. This is to be compared with other experiments in which 250 kvp x-rays produced early gut death in mice only at total doses of 1200 rad whole-body; in the latter experiments, however, dose rate was presumably about 30 rad/min. An RBE for gut death somewhat higher than 1 for 730 meV protons is therefore suggested, but this may not necessarily be the case if dose rate differences are a factor. No definite conclusion can yet be drawn.
A series of additional mouse experiments is planned for the immediate future. In addition, several experiments with primates are planned in collaboration with Taketa et al of the Ames Laboratory biology group at Moffett Field. These studies will be aimed at answering several questions:

a. The transition curves for 730 meV protons indicate that a buildup of secondaries will occur behind a shield. These are expected to have higher LET distributions than the primary beam, and hence to have higher RBE values, as previously mentioned. This effect can be studied with mouse exposures, and the first experiments will follow the present study. It should thus be possible to verify experimentally some of the effects predicted by calculation.

b. The additivity of two doses as a function of their separation in time will be studied in a further experiment, with the aim of estimating a recovery factor for high-energy protons in mice.

c. More detailed evaluation of hematopoetic criteria will also be made in future experiments. In addition, skin effects of both alpha and proton radiation will be studied as well as the degree of protection afforded by known agents. Finally, addition of other stresses such as temperature extremes or g-forces to that of radiation exposure will be studied.

4. MEDICAL CAVE MODIFICATIONS AT THE 184-INCH CYCLOTRON

The design portion of the modifications to be made on the Medical Cave at the 184-inch Cyclotron at Berkeley, California was started in February 1962. The aim of these changes was to permit high intensity proton irradiation of large animals. In order to perform whole-body radiation experiments with animals simulating solar flare radiation, two basic problems must be resolved.
The first is how to increase the beam intensity enough to give a reasonable exposure time. This can be accomplished only by the reduction of the amount of beam lost after it leaves the steering magnet. We propose to reduce the beam divergence by the use of a quadrupole magnet of large aperture (8-inch diameter) along with a larger aperture (8-inch diameter) beam tube. This will make it possible to focus the maximum number of protons on the target. This quadrupole magnet is on order. The design of the beam tube complex—including vacuum pipe, safety plug and a scattering target—is about 90% complete and about 50% of it is on order.

The second problem is one of protection of operating personnel from overdoses of radiation when such intense beams of protons are being directed into the Medical Cave. From our experience with such beams in the Physics Cave, we know that the present Medical Cave side walls must be increased to 12 feet equivalent of ordinary concrete, the back wall increased to 20 feet equivalent of ordinary concrete, the roof increased to 8 feet equivalent of ordinary concrete, and a solid shielding door provided. These increases amount to 140% for the side walls, 300% for the back wall, and 300% for the roof. Since the building is not large enough to accommodate a cave of adequate size with walls this thick of ordinary concrete, more massive material must be used so that a given amount of shielding may be obtained with thinner walls. This is being accomplished by using a U. S. Navy surplus steel and high-density aggregate concrete. The design, as shown in Figure 14, is complete, the required steel has been procured, the heavy aggregate is on order, and fabrication jobs for the required shielding blocks are out for bid.
The massiveness of the required shielding walls and the resulting increased floor loads necessitate reinforcing the floor in the Cyclotron building at the vicinity of the Medical Cave. A hydraulic-actuated door is available from the Physics Group; it requires a pit which can be provided when the floor is strengthened, and a slight modification to adjust it to the Medical Cave platform height. Designs on these modifications are complete, as are the designs of the platforms themselves, and both have been ordered.

The current schedule is to have all of the equipment available for installation by January 1963. This is based on the earliest possible shutdown, and depending on the Cyclotron schedule and overall modifications. It is estimated that a period of approximately three weeks will be required for installation.

Upon completion of the above modifications, it will be possible to irradiate up to a 300-pound animal with an alpha or proton beam under conditions simulating solar flare radiation. A whole body exposure of a large animal to an omnidirectional proton flux by use of the Cyclotron beam requires that certain criteria be met by suitable modifications in the beam characteristics. Among these are the following:

1. **Beam Energy Variation**
   Of several possible methods of producing variable energy proton beams, energy degradation by multiple coulomb scattering in passage through material appears to be most practical. Although intensity is lost and angular and energy dispersions are increased in a degraded beam, no modification of the accelerator magnetic field, or magnetic shielding-beam extraction techniques is required. Beam degradation thus does not
disturb the operation or construction of the cyclotron itself and experimental use can be achieved within a short time.

As scattering materials, lead, copper, aluminum, and carbon have been considered. Design calculations \(^{(16)}\) show that degradation in graphite of the 730 meV beam to an energy of 100 meV, introduces an additional rms energy spread of less than ± 15 meV in the emergent beam, and less spread at higher degraded energies. Figure 15 shows that the rms angular dispersion of the emergent beam at this energy varies from 0.10 radian half angle for graphite to 0.36 radian for lead. Remanent intensity of the emergent beam after degradation to 100 meV is 7.5% for graphite and 16% for lead, as illustrated in Figure 16.

2. Broad Beam Geometry

In order to simulate a 4 x omnidirectional exposure, the usual narrow well-collimated beam emerging from the accelerator must be defocused or otherwise caused to diverge, or alternatively, must be made to scan the target by magnetic deflection. Here the angular dispersion introduced in the beam by scattering and energy degradation can be utilized. When combined with sinusoidal rotation of the target around one axis normal to the beam and uniform rotation around the other, the angular dispersion produced in the process of energy degradation appears sufficient to generate an isotropic exposure geometry, without recourse to magnetic scanning or deflection techniques. Figure 17 illustrates the animal rotator now under construction to serve this purpose.

It is concluded that sufficient angular dispersion is introduced by scattering in graphite to permit whole-body irradiation with target diameters up to three feet.
A hollow lucite sphere of this diameter containing an animal mounted in a frame can thus be rotated on the apparatus; Figure 18 illustrates the animal holder. The angular dispersion in graphite is low enough to compensate for its increased absorption loss at a given degraded energy, making graphite the scattering material of choice. The same conclusion is reached on the basis of the relative number of secondary neutrons produced in the scatterer, which is lowest for carbon.

The resulting proton energies and geometry of the exposure should simulate fairly adequately the solar flare condition by stepwise irradiation at several energies, thus permitting direct experimental study of biological effects, depth dose patterns, secondary production and shielding configurations.

This information will be of value not only in itself, but also in simulating space radiation exposure with Co⁶⁰ or other radiation sources. The time available for biological research for the 18-inch Cyclotron is limited, but it is believed, nevertheless, that some important questions can be answered experimentally in regard to solar radiation problems with a relatively modest expenditure of time.

This study was supported by the National Aeronautics and Space Administration through the Atomic Energy Commission and Lawrence Radiation Laboratory, University of California.
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Fig. 1. Integral energy spectra of various proton radiation fields in space. Note enormous intensity of flare 59 spectrum observed at 55.4° magnetic latitude, i.e., in a magnetically forbidden region.

Fig. 2. Depth dose curves resulting from assumed solar flare energy distributions, as calculated for a spherical tissue volume (Schaefer).
Fig. 3. Idealized set of curves of integral intensity vs. time (Chupp, et al.)

Fig. 4. Variation of Relative Biological Effectiveness with Linear Energy Transfer of radiation (idealized).
Fig. 5. Specific ionization vs. tissue depth for an assumed proton energy spectrum in Van Allen Belt (after Schaefer).

Fig. 6. Transition curves of 730 MeV protons in various materials.
Fig. 7. Transition curve of 730 MeV protons in lead - beam ionization vs. absorber thickness over full range.
Fig. 8. Pneumatically driven animal scanner for primate studies with 184" cyclotron proton beam.
Fig. 9. Individual caging system for proton-irradiated mice.
Fig. 10. (Left) Mouse irradiation wheel for X ray control experiments; (Right) Exposure setup for mouse irradiation with proton beam. The X ray wheel has now been converted to a positioner to increase maximum possible dose rate during irradiation. The proton beam mouse positioner exposes the animals postero-anteriorly, the X ray positioner dorsoventrally.
Fig. 11. Survival curves for proton irradiated and X irradiated mice.

Fig. 12. Reduction in spleen weight for proton and X ray irradiated mice.
Fig. 13. Post-irradiation weight loss in proton and X-irradiated mice.
Fig. 14. Redesign of medical cave, 134 inch cyclotron, Berkeley.
Fig. 15. Root-mean-square angular dispersion of emergent proton beam after degradation from 730 meV to 100 meV in various materials.

Fig. 16. Emergent proton beam intensity (fractional) after energy degradation from 730 to 100 meV in various absorbing materials.
Fig. 17. Animal rotator for omnidirectional exposure of large animals to divergent, energy-degraded proton beam of 184" cyclotron, Berkeley.
Fig. 18. Detail of animal holder, omnidirectional exposure apparatus for large animal proton irradiation.
A literal and parsimonious interpretation of the assigned topic would allow the speaker to fulfill his obligation quite honestly in approximately four seconds, or about as long as one might require to say, "There are no effects as far as we know." But this response would leave us far from satisfied, and it would create the false impression that the problem had been studied exhaustively throughout all the critical categories of behavior under various kinds, rates, and amounts of ionizing radiation. The distressing fact is, of course, that only two systematic human studies on this subject have been reported in the Western literature, and these can scarcely be said to provide a useful grasp of the total problem.

Under the circumstances, therefore, it has seemed appropriate to broaden the empirical base of this discussion by reference to studies of lower animals. As many of you know, the Radiobiology Laboratory at Austin, Texas, operated jointly by the USAF School of Aerospace Medicine and the University of Texas, has devoted a prominent share of its energies over the past ten years to systematic studies of radiation effects on the behavior of M. mulatta; and laboratories elsewhere have fed the burgeoning literature with behavioral studies of mice, rats, and dogs. Perhaps there are conditions and assumptions under which we should be willing to consider at least the infrahuman primate studies for whatever
implications they may have for the behavior of man.

First, however, there is a sense of obligation to explain the rationale for the study of behavior in a radioactive environment. What can such studies tell us that we cannot learn merely by observing the impact of ionizing radiation on the cells, tissues, and organs of the body?

Why Study Behavior?

The principal reason for sending man into the aerospace environment is to take advantage of his abilities and skills as an equipment operator, a trouble-shooter and maintenance specialist, an observer and interpreter of dynamic situations, and a maker of decisions. Mercury flights have already shown the operational flexibility which can be realized by including man as a system component, and the operational plans for such systems as Gemini and Apollo have already been modified to take advantage of this versatility. In other words, man's capabilities are operationally important and without substitute, and we must therefore be concerned about their preservation.

Man's capabilities are joint functions of many determinants, including, but not limited to, the functional properties of biological components and systems. Since biological components and systems constitute the targets of ionizing radiation, one might be tempted to argue, as indeed many have argued, that their study would provide a sufficient basis for inferences about the fate of behavior. Unfortunately, even after nearly a century of serious effort on the part of many scien-
should start with the human studies.

Human Studies

The Houston Studies

Background. The two experimental human studies were initiated in 1951 at the M.D. Anderson Hospital and Tumor Clinic of Houston, Texas, for the purpose of charting the effects of low-level ionizing radiation on some of the psychomotor capabilities relevant to the operation of aircraft. The director and staff of the hospital had long been interested in the comparative value of radiotherapy and chemotherapy for the treatment of generalized neoplastic disease, and they foresaw no valid criticism of collateral studies of biological and behavioral changes subsequent to the routine application of radiotherapy. All realized, of course, that ethical and moral considerations would necessitate compromises with some of the principles of experimental design. For example, medical considerations required that patients be assigned to treatment levels in accordance with professional judgment as to the severity of disease. Thus, the inability to employ random or stratified assignment methods virtually guaranteed some likelihood of confounding disease effects and treatment effects on the dependent variables. Further, language barriers, both of degree and kind, precluded the study of cognitive functions with available materials in which verbal comprehension occupied a central role. Despite such limitations, all agreed that the studies were feasible and desirable, and that negative results could be meaningfully interpreted and practically significant, even if
tific disciplines, we have not yet acquired more than a few of the concrete details about the way in which somatic events participate in behavior, although perhaps we have learned a great deal about the explanatory sterility of certain viewpoints. One consequence of our continued ignorance of these matters is that we are unable to forecast changes in behavior from observed changes in somatic functions with sufficient accuracy to predict the operational impact of biological damage, except, of course, under conditions of extreme insult. It is necessary, therefore, to observe and measure behavior directly in order to be able to say what is going to happen to it under specified exposure conditions. An ancillary product of such efforts may well turn out to be a better understanding of relationships between behavior and those events which occur inside the skin.

The foregoing premises have served as the foundation for modest but aggressive research efforts concentrated primarily at the USAF School of Aerospace Medicine. Such efforts have not been widespread among universities and other scientific institutions, for the resource requirements are formidable, and the monotonous occurrence of negative results soon blunts the enthusiasm of all but the most operationally minded investigators. Consequently, progress toward the achievement of a thorough-going research program has been slow. Many gaps are painfully evident, particularly with reference to dose dependency functions, relative behavioral effectiveness of different kinds of radiation, adequate coverage of the behavior spectrum, and the interactions of radiation effects with those of other stressors. Nevertheless a substantial amount of work has in fact been accomplished, and our review of it perhaps
the converse were not necessarily true.

Within the foregoing circumstances, two studies became possible throughout the next five years by virtue of close collaboration between the hospital and the USAF School of Aviation Medicine (Payne, 1959). The first study was concerned with the question whether a given air dose would have a greater effect when delivered in a single exposure than when delivered in a series of fractional exposures. The second study was organized as a straightforward dose-response study extending to relatively high exposure levels.

First Study. The first study was organized about the therapeutic circumstance that certain patients were treated with whole-body doses delivered in single exposures, while others were given equivalent total exposures in five equal increments separated by intervals on one hour. Psychomotor performance data obtained from both types of patients made it possible to test the prediction that performance level would be an inverse function of total dose, moreso with concentrated dosage than with temporally distributed dosage.

Subjects were male adults, usually in advanced stages of neoplastic disease not correctible by surgical intervention or localized radiation therapy. Ages ranged from 19 to 76 years.

Three well-known perceptual-motor tasks served as criteria of treatment effects. The USAF SAM Complex Coordination Test, shown in Figure 1, required the subject to coordinate the movements of a stick and rudder bar in order to match successive positions of three red lights with three green lights. Score consisted of the number of matches accomplished within standardized trial periods. The USAF SAM Two-Hand Coord-
Figure 1. USAF SAM Complex Coordination Test

Figure 2. USAF SAM Two-Hand Coordination Test
dination Test, shown in Figure 2, required the subject to operate two lathe-like crank handles in order to keep a cursor positioned on an eccentrically moving target. Score consisted of the amount of time the pointer was on the target during standardized trial periods. Finally, the USAF SAM Rotary Pursuit Test, shown in Figure 3, required the subject to follow a rotating target with the tip of a stylus. Score consisted of time on target during standardized trial periods. All tests had been used successfully for the selection of aviation cadets during World War II, having been shown capable of accounting for a substantial portion of the variance of pilot training outcome. Thus, the behaviors under observation were relevant to flying proficiency, although they were by no means predictive of its entire factorial structure.

Three exposure levels were available for study: 15, 25, and 50 r, as measured in air at the position of a plane which bisected the patient. Each level was reached either by a single exposure or by five equal fractional exposures separated by an interval of 1 hour. Delivery was accomplished by a 400 kvp General Electric x-ray machine with Thoraeus III filtration having a half-value layer equivalent to 4.1 mm of copper. At the target distance of 300 cm, the output was approximately 0.95 r/min. One large field was used, the patient being treated in a lateral position with left and right sides alternated in proximity to the target. Air-wall ionization chambers (Farmer) were placed on the patient's skin during exposure in order to measure entrance and exit doses.

At about 0800 hours on the day of exposure, each subject was given formal test instructions and a standardized amount of preliminary practice on the three testing devices. Practice sessions were 2
minutes for the complex coordination and two-hand coordination tests, and 100 seconds (five 20-second trials separated by 10-second rests) for the rotary pursuit test. Following practice, the prescribed treatments were begun. One hour later the psychomotor testing sessions were resumed, and they were repeated thereafter at 2-hour intervals until six post-treatment sessions had been completed. Two testing sessions 8 hours apart were completed on the day following treatment. Additional testing was done on some of the subjects, but these data are not considered in the present study. Single-exposure subjects and multiple-exposure subjects within a given total exposure group were treated alike except that the latter were alternated between testing sessions and fractional treatment sessions until the five exposures had been accomplished.

Inasmuch as the performance under observation was measured early in the course of habit acquisition, two somewhat independent assessments of it were possible. The first was based simply on the total score achieved during the entire posttreatment testing sequence, while the second was an estimate of learning rate based upon the mean tangent of the angles defined by the abscissa of the performance curve and tangents drawn to successive equal segments of it. Both indexes were adjusted for multiple regression upon chronological age and pretreatment performance levels before the final analysis of posttreatment variation was performed. This adjustment had the general effect of (1) reducing the contribution of these factors and factors correlated with them (such as type and severity of disease) to posttreatment variation, and (2) increasing the precision with which final tests of significance could be made. What remained for the final analysis was the variation
attributable to the main experimental effects, their interaction, and residual differences between subjects.

Suffice it to say that only one of the six analyses (two criteria for each of three tests) provided even the slightest hint that performance was affected by the independent variables under consideration. An analysis of acquisition rate for the Rotary Pursuit Test, shown in Table 1, suggests that the effects of exposure level and method of delivery may have been correlated, i.e., the effects of treatment levels may not have been the same at all exposure levels. A plot of subclass means, shown in Figure 4, suggests that single exposures may have attenuated habit acquisition more than fractional exposures to the same levels, particularly at the highest level, in accordance with hypothesis.

Table 1. Analysis of variance of acquisition rate scores for Rotary Pursuit Test

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doses</td>
<td>2</td>
<td>6.1888</td>
<td>&lt; 1.00</td>
<td></td>
</tr>
<tr>
<td>Methods</td>
<td>1</td>
<td>20.9941</td>
<td>2.05</td>
<td>.165</td>
</tr>
<tr>
<td>D x M</td>
<td>2</td>
<td>28.6785</td>
<td>2.79</td>
<td>.075</td>
</tr>
<tr>
<td>Error</td>
<td>70*</td>
<td>10.2589</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>75*</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Reduced by 2df for regression of posttreatment scores (y) upon pretreatment scores (x) and chronological age (z).

\[ R_{y,xz} = .43; r_{zx} = .16; r_{zy} = -.42; r_{xy} = .11; b_1 = .0043; b_2 = -.0900 \]
However, the probability levels associated with both methods and interaction effects are far from convincing, and the observed regressions of the two methods functions on the dosage variable are difficult to reconcile with the theoretical model.

Second Study. Accumulated experience with therapeutic applications of whole-body radiation convinced the hospital staff of the wisdom of higher single doses than those which had been prescribed during the period covered by the first study. Consequently, it became possible to conduct psychomotor studies following single doses ranging from 0 to 200 roentgens (in air) in steps of 25 r, and special arrangements for hospitalization permitted the observations to extend over a period of 10 days beyond treatment.
Figure 4. Rotary pursuit performance as a joint function of level and method of radiation exposure.
As before, subjects were adult males whose participation in the study was governed by their own consent and the judgment of the hospital staff. Ages ranged from 23 to 76 years. Testing devices were as previously described.

As before, patients were exposed in a lateral position with left and right sides alternated in proximity to the target. For approximately half the subjects, mostly those receiving below 75 r, the treatment was delivered as previously described. For the remainder, treatment was accomplished by a General Electric Maxitron operated at 250 kvp with a Thoraeus III filter providing half-value layer equivalent to about 3 mm of copper. Output was about 3.8 r/min. Nine exposure levels, ranging from 0 through 200 r in 25-r steps, were sampled. Each subject received his prescribed exposure in a single session.

Beginning at approximately 0800 hours each day for 4 days prior to exposure, each subject was allowed a practice session on each testing device. Practice sessions both before and after exposure were 4 minutes for complex coordination and two-hand coordination, and 300 seconds (fifteen 20-second trials separated by 10-second rests) for rotary pursuit. Exposure occurred on the morning of the fifth day. One hour later the first posttreatment testing session was held, and this was repeated each day at approximately the same time for 9 days thereafter. All subjects, including controls, were treated essentially alike except for the amount of radiation to which they were exposed.

Analyses of variation in posttreatment achievement levels for complex coordination and two-hand coordination were based on the forty-one-minute performance samples obtained from each subject (10 days x 4
Table 2. Analysis of variance of adjusted posttreatment achievement levels for rotary pursuit

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groups (doses)</td>
<td>7</td>
<td>23,086</td>
<td>&lt; 1.00</td>
<td>ns</td>
</tr>
<tr>
<td>Ss treated alike</td>
<td>57</td>
<td>40,466</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days</td>
<td>9</td>
<td>75,218</td>
<td>68.07</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>D x G</td>
<td>63</td>
<td>1,229</td>
<td>1.11</td>
<td>ns</td>
</tr>
<tr>
<td>Ss x D</td>
<td>513</td>
<td>1,105</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trials/day</td>
<td>2</td>
<td>16,353</td>
<td>19.17</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>T x G</td>
<td>14</td>
<td>1,039</td>
<td>1.22</td>
<td>ns</td>
</tr>
<tr>
<td>Ss x T</td>
<td>114</td>
<td>853</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T x D</td>
<td>18</td>
<td>121</td>
<td>&lt; 1.00</td>
<td></td>
</tr>
<tr>
<td>T x D x G</td>
<td>126</td>
<td>272</td>
<td>1.14</td>
<td>ns</td>
</tr>
<tr>
<td>Ss x T x D</td>
<td>1,026</td>
<td>238</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1,949*</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Reduced by 60 df for regression coefficients, as follows: Ss treated alike (-2), Ss x D (-18), Sc x T (-4), and Ss x T x D (-36).

trials/day), while the analysis of rotary pursuit was based on the thirty 100-second performance samples from each subject (10 days x 3 trials/day). The scores of all subjects in each performance sample were adjusted for their multiple regression on chronological age and pretreatment achievement levels, and the residual variation of the
scores was then decomposed into main effects and interactions for determinations of statistical significance.

The outcomes for all testing devices are well represented by the analysis of rotary pursuit data, shown in Table 2. The highly significant variation associated with days and trials/day, when considered in conjunction with appropriate mean values, shows that significant amounts of learning occurred both within each day and from day to day. All radiation groups were essentially alike in this respect, as shown by the negligible interaction values, and there was no evidence of radiation impairment.

The data from each testing device were further analyzed in terms of the linear component of the habit acquisition curve, both within days and from day to day, but none of the analyses implicated radiation exposure as a significant source of variation. Comparable analyses were made in terms of the quadratic component of the acquisition curve. The results were negative for two-hand coordination and rotary pursuit, but those for complex coordination were significant, as shown in Table 3.

Table 3. Analysis of variance of quadratic component of scores by days for complex coordination

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between radiation groups</td>
<td>8</td>
<td>.00282061</td>
<td>3.33</td>
<td>&lt; .01</td>
</tr>
<tr>
<td>Within groups</td>
<td>58</td>
<td>.00084699</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>66</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 5. Quadratic component of complex coordination learning curve as a function of radiation exposure level.
A plot of the mean coefficients against exposure values, shown in Figure 5, suggests that the quadratic component of the 10-day performance curve became more negative the more intense the radiation exposure. In other words, the more intense the exposure, the more likely it was that performance was falling, rather than rising, toward the end of the 10-day period of measurement.

Except for the curvature aspect of the 10-day performance sequence for complex coordination, one can summarize these two studies by saying that there is no dependable evidence that exposure to ionizing radiation affected the variables measured. Whether this exception is a true radiation effect is debatable. It could just as well have been a disease effect, for we must presume that the prescribed exposure intensity bore some relationship to the true severity of the disease. Whatever its source, the effect probably represents progressive motoric weakness or fatigue in the operation of the spring-loaded controls rather than decrements in the cognitive aspects of the task. Finally, it seems important to re-emphasize that the application of these results to operational problems should be made with cautious regard for the medical status of the subjects and the limited relevance of experimental criteria.

Clinical Observations

Although lacking the precision of systematic experimental studies, certain observations acquired through clinical studies of bomb casualties, accidental exposures, and therapeutic experiences deserve careful
consideration because of their attention to what Furchtgott (1956) has called "behaviorally significant effects." For example, Keller (1946) noted fatigability as an almost universal complaint in his study of bomb casualties; and Gerstner (1957, 1958) commented on the appearance of listlessness, apathy, headache, and drowsiness "within a few hours" of exposure to radiotherapy. Miller, Fletcher, and Gerstner (1957) found about 50 percent of their patients showing fatigue, anorexia, and nausea shortly after radiotherapeutic exposures ranging from 125 to 175 r. Further studies of therapeutic experience by Levin, Schneider, and Gerstner (1959) observed that whole-body exposures of 150-200 r left patients asymptomatic for about an hour, but thereafter precipitated feelings of fatigue, apathy, dizziness, and headache, and produced appearances of depression and energy depletion. Thoma and Wald (1959) reported similar findings in their review of accidental exposures. Finally, Furchtgott (1952) reported studies, unavailable to him in original form, which suggested that radiation of the skin in "sub-erythemal doses" increased scotopic thresholds for several days and produced decrements in dark adaptation levels.

One, of course, cannot foresee with confidence what impact these effects might have on task performance, since high levels of training and motivation often sustain an operator to outstanding levels of achievement despite his infirmities. On the other hand, we can all agree that such effects represent potential liabilities that operators would be better off without.
The British Study

The sparse account of human studies would not be complete without reference to a recent paper by Frisby (1961). A British physician discovered one day that he had acquired a carcinoma of the tongue. As radiation therapy progressed, he came vaguely to feel that certain behavioral changes were taking place, and finally, after four weeks of this, he offered a psychologist an opportunity to study certain intellectual and perceptual functions by psychometric methods. Tests involving choice reaction time, cancellation, and fractions were administered twice daily (except Saturday and Sunday), sometimes by the psychologist and sometimes by the secretary, until a total of 6870 r had been delivered to the lesion, 5000 r to a nearby gland, and 7530 r to the skin. There was no evidence of radiation effect.

Infra-Human Primate Studies

The scarcity of human data may be regarded as compensated in part by a wide assortment of studies conducted on the infra-human primate, particularly on M. mulata. Whether such studies are truly useful depends, of course, on the validity of assumptions one makes about the phylogenetic continuity of behavioral processes. There are some who insist that there is a fundamental discontinuity between the behaviors of man and lower animals, and that little or nothing can be safely inferred about one from studies of the other. On the other hand, one should remember that such assertions are usually treated as hypotheses by those who study subhuman behavior, and the acceptance of the doctrine
before the fact would therefore seem to beg the question. Scholars in this field generally take the position that the study of lower animals promotes the understanding of human behavior to the degree that fundamental principles anticipate and embrace both sets of facts, an event which occurs more conclusively than most people today realize.

From a clinical point of view it is interesting to note the conclusion drawn by Zellmer and Pickering (1960) that *M. mulata* demonstrates all the important aspects of the acute radiation syndrome. Diagnostic and prognostic signs (diarrhea, vomiting, purpura, anorexia, epilation, etc) occur about as frequently and with about the same latency as in humans, and the three modes of radiation death (CNS, gastrointestinal, and hematopoietic) are about as well illustrated. Thus there is a very substantial amount of conviction that *M. mulata* is an exceptionally suitable substitute for the human as an experimental animal. Fortunately so, for the study of lower primates permits the observation of complicated processes in their more elementary forms, and it permits the deliberate arrangement and control of a great variety of conditions for the satisfaction of experimental objectives.

Behavioral Methodology

The broad assortment of devices and techniques commonly used to study the animal's intellectual, perceptual, and motoric capabilities are described in any textbook of comparative psychology (e.g., Stone, 1951), as well as in the cited references, and any attempt to review them here would impose needlessly upon time and patience. In general, however, it may facilitate understanding to note that the investigator's
ability to observe and measure these processes entails two fundamental requirements. First, he must devise a problem the solution of which embodies the specified characteristics of such processes and falls within the anatomical and physiological capabilities of the organism. Second, he must provide an incentive which renders the solution worth the animal's effort. The rigor and precision with which he can study the processes depends in part upon the extent to which he can (a) control the environmental conditions and (b) quantify the responses in terms of their appropriateness, vigor, frequency, and latency.

The major categories of behavior which have served as focal points of research on the radiated monkey are (a) the learning and retention of discrimination habits, (b) the generalization of habits to novel situations, (c) the manipulation of environmental objects, (d) the delay of response to cues no longer present, (e) the breadth of attention to peripheral cues, (f) the solution of puzzles, (g) locomotion, and (h) free cage behavior in a comparatively unstructured environment. These categories merely represent convenient ways of classifying various aspects of the interaction between organism and environment, and one should understand that they are rigorously definable in terms of specific experimental operations.

Radiation Effects

Learning and Retention. Early systematic efforts explored the success with which the animal could reproduce discriminations which had been mastered prior to exposure. For example, Kaplan and Gentry (1954) trained animals on a serial discrimination task composed of 15 pairs of
stereometric objects, then exposed them to 1000 r of whole-body radiation delivered at 15r/min. Response evocation was rare on early post-exposure trials, but significant retention was demonstrated from 8 hours postexposure until 21 hours before death. Kaplan et al (1954) repeated the foregoing study with minor variations in which testing was resumed 24 hours postexposure and continued twice daily until the animals could no longer enter the transport cages. Although the radiated animals performed somewhat less well than controls after the third day, they exhibited significant degrees of retention virtually up to the point of collapse. Melching and Kaplan (1954) modified the procedure by requiring animals to discriminate objects in order to select an alley in which they could avoid electrical shock. Tests of retention conducted between 2 and 10 hours following the delivery of 1500 r at 34r/min were essentially negative. Rogers et al (1954) reported comparable results after exposures to 1295 r. Kaplan et al (1960), analyzing discrimination ability following massive doses of gamma radiation ranging from 1000 to 30000 r at 1000r/min, concluded that some animals were able to accept up to 5000 r without performing poorly, provided they were physically able to perform at all.

Harlow and Moon (1956) trained animals on a variety of tasks, including planometric discrimination and oddity problems, then exposed half of them to 100 r every 35 days until death. Formal testing was discontinued after the ninth exposure period for lack of survivors, but there was no evidence prior to death that radiation had degraded the ability to solve even the most complex learning problems, and animals on the verge of death maintained high performance levels until they
were so weak that overt response was no longer possible. Similarly, Riopelle, Grodsky, and Ades (1956) examined the effects of cumulative exposures adding to 2000 r on object quality discrimination only to find that the performance of radiated animals was equal to or better than that of controls.

When it became evident that the retention of simple discrimination habits was not seriously affected even by massive doses of radiation, efforts were made to devise more complicated problems and to examine the acquisition process, as opposed to the retention process, at generally lower levels of exposure. For example, eight months post-exposure to average doses up to 550 rem, Warren, Kaplan, and Greenwood (1955) trained animals to respond correctly to each of 108 pairs of multidimensional objects, then reversed the reinforcing operation so that the opposite member of each pair became the symbol of reward. Pre-reversal performance was not affected by the dosage levels; and post-reversal performance, although somewhat deficient, was not correlated with dose. McDowell and Brown (1959a) varied the cue reversal technique by rewarding the oddly colored of three objects during pre-reversal training, then rewarding the oddly shaped of the three objects during post-reversal training. Radiation exposure up to approximately 600 rem average dose failed to affect either phase of training in terms of errors committed. McDowell, Brown, and White (1961) used a comparable technique to assess the impact of massive focal radiation to the head, but with negative results.

Overall and Brown (1959) found no radiation effects when the task was one of learning to respond to the most recently rewarded position.
Later, however, Overall, Brown, and Gentry (1960) showed that the ability to learn size relationships between objects declined as a linear function of dosages which had been delivered three years prior to test (0 to 616 rep mixed neutron and gamma). Brown, Overall, and Blodgett (1959) presented consecutive discrimination problems in which both positive and negative cues in earlier series were selected at random to become negative when paired with new stimuli. Mixed neutron and gamma radiation up to 616 rep had no effect on the solution of this problem.

McDowell and Brown (1960b) adapted the Landoldt Ring principle to a series of eight problems ranging in difficulty from a 90° break to a 1° break in order to study the visual acuity of animals which had been exposed to as much as 616 rep three years earlier. All animals learned the easier problems readily, but they failed the more difficult ones in accordance with dosage received. Roughly comparable results were obtained following massive focal radiation to the head (McDowell and Brown, 1960b). However, neither set of results seemed decisive with respect to whether the deficit was a matter of visual acuity per se or planometric discrimination learning. The authors argued the former interpretation on the grounds that the easier problems were in fact learned.

Generalization of Habits. The ability to transfer principles acquired through experience with one set of problems to the solution of a new set of problems is generally regarded as a very high order of intellectual achievement. Such processes are studied in lower animals by presenting the training problem in such a way that reinforcement is
applied to all objects which have some particular feature in common, say triangularity, while nonreinforcement is applied to those objects which lack the feature. The critical test of transfer involves additional problems which incorporate some variant of the differentiated cue. Kaplan and Gentry (1953) explored the effects of radiation on this ability by comparing controls with animals that had received whole-body exposure to 400 r at about 16 r/min. Half the exposed animals had their heads and spinal cords shielded. Transfer tests applied immediately postexposure as well as several months later gave no evidence of a deleterious effect. Comparable results were found with animals which had been exposed to whole-body doses as high as 615 rep (McDowell, 1960), and to focal head doses as high as 3000 r (McDowell and Brown, 1959c).

Manipulation. Leary and Ruch (1955) noted some decline in the ability to pull weights and manipulate mechanical puzzles shortly after the delivery of 200 r or more, but these effects appeared to be transient. On the other hand, Davis, McDowell, and Deter (1956) observed no important changes in manipulation ability after as much as 400 r.

Delayed Response. The measurement of an animal's ability to postpone its response to some reward or to some sign of reward following concealment from view was one of the earliest behavioristic approaches to the study of mental processes in lower animals. This process assumed considerable theoretical significance because of the implication that the animal, no longer able to sense the object, was responding to some internalized representation of it, thereby exhibiting implicit behavior remarkably like that found at the human level. Also, the amount of
delay attainable was generally correlated with phylogenetic sequence, ranging from about 10 seconds in the rat to much longer in the human. Davis, McDowell, and Deter (1956) were unable to degrade this response with acute whole-body exposures up to 400 r, and later studies involving up to about 1100 rem average dose found experimental animals performing about as well as (Davis, Elam, and McDowell, 1958) or better than (McDowell and Brown, 1958b) controls. Multiple exposures eventuating in total doses of 2000 r (Riopelle, 1959; Riopelle, Grodsky, and Ades, 1956) were likewise without effect, as were doses of 100 r given every 35 days until death (Harlow and Moon, 1956). McDowell, Brown, and White (1961) found no significant effect two years after their animals' heads had been exposed to 6000 r in two increments of 3000 r spaced 30 days apart. Harlow, Schiltz, and Settlage (1955) were able to degrade the response temporarily with 8000 r delivered to the head, but recovery was detectable four days later and was complete on the eighth day.

An unusual study worthy of note attempted to assess the impact of low-energy heavy nuclear components of primary cosmic radiation by exposing two Java monkeys to altitudes of 90 - 95M feet for 62 hours (Harlow, Schrier, and Simons, 1956). Delayed response, as well as other processes, was unaffected by this exposure, but the absence of track plate data precluded a determination of exposure level. About all one can say is that the animals were exposed to a hostile environment, and if they were hit, they were not measurably affected.

**Attentiveness to Environmental Cues.** Riopelle, Grodsky, and Ades (1956) were perhaps the first to suggest that the often superior performance of radiated animals represents a kind of tranquilizing
effect in which the animal is rendered less responsive to peripheral stimuli and consequently more attentive to the cues relevant to the problem presented for solution. Subsequent investigators confirmed this facilitative effect on oddity reversal problems (McDowell and Brown, 1959a), delayed response problems (McDowell and Brown, 1958b), discrimination problems (McDowell and Brown, 1958a; McDowell, Brown, and Wicker, 1959), and easier levels of the Landoldt Ring problem (Brown and McDowell, 1960). Further studies left no doubt that radiation narrowed the animal's scope of attention (McDowell, 1958; Overall and Brown, 1958; Brown, Carr, and Overall, 1958), producing as it were, a kind of "reduction in life space" (Davis, Elam, and McDowell, 1958). Although one might be tempted at first to rejoice over what might appear to be an unexpected bonus from an otherwise hostile environment, a more sober and insightful reflection on the reasons for these facilitative effects marks them as unwanted phenomena worthy of serious concern.

Miscellaneous Effects. Leary (1955) observed changes in the food preferences of animals which had been exposed to as little as 50 r, and Davis (1958) noted the persistence of such changes through at least 14 months postexposure. Several studies of free cage behavior have identified lower aggression (McDowell, Davis, and Steele, 1956) and exaggerated self-care (McDowell and Brown, 1958c, d) as consequences of whole-body doses as low as 400 r. At least one study has suggested an increase in reaction time as a function of dosage ranging from 0 to 670 rem (McDowell, Brown, and Wicker, 1961).
Summary

More than fifty studies of anthropoid behavior observed under various kinds, rates, and amounts of ionizing radiation have shown, on balance, that behavioral functions are highly resistant to acute whole-body doses well above those required to produce troublesome manifestations of acute radiation sickness. Despite this overwhelming evidence of resistance, however, several aspects of behavior are clearly not impregnable. Further effort, therefore, is required to relate such aspects both to the physical dimensions of the radiation environment and the visible damage produced in biological tissues, with particular emphasis on the modifying properties of other stressors.

From a practical and conservative point of view, any exposure intense enough to embarrass an individual's normal physiological mode should be regarded as behaviorally significant because it imposes constraints upon the convenience with which the individual can adapt to environmental circumstances. In terms of immediate effects, present knowledge suggests the acute radiation syndrome as the ruling factor in the specification of permissable acute exposure levels.
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THE LETHAL EFFECTIVENESS OF A SOLAR FLARE-TYPE
DOSE DISTRIBUTION DELIVERED TO THE RAT
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Abstract

An investigation of some biological effects produced by exposure of rats to a solar flare-type depth-dose distribution has been carried out. Space proton doses to bone marrow will not be appreciably attenuated by surrounding bone and in the present study, this was simulated by use of cobalt-60 gamma radiation. Depth-dose distribution, produced in rats by a filter-rotation technique, resulted in a midline dose which was 25 per cent of the surface dose. This depth-dose is similar to that calculated for exposure of man to July 16, 1959 solar flare protons with 10 gm/cm² of shielding.

The 50 per cent lethal dose (LD₅₀) measured at the surface of the rat was three times greater for depth-dose exposure as compared to uniform exposure. The midline LD₅₀ was less for depth-dose exposure than for uniform exposure. The depth in the body at which the depth-dose LD₅₀ was equal to the uniform LD₅₀ was approximately 50 per cent of the distance from the surface to the midline. The total energy absorbed at the LD₅₀ was 1.5 times greater with depth-dose exposure as compared to uniform exposure. Mean survival time of decedents in the LD₅₀-LD₃₇ range was significantly shorter in depth-dose exposed animals as compared to uniformly exposed animals. This suggests that depth-dose exposure produces greater injury to the intestine which was verified by measurement of intestinal weight changes.

Introduction

Interest in the biological effects resulting from whole-body exposure of mammals to a decreasing depth-dose distribution of ionizing radiation
recently has increased because space proton fields\(^{(1,2)}\) are expected
to produce this form of absorbed dose geometry\(^{(3,4)}\). The lethal
effectiveness of decreasing depth-dose distribution down to 70 per
cent of the surface dose at body-center has been discussed by Bond,
et al.\(^{(5)}\). However, little information is available on the lethal
dose requirements for midline doses in the range of 1 to 70 per cent
of the surface dose, the range expected for exposure of man to space
radiation fields\(^{(4,6)}\).

Beta irradiation of small animals has been used to produce a steep
depth-dose near the body surface but this method does not produce
significant doses at body-center or intermediate depths\(^{(7,8)}\). Inter-
pretation of lethality and organ damage data obtained by use of low
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Voltage X-radiation to produce a depth-dose distribution is complicated by the shielding effect of surrounding bone on marrow dose (9-12). This appears to be an important factor in the study of biological effects produced by space proton fields since radiation doses to marrow will not be appreciably attenuated by bone (6).

In the present investigation of the effects of depth-dose irradiation of the rat, bone attenuation of marrow dose has been minimized by using cobalt-60 gamma radiation in conjunction with a filter-rotation technique. The relative depth-dose distribution studied is similar to that calculated for exposure of man to July 16, 1959, solar flare protons with 10 gm/cm² of shielding (5). The advantage gained by use of gamma radiation to study depth-dose effects per se independent from RBE considerations has been discussed previously (6).

**Experimental Procedure**

**Animals**

Two-month-old, male, Sprague-Dawley rats were used in the experiments. The animals were housed four to a cage and were given water and Purina Laboratory Chow ad libitum.


Methods

A few minutes before irradiation, groups of twelve rats were anesthetized with an intraperitoneal injection of nembutal and were placed in 4.4 cm (inside diameter) cast acrylic cylinders. During irradiation the cylinders were rotated at 28 RPM about their long axes which were positioned vertically by means of the apparatus shown in Fig. 1. This technique allowed accurate positioning of the midline of the rats and caused the rats' bodies to assume a fixed cylindrical shape. In order to deliver the same midline dose to the upper, center, and lower portions of the cylinders, the long axis of a 0.5 inch diameter by 8.3 inches long (1000 C) cobalt-60 source was centered on and positioned parallel to the long axis of the cylinders.

Simultaneous exposure of six rats to a decreasing depth-dose was accomplished by rotation of the rat-containing cylinders behind wedge shaped lead filters (Fig. 1). The cross section of each filter was an isosceles triangle with an altitude of 7.5 cm and a base of 4.0 cm. The base was constructed 4 mm smaller than the diameter of the rat so that diverging rays from the source which grazed the edge of the filter at the base also grazed the surface of the rat. Because the plane of maximum thickness of the lead filter was positioned in the center of the rat (along the longitudinal axis), the midline of the rat received a low, constant dose-rate during rotation. A point on or near the surface of the rat, however, passed alternately through areas of high to low dose-rates. The net effect of such exposure geometry was to produce the depth-dose distribution shown in Fig. 2.

Simultaneous irradiation of six rats with a uniform body dose was accomplished by exposing rotating animals in the apparatus of Fig. 1 but without the use of a lead filter. In order to obtain approximately the same desired average body-surface dose-rate for the two exposure geometries, the midline to source distance for uniform and depth-dose exposure was approximately 20 inches and 10-3/4 inches, respectively. Slight adjustments of rotator positions were made to reduce the deviation of dose rate within each geometry group to less than 2 per cent of the mean.

In each series of exposures six depth-dose irradiated rats and six uniformly irradiated rats were exposed simultaneously. Because irradiation of the uniformly exposed animals required less time than was required for irradiation of the depth-dose animals, exposure of the depth-dose group was interrupted in order to remove the uniform group. The time required for removal of the uniform group was less than three minutes.

Mortality data obtained following exposure of the animals to a series of graded radiation doses were analyzed for 50 per cent lethal doses at 30 days (LD_{50}) and potency ratios by the method Litchfield and Wilcoxon (13).
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FIGURE: 1
DEPTH-DOSE FILTER-ROTATION APPARATUS
Figure 2: Depth-dose produced in rat phantom by cobalt-60-filter rotation technique.
In order to measure the wet weight of the small intestine, this tissue was removed under ether anesthesia and rapidly stripped free of mesenteric blood vessels, fat, and pancreas. After chilling the intestine in ice cold isotonic saline, the tissue was cut longitudinally and the luminal content was blotted away on filter paper. The intestine was rinsed in five changes of ice cold saline, rebotted on filter paper, and weighed.

Dosimetry

The primary reference for measurement of radiation doses was a #621 Victoreen 100r thimble chamber. All measurements were made with the chamber covered with a 1.3 cm thickness of pressed wood. The chamber and stem were exposed to the same radiation field. Rat phantoms were constructed from stacks of 4.4 cm diameter, 1/8 inch thick discs of pressed wood contained in the acrylic cylinders.* The tissue roentgen dose was converted to rad dose by a multiplication factor of 0.97, which is relatively constant over a considerable energy range (12).

The dose delivered to the uniformly exposed rats was determined by making a series of exposures for varying periods of time and measuring the dose with the Victoreen thimble chamber. Extrapolation of the measured dose to zero time yielded the dose delivered during the time required to raise the source to, and lower the source from, the exposure position (raise-lower-dose). Shaped lead bricks inside and below the rotators reduced the raise-lower-dose to 14.7 rad. The dose-rate with the source in the expose position was 59.6 rad/min measured at the mid-line of the phantom.

The dose distribution delivered to depth-dose exposed rats was measured by photographic film dosimetry using Dupont 510 film. The film loads were constructed as part of the phantom by using discs of 1/8 inch pressed wood with a circular piece of film sandwiched between the wood discs. A second strip of film was positioned in a 90 degree plane to the circular film around the outside of the wood discs. This second film was used to obtain a film density measurement near the surface of the cylinder wall. The entire film load, when sealed with black masking tape, made a tight fit in the acrylic cylinder. Micrometer measurement of masking tape, protective paper, and film thicknesses indicated the average depth of the emulsion to be 0.5 mm from the cylinder wall. The films were developed in Kodak X-Ray Developer and film densities were measured with a Macbeth-Ansco densitometer. The relationship between film density and Victoreen chamber reading was determined

*Density of the pressed wood was 1.10 gm/cm³. The Victoreen chamber yielded the same dose in a water phantom or a pressed wood phantom when each was exposed behind a lead filter.
following simultaneous exposure of the films and thimble, each being imbedded in a pressed wood phantom and rotated in an acrylic cylinder without a lead filter. Individual standard curves relating film densities of the two films to Victoreen reading were constructed from data obtained by a series of duplicate radiation exposures.

The depth-dose distribution and dose-rate delivered to the phantom was calculated from film density measurements made at known distances from the acrylic cylinder wall following simultaneous exposure of duplicate film packs rotated behind lead filters in all depth-dose rotators. Numbers in parentheses given in Fig. 2 indicate the maximum per cent deviation from the mean of the measured dose among the six rotators. No significant buildup of the dose near the surface of the phantom was expected due to the 1/8-inch acrylic plastic wall surrounding the phantom(14). The average dose-rate delivered to the surface of the rotating phantom, obtained by extrapolation of the depth-dose curve to the surface (Fig. 2), was determined to be 54.8 rad/min. The surface raise-lower-dose was 10.9 rad. The maximum dose-rate delivered to the surface of the phantom (measured with no rotation) was in the region of minimum lead filter thickness and this dose-rate was observed to be 189 rad/min.

Since photographic film exhibits marked energy dependence at low photon energies(15), an estimate was made of the error in dosimetry due to low energy scatter from the back of the lead filter. This error would be greatest at the center of the phantom.* Although the Victoreen chamber was too large to measure doses near the surface of the rat phantom, it could be used to determine the dose delivered to the center because in this region the dose change with depth is small over the

---


* Tests made by exposure of film and Victoreen chamber behind large slabs of lead of various thicknesses indicated that the discrepancy between film and Victoreen increased with increasing thickness of lead. The discrepancy exceeded 10 per cent for slabs thicker than 5.5 cm.
dimensions of the Victoreen chamber (Fig. 2). A comparison, therefore, was made of the dose measured at the center of the phantom by the Victoreen chamber and film when these were exposed simultaneously while rotated behind a lead filter. As indicated in Fig. 2, the film registered a phantom midline dose which was 25 per cent of the surface dose and the Victoreen recorded a dose which was 23 per cent of the surface dose. Since factory calibration showed that the Victoreen chamber used reads 4.5 per cent lower for 100 KVCP X-radiation as compared to cobalt-60 gamma radiation, the error due to film energy dependence may be somewhat less than is indicated by the above test.

The total energy absorbed by a rat during depth-dose irradiation was estimated by integration of the energy delivered to a tissue cylinder by the depth-dose distribution shown in Fig. 2. The rats were assumed to be cylinders of 4.4 cm diameter with volumes equal to the body weight divided by a body density of 1.02. Graphical integration of the energy delivered was performed by summation of the mean energy delivered to a 4 mm diameter core and concentric cylinders of 2 mm wall thickness.

Results

In Experiments I and II, a total of 24 groups of six rats were exposed to graded surface doses ranging from 786 to 951 rad and 2231 to 3282 rad for uniform and depth-dose geometry, respectively. Results of analysis of mortality data obtained in these experiments are given in Table I. The surface LD₅₀ values with depth-dose exposure were significantly greater than with uniform exposure and the analyses indicated the slope of dose-per cent curves in each experiment did not deviate significantly from parallelism. Therefore, potency ratios were estimated which indicate the surface LD₅₀ for depth-dose exposed animals was three times greater than the LD₅₀ for uniform exposure. These data also show that the midline LD₅₀ for the depth-dose exposed animals was significantly lower than the midline LD₅₀ of the uniformly exposed animals (Table I and Fig. 3). The LD₅₀ values were numerically equal at a torso depth of 47 to 53 per cent of the distance from surface to midline (Table I and Fig. 3).

Since the dose delivered to various parts of the rat during depth-dose exposure depends upon distance of the tissue from the cylinder wall, a description of the position assumed by rats during irradiation is warranted. The trunks of the bodies made a snug fit in the cylinders and the torso was cylindrical (Fig. 1).* The end of the lower mandible was usually against the wall of the cylinder with the back of the head against the opposite cylinder wall. The fore legs were between the

---

*Respiration and circulation appeared normal as judged by ear color and head and thorax movements.
Table 1. Mortality Data for Rats Subjected to Uniform and Depth-Dose Exposure from Cobalt-60

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>Exposure Geometry</th>
<th>LD$_{50}$ (\text{rad})</th>
<th>Slope Function (S)</th>
<th>Potency Ratio at LD$_{50}$</th>
<th>Midline LD$_{50}$ (\text{rad})</th>
<th>% Depth at which LD$<em>{50}$ Equals Uniform LD$</em>{50}$</th>
<th>Mean Body Weight (\text{gm}^c)</th>
<th>Integral Dose (\text{Kgrad})</th>
<th>Ratio of Integral Doses</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Depth-dose</td>
<td>2522 (2427-2620)</td>
<td>1.06 (1.02-1.11)</td>
<td>2.99 (2.61-3.33)</td>
<td>631 (606-655)</td>
<td>47%</td>
<td>200</td>
<td>250</td>
<td>1.47</td>
</tr>
<tr>
<td></td>
<td>Uniform</td>
<td>846 (831-860)</td>
<td>1.02 (1.01-1.04)</td>
<td></td>
<td>846 (831-860)</td>
<td></td>
<td>201</td>
<td>170</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>Depth-dose</td>
<td>2546 (2314-2801)</td>
<td>1.12 (1.01-1.24)</td>
<td>3.21 (2.89-3.56)</td>
<td>636 (578-825)</td>
<td>54%</td>
<td>225</td>
<td>284</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>Uniform</td>
<td>793 (763-825)</td>
<td>1.07 (0.71-1.59)</td>
<td></td>
<td>793 (763-825)</td>
<td></td>
<td>227</td>
<td>180</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>Depth-dose</td>
<td>2694 (2572-2821)</td>
<td>1.13 (1.05-1.21)</td>
<td>3.18 (2.89-3.50)</td>
<td>673 (643-705)</td>
<td>53%</td>
<td>187</td>
<td>250</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>Uniform</td>
<td>846 (833-858)</td>
<td>1.04 (1.02-1.06)</td>
<td></td>
<td>846 (833-858)</td>
<td></td>
<td>190</td>
<td>161</td>
<td></td>
</tr>
</tbody>
</table>

Values in parenthesis are 95\% confidence limits.

$^a$Percent of distance from surface to midline at which the LD$_{50}$'s for each exposure geometry were equal.

$^c$Mean body weight at the time of irradiation for animals exposed within the LD$_{16}$ to LD$_{84}$ range.
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upper thorax area and the cylinder wall and the tail was coiled and generally in contact with the wall of the cylinder. The femoral portion of the hind limbs were in contact with the cylinder wall but the tibial portion varied considerably with respect to distance from the wall. Roentgenograms of a rat positioned in a cylinder showed that most of the bone structure was located near the surface of the animal but that a small amount of marrow was distributed at depths down to the midline as a result of curvature of the thoracic spine.

In order to determine if a lower dose to the tibial portion of the hind legs was responsible for any of the change in LD\textsubscript{50} with depth-dose exposure, Experiment III was modified slightly. Sponge rubber pads were loosely taped between the hind legs so that in all exposures (depth-dose and uniform) the hind limbs were in contact with the cylinder walls. A total of 10 groups of twelve rats were exposed to graded surface radiation doses ranging from 820 to 897 rad and 213\textsubscript{4} to 2910 rad. The data obtained in this experiment (Table I, Exp. III) show that positive positioning of the lower portion of the hind limbs did not decrease the depth-dose LD\textsubscript{50}. The potency ratio of the LD\textsubscript{50} was not significantly different from the values obtained in Experiments I and II. The estimated integral dose (Kgrad) delivered to depth-dose and uniformly exposed rats is given in Table I. At the LD\textsubscript{50}, the integral dose delivered to the depth-dose exposed rats was 1.5 times greater than the integral dose delivered to the uniformly exposed rats.

All rats irradiated with depth-dose geometry in Experiments I, II, and III developed skin burns in about a 1-1/2 by 2 cm area on the thighs. This was pronounced during the third week post-exposure and epilation in the abdominal and back areas occurred during the fourth week. Body weights were followed in Experiments I and III and examination of these data revealed that mean body weight changes of animals exposed to doses within the LD\textsubscript{16} to LD\textsubscript{84} range did not differ significantly in the two exposure geometry groups at 1, 2, and 3 days post-irradiation. Body weights of survivors in the LD\textsubscript{16} to LD\textsubscript{84} range were not significantly different in the two exposure geometry groups at 30 days post-irradiation.

A difference in the mean survival times of depth-dose and uniform exposure groups, however, was detected as shown by the mean survival times given in Table II for decedents exposed to doses in the LD\textsubscript{16} to LD\textsubscript{84} range. These data indicate that in each experiment the mean survival time of depth-dose exposed rats was significantly less than mean survival time of the uniformly exposed rats. The median survival times were very close to the mean survival times, indicating the distributions about the means were symmetrical.

In Experiment IV intestinal weight changes as a function of time post-irradiation were measured in a group of rats irradiated with 40 per
Table 2. Mean Survival Times of Decedents Subjected to Depth-Dose and Uniform Exposures Within the LD_{16} and LD_{84} Range

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>Exposure Geometry</th>
<th>Estimated Dose Range of LD_{16}-LD_{84} (rad)^a</th>
<th>Range of Doses Delivered to Animals in LD_{16}-LD_{84} Range (rad)^a</th>
<th>Total No. of Animals Exposed Within the LD_{16}-LD_{84} Range</th>
<th>No. of Decedents</th>
<th>Mean Survival Time (days)^b</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Depth-dose</td>
<td>2357-2658</td>
<td>2444-2641</td>
<td>12</td>
<td>5</td>
<td>10.2±0.2</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>Uniform</td>
<td>829-864</td>
<td>837-860</td>
<td>12</td>
<td>6</td>
<td>11.7±0.2</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>Depth-dose</td>
<td>2271-2854</td>
<td>2425-2668</td>
<td>12</td>
<td>4</td>
<td>10.3±1.1</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Uniform</td>
<td>745-841</td>
<td>786-825</td>
<td>12</td>
<td>7</td>
<td>16.0±1.9</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>Depth-dose</td>
<td>2381-3047</td>
<td>2522-2910</td>
<td>36</td>
<td>19</td>
<td>7.8±0.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Uniform</td>
<td>814-879</td>
<td>820-878</td>
<td>48</td>
<td>28</td>
<td>13.7±0.8</td>
<td></td>
</tr>
</tbody>
</table>

^aSurface doses

^bMean survival time ± standard error of the mean
cent of the mean surface depth-dose LD50 and in a second group of rats irradiated with 40 per cent of the mean uniform LD50 as measured in Experiments I, II and III. The doses employed were 1035 and 332 rad for depth-dose and uniform exposure, respectively. The changes observed in small intestine weight following irradiation are given in Fig. 4. These data indicate the intestinal weight loss was significantly greater in depth-dose exposed rats as compared to uniformly exposed rats on the first day (p = .05) and the second day (p = .01) following irradiation. During the recovery phase the mean intestinal weight overshoot of the non-irradiated control was greater in the depth-dose as compared to the uniformly exposed group although this difference was not significant.

Discussion

A factor which influences the magnitude of the LD50 in the rat is protraction of the dose due to differences in dose rate (16,17). In the present study the time required to deliver a uniform LD50 was approximately 14 minutes (at 59 rad/min.) as compared to approximately 48 minutes for delivery of the depth-dose LD50. An estimate of the effect of this difference in exposure time on LD50 can be made from data published by Logie, et. al. (17) for cobalt-60 gamma irradiation of the rat. Their data indicate that an increase in exposure time from 14 minutes (59 rad/min.) to 48 minutes would increase the LD50 by less than 10 per cent. In the present experiments the average surface LD50 and midline LD50 of depth-dose exposure were, respectively, 213 per cent greater and 22 per cent less than the LD50 of uniform exposure. Therefore, mechanisms other than dose protraction are responsible for differences observed in the lethal dose requirements of uniform and depth-dose irradiation.

It has been observed with soft X-irradiation (9-11) and confirmed in the present study that use of midline tissue dose fails to equate uniform and depth-dose LD50 values. The nature of the midline LD50 discrepancy, however, differs with cobalt-60 depth-dose and soft
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FIGURE 4

SMALL INTESTINE WEIGHT CHANGES FOLLOWING UNIFORM AND DEPTH-DOSE IRRADIATION WITH 40% OF THE RESPECTIVE LD₅₀
X-radiation depth-dose exposure. When 80 KVP X-radiation (11), 100 KVP X-radiation (10, 11) or 50 KVP X-radiation in combination with 250 KVP X-radiation (9) is used to produce depth-dose geometry, the midline LD$_{50}$ is equal to or greater than the midline LD$_{50}$ produced by uniform 250 KVP X-radiation. In contrast to this, in each experiment of the present study, the depth-dose midline LD$_{50}$ was significantly lower than the uniform LD$_{50}$ by an average of 22 per cent based on film dosimetry (and an average of 29 per cent based on Victoreen chamber measurement). The difference may be due to the marked reduction in marrow dose by surrounding bone when low voltage radiation is used (11, 12) but which does not occur to an appreciable extent with high energy radiation such as cobalt-60 gamma radiation (12). When a lethal depth-dose is produced by soft X-radiation, large soft tissue exposure as compared to uniform, hard X-ray exposure is required at marrow depths to produce sufficient injury in bone-shielded marrow. Use of soft X-radiation, therefore, results in a depth-dose midline LD$_{50}$ which is greater than the uniform LD$_{50}$.

When depth-dose is produced with cobalt-60 gamma radiation, marrow receives a dose nearly equal to the soft tissue dose at the same depth in the body. As a consequence, sufficient injury to peripheral hematopoietic tissue can be produced to result in lethality without the need for a dose equal to that of uniform irradiation being delivered to the midline (Fig. 3). This is a depth-dose effect which is expected to occur with solar flare proton irradiation of man.

It is apparent from the integral dose values obtained in the present experiments (Table 1) that reduction of bone marrow shielding by use of depth-dose cobalt-60 gamma irradiation does not result in an integral dose equal to the uniform exposure integral dose. In fact, the ratio (depth-dose integral LD$_{50}$ over uniform integral LD$_{50}$) of 1.5 measured in the present study is in the same range as the ratios observed for soft X-irradiation of large species where a significant depth-dose was produced; i.e., ratios of 1.3 and 2.1 for the rabbit (11) and 1.1 and 1.7 for the dog (9). This suggests that non-uniform dose distribution, independent of bone shielding of marrow, plays an important role in the failure of the integral dose concept.

Inability of integral dose to equate uniform and depth-dose exposure is probably due to two general mechanisms: wasted energy and low doses to portions of critical organs. Some of the total absorbed energy from depth-dose exposure is wasted in tissues located closer to the surface than marrow and some energy may be wasted in critical organs maximally damaged at a lower dose than is received. Survival
of otherwise lethal gastrointestinal injury (18) or hematopoietic injury (19, 20) by protection of a small portion of the critical organ system has been adequately demonstrated.

The significantly shorter survival time following depth-dose irradiation (Table 2) indicates that some factor relating to lethality is different in the two types of exposure geometry. This may result from semi-shielding of parts of the hematopoietic system during depth-dose exposure. Grahn, et al. (11) have cited evidence, indicating that partial shielding of the hematopoietic system results in a decreased survival time. A shortened survival time, however, also suggests increased injury to the gastrointestinal tract since analyses of radiation dose-survival relationships in several mammalian species have revealed a short (3-5 day) survival time which is associated with irradiation of the intestine (21-24). This hypothesis is strengthened by consideration of the position of the intestine in
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the body relative to depth-dose distribution. In the peritoneal cavity the intestine is located in an approximate cylinder, which in the anterior portion is very close to the body surface. Due to this geometry a greater volume of intestine is located between the surface and half the distance to body-center than the amount of intestine located between body-center and half the distance to the surface. Calculations based on the depth-dose curve given in Fig. 2 reveal that, at the LD50, the integral dose delivered to the body tissue of the rat located between the surface and half the distance to body-center was 1.7 times as great as the integral dose delivered to the same tissue by uniform irradiation. Thus, a large portion of the total intestine must have received a greater amount of energy than the same part of intestine in animals uniformly irradiated. In addition, the total body integral dose at the LD50 was 1.5 times as great as the uniform integral dose (Table 1) which implies that the integral dose to the total intestine was higher in depth-dose exposure as compared to uniform exposure.

Direct evidence for greater intestinal injury in depth-dose exposed rats is given by the small intestine weight changes shown in Fig. 4. The data show that when rats are subjected to the same injury as measured by mortality (i.e., 40 per cent of the respective LD50 for depth-dose or uniform exposure), the intestinal weight loss is significantly greater on the first two days following depth-dose exposure as compared to uniform exposure. Mean values for changes in intestine weight during the recovery phase suggest the overshoot of intestinal weight is also greater in the depth-dose exposed animals. These changes in total intestine weight are interpreted as an index of mucosa damage and recovery because previous studies with the rat have shown that total small intestine weight changes parallel mucosa weight, nitrogen, and DNA changes following irradiation (25). An overshoot of total intestine weight, mucosa weight, and mucosa nitrogen (but not DNA) is associated with the recovery phase and in the present study the overshoot in depth-dose animals is additional evidence for greater intestinal injury following depth-dose exposure.

These data suggest that greater injury to the intestine of man may occur following solar flare proton exposure as compared to uniform body exposure. Thus, sublethal space proton depth-dose exposures may cause greater early gastrointestinal illness than has been observed following uniform exposure of humans (26).


LET SPECTRUM AND RBE OF HIGH ENERGY PROTONS*

Hermann J. Schaefer
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Abstract

High intensity proton radiations in space temporarily superimposed upon the ordinary cosmic ray beam have energy spectra extending from a few to many hundred Mev. Analysis of the LET spectrum of a typical flare produced proton beam shows that the bulk of the energy dissipation is effected with an LET spectrum closely resembling that of standard x-rays. A basic difference exists in the spectral region beyond 10 kev/micron tissue. Though the fractional dose in that region expressed in rad remains on the level of a few percent, it represents a significant though not a major part of the total rem dose. It is suggested that both dose fractions be treated separately in assessing the ERD (Equivalent Residual Dose) with the recovery allowance of 2.5 per cent per day applicable only to the low LET fraction.

On the RBE of protons from terrestrial sources, a large volume of experimental data is available in the literature. In two sets of classical experiments, using protons, deuterons, and alpha particles from the Berkeley cyclotron, Tobias and co-workers

*Opinions or conclusions contained in this report are those of the author. They are not to be construed as necessarily reflecting the views or the endorsement of the Navy Department.

and von Sallmann, Tobias, and co-workers demonstrated the basic difference in the RBE of heavy particles in the energy range of several hundred Mev where the LET is low as compared to the terminal sections of the tracks of these particles corresponding to the energy range of a few Mev where the LET is high. Because of the low penetrating power of protons of the latter type, it is experimentally much easier to produce them indirectly as recoil protons within the specimen by means of neutron irradiation. With regard to RBE values obtained with this particular method the reader is referred to the comprehensive studies of Conger, Randolph, Sheppard, and Luippold on chromosomal damage in Tradescantia and of Storer, Harris, Furchner, and Langham on acute effects in mammalian systems.

Proton radiations in space such as the trapped protons in the inner Van Allen Belt or flare produced solar protons are a mixture of the two types mentioned above. Already the incident beams show extremely heterogeneous energy spectra extending from a few Mev to several hundred Mev and beyond. This heterogeneity is further enhanced by the spectral degradation which occurs as the beam travels in absorber material. The RBE for space radiation protons, then, can be expected to assume an intermediate value between the lower limit of 1.0 found for protons of several hundred Mev and the much higher values up to 10 reported for neutron recoil protons.

In a previous study an attempt has been made to establish theoretically a mean value for the RBE of protons in space by using the RBE/LET relationship as suggested in the official recommendations of the NCRP. Quite obviously this approach leaves much to be desired from a scientific standpoint. A basic objection against it derives from the

fact that the LET as commonly quoted for any type of ionizing radiation merely denotes
the total energy dissipated per unit length of path, yet does not convey any information
on the actual spacing of the ionization events in the microstructure of the irradiated
tissue. Though this is a well known fact Table 1 describes it in more detail. In the first
column, selected kinetic energies of protons are listed. The second column shows the
corresponding LET, the third column the maximum transferable energy to electrons, and
the fourth column the range in tissue for electrons of the energies of the third column.

Table 1. Energy Dissipation Characteristics of Protons

<table>
<thead>
<tr>
<th>Protons</th>
<th>First Order Secondary Electrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinetic Energy, Mev</td>
<td>LET, Kev/Micron Tissue</td>
</tr>
<tr>
<td></td>
<td>Max. Transf. Energy, Mev</td>
</tr>
<tr>
<td></td>
<td>Range in Tissue, Micron</td>
</tr>
<tr>
<td>100</td>
<td>.635</td>
</tr>
<tr>
<td>50</td>
<td>1.08</td>
</tr>
<tr>
<td>10</td>
<td>3.95</td>
</tr>
<tr>
<td>1</td>
<td>21.35</td>
</tr>
</tbody>
</table>

It is immediately seen that the distances over which the dissipated energy is actually
spread are, for higher energies, considerably larger than one micron. For a true
description of the energy dissipation, therefore, it would be necessary to carry out a
complete analysis of the entire chain of events tracking down all secondaries until they
come to rest. This leads to an LET spectrum rather than to a single LET value. It has
been generally accepted in this type of analysis to consider an energy transfer to a
secondary electron as local if an energy exchange of 100 e-volts or less is involved.
The range of a 100 e-volt electron in tissue equals 0.003 micron or 30 AU (1 Angstrom
Unit = 10^-7 millimeter). The computational procedures of establishing the LET spectrum
for any type of radiation is very complex. So far, such computations have been carried
out only for selected types of radiations and selected energies. As an introduction to
the literature, the study by Burch should be consulted. For the heterogeneous proton
spectra encountered in space the task is further complicated because a continuum of
individual LET spectra for monoenergetic protons, covering the entire energy range of

7. P. R. J. Burch, Radiation Res. 6, 289 (1957).
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interest has to be set up and then has to be integrated in order to obtain the LET spectrum of the heterogeneous beam.

An important and problematic issue in the LET analysis concerns the ranges in tissue along which a proton or electron of a certain energy maintains its local LET. The upper curve in Fig. 1 shows the local LET of protons and the lower one that of electrons as a function of residual range. It is seen that a proton maintains peak values of the local LET over distances of several micra in tissue whereas an electron does so only for some 40 or 50 millimicra (400 or 500 AU). If we assume that the production of radiation damage in sensitive centers in the tissue fine structure requires penetration by an ionization column of at least several hundred AU length, the effectiveness of protons, i.e., the RBE, should be substantially greater than of electrons. This is in agreement with the experiment. It has been shown that photoelectrons of 1.3 kev are almost without effect in causing chromatid breaks due to their short range which renders them incapable of crossing the chromatid thread of about 1000 AU diameter. It is seen, then, that the concept of local energy dissipation, though it describes the microstructure of
the dose distribution much more accurately than the mean LET, has a severe limitation concerning those high LET values which are sustained only over very short distances. It is not within the scope of this treatise to discuss the microbiological significance of this difference in more detail. The reader is referred to the reviewing articles of Hutchinson, Howard-Flanders, and Hutchinson and Pollard. In the present context, only one consequence is of importance. In establishing the LET spectra for protons in the energy interval below 1 Mev, where the local LET of the primary proton itself becomes equal to the maximum at the upper end of the LET spectrum of the electrons, the two contributions should not be added because they represent basically different types of radiation exposure for the reasons just explained. Figure 2 illustrates this
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**Fig. 2**
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graphically. Shown is at the left the LET spectrum of 20 Mev protons and at the right that of 0.5 Mev protons. The tall narrow columns represent, for both energies, the local energy dissipation of the parent proton itself, i.e., the energy imparted by the proton to electrons in so-called soft collisions in which the energy transfer does not exceed 100 e-volts. It is seen that this contribution coincides, for 0.5 Mev, with the peak LET of the secondary electrons from hard collisions. As shown above, the two contributions cannot be considered as identical nor consolidated into one spectrum.

Returning now to the original question of the RBE of a heterogeneous proton beam, we see that in integrating over the continuum of monoenergetic LET spectra for obtaining the resultant spectrum of the heterogeneous beam, only the contributions of the protons themselves should be considered. Figure 3 shows such resultant spectra for flare produced protons assuming 2 g/cm$^2$ (top) and 6 g/cm$^2$ (center) prefiltration. The bottom graph shows the LET spectrum for 220 kv x-rays as computed by Cormack and Johns. 11
The proton spectra, as might be expressly stated once again, show only the energy dissipation from the primary protons themselves. All secondary electrons, which receive a higher energy than 100 e-volt are disregarded. In the x-ray spectrum at the bottom, of course, all energy dissipation is due to electrons since there is no other ionizing agent present in 220 kv x-rays. The square shaped area above log LET = 1.0 is an artefact. Since the kinetics of energy dissipation below 1 kev is incompletely understood the energy dissipation in this interval is merely indicated by a square of correct total area.

As long as the comparative evaluation is limited to the LET interval below log LET = 1.0, it is interesting to note, from Fig. 3, that the two flare produced proton beams have LET spectra closely resembling that of standard x-rays. Obviously, then, this fraction representing the bulk of the total ionization dosage, should be assigned an RBE of 1.0. Beyond the point of log LET = 1.0 corresponding to an LET of 10 kev/micron tissue, however, no comparative evaluation of the proton spectra with the x-ray spectrum is allowed. This is so not just because the proton spectra in Fig. 3 do not contain the delta ray contributions, but more so for the principal reason that the high LET of the low energy delta rays are sustained over insufficient ranges for x-rays. In other words, the plateau in the x-ray spectrum beyond log LET = 1.0 represents a contribution to which an elevated RBE factor should not be assigned whereas the corresponding sections in the flare produced proton spectra represent rem doses that are substantially higher than the rad doses.

Of particular interest is a comparison of the LET spectra of flare produced protons to those of neutron produced recoil protons since the latter type radiation has been investigated by many experimenters with regard to the RBE. The center graph in Fig. 4 is identical with the center graph of Fig. 3. However, it is aligned with a lower graph showing the LET spectrum for the so-called Watt spectrum, 12 i.e., for neutron produced recoil protons from thermal fission of U-235. Again, only the energy dissipation of the protons themselves is indicated in both graphs. It is seen that, for the recoil protons, 80 per cent of the energy is dissipated at LET values in excess of the log LET = 1.0 limit in contrast to flare produced protons which dissipate more than 90 per cent of their energy at LET values below that limit. This statement pertains, of course, to the shares of the ionization dosages in rad. The rem doses of the right hand sections are substantially higher than the areas under the curves indicate.

Very problematic is the question what RBE factor should be assigned to the high LET section beyond the 10 kev/micron limit. In official assessments of exposure status, it would seem proper to adhere to the Code of Federal Regulations which assigns protons of the type characterized by the lower graph of Fig. 4 an RBE factor of 10. A more elaborate way, yet still using officially recommended data, would be to use the RBE/LET relationship suggested by the NCRP as mentioned above. It seems of interest to point out that this latter method furnishes slightly smaller rem/r ratios if applied to the LET spectrum instead of to the mean LET value. The earlier values, therefore, and the mean values for the entire heterogeneous spectrum based thereon provide a slightly larger safety margin from a radiation safety standpoint.

For reasons of scientific accuracy as well as from the practical viewpoint that the true radiation burden in a human target should be determined as closely as possible the foregoing approaches using definitions set forth in official regulations are not very

satisfactory. One has to realize, however, that a radiation which produces ionization in tissue at strictly one LET or at least at values in a narrow LET interval simply does not exist. Consequently, data on RBE factors for "monochromatic" LET values are not available. The closest approach seems to be the investigation of Conger and co-workers quoted above. At least, these authors have given most careful consideration to the limitation under discussion. They arrive at an RBE/LET relationship which is shown in the upper graph of Fig. 4. It is seen that, in general agreement with the earlier estimates based on official recommendations, the critical interval of a steep rise of the RBE starts slightly below the log LET = 1.0 limit. It might also be mentioned that the data of Conger and co-workers shown in the upper graph of Fig. 4 pertain to cytological damage in tradescantia. As far as these data allow a comparison to the ones obtained by Storer and co-workers on mammalian systems, the RBE for acute damage to the latter systems seems to be somewhat smaller. This again would provide for a further increase of the safety margin.

If we have arrived, in the foregoing discussion, at the conclusion that the mean LET and mean RBE furnish a total rem dose for flare produced proton radiation which closely compares to the rem dose derived from the detailed analysis of the LET spectrum, we must not lose sight of one important defect of the simplified method. We mean that it can never furnish a separate assessment of the fractional dose administered at a high LET. Though this fractional dose, assessed as ionization dose in rad, always remains on the level of a few per cent of the total ionization dose, it becomes a significant though not a major part of the total exposure after conversion into rem dose. Especially in estimates of the ERD (Equivalent Residual Dose) from repeated exposures to proton radiations in space it seems advisable to treat the two dose fractions separately allowing a recovery factor of 2.5 per cent per day only for the dose fraction whose LET spectrum closely resembles that of x-rays yet considering the high LET contribution as strictly cumulative. Another problem that comes up in this connection concerns the RBE-factor that should be assigned to the high LET fraction if acute exposure or long term exposure at low dose rates is involved. Experimental evidence indicates that high LET irradiation, for the latter type of administration, shows a higher relative biological effectiveness. However, in the frame of the specific problems with which we are confronted in dealing with solar protons and the protons in the inner Van Allen Belt acute exposure seems of predominant interest. The discussion, therefore, can be terminated at this point.
The relative biological effectiveness (RBE) of a radiation exposure A with respect to radiation exposure B and an end point T is usually defined as the inverse ratio of the doses D_B(T)/D_A(T) required to produce the same degree of the biological effect T. The RBE of radiation dose has been found to depend upon many factors. The quality of the radiation, usually specified in terms of the rate of linear energy transfer (LET) along the tracks of the ionizing particles, is certainly one of the important factors, but it also is certain that it is not the only factor which must be considered. Many experiments have shown that dose level, dose rate, the biological end point and species used for the test, and the general situation during and after exposure may be important. Thus the RBE applicable to one exposure situation may not be applicable to another.

If we consider what the relevant conditions are likely to be for exposure during space flights of the next decade or so, it quickly becomes evident that there are a number of factors which combine to make this situation somewhat different than previous radiation exposures that man has experienced and learned to control acceptably. First of all, there is the unfamiliar nature of the radiation field -- the high-energy protons and neutrons, the mesons, and the nuclear cascade and evaporation phenomena, which are largely foreign to man's usual environment. However, there is no reason here for discouragement. Man faced a similar challenge scarcely more than 20 years ago when he had to learn to control exposure
to neutrons and exposure to a host of new radionuclides, such as Sr\textsuperscript{90}, Ru\textsuperscript{239}, etc. Then the health physicist turned to the exposure experience which had been gained with x-rays and with radium, and by judicious comparisons of the new with the old, adequate dose limits were found and a magnificent record of safety has been achieved. The concept of RBE was developed essentially for this purpose, i.e., to estimate the biological effects of the new situation in terms of previous experience with other types of radiation. There is no doubt that this is our surest course in controlling exposure in the present new situation posed by exploration of space. However, the judicious choice of RBE values for this new type of exposure will require that all factors affecting the RBE be examined and evaluated.

The RBE values appropriate for present occupational exposure may not be the same as the RBE appropriate for doses that may be incurred on certain missions in space. To use the one RBE for the other without a critical review of all the relevant factors is to betray a lack of understanding of the problem. Exposure over a working life at low dose rates may have quite different biological effects than exposure at a much higher rate for a period of a week or a month. Thus the period of exposure and the dose level must be considered as well as the LET or quality of the radiation. As a matter of fact, an Ad Hoc Committee of the ICRP on RBE has just reviewed RBE for occupational exposure and has suggested the use of other values of RBE in the case of acute accidental exposure at higher dose levels. Unfortunately, this committee did not consider the type of radiation fields likely to be encountered in space. However, those responsible for the design of the space craft and for executing the mission cannot afford to ignore the differences in exposure times and dose rates, as well as the differences in LET of the space situation as contrasted with the usual situation of occupational exposure. The success of the mission should not appear as accidental. The planning should include all fundamental aspects of the problem.

In attacking this very complicated problem, the maximum dose levels to be expected, the duration of the exposure, and the various biological effects of the exposure, all need to be taken into account. The following brief discussion of these aspects of the problem and of the bearing of LET on the problem are entirely preliminary and indicate directions of exploration rather than definitive conclusions. Although tentative, there are indications in presently available data that are quite suggestive of some conclusions. The items presented here are offered only as examples of problems where data now available suggest certain conclusions which are relevant to the problem of exposure in space and which seem to merit further study.

High energy particles, in themselves, do not seem to be a great problem. The LET is rather accurately known, and Tobias observed as long ago as 1952\textsuperscript{1}.

\begin{enumerate}
\end{enumerate}
that the LET on the plateau of the Bragg curve of high-energy protons, deuterons, and \( \alpha \) particles was about that of 200 KVP x-rays and that it might be conjectured the biological effects would be similar. This has been in large part substantiated in quite a few studies of enzymes, bacteriophage, diploid yeast, and mammalian tumor cells. For example, Berry et al.,\(^2\) in a paper now in course of publication, study the reproductive capacity of a mammalian tumor cell, P-388, irradiated in vivo by the plateau region of the tracks of 340-Mev protons or 380-Mev \( \alpha \) particles and find a response roughly similar to that of 3-Mev x-rays, both in the oxygenated and in the anoxic condition. When the dose included sizable fractions of energy delivered from the Bragg-peak portion of the track, the effect was much more pronounced. This study is cited here mainly because a mammalian cell, irradiated in vivo, was used, but the conclusion that the biological response of very high-energy particles of low LET is, indeed, much like the response to x-rays is supported by experiments on many other biological materials.

There is also a remarkable suggestion of consistency in the biological response to the same LET from different particles. Figure 1 is adapted from a study of Fluke et al.,\(^3\) and shows phage survival cross-section as a function of LET for protons, deuterons, and ions of helium, carbon, and oxygen. It is to be recognized that the LET values used here do not include a correction for \( \delta \) rays, but this should not entirely obscure the pattern that is evident. This figure illustrates also the quite common phenomenon that RBE decreases as LET increases beyond some rather high value, indicating a point beyond which energy is "wasted." The value of LET where the decrease begins to appear may vary somewhat with the type of ion and biological material, but the range does not appear to be extreme. Brustad\(^1\) summarizes a number of such studies:

"It has been shown that the RBE for inactivation of dry enzymes and bacteriophage (in both wet and dry states) decreases continuously with increasing LET... For all the biological systems studied thus far, however, the RBE was declining after the LET exceeded 300 kev/\( \mu \)."

Another interesting pattern that is suggested relates to exposure time, i.e., to evidence, or lack of evidence, of repair processes. Andrews and Berry\(^5\) have shown that there is no recovery between fractionated doses of fission-spectrum neutrons in their study of the mammalian tumor cells mentioned above. Berry et al. have now demonstrated that there is likewise little or no oxygen effect present in the case of fission-spectrum neutrons.\(^2\) However, when the irradiation is by 14-Mev

\begin{itemize}
  \item 2. R. J. Berry and J. R. Andrews, "The effect of radiation ionisation density (LET) upon the reproductive capacity of mammalian tumour cells irradiated and assayed in vivo," Unpublished.
  \item 4. Tor Brustad, Rad. Res. 15, 139 (1961).
\end{itemize}
Fig. 1. RBE for Phage Survival as a Function of LET
neutrons, there is a pronounced oxygen effect, and it is probable that repair is present also. Here again the lower LET distribution of the 14-Mev neutrons seems to produce, to some extent, the type of response elicited by the classic low LET radiations. To illustrate the difference in the LET distribution of a modified-fission neutron spectrum and of monoenergetic, 14-Mev neutrons, Table 1 has been calculated using a distribution of neutron energies given by Neary\textsuperscript{6} for a modified fission spectrum. Actually the values in Table 1 can be regarded only as qualitative since the calculation presented here represents only the first-collision dose. Nevertheless, it is apparent that there is a considerable difference in the LET distribution. The 14-Mev spectrum contains more
dose due to heavy-ion-recoil nuclei (range > 100 kev/μ) and less in the intermediate range of 50 to 100 kev/μ as compared with the LET spectrum of the fission neutrons. Considering the different responses reported by Berry et al., there is here, again, the suggestion that beyond a value of 100 kev/μ the RBE does not increase, but a shift of LET downward below the region of about 50 kev/μ may be significant. It should not be inferred from the above oversimplified discussion that these conclusions are firm at the present time, or that there are no problems of interpretation concerning these and other like studies. The opposite is true -- the detailed dosimetry is largely qualitative or only semi-quantitative, and there are many details and special considerations that require interpretation. Nevertheless, there is also a broad trend that is suggested by the data.

Finally, there is something that can be said concerning the influence of exposure time on the RBE. Neary\textsuperscript{7} summarizes as follows the available data on RBE for the modified fission spectrum of neutrons as obtained using mice:

\begin{table}
\centering
\begin{tabular}{ccc}
\hline
Neutron Source (kev/micron) & Modified-Fission-Spectrum Neutrons (% dose) & 14-Mev Neutrons (% dose) \\
\hline
< 3.5 & 0.29 & 0.031 \\
3.5-7 & 0.11 & 42.0 \\
7-25 & 12.00 & 7.5 \\
25-50 & 34.00 & 14.0 \\
50-100 & 47.00 & 7.3 \\
> 100 & 6.6 & 29.0 \\
\hline
\end{tabular}
\end{table}


"Comparisons of fast neutron and gamma irradiation were made for exposure times from 24 hours to 9 months. Within this range there was no evidence that alterations in exposure time or dose rate altered the r.b.e., and published evidence to the contrary is critically examined and found wanting."

Neary also concludes that:

"A comparison of all available information on mortality of chronically irradiated mice suggests that the r.b.e. for this effect is likely to be about 10."

The RBE he obtained for reduction of testis weight, impairment of fertility, reduction in spleen weight and in white cell count of peripheral blood were all less than 10. He concludes that:

"Evidence was obtained that the gonads are the most sensitive organs in the mouse to chronic irradiation at very low dose rates."

Thus, there are suggestive trends in available data which offer considerable guidance in selecting RBE values appropriate for the particular conditions of exposure in space. To best interpret these trends, a more detailed knowledge of the LET spectrum obtained in the various experiments is desirable. The average LET is probably too gross a measure of radiation quality to be adequate, particularly over enormous ranges of LET. Yet much of the experimental work is reported only in terms of an average LET and needs to be reinterpreted. A more detailed knowledge of the spectrum, either by calculation along lines roughly indicated here, or by methods developed by Rossi, is needed.

In summary, two conclusions have been advanced which are considered to be firmly supported by the experimental work relating to RBE:

1. The RBE to be applied for exploration in space should not be taken from currently accepted values for quite different exposure situations without a careful reassessment of all factors affecting the RBE, and LET is one, but only one, such factor. If shield weight is of critical concern, so is the question of biological effectiveness of the radiation, and the closer the design must approach critical limits of dose, the more important is the need for a careful assessment of RBE values.

2. It seems quite clear that there are many RBE values relevant to the problem and not just one value. For example, RBE's for acute effects and for long-term effects -- or for genetic damage contrasted with shortening of life -- require independent consideration.

The following points are not, perhaps, as firmly established, but are strongly suggested by much of the available data.

1. There is a value of LET below which the biological action of high-energy protons, α particles, etc., behave very much like x-rays. This value probably is somewhere between 25 to 50 kev/µ.

2. There is a higher range of LET values where all the heavy ions behave similarly — lack of repair, decreasing values of RBE, etc. This value probably is about 100 kev/µ or near this value.

3. Within the exposure times, from a day to weeks or several months, as currently envisaged for space missions, the RBE probably does not vary markedly, and the values used for late effects are probably not far from those appropriate for chronic exposure. On the other hand, where acute effects are concerned, the exposure times are probably sufficiently long to allow for considerable repair of damage due to the low LET components of the dose.