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SYMBOLS

AZ azimuth angle; angle between aircraft and runway center plane, measured at the
azimuth antenna

d distance from DME antenna to aircraft

EL,ELl,EL-1 elevation angle; angle between aircraft and horizontal plane measured at the
elevation antenna; EL\, EL2 refer, respectively, to the glide slope and flare
elevation antennas

L longitudinal distance between AZ and EL j antennas, X^-XE-

LA,L£ longitudinal distance from AZ and EL antennas, respectively, to the aircraft;

R position vector from origin of the runway coordinate frame, which is on the
runway at the glide-slope base

(x,y,z) Cartesian coordinates of R, in runway coordinate frame

Cartesian coordinates of AZ and EL antenna locations

aircraft elevation angle, measured at the AZ antenna site

RMS value

estimated value of ( )

error in estimated value of ( )

DEFINITIONS AND ABBREVIATIONS

Altitude as used here, altitude above the origin of the runway coordinates; that is \z\

Distance from as used here, x-component of the position vector from the antenna to the
antenna aircraft

GS glide slope

MLS microwave landing system; referring to the combined azimuth and elevation
antennas, the DME, and associated ground and airborne equipment



POSITION DETERMINATION ACCURACY FROM

THE MICROWAVE LANDING SYSTEM

Luigi S. Cicolani

Ames Research Center

SUMMARY

Analysis and results are given for the position determination accuracy obtainable from the
microwave landing guidance system. Results are computed for the Radio Technical Commission
for Aeronautics SC-117 system configurations D, F, and K, including their corresponding siting
arrangements, coverage volumes, and accuracy standards for the azimuth, elevation, and range
functions of the microwave system. These configurations correspond to categories I, II, and III
flight operational requirements, respectively.

Results are given for the complete coverage of the systems and are related to flight opera-
tional requirements for position estimation during flare, glide slope, and general terminal area
approaches.

Range rate estimation from range data is also analyzed. The Distance Measuring Equipment
accuracy required to meet the range rate estimation standards of SC-117 is determined, and a
method of optimizing the range rate estimate is also given.

INTRODUCTION

The microwave landing guidance system (MLS) consists of azimuth, elevation, and DME
antenna systems at the runway and corresponding airborne receiving equipment to provide posi-
tion and velocity navigation data for terminal area flight operations. Insofar as CTOL operations
are concerned, preliminary design and system integration has been carried out by RTCA (ref. 1),
including siting arrangements of the ground equipment, volume of coverage and format of the
signals, and accuracy standards for the combined ground-based and airborne equipment.

The MLS is one of the important factors in planning (ref. 2) for future terminal area flight
operations for military and civilian CTOL aircraft, V/STOL aircraft, and all types of airports and
STOLports. Navigation data for approach paths, center plane and glide-slope tracking, and
decision height altitude are currently obtained from the ILS glide-slope beam, localizer, VORTAC,
DME, markers, altimeters, etc. In addition to these functions, the MLS can provide data for
automatic landing and for arbitrary flyable paths within its volume of coverage. With suitable
accuracy this flexibility in choice of path can then be used for noise abatement throughout the
terminal area, and for time and separation control of high density traffic.

This paper examines the position estimation accuracy obtainable from the MLS throughout
the coverage and with reference to the requirements of flight operations. The calculations assume



that the aircraft position coordinates relative to the runway are determined from samples of range,
azimuth, and elevation, which are available at the output of the receiver and at the accuracy
standards specified in reference 1. These standards do not necessarily reflect the performance of
existing hardware, but are design criteria that the combined ground and airborne equipment of
the MLS are expected to meet. It is also assumed that the data rate is sufficient that position
accuracy deterioration between samples is small compared to the estimation accuracy. Within
these assumptions, the obtainable position accuracy is independent of the data rate of the system.
It is also noted that the specified bias error component for each data type is sufficiently large
that little advantage in position accuracy can be obtained by averaging over multiple data samples.
Consequently, the results given here are expected to provide reasonably well the position estima-
tion performance of the MLS independent of data rate or method of data processing.

THE MICROWAVE LANDING SYSTEM

Coordinate Frame, Antenna Locations, System Coverage, and Scan Rates

In the analysis, the aircraft position coordinates are given in a right-handed orthogonal
coordinate frame with the origin on the runway centerline at the glide-slope base, which, for
conventional runways, is about 305 m (1000 ft) forward of the runway threshold. Its z-axis is
positive downward along the local gravity vector and the *-axis is along the runway centerline
and is positive in the direction of flight of approaching aircraft. In practice, the runway may have
small gradients and undulations with respect to the local horizontal plane.

The MLS for conventional airport use consists of azimuth and DME antennas at the stop end
of the runway, an elevation antenna at the glide-slope base, and a special elevation antenna forward
of the glide-slope base for use during automatic flare and landing operations (see sketch (a)). The

G l i d e sioPe\ / antenna system shown is denoted con-
figuration K in reference 1. Lesser con-

^™°J,,,,,,,,,,,,,,,,,A-,,̂ X ,̂,,,, figurations of reference 1 are intended for
'AZ/DME EL2 EL, categories I and II operations and omit

the EL2 antenna. Other siting arrange-
ments are also possible, such as colocation

Sketch (a)- Runway coordinate frame of all ground equipment, but these arrange-
and antenna locations. ments are not investigated here.

The azimuth and DME antenna location is denoted by (x^^A^A^ anc^ *ne elevation antenna
location by (xj?,yj?>zp)• In conventional practice, the glide-slope base will be at about 1000 ft
from the threshold as a result of FAA requirements (refs. 3 and 4) for a glide-slope angle in the
range 2.5° to 3.0° with beam heights of 15 to 18 m (50 to 60 ft) at the threshold. Consequently,
the value of x^ will be in the range of 1800 to 3900 m (6000 to 13,000 ft), depending on runway
length. Also, y A is normally zero, while 2 A does not enter the calculations of this report.

The ELl antenna will normally be at the glide-slope base, longitudinally, and offset from
the runway laterally on the order of 120 to 150 m. The flare antenna ££2 can be expected to be
located at about 600 to 750 m (2000 to 2500 ft) forward of the glide-slope base and thus forward
of the touchdown point for most aircraft landing within the FAA touchdown point dispersion



requirements for category III landings (ref. 5). The lateral offsets of the two antennas do not enter
the calculations, but the antenna heights must be accounted for, especially during flare where they
are of the same order as the accuracy of calculating aircraft altitude and of the difference of the
wheelbase to receiving-antenna height. The values of xr- , zj? , and Zp will be taken as zero in
the calculations of this report.

The spatial coverage of the MLS differs among several configurations given in reference 1.
The coverage for three of these configurations is given in table 1; for this paper, however, interest
in the different configurations is based more on their different accuracy standards and intended
flight operational use than on details of coverage differences.

TABLE 1.- MLS COVERAGE

RTCASC-117config.
operational use

Volume of coverage

DME

AZ
Azimuth
Elevation
Distance

EL1

Elevation
Azimuth
Distance

EL2
Elevation
Azimuth
Distance

Runway length

Minimum guidance height

D
Cat. I

3.7-5.6 km
(20-30 n.mi.)

±20°
0-8°
3.7-5. 6 km

1-8°
±20°
3.7-5. 6 km

2.13km
(7000 ft)

45.7 km
(150ft)

F
Cat. II

3.7-5. 6 km

±20°
0-8°
3.7-5. 6 km

1-8°
±20°
3.7-5. 6 km

3.66 km
(12,000ft)

15.2km
(50 ft)

K
Cat. Ill

3.7-5.6 km

±60°
0-20°
3.7-5.6 km

1-20°
±60°
3.7-5.6 km

0-8°
±40°
9.3km
(5 n.mi.)

4.27 km
(14,000ft)

TD

The required coverage volume is also limited by a 6 km (20,000 ft) altitude ceiling.

The configuration data are illustrated in sketch (b). Note that the boundaries of the EL
coverage are interior to the AZ coverage. Further, an elevation coverage boundary in the ground



AZ limit

EL | limit'

Ground plane limits

AZ 20° limit-

EL, 20° limit

ELg 5n. mi. limit

AZ EL2 8° limitEL2 EL,

Runway

Runway centerplane limits

Sketch (b)— Configuration K coverage limits

plane crosses the runway centerline some-
where between the glide-slope base and
the threshold, possibly at the threshold
for configurations D and F.

The RTCA SC-117 provisional data
rates (ref. 1) are: EL V , 5 Hz; EL2, 10 Hz;
AZ, 5 Hz within ±20° and 2.5 Hz remain-
ing coverage, if any; and DME, 40 Hz.
The angle" antennas are synchronized so
that signals for each function are emitted
during different time periods in a fixed
sequence. The DME can be independently
interrogated at 40/sec. Reference 1 can
be consulted for further details.

LGS Data Accuracy Standards

Reference 1 specifies the accuracy
standards for the different configurations
of the MLS. These standards refer to
errors due to all sources in the combined

system of ground and airborne equipment; that is, it is the required accuracy with which the
values of (d, AZ, EL) are available from the airborne receiver system at the time the signals
are received.

Table 2 gives the accuracy standards of reference 1 as RMS (la) values. In each case the total
RMS bias error (errors that are constant from sample to sample) and RMS random error (errors
that are independent from sample to sample) are given along with the total RMS value of the two
independent error types. The table specifies the minimum accuracy for systems used in each
configuration. These standards, strictly speaking, apply at the location of the minimum guidance
height on the approach flight path for each configuration (45.7 m (150 ft), 15.2 m (50 ft),
and touchdown for configurations D, F, and K, respectively). Accuracy degradation is permitted
at close range to the antenna, and at off-course and long-range locations accuracy degradation is
limited to a factor of 2. In this report accuracy loss at close ranges is included in the results, but
otherwise the accuracies quoted above are taken as constant throughout the coverage of the MLS
for lack of a model of the off-course location dependence of errors.

Errors for the three data types of the MLS are assumed independent of each other. This
requires only that they share no significant common source of bias error.

The RMS DME random error is not given in table 2. The range rate estimation error depends
on the random component of the DME error, but is independent of the bias component. Thus, the
RTCA SC-117 standard (ref. 1) for the random error is that it be compatible with a range rate
estimation error of about 3 m/sec (10 ft/sec), obtained by averaging range samples over a period



TABLE 2.- ACCURACY STANDARDS (la) FOR RTCA SC-117 CONFIGURATIONS

Configuration
operational use

DME
Bias

Random
Total

AZ
Bias
Random
Total

EL
Bias
Random
Total

D
Cat. I

91.4m
(300 ft)

*

91.4 m

2.18X10'3 rads
1.15X10'3

2.46X1 0-3

0.872X1 0'3 rads
1.02X10-3

1.35X10-3

F
Cat. II

30.5 m
(100 ft)

*

30.5 m

1.57X10'3

.575X10-3

1.67X10'3

0.872X1 0'3

.61X10-3

1.06X10-3

K
Cat. Ill

6.1 m
(20 ft)

*

6.1 m

0.628X1 0"3

.41X10'3

.74 IX lO'3

0.872X1 0-3

.61X10-3

1.06X10'3

* Random error negligible compared to bias.

of 0.2 sec from DME interrogations at 40/sec. From this it can be calculated (eq. ( l i b ) or ( l ie))
that the required RMS DME random error is 0.61 m (2 ft) or less, in which case it has negligible
effect on the total range measurement error.

The distinction between bias and random errors would enter the performance calculations if
multiple samples of the MLS data were averaged over a period of time to improve the position
estimate and to estimate velocity. In averaging, the bias component limits the obtainable position
accuracy, while velocity accuracy is independent of the bias component. In the MLS accuracy
standards (table 2), the bias errors are sufficiently large that little position accuracy improvement
is obtained by averaging compared to not averaging. Consequently, averaging methods need not
be considered here, nor does the distinction between bias and random error components enter
the position accuracy calculations.

The estimation of range rate from range data is discussed in a later section, where the analysis
shows the dependence of velocity estimation performance on both random error and the length
of the averaging time. Finally, the division into constant and random errors above is simplistic.
Bias errors generally drift; if the drift is negligible over the time period the aircraft uses the data
type, or compared to the time span over which data is averaged, then that error can be regarded as
an unknown bias.

In table 2 the following characteristics of the three configurations are noted. The DME error
is almost entirely bias and the accuracy standard varies by an order of magnitude among the three
configurations. For azimuth accuracy, the larger error source is a bias, and accuracy deteriorates



by a factor of 3 from configuration K to D. The elevation accuracy standard is the same for
configurations K and F, and is degraded by only a factor of 1.3 in configuration D. The RMS
bias and random errors are about the same size for elevation angle.

POSITION DETERMINATION AND ACCURACY

The formulations, discussion, and results in this section are organized around the flight
operational requirements for navigation data from the MLS. For this purpose, the MLS coverage
has been roughly divided into a flare region, final approach region, and terminal area navigation
region to reflect the different phases of conventional terminal area approach and landing operations
and their corresponding differences in accuracy and data type requirements.

The flare region refers to the runway center plane and vicinity, from the EL2 antenna out
past the runway threshold some distance. This region contains the final part of the glide slope at
altitudes of 150 ft or less, and the flare and touchdown maneuver. It is of interest principally in
connection with automatic landing using the configuration K flare antenna.

The final approach region refers to the extended runway center plane and vicinity, from
threshold out to 15 km (50,000 ft). In this region, aircraft are on conventional straight-in
approaches that intercept and track the glide slope down to the decision or alert height, at which
point the aircraft is flown VFR, on automatic landing, or on go-round procedure.

The terminal area navigation region is the remainder of the MLS coverage, and contains
flight paths leading up to the final approach in the center plane. In current practice flight paths
in this region are highly standardized at any one airport, but vary widely among airports so that
accuracy throughout this region of coverage is of interest. Future operations designed to control
noise and arrival time will utilize more of this region of MLS coverage at any one airport.

Determination of Aircraft Position

The relation between aircraft position in Cartesian coordinates and in the variables of the
MLS is given here.

y
Each angle antenna rotates on its

axis, emitting signals into a narrow depth
planar beam. The axis of the azimuth
antenna is vertical, and those of the ele-
vation antennas are parallel to the y axis.
Consequently, the MLS angle variables are
related to the coordinates of the airborne
receiving antenna (x,y,z) by (see sketch (c)):

Sketch (c).— Position coordinates.



tan AZ = y/LA

tan EL =
z -

(1)

where

LA = X A - X
LE = XE ~ x

1 = X ~ X

(2)

The DME transponder is interrogated by the aircraft and a reply is returned, the range from the
DME antenna being determined from the round trip time of the interrogation and reply sequence.
The range is then

(3)

Reference 1 visualizes a built-in delay in the transponder between reception of the interrogation
signal and emission of the reply signal, this delay being calibrated at each runway so that an aircraft
at the origin (glide-slope base) receives its reply after 60 jusec. The range tracker then measures
the time from this standard delay; consequently, its output is

-x (4)

However, the relative locations of the antennas will also be supplied in the MLS signals so that d
is readily computed as needed.

Cartesian coordinates of aircraft position- Equations (1) and (3) can be inverted to obtain

XA + x£ tan2 EL cos2 AZ - cos AZ Jd2 (1 + tan2 EL cos2 AZ) - L2 tan2 EL
x = •

1 + tan2 EL cos2 AZ
(5)

The values of y and z can be computed from equations (1) after forming LA and Lg from the
computed value of jc. Formulas for y and z in terms of the MLS variables alone are given by

y - sin AZ •
L tan2 EL cos AZ + rf2 (1 + tan2 EL cos2 AZ) - L2 tan2 EL

1 + tan2 EL cos2 AZ

z = + tan EL
L - cos AZ yd2 (1 + tan2 EL cos2 AZ) - L2 tan2 EL

1 + tan2 EL cos2 AZ

Small angle approximations— During the final approach and flare, the value of azimuth is
nominally zero, in which case equation (5) becomes

x = XA - L sin2 EL - cos EL \Jd2 -L2 tan2 EL



In addition, for conventional final approaches the elevation angle is 2.5° to 3.0° (ref. 3) beginning
at distances at least 9.3 km (5 n.mi.) from the runway so that small angle approximations can
be used.

x = - d =

y = dAZ = (XA + di )AZ

z = z £ + (L - d)EL = ZE- (XE - d, )EL

(6)

Along the glide slope, the altitude deviation from the glide slope (which is likely to be the preferred
glide-slope control variable) can be determined from

Az = z - - -LE(tan EL - - -L

The values of (x,y,z) above are the coordinates of the receiving antenna. Where correction
to the coordinates of the aircraft center of gravity or wheel base is required, the appropriate
correction term must be added to the above solution.

Path Determination Errors

The error in determining R by inverting the current values of (d, AZ, EL) depends on the
errors (d, AZ, EL) with which these variables are measured. The relation is given from the partial
derivatives of R with respect to the MLS variables:

dxL\
X

y =

^/

\ /

a*
dd

dx
tin A 7

3d

dx
*«« 177"

M

dx

dAZ

LA dx

cos2 AZ dAZ

dx
+ „-, Z7 T

dAZ

tan AZ

dEL

dx

dEL
tan AZ

dEL
EL -

cos2 EL

AZ

\

(7)

This is abbreviated by the notation T = Hrw. The partial derivatives in equation (7) are obtained
from equation (5). Omitting algebra (see appendix A), these are

cosAZ + tan2 ^ cos2 AZdx_ _

d d ~

dx

dAZ 1 + tan i// tan EL cos2 AZ

av Ljr cos2 AZ tan i//

1 + tan i// tan EL cos2 AZ

y

dEL cos2 EL (1 + tan i// tan .EX cos2 AZ)



where

The error coefficient matrix is then

tan i// = -:—
LA

1
1 + tan ty tan EL cos2 AZ

-cosAZ V + tan2 \jj cos2 AZ

sin AZ \/l + tan2 <l/ cos2 AZ -LA( 1 + tan tf tan £L) -LA

cos2 AZ tan i//
~ -

cos2 £1

cos AZ sin <4Z tan

cos2 EL

-tan £1 cos AZ-J \ + tan2 i// cos2 AZ V tan £/,
cos2 EL

(8a)

Approximate error coefficient matrix— In conventional practice (ref. 4) CTOL aircraft flying
within the MLS coverage are generally at low altitudes and low elevation angles. Noting that
\l> < EL and then neglecting tan i// tan EL, tan2 EL, and tan \f> tan EL cos2 AZ compared to 1.0,
we have

-cosAZ y

-cos^lZ tan£Z y tan EL -

cos2 AZ tan

sin AZ cos ;1Z tan (8b)

On the final approach and flare, azimuth is nominally zero, and EL and $ are 3° or less for
CTOL aircraft. Evaluating equation (8a) on the nominal path obtain:

-1

0

0 Z,£ tan

-tan££ 0 -L,

(8c)



Position determination accuracy— The covariance matrix of position determination errors is
given by

Qr = HrQwHr
T (9)

where

Qr = E [ 77T]

Qw = E

The diagonal elements of Qr are the variances of x,y,z. The value of Qw used in the calculations
of this report is:

Q w = diag ( a 2 , o 2 , a 2 ) (10)

where the values of a^, o^g, og^ are as given in table 2 for the RTCA SC-1 17 configurations of
interest. The total error (combined bias and random error) is used in each case. Equations (8),
(9), and (10) were used in investigating the obtainable position determination accuracy for
various regions of MLS coverage, and for typical flight paths of interest. Results are discussed
in the next section.

Formulas for the variances of x,y,z errors can be derived by substitution of equations (8)
and (10), into (9). From equation (8a) the exact formulas are

[ / L E C EL\*~ \ )
[ \cosELoJ J/'

av =A V<1 + tan2 ^ cos2 AZ 1 + cos2 AZa/ +y2 aA 7A " ^^

cos
\ / ^E °EL \2] ^ /

AZ 1+ - } Uin2 AZof +
L \cosEL a^l \) \

^2 AZ 1+ - Uin2 AZo + 1 +tan ̂  tanEL2 L* a
/

A

/cosAZ a^\2 iy °AZ\^
- + - tan2 EL

\ L E°EL> \LE°EL> \

(Ha)

a =AL F a F r J COST* EL + (1 + tan2 ^ cos2

^ L

where

A = (1 + tan i// tan EL cos2

The small elevation angle approximation (8b), applicable to most CTOL flight paths within
the MLS coverage, gives

10



°x-
/LE a£x\2l

1 + tan2 t cos2 AZ ( - cos2 AZ aS + y2 OA 7
2

X °d >\

+ 1 + tan2 * cos2 AZ
I^F aFL\2]
-
\ a., I J

sin2 AZ ad
2

az ~ LE °EL
\LE aEU \LE °E.

The small angle approximation (8c), valid for final approach and flare, gives

( l i b )

LE °EL

° y = L A ° A Z

°z "" ^E °EL

Remarks

In deriving the coordinate inversion equation (5) from which the accuracy equations (11)
is obtained, it is assumed that values of d(t), AZ(t), EL(t) are continuously available for inversion.
One method of providing these values continuously is the sample-and-hold system (ref. 6).
The output of this system is in error because samples of the three variables are received inter-
mittently and nonsimultaneously. This error increases approximately linearly with time during
the interval between data receptions and has a step decrease at each reception. The maximum
size of this error depends on the combination of data rates and aircraft motion. On the final
approach, the values of AZ and EL are nominally held constant. Errors are therefore given by
the combination of scan interval and aircraft angle rates arising from random disturbances of
the aircraft from its nominal path and are expected to be small. Maximum range rates are on
the order of 16 m/sec (250 ft/sec) during final approach, but the DME is interrogated at 40 Hz
so that errors of 1.8 m (6 ft) between samples can result. These errors are small, however, com-
pared to the DME measurement accuracy. The actual accuracy of a sample-and-hold system will
be poorer at all times than is calculated by equation (11), but the difference is expected to be
second order.

The fact that the DME can be interrogated at a substantially higher rate than the angle data
is received does not imply that range can be determined to much better accuracy than that given
in table 2, say, by averaging all the range samples that can be obtained between receptions of
angle data. The DME error is almost entirely bias and cannot be reduced by averaging multiple
samples. Similarly, the improvement in position determination accuracy obtainable by sequential
data processing of multiple data points is limited by the system bias errors and is not expected to
provide accuracies significantly better than those calculated here. Consequently, the results
obtained from equations (11) should represent reasonably well the accuracies generally achieved
by systems using the MLS as the data source.

11



RANGE RATE ESTIMATION

The range rate can be estimated by a process equivalent to calculating the time derivative of
range, carried out by making a least-squares fit of a straight line through range samples received
over a period of time. The accuracy of this estimate will depend on the random errors in the
range samples and on the combination of aircraft accelerations and length of the averaging time
as discussed in this section.

The RTCA SC-117 requirement for the random DME error (appendix A of ref. 1) is that it
be compatible with an RMS range rate error of 3 m/sec (10 ft/sec) when the range rate is obtained
from averaging range samples over 0.2 sec. The required RMS random DME error, as calculated
in this section, is 0.6 m (2 ft).

In addition, the accuracy of the range rate estimate can be improved by averaging over longer
intervals. Alternatively, the range rate standard of 3 m/sec can be met from range samples of
RMS random error larger than 0.6 m by averaging over longer intervals. The presence of unmodeled
or unknown aircraft accelerations imposes an opposing trend of decreasing accuracy with increas-
ing averaging time, and the two effects combine to limit the achievable range rate accuracy and
provide an optimum averaging time.

Analysis

The current range and range rate are computed by fitting a straight line to range samples
received during the preceding interval of a given length called the averaging time. Mathematically,
the "fit" (least-squares solution) is the straight line that minimizes the sum of the squares of the
differences between the straight line and the data. The computations discussed here are based on
three assumptions:

Assumptions

1. The aircraft range d(t) is linear with time,

2. The sampling rate is constant, I/AT1,

3. The sample errors are:

b = bias error; E[b] = 0, E[b2] = ab
2

e = random error; E[e] = 0, ^[e2] = a/-2

Assumption 1 is inaccurate in the presence of accelerations, d. The error involved depends on the
averaging time and the level of acceleration. In the present case it is a good approximation for
the 0.2-sec interval and for values of d found on final approaches, where a maximum value of
about 1 ft/sec2 is characteristic of aircraft limits. Assumption 2 reflects the expected constant
interrogation rate design of the DME receiver, but is slightly inaccurate to the extent that, in
practice, some replies are lost. The sample errors are separated into an unknown bias error

12



(essentially constant over the averaging time) and a random error (independent from sample
to sample). Zero mean and constant variances are assumed for both error types.

The estimate of the current range and range rate (d t , di) is obtained by a least-squares fit
of a straight line

A A A
d(t) = dl -d, (tl - t) (12)

to the data{y(tf-), K= 1,. . .TV}, where the data are assumed related to the actual aircraft range
and range rate (di, di) by

y(fK) = d 1 -d l (13)

as illustrated in sketch (d).

The sum of the squares of residuals is

N
S=

A

K—l

N
= E

K=l

where AtK = t -^tK = (K-l) A7. The
solutions for (a, , til ) are found such that
S is minimized; that is, they are solutions of

Range
samples

Estimated range
time history

Actual range
time history

Sketch (d).

95
= 0 =

K=\
-i,

95 M,= o = E A A
(14)

from which

TV

K=\

N

N (N+l)

6 £ y K (N+ \ -2K)
A K=\

' " (N - l)N (N+ 1) AT

(15)

(16)
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The errors in these solutions are defined as

~ A
di =di -di

•r A
di =di -di

Expressions for these are obtained by substituting equation (13) into (14) and solving for d i , d l :

d1 =b

N
2 £ eK(2(N+\)-3K)

K=\
N(N+ 1)

N

d, =

6 £ e K ( N + \ - 2 K )
K=l

(N- l ) N ( N + DAT 1

From these expressions, obtain

E[3t] = 0

] =0

(17)

adi

These results show that the range rate error variance is independent of the sample bias, as
expected, and decreases with increasing values of N, or with increasing averaging, time (AM) AT1.
For the RTCA standards, appropriate values are

a^ = 3.05 m/sec (10 ft/sec)

A7 = 1/40 sec

(AM) Ar= 0.2 sec or TV = 9

From equation (17) the required value of ar is then

ar = 0.6 m (2 ft) (18)

The DME RMS random sample error cannot exceed this value if a range rate accuracy of 3 m/sec
is to be achieved at the stated values of sample rate and memory length. From equation (17) it
is also seen that range rate accuracy improves indefinitely with increasing N or averaging time.
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This trend is limited by the effect of the neglected aircraft accelerations. Receivers of varying
complexity are conceivable, up to those that use longer averaging times and update the range
rate estimate at each sample reception, and thereby improving accuracy beyond 3 m/sec or
achieving 3 m/sec accuracy from DME samples with RMS random errors larger than 0.6 m.

Utilizing equation (17), and the indicated values of ar, AT, N and the RMS bias errors
(6.1 m (20 ft), 30.5 m (100 ft), or 91.4 m (300 ft)) of the DME bias error standards for the three
configurations, we can see that the process of averaging the random sample errors has negligible
effect on the range accuracy, which is

d i o

independent of N. Consequently, there is no advantage to estimating range from the least squares
fit (eq. (15)). The purpose of the averaging procedure is to estimate range rate (eq. (16)) and utilize
the sensitivity of the range-rate accuracy to the number of samples (eq. (17)) to obtain the
desired accuracy.

Optimum Averaging Time

The preceding results considered the range rate accuracy obtained from a least-squares fit
of a straight line to N range samples received at a fixed rate. The results showed indefinitely
improving accuracy with increasing memory length. This result was based on the assumption
that the aircraft range is unaccelerated. In practice, the existence of range accelerations unmodeled
by the straight line counters this trend and limits the achievable accuracy. A corresponding
optimum memory length, which maximizes the range rate estimation accuracy, can be determined.

Here, the accuracy of a least-squares straight-line fit to range samples is calculated assuming
that aircraft range acceleration, d(t), is constant.

The results will be valid on the final approach, where aircraft range deceleration is normally
held constant and has a maximum value of 0.03 to 0.05 g (1 to 1.5 ft/ sec2 ). Away from the
straight-in final approach as, for example, during a standard turn of 5.6 km radius, 3° /sec angle
rate, and 60 to 90 m/sec air speed, the range deceleration can be an order of magnitude greater
than 0.03 g and sinusoidal in time. In these cases the assumed constant acceleration provides a
conservative result for the actual accuracy.

In view of the above assumption, the samples are related to aircraft motion by

yk = dl -dl &tk-d\ A^2 +b + ek (19)

A A
Equations (15) and (16) again apply as the solutions for rf1( di from the received data. The errors
are now found by substituting equation (19) into (14), hence:

N
6 £ e K (N+ 1 -2/0

a(*-DAr (20)
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The range rate estimate is now biased

d(N-\)AT

and has RMS value

/—-— // 6r\2 12 .. /(7V-l)Ar\2

Mj = \/E\di ] = v ( — I 1-d =—I (21)
«i \A77 (N-1 )N(N+1) \ 2 /

This result includes the case of d' - 0 (eq. (17)).

The value of N that minimizes MJ is found to be

Equivalently, the optimum averaging time is

° v s
(22)T* s N* AT1 = 72 AT1 -nr

The corresponding minimum value of MS range rate error is

[5\ IT
3 A7 (23)

Note that the approximation, N*» 1.0 was used in both equations (22) and (23).

The optimum RMS error results from a compromise between the two terms in equation (21).
The first term is due to the random measurement noise and decreases with increasing averaging
time. The second term is due to the unmodeled constant acceleration and increases with increasing
averaging time — that is, with the length of time over which one attempts to fit a straight line to
an accelerated curve.

The optimum averaging time and corresponding minimum RMS range rate error are shown in
figure 1 as a function of acceleration for the MLS case (ar = 0.6 m, data rate = 40/sec). At a deceler-
ation of 0.03 g, a range rate accuracy of 0.3 m/sec is achieved for an averaging time of 1.5 sec.

Equation (21) is plotted in figure 2 where the range rate accuracy is given as a function of
the number of samples averaged. Curves are shown for various constant values of range acceleration,
and the two figures are for DME RMS random errors of 0.6 m and 3 m (10 ft), respectively.

At low values of \d\ (less than 0. 1 g) as during final approach or constant range turns around
the DME transponder, figure 2(a) (the MLS case) shows optimum averaging times of 1 sec or
greater and corresponding range rate accuracy of 0.6 m/sec or less. If the averaging time is set at
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0.2 sec, as specified for the SC-117
standards, then the range rate accuracy
in figure 2(a) is 3 m/sec independent
of deceleration. If the DME random error
or degrades to 3 m (10 ft) (fig. 2(b)),
the accuracy degrades to 15 m/sec
(50 ft/sec) at the 0.2 sec averaging
time, but can be improved by an order
of magnitude to 1.5 m/sec or better
by increasing the averaging time to 1 to
2 sec.

High values of \d\ (up to 0.5 g)
can occur during aircraft turns flown
in holding patterns and at various points
in the terminal area. During such turns
d is sinusoidal, rather than constant,
with time. Nevertheless, the figures are
applicable as follows. If \d\max is the
maximum acceleration magnitude dur-
ing the averaging time, then the accuracy
results calculated for

.2 .3
Acceleration ~q

Figure 1.- Optimum averaging time and accuracy
(or = 0.6 m, sample rate = 40 Hz).

= \d\ max
(a) ar = 0.6 m, sample rate = 40 Hz.

are a conservative bound on the actual
accuracy. Thus, the curves of figure 2
are conservative if 'd is taken to be the
maximum actual range acceleration dur-
ing the averaging time.

At high values of \d\ the optimum
averaging time is more pronounced and
the best obtainable accuracies are poorer
than at low accelerations. Figure 2(a)
shows that accuracies of 1.5 m/sec
or better are achieved with an averaging
time of 0.5 sec, and for all accelerations
up to 0.5 g. If averaging time is decreased
below 0.5 sec, accuracy deteriorates at
all accelerations. If averaging time is
increased beyond 0.5 sec, accuracy
degrades at high accelerations and improves for low accelerations. From figure 2(b), in which
or = 3 m, similar conclusions apply at a memory length of 1 sec, at which accuracies are 3 m/sec
or better at all accelerations up to 0.5 g.

0L

10020 40 60 80
Number of samples averaged

(b) ar = 3 m, sample rate = 40 Hz.

Figure 2.- Effects of memory length, acceleration,
and sample errors on range-rate accuracy.
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Remarks

If the range-rate accuracy is to be optimized with respect to averaging times, some flexibility
in the choice of averaging time must be available in the hardware used to implement the range
rate estimation. If the implemented estimation scheme consists of estimating the range rate
(eq. (16)) once every averaging period and holding this value until the end of the next period, a
tradeoff occurs between single-estimate accuracy and frequency of providing new estimates.
However, if an algorithm can be provided in which the range rate estimate is updated with each
reception of a range sample and based on the range samples received during the most recent
interval whose length is the selected averaging time, the range-rate estimation frequency is the
same as the range data rate and the averaging time can be selected independent of this frequency.

Finally, the least-squares fit method of estimating range rate can be generalized to the
three-dimensional problem of estimating aircraft velocity from samples of (AZ, EL, d) obtained
from the MLS. As above an optimum averaging time occurs. The formulation will be considerably
more complex, involving the transformation from (AZ, EL, d) to Cartesian coordinates, different
data rates, and the general limits of aircraft accelerations within the terminal area. In addition,
efficient algorithms for limited memory data processing require further research.

The above scheme seeks to optimize the estimation of velocity from the position data
provided by the MLS. An analysis is beyond the scope of this paper. An alternate scheme is
to provide a generalized complimentary filter in which the MLS position data is combined with
acceleration data .from an on-board INS or strapdown inertial system. In this case estimation
performance will be much less dependent on MLS data rates and averaging time.

DISCUSSION AND RESULTS

The formulas for RMS errors derived in the preceding section were used to calculate the
position determination accuracy obtainable from the MLS. The results are discussed separately
for the flare region, final approach region, and terminal area navigation region. This is a con-
venient division of the MLS coverage into regions containing the various segments of standard
terminal area landing flight operations and for which navigation data and accuracy require-
ments differ.

Flare Region Accuracy

Flight paths— The final portion of the flight path consists of the last part of the glide slope
and a flare out from the glide slope to touchdown, as shown in sketch (e). In the flare region
the source of elevation angle data is the EL2 antenna, which is intended for automatic flare
and touchdown in category III operations.

For purposes of this section, the flare region is limited to that part of the MLS coverage
within

z < 45 m LE < 1.8 km y = 0
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where L & is the distance along the x-axis
from the EL2 antenna. In practice (ref. 3)
the glide-slope angle is in the range of
2.50° to 3.00° and the required beam
height at the runway threshold is 15 to
18 m. Consequently, the threshold is about
300 m from the glide-slope base. The EL2

antenna is expected to be about 600 to
750 m forward of the glide slope, and
hence forward of the touchdown point
for most aircraft landing within the cate-
gory Ilia dispersion criteria.

Glide slope*

Flare path

ft - "J--IOOO »•) n7 ^7
EL, Threshold

Flare region and flight path

Sketch (e).— Flare region and flight path.

The nominal flare path for automatic landing (ref. 7) is the exponential flare, for which
(open-loop) formulas for the wheel-base trajectory are

z = T (zF - zje-'h

x = x + Vt

T = -Z

The subscripts / and F refer to initial and final values on the flare maneuver. Flare initiation occurs
at wheel-base altitudes of 9 to 15 m. The design touchdown sink rate is 0.46 to 0.61 m/sec (1.5 to
2.0 ft/sec) usually, and approach air speeds (V) for CTOL aircraft are in the range of 60 to
75 m/sec (200 to 250 ft/sec).

Accuracy results— The RMS position determination errors for this region are given by equa-
tion ( l ie) . In the formula for ax the elevation error contribution is negligible for the given
configuration K accuracies and antenna distances, Lp-. The results are then

°y ~ LA °AZ (25)

az = o£L
2 + tan2 EL

The accuracy in determining x depends only on the DME accuracy;

6x = 20 ft

and this is a bias error.
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20r
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km

.5 0 1.5 2.0
Distance from antenna

I03ft

Figure 3.-y determination accuracy — flare
region, configuration K.

<rd=(20ft)=6.lm

CT<J =(3 f t ) , 9m,

I50i-

I03ft

(a) Configuration K

I50r

olOO

.2 .4 .6 .8 1.0 1.2 1.4 1.6 1.8

0 1 2 3 4 5 6
Distance from antenna

(b) ad = 30.5 m (100 ft)

Figure 4.— Altitude estimation accuracy
in the flare region.

NOTES: (a) 20° EL, coverage limit
(b) 8° ELi limit
(c) Glide slope relative to EL j
(d) Glide slope relative

km

I03ft

For y, accuracy depends on azimuth
measurement accuracy and the location
of the azimuth antenna. Results for ay

are shown in figure 3. For configura-
tion K the first 900 m of runway
(touchdown zone) is at distances 3.3 to
4.3 km (11,000 to 14,000 ft) from the
antenna. The corresponding RMS error
is 2.4 to 3 m or less than 10 percent of
the currently standard runway widths of
45 to 60m (150 or 200 ft).

For automatic flare and landing,
the requirements for altitude and alti-
tude rate determination accuracy are
the most stringent among the three
coordinates. Altitude accuracy (eq. (25))
depends on both DME and £Z2 accuracy
and the location of the EL2 antenna.
Plots of accuracy are given in figure 4,
in the form of lines of constant az,
for both configurations K (fig. 4(a))
and F (fig. 4(b)) accuracies. Although
only configuration K is intended for
flare region use the plot for configura-
tion F accuracy is provided to show
the effect of degrading DME accuracy
from 6.1 to 30 m RMS error.

The region of EL2 coverage uti-
lized by CTOL aircraft is shown in
figure 4 by superimposing flight paths
of glide angle 2.5° to 3.0° with the
base at 600 m from the antenna. At
altitudes below 30 m (100 ft) on these
flight paths, the RMS altitude deter-
mination error is 1.5 m (5 ft) or better for
both configuration K and the degraded
DME case. For configuration K, these
flight paths are located relative to the
antenna in an area where the DME
error has insignificant effect on the
altitude accuracy so that

= L

so

•E°EL

If the flight path is "optimized"
that the RMS altitude error is
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minimized at each altitude, the "flight path" would be

which is a line drawn through the peaks of the constant az curves of figure 4. For configuration K
(fig. 4(a)) the RMS error on the standard flight path is about twice the minimum at each altitude.
However, the flight path cannot practicably be moved close to the optimum path because
of the touchdown dispersion allowances, which place a lower limit on the distance between the
glide-slope base and flare antenna. Conversely, the antenna cannot be moved farther away from
the glide-slope base without reducing the altitude accuracy during flare.

When configuration F DME is used (fig. 4(b)) the standard flight paths are close to the
optimum location. The relative importance of the elevation and DME measurement errors on
altitude accuracy differs in the two cases; in figure 4(b) the two sources contribute about equally
to the altitude error (they are equal contributors, statistically, on the optimum path), while for
configuration K, the DME contribution is negligible.

Some comparisons for the flare region altitude accuracy are made in figure 5, where az

is plotted versus position along the runway centerline and for CTOL flight paths. Results obtained
when the £X2 antenna was used with
configurations F and K DME are shown,
and it is seen that, from threshold to
touchdown, little accuracy loss results
from degrading the DME. This insensi-
tivity of altitude determination accuracy
to changes in DME accuracy is due to
the change in relative location of the
standard and optimum paths as DME
accuracy is changed. Further deteriora-
tion in DME accuracy would have a more
pronounced effect on altitude accuracy
than seen in figure 5.

EL2 + config F DME

EL2 + config K DME

Bias limit
EL | + config K DME

o1-
I

2000 0 -2000 -4000
X

Figure 5.— Flare region altitude accuracy comparisons.

The configuration K results are also compared in figure 5 with the radar altimeter standard
for category II equipment (ref. 3, appendix 1). This standard can be interpreted here as the
accuracy criterion for decision height measurement. The required altitude determination accuracy
during autoflare is expected to be at least as stringent. Configuration K meets or exceeds this
standard forward of about 122 m from the glide-slope base, where wheel-base altitude is about
6 m. In addition, approximate smoothing of the MLS data, as is required for sink rate estimation,
can improve the altitude estimate somewhat. The potential improvement is limited by the DME
and EL2 bias errors; this limit is shown in figure 5, where it is seen that the available improvement
from smoothing is not great.

Both EL i and EL2 signals are simultaneously available for altitude determination up to the
boundary of the ELt coverage over the runway and out to the 5 n.mi. range of the EL2 signal.
Flare region accuracy using ELV data can be determined in figure 4(a) by superimposing the
CTOL glide paths with base at the origin. Results are compared with EL2 usage in figure 5, where
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it is seen that, within its region of coverage, ££, usage provides twice the accuracy and exceeds
the category II altimeter standard within 700 m of the glide-slope base.

Simultaneous use of ELt and EL2 data is conceivable, and this would increase elevation
data rate to 15/sec throughout the glide slope should this prove desirable. In addition, values
of (x, z, or Az) can be computed in a novel manner from the two elevation angles and the distance
between antennas, but this computation has'inferior accuracy.

Final Approach Region Accuracy

The final approach region refers to the centerplane (AZ = 0) between runway threshold and
15 km from the threshold.

Flight paths— Conventional CTOL final approaches consist of a constant altitude path until
glide-slope intercept and a glide slope down to a minimum decision or alert height, following which
the aircraft is flown VFR or an automatic landing in the case of category III. Decision heights are
45.72 m (150 ft) and 30.48 m (100 ft) for categories I and II, respectively, and an alert height is to
be specified for category III (ref. 5). Glide slopes are 2.5° to 3°, depending on airport and
runway (ref. 4). Glide-slope intercept occurs at 9 km from the runway or beyond. Aircraft
altitudes are under 1 km generally throughout this region.

Proposed future operations include two-segment noise abatement approaches in which a
steep (6°) glide is flown until intercept (at 120 m altitude or above) with the standard glide
slope. (The region used by conventional and two-segment approaches is shown in figure 7 along
with the MLS coverage limits.)

Glide-slope accuracy— In tracking the glide slope we can use as the feedback variable either the
angle deviation or the altitude deviation from the desired glide slope. The angle deviation accuracy
is ff££. The linear deviation from the glide slope is

Az = z - ZQS = Lg (tan EL - tan EL^) = lg AEL

from which

The DME error appears in a second-order term with the glide-slope deviation, AZ. If the aircraft
is on the nominal path (AZ = 0), there is no effect of DME error on the accuracy, but otherwise
a significant effect can appear at low values of Lg.

Glide-slope deviation accuracy is shown below in figure 6(a). The scale is expanded in the
vicinity of the threshold and curves are given for both the nominal path and for AZ = 7.6 m
(25 ft). The effect of the DME at off-path locations is minor beyond threshold and disappears
rapidly with distance from the antenna. Configurations F and K provide nearly identical perfor-
mance, with RMS errors of 1.5 m or better in the final portion of the glide slope below 60 m
altitude. Configuration D is only slightly poorer in performance.
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Position accuracy— From equa-
tion ( l la ) the RMS position errors are

ft m

°x = °d 1 + tan2
a

L °EL
\cosEL

Oy -

LEaEL

A s 1 + tan i// tan EL

The ^-determination accuracy is
well approximated by

everywhere in the final approach region
except at altitudes above 3 km for
configuration K. Consequently, the RMS
x error is 6.1 m, 30.48 m, or 91.44 m
for configurations K, F, and D, respec-
tively, and this is bias error.

The ^-determination accuracy
depends only on azimuth measurement
accuracy and increases linearly with dis-
tance from the antenna. Some values of
interest are given in table 3.

40

20 S

10

I03ft

(a) Glide-slope deviation accuracy

ft m

-i 12 -| 40

30 fe

- 6 - 20 .€

10

4 " 10 20 30
Distance from antenna

I03ft

(b) Altitude accuracy

Figure 6.- Glide-slope deviation accuracy
and altitude accuracy.

TABLE 3.- VALUES OF ay, FINAL APPROACH

SC-117 configuration
XA

Threshold
(x = 1000 ft)

Outermarker
(x = 9 km)

x = 18 km

K
4 km

3 m
10 ft

9.7 m
32 ft

14 m
47 ft

F
3.35 km

6.1 m
20 ft

21 m
70 ft

31 m
102 ft

D
1.8 km

5.2 m
17 ft

28 m
91 ft

42 m
138 ft
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The altitude determination accuracy along standard glide paths is shown in figure 6(b). These
results are well approximated by equation (lie).

a -

I03ft km
2.0

crd=(IOOft) =

1.5

.•= i.o
<

1.5

li.o

.5

~ 3 -

(60ft), 18.3m

I03ft

(a) Configuration K

I03 f t km
2.0

(o,

-2=(50ft),l5.2m

0 2 4 6 8 10 12 14 16 18

(b) Configuration F

Figure 7.— Altitude estimation accuracy in the
final approach region.

NOTES: (a) EL coverage limit, configuration K
(b) EL coverage limit, configuration F
(c) Region of CTOL and two-segment approach

paths

Except in the vicinity of threshold, the princi-
pal error source is the elevation angle error
and performance is the same as for determi-
ning glide-slope deviation. In the vicinity of
threshold where the decision height is to be
measured, the DME contributes significantly
to the altitude error for configurations F and
D, as previously discussed. Altitude accuracy
within 1.2 km (4000 ft) of the antenna and at
the alert and decision heights is 1.2 m (4 ft)
or better for configuration K (category III),
1.5 to 2.1 m (5 to 7 ft) for F (category II),
and 4.2 to 5.2 m (14 to 17 ft) for D (category
III). At higher glide slope angles the DME
error has a more pronounced effect on deci-
sion height determination accuracy, and on
the proposed 7.5° STOL glide path it is the
dominating error source.

Finally the altitude determination accu-
racy throughout the final approach region for
configurations F and K are shown in figure 7.
The subregion containing standard CTOL
glide slopes and two-segment approaches is
superimposed on these figures. Accuracy for
this subregion depends only on the elevation
error (Pz—^E^El) excePt near threshold as
discussed above. Preformance is similar for
the three configurations since roughly similar
elevation accuracy standards have been speci-
fied, with 15 to 21 m (50 to 70 ft) RMS error
at 15 km from the antenna. This figure is 2 to
5 percent of nominal aircraft altitudes at this
point.

Terminal Area Navigation Region

This region refers to the MLS coverage
other than the center plane regions of special-

ized flight operations and corresponding stringent accuracy requirements discussed previously.

Flight paths- In the terminal area, within 3.7 to 5.6 km (20 to 30 n. mi.) of the runway,
flight paths are highly restricted geometrically at any one airport, but the standardized paths vary
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among airports so that position determination accuracy throughout the MLS is of interest relative
to current operations. In addition, future operations designed to control high density traffic and
noise distribution are expected to utilize much of the available terminal area MLS coverage at any
one airport.

In this section accuracy results are given
for two representative flight paths; the first is
a curved approach to the glide-slope inter-
cept and the second approximates the
Woodside VORTAC approach to San
Francisco International Airport. The coverage
and antenna siting of configuration K are
assumed in all calculations, although results
are given for the accuracy standards of confi-
gurations D, F, and K. It is noted that the
accuracy deterioration at off-course loca-
tions permitted by reference 1 standards is
not included in these results for lack of a
suitable model. The permitted deterioration
is limited to a factor of 2.0.

-20 -30 -40
I03ft

3 (h= 1500ft),
h=0.46km

y -20 -

3000ft),
0.91 km

P| (h = 3000ft
h= 0.91km

Accuracy results- The first flight path
is a curved approach to the glide-slope inter-
cept as shown in figure 8. It consists of a
sequence of constant altitude turns and
straight-line paths between way points. It
remains within 15 km of the origin through
and enters the MLS coverage at an altitude of 0.91 km (3000 ft) and elevation angle of 14.5°.

Figure 8. Example terminal area approach path.

NOTES: (a) Configurations F and D,AZ and EL coverage
limits,

(b) Configuration K, AZ and EL coverage limits.

Position determination accuracy is given in figure 9. The independent varable in this figure is
path length, beginning from entry into the MLS coverage and ending at touchdown. The major error
relationships are approximated by

ox = Vcos2 AZ y

oy ^ AZ

7Z = Lj? O EL

Accuracy for the horizontal plane coordinates (x,y) is determined by DME and azimuth accuracy,
while altitude accuracy is determined by elevation accuracy. In and near the center plane the
approximate relations simplify further to

°x =

°y - LA °AZ>

°z - LE °EL
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Figure 9.— Position estimation accuracy for
example approach path.
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Figure 10.— Example terminal area approach plan.

as discussed earlier for the final approach
region. As can be seen in figure 9, the DME
error influences altitude accuracy somewhat
initially, due to high elevation angle, and near
touchdown, as discussed earlier.

The configuration intended for the most
comprehensive ATC service is configuration
K, which can be seen to provide excellent x, y
accuracy — 12 km (40 ft) or better —
throughout this flight path. The altitude accu-
racy variability is due to the increasing and
decreasing time history of the x coordinate
(Lg), and accuracy is again 12 m at worst for
this flight path. Both y and z accuracy
improve with decreasing distance to touch-
down, while ax reaches the DME bias error
limit of 6 m (20 ft) as the aircraft arrives in
the center plane.

Comparison of results for the three con-
figurations (without regard to coverage limits)
shows that the x and y accuracy deteriorates
due to deterioration of DME accuracy bv
more than an order of magnitude, and deter-
ioration of azimuth accuracy by a factor of 2.
The altitude accuracy varies little between
configurations K and F, except near touch-
down, as expected, but shows poorer per-
formance for configuration D due to the
degraded elevation accuracy.

The second flight path case (fig. 10) is
approximated simply as two straight lines
beginning over Woodside VORTAC at 1.2 km
altitude, at azimuth of 41.3°, and at a dis-
tance of 44 km from the origin.

Position determination accuracy is given
in figure 1 l(a). The major error relationships
are as stated for the first case above. Increase
RMS errors in x,y,z are seen prior to
glide-slope intercept compared to the pre-
ceding case due to the larger distances from
the ELl and DME antennas. For configura-
tion k, accuracy for (x,y) is 15 m or better
throughout, and 18 m at worse for altitude.

26



Relative deterioration in accuracy among the three configurations shows the same characteristics
noted in the preceding case.

Finally, digital filtering of the MLS data can be expected to improve position determination
accuracy over that shown in figure 11 (a), as well as estimate velocity. The potential improvement
in position accuracy is limited by the system biases. Figure 1 l(b) shows the performance resulting
from the system bias errors alone. As expected, virtually no improvement occurs for x, very little
for y, and somewhat more for altitude, though not to an important degree.
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Figure 11 (a).- Position estimation accuracy for
example approach path.

Figure 1 l(b).- Position estimation accuracy for
example approach — bias limit.
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For purposes of comparison, current arrival time errors at the outer market have an RMS error
of around 30 sec, or 1.8 to 2.3 km (6000 to 7500 ft) in longitudinal position errors. A desired
performance figure for future ATC is 5 sec (about 0.3 km). Insofar as estimation of position in the
horizontal plane affects the arrival time performance, an accuracy of about 150 m RMS error has
been judged adequate to meet the 5 sec performance figure. As seen in figures 9 and 11, the MLS
configuration K exceeds by an order of magnitude this required position accuracy for the terminal
area navigation region of the. coverage.

RESUME

The accuracy of determining position from the range, azimuth, and elevation data provided by
microwave landing guidance system is investigated in this report. The RTCA SC—117 configurations
D, F and K MLS models (ref. 1) are taken as the basis of the investigation as regards accuracy
standards, coverage, and siting (tables 1 and 2). These accuracy standards are criteria expected to be
met by the combined ground and airborne systems in providing values of the aircraft range,
azimuth, and elevation. The principal variations in accuracy among these configurations are that
range accuracy varies by a factor of 15, azimuth accuracy by a factor of 2, and elevation accuracy
by a factor of 1.3. The DME error is almost entirely bias, while both bias and random errors of
significant size occur in the angle errors. Both types of errors are included in the calculations.

Formulas for determining the Cartesian coordinates of the aircraft position relative to the
runway from the MLS variables are given (eqs. (1) to (6)). These equations are appropriate for
inverting current values of range, azimuth, and elevation, as in the case of inverting the outputs of a
sample-and-hold system (e.g., ref. 6). The covariance of position determination errors is given
in terms of the MLS accuracy (eqs. (8) to (10)) along with individual formulas for the RMS errors
(eq. (11)), and these equations are used for the computational results of this report.

These formulas and the results apply to the simpler uses of the MLS data in which single
samples of each of the three data types are inverted directly to produce position coordinates or
glide-slope deviation. Digital data processing schemes, in which the path estimate is fitted to a span
of recent data, are required for estimating velocity from the MLS data. In such cases the position
determination accuracy is limited by the system bias errors, and this limit does not permit signifi-
cant improvement over the results given here from both random and bias errors. Connsequently,
insofar as position determination is concerned, the present results reflect reasonably well the accu-
racy obtainable from any treatment of the MLS data.

For purposes of discussion, the MLS coverage is divided into a flare region, final approach
region, and terminal area navigation region, corresponding to a division of terminal area landing
operations into flare and touchdown, glide-slope intercept and tracking, and terminal area approach
to the glide slope.

For the flare region, interest is limited to configuration K, which provides a flare antenna for
use in implementing category III automatic flare and landing. The flare maneuver is initiated at 9 to
15 m (30 to 50 ft) altitude, and touchdown occurs somewhere in the first 1000 m of runway. The
results for RMS position determination errors in this region are
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ox = atf = 20 ft = 6. 1 m

oy = LA OAZ = 9 to 10 ft s 3 m

°z = LE °EL = 1 to 3 ft = °-3 to 0.9 m

Deterioration of the DME accuracy affects the x-accuracy directly, and to a minor degree, the
altitude accuracy. Altitude determination accuracy during flare is comparable to the category II
radar altimeter standard and to the accuracies achieved by current radar altimeters. Altitude rate
performance is also important in assessing the suitability of the EL2— DME combination as the
source of flare region altitude data, but figures for this parameter are beyond the present scope.

The location of the flare antenna is bracketed by decreasing accuracy with incrreasing distance
from the touchdown point and by the necessary touchdown point dispersion allowance.

In the final approach region, that is, in the center plane from the runway threshold out to
about 15 km, typical flight paths for which position data are to be provided by the MLS are
straight-in approaches, with glide-slope interception at about 5 n. mi. (9 km), and standard glide
slopes of 2.5° to 3.0° down to the decision height altitude 30 to 60 m (100 to 200 ft) or alert
height. The MLS can also supply navigation data for potential flight operations such as two-segment
noise abatement approaches or any path contained within its coverage. Flight altitudes are usually
below 1 km in this region. Results for this region are generally approximated by

°x - °d

°y = LA °AZ

°z = ̂ LE °EL + tan' EL °d ~ LE °EL

The first formula for altitude error includes the DME error contribution, which is significant at
close distances, and poorer DME accuracy standards. The RMS errors at several points of interest on
the final approach flight path are given in table 4.

Accuracy for the linear glide-slope deviation (Az = —L^b£L j) is given by

aAz - LE °EL

so that performance in determining this variable is the same as for altitude, except near the decision
height. Performance figures at the decision height are given in table 4. The difference is due to the
first-order effect of the DME error on altitude accuracy at distances close to the elevation antenna.
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TABLE 4.- RSM POSITION DETERMINATION ERRORS
ON THE FINAL APPROACH, IN FEET

SC-117
config.

°x

oy Threshold
Outermarker
15 km

az Decision height
Outermarker
15 km

°Az Decision height

K
ft

20

10
32
47

2-4
30
53

2-4

m

6.1

3
9.8
14.3

0.6-1.2
9.1
16.2

0.6-1.2

F
ft

100

20
70
102

5-7
30
53

2-4

m

30

6.1
21.4
31.2

1.5-2.1
9.1
16.2

0.6-1.2

D
ft

300

17
91
138

14-17
40
68

5-6

m

91

5.2
28
42

4.3-5.2
12.2
16.2

1.5-1.8

is due to the first-order effect of the DME error on altitude accuracy at distances close to the
elevation antenna.

Finally, accuracy throughout the remainder of the MLS coverage is explored. The MLS,
configuration K, is expected to provide the high precision path information basic to future high
density air traffic control within 40 km or more from the runway. Results are given for two
terminal area flight paths. Performance is 12 to 18 m (40 to 60 ft) RMS error or better in all
three coordinates for both trajectories. Both y and z accuracy improve with decreasing distance
to touchdown while x accuracy reaches a limit set by the DME bias as the aircraft approaches
the center plane. Generally, RMS errors in this region are approximated by

= >/cos2 AZ a.f + y2

a s AZ L

a7 s

that is, performance for the horizontal plane coordinates depends on the DME and azimuth
accuracy, and altitude performance depends on elevation accuracy. Results are also given for
configurations F and D, for which performance degrades principally in the horizontal plane
coordinates as a result of the poorer DME and azimuth accuracies. These results do not reflect
possible off-course deterioration in system accuracy, for lack of a suitable model. The permitted
deterioration is limited to a factor of 2 (ref. 1).

The configuration K performance in determining position is excellent when compared to
the position determination accuracy required to achieve air traffic control performance of 5 sec
RMS error in arrival at the glide-slope intercept.
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The estimation of range rate from range data was also discussed in this paper. The SC-117
standards require that the random component of the range error be such that a range rate accuracy
of 3.05 m/sec (10 ft/sec) be achieved by averaging range samples over 0.2 sec. It was determined
that the required RMS random range error is 0.6 m (2 ft).

A subject for further research is the estimation of velocity from the position data provided
by the MLS. A method of estimating velocity was investigated for the one-dimensional example of
range-rate estimation. This method consists of a least-squares fit of the estimated position time
history to data obtained from the MLS during a limited averaging interval. The obtainable velocity
accuracy will be a function of the length of the averaging interval, the MLS data rate, the MLS
accuracy standards, and the bounds on aircraft acceleration within the MLS coverage. Of these
factors, the last three are likely to be fixed and a corresponding optimum averaging interval can
be determined, as well as the variation of the optimum accuracy with MLS data rates. A related
problem area is that of providing an efficient data processing algorithm with which the averaging
interval can be selected independent of the rate at which the velocity estimate is updated.

Ames Research Center
National Aeronautics and Space Administration

Moffeft Field, California 94035, July 18, 1972
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APPENDIX A

DERIVATION OF ERROR FORMULAS

The aircraft position in the runway coordinate frame (x,y,z) and in the variables of the
LGS (d, AZ, EL) are related by equations (1) and (3) of the text. These are repeated here for
convenience:

L A tan AZ - y = 0

L£ tan EL + z = 0

y 2 +z 2 -d 2 =0

(Al)

The relation between errors or small deviations of x,y,z and the variables of the MLS is
given by

(A2)

where

Hr =

dx/dd dx/dAZ dx/bEL

?y/b£L

dz/dd bz/dAZ bz/bEL

The required partial derivatives can be found by taking partials of equation (Al) with respect to
d, AZ, EL hence

dx , A^ , by n-r- tan AZ + - = 0

_ , ,-.r .tan £1+ =

_, bx by dz_

(A3)
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_ _ _
cos2 AZ dAZ

tantan
_

dAZ
= nU

dx . j-,j , dz n•r-r- tan EL + . . ~ = 0dAZ dAZ

dx vy
3z

dAZ
- n~ U

(A4)

-cos2 EL dEL
xtan 8z. „,dEL

„
= U (A5)

Equations (A3), (A4), and (A5) can be solved, respectively, for the partials with respect to
d, AZ, and EL:

dd (z tan EL - y tan AZ - LA)

dx - y LA
dAZ cos2 AZ (z tan EL - y tan AZ - LA) (A6)

dx z LE
dEL cos2 EL (z tan EL - y tan AZ - LA~)

The remaining partials are readily given in terms of these, using equations (A3) and (A5).

The final form of these expressions is a matter of choice; in the present case, define

z
tan i// = --T— (A7)

which is the aircraft elevation as seen from the azimuth antenna site. The denominator in equa-
tion (A6) then becomes:

z tan EL - y tan AZ - LA = -- 2
•** COS

(1 + tan # tan EL cos2 AZ) (A8)
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and also

d cos2 AZ = cos AZ

Finally, utilizing (A7) to (A9) in (A6), obtain the forms given in the text:

_9£
bd

_ _
COS

\/l + tan2 \l/ cos2 AZ
1 + tan !// tan £L cos2 AZ

dAZ (1 + tan i// tan EL cos2 ,4Z)

j?L? tan i// cos2

dEL cos2 £•/, (1 + tan i// tan £1 cos2 AZ)

(A 10)
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